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Preface 

 
 
The 2008 IEEE World Congress on Computational Intelligence (WCCI 2008), held 
during June 1–6, 2008 in Hong Kong, China, marked an important milestone in 
advancing the paradigms of the new fields of computational intelligence. As the fifth 
event in the series that has spanned the globe (Orlando-1994, Anchorage-1998, 
Honolulu-2002, Vancouver-2006), the congress offered renewed and refreshing focus 
on the progress in nature-inspired and linguistically motivated computation. Most of 
the congress’s program featured regular and special technical sessions that provided 
participants with new insights into the most recent developments in the field. 

As a tradition, in addition to the parallel technical sessions, WCCI holds a series of 
plenary and invited lectures which are not included in the congress proceedings. As 
its predecessors, at WCCI 2008, 20 expert speakers shared their expertise on broader, 
if not panoramic, topics spanning a diverse spectrum of computational intelligence in 
the areas of neurocomputing, fuzzy systems, evolutionary computation, and adjacent 
areas. Thanks to their time and expertise, we endeavored to offer this volume to 
attendees directly at the congress and the general public afterwards.   

In this preface, we provide an overview of the volume with 18 chapters divided 
into four topical sections. Section 1, “Machine Learning and Brain Computer 
Interface,” explores mathematical learning theory and places them side by side with 
efforts to translate the theoretical advances to real-world tools. Section 2, “Fuzzy 
Modeling and Control,” features papers in novel approaches to fuzzy modeling and 
their use in such diversified scenarios as human and social environments, but also for 
knowledge acquisition, fuzzy inference and intelligent industrial environments. 
Section 3 contains contributions to “Computational Evolution” and provides new 
observations on multi-objective optimization and cooperation/competition in 
biological and robotic environments as well as standards in modeling adaptive 
systems. Finally, Section 4 entitled “Applications” is dedicated to successful 
applications of computational intelligence technologies to a number of practical 
problems such as management and mining of large sets of data, the cocktail party 
problem, and fault-tolerant evolvable hardware. 

The papers presented here are highly focused on relevant research achievements, 
yet for most part they are also highly tutorial in nature. The result is a balanced 
contribution to the field of computational intelligence that should serve the 
community as a survey and a reference, but also as an inspiration for future 
advancement of the state of the art of our field. 

Chapter 1, authored by the plenary speaker Christopher M. Bishop, “A New 
Framework for Machine Learning,” discusses the emergence of a powerful new 
framework for building sophisticated real-world applications using machine learning 
within the last five years. The cornerstones of this approach are (a) the adoption of a 
Bayesian viewpoint, (b) the use of graphical models to represent complex probability 
distributions, and (c) the development of fast, deterministic inference algorithms, such 
as variational Bayes and expectation propagation, which provide efficient solutions to 
inference and learning problems in terms of local message passing algorithms. The 
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paper discusses the key ideas behind this new framework, and highlights the benefits 
compared with traditional methods such as neural networks and support vector 
machines. The paper is illustrated with examples of large-scale applications. 

Chapter 2, authored by Kristin P. Bennett, Gautam Kunapuli, Jing Hu and Jong-Shi 
Pang, “Optimization and Machine Learning,” exploits the interrelationships between 
optimization and machine learning. Appreciable progress has been made over the 
years in machine learning by ingeniously formulating machine learning problems into 
convex optimization problems with one or more hyper-parameters. In this chapter, 
Bennett and her collaborators take it to the next level, by treating machine learning 
problems as Stackelberg games. The resulted bilevel optimization problem allows for 
efficient, systematic search of large numbers of hyper-parameters. Discussions are 
also made about the recent progress in solving these bilevel problems and many 
interesting optimization challenges that remain. 

Chapter 3, authored by Lei Xu, “Bayesian Ying Yang System, Best Harmony 
Learning, and Gaussian Manifold-Based Models” provides an elaborated introduction 
on the newly developed Bayesian Ying-Yang (BYY) harmony learning. Proposed in 
1995 by Xu and systematically developed in the past decade, this model consists of a 
two-pathways featured BYY system as a general framework for unifying a number of 
learning models, and a best Ying-Yang harmony principle as a general theory for 
parameter learning and model selection. The BYY  harmony learning leads not only 
to a criterion that outperforms typical model selection criteria in a two-phase 
implementation, but also to a model selection made during parameter learning, with 
significantly reduced computing cost. 

Chapter 4, authored by Benjamin Blankertz, Michael Tangermann, Florin Popescu, 
Matthias Krauledat, Siamac Fazli, Márton Dónaczy, Gabriel Curio, and Klaus-Robert 
Müller, “Toward Brain Computer Interfacing,” aims at making use of brain signals 
for the control of objects, spelling, gaming, to name a few aspects of the Brain 
Computer Interfacing (BCI). The authors provide a brief overview of the BCI project 
from a machine learning and signal processing perspective. Based on EEG signals, 
the authors take the audiences all the way from the measured signal, the preprocessing 
and filtering, and the classification to the respective applications. BCI as a new 
channel for man–machine communication is discussed in detail in a clinical setting 
and for gaming applications. 

Chapter 5, authored by Shiro Usui and Yoshihiro Okumura, “Basic Scheme of 
Neuroinformatics Platform: XooNIps,” features the international cooperation project 
in the emerging field of neuroinformatics. The Neuroinformatics Japan Center at 
RIKEN Brain Science Institute in Japan was established in 2005 and created a 
neuroinformatics base-platform “XooNIps.”  XooNIps features better scalability, 
extensibility, and customizability to operate under various site policies in the general 
community and can be easily customized to support different databases and portals. It 
provides a framework for successfully accumulating, sharing, and making public 
resources which were once difficult to accumulate, share and make public. The author 
elaborates at length on various details as to how the platform was created. 

Chapter 6, authored by Witold Pedrycz, “Collaborative Architectures of Fuzzy 
Modeling,” proposes a concept of Collaborative Computational Intelligence, and 
specifically a collaborative fuzzy model, in facing the rapidly emerging needs to deal 
with distributed sources of data. In the context of collaborative fuzzy modeling, 
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Pedrycz brings forward the concept of experience–consistent fuzzy system 
identification showing how fuzzy models built on a basis of limited data can benefit 
from taking advantage of the past experience. 

Chapter 7, authored by Ronald Yager, “Human Behavioral and Social Network 
Modeling Using Soft Computing,” identifies a common vocabulary understandable by 
both parties that is essential to man–machine cooperation. Yager has drawn upon 
structures from granular computing, particularly fuzzy sets, to provide this capability. 
The author then focuses on some tools useful for the fusion of information and 
question answering in the context of man–machine cooperation. Additionally, the 
fusion of probabilistic and possibilistic information is also investigated. 

Chapter 8, authored by the plenary speaker Takeshi Yamakawa and by Takanori 
Koga, “Bio-inspired Self-Organizing Relationship Network as Knowledge 
Acquisition Tool and Fuzzy Inference Engine,” focuses on the human brain that 
facilitates the topological mapping of the external complex information (multiple-
dimensional) to the cortex (two-dimensional) by sensing and watching. The system is 
named self-organizing relationship (SOR) network. A set of units on the competitive 
layer of the SOR network after learning exhibits a set of typical input-output 
characteristics of the system of interest and thus the network achieves the knowledge 
acquisition (IF-THEN rules) from the raw data. The evaluation for each data 
necessary for the learning of the SOR network is possibly intuitive and deterministic. 
The paper also discusses applications of SOR network. 

Chapter 9, authored by Hani Hagras, “Type-2 Fuzzy Logic Controllers: A Way 
Forward for Fuzzy Systems in Real-World Environment,” reviews type-1 Fuzzy 
Logic Controllers (FLCs) that have been applied to date with great success to many 
different applications. However, for many real-world applications, there is a need to 
cope with large amounts of uncertainties. A type-2 FLC using type-2 fuzzy sets can 
handle such uncertainties to produce a better performance. In this chapter, the author 
introduces the interval type-2 FLCs and how they present a way forward for fuzzy 
systems in real-world environments and applications that face high levels of 
uncertainties. 

Chapter 10, authored by the plenary speaker David B. Fogel, “The Burden of Proof – 
Part II,” discusses standards of evidence in scientific work. The very term “standards” 
suggests they should be consistent, but they are not. Often, well-known "facts" or claims 
turn out to be wrong, disagreements over the interpretation of data and methods yield to 
political motivations. The paper discusses the standards of evidence in scientific work, 
with particular emphasis on evolutionary computation and modeling complex adaptive 
systems. Evidence shows that some seemingly simple systems are really quite 
complicated. In other cases, adjusting assumptions about a model leads to results that 
are at significant variance from what is commonly accepted. The implications of 
accepting well-known models of these systems are explored.  

Chapter 11, authored by Dario Floreano, Sara Mitri, Andres Perez-Uribe, and 
Laurent Keller, “Evolution of Cooperation in Biological and Robotic Societies,” 
examines the evolutionary methods that lead to the emergence of altruistic 
cooperation within robot society. The authors present four evolutionary algorithms 
that derive from biological theories on the evolution of altruism and compare them 
systematically in two experimental scenarios where altruistic cooperation can lead to 
a significant performance enhancement. 
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Chapter 12, authored by Günter Rudolph and Hans-Paul Schwefel, “Simulated 
Evolution Under Multiple Criteria Conditions Revisited,” discusses how many well-
crafted multi-objective evolutionary algorithms have seen great promise; yet most 
sophisticated algorithms today have somehow lost their character of mimicking nature 
found in organic evolution. The author reviews a couple of more bio-inspired designs 
without forgetting to foster the interdisciplinary dialogue with natural scientists. The 
presentation is elegant and far-reaching. 

Chapter 13, authored by Kay Chen Tan and Chi Keong Goh, “Handling 
Uncertainties in Evolutionary Multi-objective Optimization,” discusses how many of 
the studies on Evolutionary Multiobjective Optimization (EMO) assume that the 
problem is deterministic. In this chapter, the challenges faced in handling three 
different forms of uncertainties in EMO are discussed by the authors, including (1) 
noisy objective functions, (2) dynamic MO fitness landscape, and (3) robust MO 
optimization. 

Chapter 14, authored by the plenary speaker James C. Bezdek and his coauthor 
Jacalyn M. Huband, “Visual Cluster Validity,” introduces preliminary information 
about cluster validity, and then offers a short history of visual cluster validity. 
Emphasis is placed on methods that reorder and image a relational version of the data. 
VAT, sVAT and co-VAT, a family of algorithms that build visual representations of 
square and rectangular relation data are then reviewed. Finally, a new method is 
presented of visual cluster validity (for the square case) based on (human) comparison 
of a pair of reordered relation matrices, D* and D (U*). D* is built by the VAT 
algorithm; and D(U*) is built by applying a transformation to any crisp or fuzzy 
partition of the data. Examples of the technique are discussed. 

Chapter 15, authored by the plenary speaker Teuvo Kohonen, “Data Management 
by Self-Organizing Maps,” discusses the self-organizing map (SOM) as an automatic 
data-analysis method. It is widely applied to clustering problems and data exploration 
in industry, finance, natural sciences, and linguistics. The most extensive applications, 
exemplified in this paper, can be found in the management of massive textual data 
bases. The SOM organization, a kind of similarity diagram of the models, makes it 
possible to obtain an insightful view of the global metric relationships of data, 
especially of high-dimensional data items. A new aspect introduced in this paper is 
that an input item can even more accurately be represented by a linear mixture of a 
few best-matching models. This becomes possible by a least-squares fitting procedure 
where the coefficients in the linear mixture of models are constrained to nonnegative 
values. 

Chapter 16, authored by DeLiang Wang and Guoning Hu, “Cocktail Party 
Processing,” discusses the speech segregation, or so-called the cocktail party problem 
coined by Cherry in 1953, that has proven to be extremely challenging. The authors 
propose a computational auditory scene analysis (CASA) approach to this daunting 
challenge. This monaural approach performs auditory segmentation and grouping in a 
two-dimensional time-frequency representation that encodes proximity in frequency 
and time, periodicity, amplitude modulation, and onset/offset. This CASA approach, 
according to the authors, has led to major advances towards solving the cocktail party 
problem and many other applications. 

Chapter 17, authored by Bernadette Bouchon-Meunier, Maria Rifqi, and Marie-Jeanne 
Lesot, “Similarities in Fuzzy Data Mining: From a Cognitive View to Real-World 



                                                                                                Preface 

 

IX 

Applications,” covers similarity as a key concept for all attempts to construct human-like 
automated systems since it is very natural in the human process of categorization, 
underlying many natural capabilities such as language understanding, pattern recognition 
or decision-making. It is essential to any data mining tasks. In this chapter, the authors 
study the use of similarities in data mining, basing their discourse on cognitive 
approaches of similarity. Bouchon-Meunier and her co-authors then focus on fuzzy logic 
that provides interesting tools for data mining mainly because of its ability to represent 
imperfect information, which is crucial when databases are complex, large and contain 
heterogeneous, imprecise, vague, uncertain or incomplete data. 

Chapter 18, authored by Garrison W. Greenwood, “Attaining Fault Tolerance 
Through Self-Adaptation: The Strengths and Weaknesses of Evolvable Hardware 
Approaches,” discusses how self-adaptive systems autonomously change their 
behavior to compensate for faults or to improve their performance. Evolvable 
hardware, which combines evolutionary algorithms with reconfigurable hardware, is 
often proposed as the cornerstone for systems that use self-adaptation for fault 
recovery. This author describes how fault-tolerant systems are built. The advantages 
and disadvantages of intrinsic evolvable hardware fault recovery methods are 
highlighted and design guidelines are presented. 

We would first like to thank the contributors of the volume for making the chapters 
available in time. We also acknowledge the help of Qingshan Liu of The Chinese 
University of Hong Kong for his assistance in formatting the manuscripts. In addition 
we thank Anna Kramer and Ursula Barth from Springer for their assistance in 
producing the final version of the volume. Last but not least, the editors are indebted 
to Alfred Hofmann, Springer’s Editorial Director of Computer Science, for his 
continued encouragement and support of this project. Without their contributions and 
help, this book would not have been possible. 
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A New Framework for Machine Learning

Christopher M. Bishop

Microsoft Research, Cambridge, U.K
Christopher.Bishop@microsoft.com

http://research.microsoft.com/∼cmbishop

Abstract. The last five years have seen the emergence of a powerful
new framework for building sophisticated real-world applications based
on machine learning. The cornerstones of this approach are (i) the adop-
tion of a Bayesian viewpoint, (ii) the use of graphical models to repre-
sent complex probability distributions, and (iii) the development of fast,
deterministic inference algorithms, such as variational Bayes and expec-
tation propagation, which provide efficient solutions to inference and
learning problems in terms of local message passing algorithms. This
paper reviews the key ideas behind this new framework, and highlights
some of its major benefits. The framework is illustrated using an example
large-scale application.

1 Introduction

In recent years the field of machine learning has witnessed an important con-
vergence of ideas, leading to a powerful new framework for building real-world
applications. The goal of this paper is to highlight the emergence of this new
viewpoint, and to emphasize its practical advantages over previous approaches.
This paper is not, however, intended to be comprehensive, and no attempt is
made to give accurate historical attribution of all the many important contribu-
tions. A much more detailed and comprehensive treatment of the topics discussed
here, including additional references, can be found in [5].

The new framework for machine learning is built upon three key ideas: (i) the
adoption of a Bayesian viewpoint, (ii) the use of probabilistic graphical models,
and (iii) the application of fast, deterministic inference algorithms. In Section 2
we give a brief overview of the key concepts of Bayesian statistics, illustrated
using a simple curve-fitting problem. We then discuss the use of probabilis-
tic graphical models in Section 3. Inference and learning problems in graphical
models can be solved efficiently using local message-passing algorithms, as de-
scribed in Section 4. The new framework for machine learning is then illustrated
using a large-scale application in Section 5, and finally in Section 6 we give some
brief conclusions.

2 Bayesian Methods

The Bayesian interpretation of probabilities provides a consistent, indeed optimal,
framework for the quantification of uncertainty [2,3,13]. In pattern recognition

J.M. Zurada et al. (Eds.): WCCI 2008 Plenary/Invited Lectures, LNCS 5050, pp. 1–24, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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2 C.M. Bishop

and machine learning applications, uncertainty arises both through noise pro-
cesses on the observed variables, as well as through the unknown values of latent
variables and model parameters. The adoption of a Bayesian viewpoint there-
fore provides a principled formalism through which all sources of uncertainty can
be addressed consistently. In principle, it involves no more than the systematic
application of the sum rule and the product rule of probability.

Machine learning models can be divided into parametric and non-parametric,
according to whether or not they are based on models having a prescribed
number of adjustable parameters. Most applications to date have been built
using parametric models, and indeed this will be the focus of this paper. How-
ever, many of the same points emphasized here apply equally to non-parametric
techniques.

Consider a model governed by a set of parameters which we group into a
vector w. If we denote the training data set by D, then a central quantity is
the conditional probability distribution p(D|w). When viewed as a function of
w this is known as the likelihood function, and it plays a central role both in
conventional (frequentist) and Bayesian approaches to machine learning. In a
frequentist setting the goal is to find an estimator w� for the parameter vec-
tor by optimizing some criterion, for example by maximizing the likelihood. A
significant problem with such approaches is over-fitting whereby the parame-
ters are tuned to the noise on the data, thereby degrading the generalization
performance.

In a Bayesian setting we express the uncertainty in the value of w through
a probability distribution p(w). This captures everything that is known about
the value of w, aside from the information provided by the training data, and is
usually known as the prior distribution. The contribution from the training data
is expressed through the likelihood function, and this can be combined with the
prior using Bayes’ theorem to give the posterior distribution

p(w|D) =
p(D|w)p(w)

p(D)
. (1)

Here the denominator is given by

p(D) =
∫

p(D|w)p(w) dw (2)

and can be viewed as the normalization factor which ensures that the posterior
distribution p(w|D) in (1) integrates to one. It also plays a central role in model
selection, as we shall discuss shortly.

In order to illustrate the use of Bayesian methods in machine learning, we
consider the problem of fitting a set of noisy data points using a polynomial
function. Although this example involves only a single input variable, a sin-
gle output variable, and a simple parametric model, it captures most of the
important concepts underpinning real-world applications of more sophisticated
multivariate non-linear models.
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The polynomial function itself can be written in the form

y(x,w) = w0 + w1x + w2x
2 + . . . + wMxM =

M∑
j=0

wjx
j (3)

where M is the order of the polynomial.
First we consider briefly a conventional, non-Bayesian, approach to this prob-

lem. Figure 1 shows the training data and the function from which the data is
generated, along with the result of fitting several polynomials of different order
by minimizing the sum-of-squares error between the polynomial predictions and
the data point, defined by

E(w) =
1
2

N∑
n=1

{y(xn,w) − tn}2 (4)

where tn denotes the training set target value corresponding to an input value
of xn

It can be seen that if the order of the polynomial is too low (M = 0, 1) then
the result is a poor representation of the underlying sinusoidal curve. Equally if
the order of the polynomial is too high (M = 9) then the result is again poor
due to over-fitting. The best approximation arises from a model of intermediate
complexity (M = 3). This is confirmed by looking at the root-mean-square error,
defined by

ERMS =
√

2E(w�)/N (5)

on both the training set and an independent test set, as shown in Figure 2.
The best generalization performance (i.e. the smallest test set error) occurs for
models of intermediate complexity.

Now consider a Bayesian approach to this problem. If we assume that the
data has Gaussian noise, then the likelihood function takes the form

p(D|w) =
N∏

n=1

N
(
tn|y(xn,w), β−1) (6)

where β is the precision (inverse variance) of the noise process. Here N
(
t|μ, σ2

)
denotes a Gaussian distribution over the variable t, with mean μ and variance σ2.

For simplicity we consider a Gaussian prior distribution of the form

p(w|α) = N (w|0, α−1I) =
( α

2π

)(M+1)/2
exp

{
−α

2
wTw

}
(7)

where α is the precision of the distribution. Using Bayes’ theorem (1) it is then
straightforward to evaluate the posterior distribution over w, which also takes
the form of a Gaussian.

The posterior distribution is not itself of interest, but it plays a crucial role
in making predictions for new input values. These predictions are governed by
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Fig. 1. Plot of a training data set of N = 10 points, shown as blue circles, each
comprising an observation of the input variable x along with the corresponding target
variable t. The green curve shows the function sin(2πx) used to generate the data. Our
goal is to predict the value of t for some new value of x, without knowledge of the green
curve. The red curves show the result of fitting polynomials of various orders M using
least squares.
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Fig. 2. Graphs of the root-mean-square error, defined by (5), evaluated on the training
set and on an independent test set for various values of M
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the predictive distribution, which is obtained from the sum and product rules of
probability in the form

p(t|x, D) =
∫

p(t|x,w)p(w|D) dw

= N
(
t|m(x), s2(x)

)
(8)

where the mean and variance are given by

m(x) = βφ(x)TS
N∑

n=1

φ(xn)tn (9)

s2(x) = β−1 + φ(x)TSφ(x). (10)

Here the matrix S is given by

S−1 = αI + β
N∑

n=1

φ(xn)φ(xn)T (11)

where I is the unit matrix, and we have defined the vector φ(x) with elements
φi(x) = xi for i = 0, . . . , M .

Figure 3 shows a plot of the predictive distribution when the training set
comprises N = 4 data points. Note that the variance of the predictive distri-
bution is itself a function of the input variable x. In particular, the uncertainty
in the predictions is smallest in the neighbourhood of the training data points.
This intuitively pleasing result follows directly from the adoption of a Bayesian
treatment.

x

t

0 1

−1

0

1

Fig. 3. Plot of the predictive distribution (8) with N = 4 training data points. The
red curve shows the mean of the predictive distribution, while the red shaded region
spans one standard deviation either side of the mean.
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As can be seen from (10), the variance of the predictive distribution comprises
two terms. The first corresponds to the noise on the training data and represents
an irreducible level of uncertainty in predicting the value of t for a new input
value x. The second term represents the uncertainty in predictions arising from
the uncertainty in the model parameters w. If we observe more data points, this
latter uncertainty will decrease, as can be seen in Figure 4.

x

t

0 1

−1

0

1

Fig. 4. As in Figure 3 but with N = 25 data points. The residual uncertainty in the
predictive distribution is due mainly to the noise on the training data.

As an aside, suppose we make a frequentist point estimate of the model param-
eters by maximizing the posterior distribution. Equivalently we can maximize
the logarithm of the posterior distribution, which takes the form

ln p(w|D) = −β

2

N∑
n=1

{tn − wTφ(xn)}2 − α

2
wTw + const. (12)

which we recognise as the negative of the standard sum-of-squares error func-
tion with a quadratic weight penalty (regularization term). Thus we see how
a conventional frequentist approach arises as a particular approximation to a
Bayesian treatment.

We have seen that a Bayesian approach naturally makes predictions in the
form of probability distributions over possible values, conditioned on the ob-
served input variables. This is substantially more powerful than simply making
point predictions as in conventional (non-Bayesian) machine learning approaches
[5, pages 44–46].

Another major advantage of the Bayesian approach is that it automatically
addresses the question of model complexity and model comparison. In conven-
tional approaches based on a point estimate of the model parameters, it is com-
mon to optimize the model complexity to achieve a balance between too simple
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a model (which performs poorly on both training data and test data) and one
which is too complex (which over-fits the training data and makes poor pre-
dictions on test data). This is usually addressed using data hold-out techniques
such as cross-validation, in which part of the training data is kept aside in order
to compare models of different complexity and to select the one which has the
best generalization performance. Such cross-validations methods are wasteful of
valuable training data, and are often computationally expensive due to the need
for multiple training runs.

The Bayesian view of model comparison involves the use of probabilities to
represent uncertainty in the choice of model, along with a consistent application
of the sum and product rules of probability. Suppose we wish to compare a set of
L models {Mi} where i = 1, . . . , L. Here a model refers to a parametric repre-
sentation for the probability distribution over the observed data D, along with a
prior distribution for the parameters. We shall suppose that the data is generated
from one of these models but we are uncertain which one. Our uncertainty in
the choice of model is expressed through a prior probability distribution p(Mi).
Given a training set D, we then wish to evaluate the posterior distribution

p(Mi|D) ∝ p(Mi)p(D|Mi). (13)

The prior allows us to express a preference for different models. Let us simply
assume that all models are given equal prior probability. The interesting term is
the model evidence p(D|Mi) which expresses the preference shown by the data
for different models. It is sometimes also called the marginal likelihood because
it can be viewed as a likelihood function over the space of models, in which
the parameters have been marginalized out. For a model governed by a set of
parameters w, the model evidence is given, from the sum and product rules of
probability, by

p(D|Mi) =
∫

p(D|w, Mi)p(w|Mi) dw. (14)

Recall that this term arises as the normalization factor in Bayes’ theorem (1)
for the parameters.

We can gain insight into Bayesian model comparison, and understand how the
marginal likelihood can favour models of intermediate complexity, by considering
Figure 5. Here the horizontal axis is a one-dimensional representation of the space
of possible data sets, so that each point on this axis corresponds to a specific data
set. We now consider three models M1, M2 and M3 of successively increasing
complexity. Imagine running these models generatively to produce example data
sets, and then looking at the distribution of data sets that result. Any given
model can generate a variety of different data sets since the parameters are
governed by a prior probability distribution, and for any choice of the parameters
there may be random noise on the target variables. To generate a particular
data set from a specific model, we first choose the values of the parameters from
their prior distribution p(w), and then for these parameter values we sample
the data from p(D|w). A simple model (for example, based on a first order
polynomial) has little variability and so will generate data sets that are fairly
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p(D)

DD0

M1

M2

M3

Fig. 5. Schematic illustration of the distribution of data sets for three models of differ-
ent complexity, in which M1 is the simplest and M3 is the most complex. Note that
the distributions are normalized. In this example, for the particular observed data set
D0, the model M2 with intermediate complexity has the largest evidence.

similar to each other. Its distribution p(D) is therefore confined to a relatively
small region of the horizontal axis. By contrast, a complex model (such as a ninth
order polynomial) can generate a great variety of different data sets, and so its
distribution p(D) is spread over a large region of the space of data sets. Because
the distributions p(D|Mi) are normalized, we see that the particular data set
D0 can have the highest value of the evidence for the model of intermediate
complexity. Essentially, the simpler model cannot fit the data well, whereas the
more complex model spreads its predictive probability over too broad a range of
data sets and so assigns relatively small probability to any one of them.

Returning to the polynomial regression problem, we can plot the model evi-
dence against the order of the polynomial, as shown in Figure 6. Here we have
assumed a prior of the form (7) with the parameter α fixed at α = 5 × 10−3.
The form of this plot is very instructive. Referring back to Figure 1, we see that
the M = 0 polynomial has very poor fit to the data and consequently gives a
relatively low value for the evidence. Going to the M = 1 polynomial greatly
improves the data fit, and hence the evidence in Figure 6 is significantly higher.
However, in going to M = 2, the data fit is improved only very marginally, due
to the fact that the underlying sinusoidal function from which the data is gen-
erated is an odd function and so has no even terms in a polynomial expansion.
Indeed, Figure 2 shows that the residual data error is reduced only slightly in
going from M = 1 to M = 2. Because this richer model suffers a greater com-
plexity penalty, the evidence actually falls in going from M = 1 to M = 2. When
we go to M = 3 we obtain a significant further improvement in data fit, as seen
in Figure 1, and so the evidence is increased again, giving the highest overall
evidence for any of the polynomials. Further increases in the value of M produce
only small improvements in the fit to the data but suffer increasing complexity
penalty, leading overall to a decrease in the evidence values. Looking again at
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Fig. 6. Plot of the model evidence versus the order of the polynomial, for the simple
curve fitting problem

Figure 2, we see that the generalization error is roughly constant between M = 3
and M = 8, and it would be difficult to choose between these models on the ba-
sis of this plot alone. The evidence values, however, show a clear preference for
M = 3, since this is the simplest model which gives a good explanation for the
observed data.

3 Graphical Models

The use of Bayesian methods in machine learning amounts to a consistent ap-
plication of the sum and product rules of probability. We could therefore pro-
ceed to formulate and solve complicated probabilistic models purely by algebraic
manipulation. However, it is highly advantageous to augment the analysis us-
ing diagrammatic representations of probability distributions, called probabilistic
graphical models. These offer several useful properties:

1. They provide a simple way to visualize the structure of a probabilistic model
and can be used to design and motivate new models.

2. Insights into the properties of the model can be obtained by inspection of
the graph.

3. Complex computations, required to perform inference and learning in so-
phisticated models, can be expressed in terms of graphical manipulations, in
which underlying mathematical expressions are carried along implicitly.

A graph comprises nodes (also called vertices) connected by links (also known
as edges or arcs). In a probabilistic graphical model, each node represents a ran-
dom variable (or group of random variables), and the links express probabilistic
relationships between these variables.



10 C.M. Bishop

x1

x2 x3

x4 x5

x6 x7

Fig. 7. Example of a directed graph describing the joint distribution over variables
x1, . . . , x7. The corresponding decomposition of the joint distribution is given by (16).

There are two main types of graphical model in widespread use, correspond-
ing to directed graphs (in which the links have a directionality indicated by
arrows) and undirected graphs (in which the links are symmetrical). In both
cases the graph expresses the way in which the joint distribution over all of the
random variables can be decomposed into a product of factors each depending
only on a subset of the variables, but the relationship between the graph and
the factorization is different for the two types of graph.

Consider first the case of directed graphs, also known as Bayesian networks
or belief networks. An example is shown in Figure 7. If there is a link going from
a node a to a node b, then we say that node a is the parent of node b. The graph
specifies that the joint distribution factorizes into a product over all nodes of a
conditional distribution for the variables at that node conditioned on the states
of its parents

p(x) =
K∏

k=1

p(xk|pak) (15)

where pak denotes the set of parents of xk, and x = {x1, . . . , xK}. For the specific
case of the graph shown in Figure 7, the factorization takes the form

p(x1)p(x2)p(x3)p(x4|x1, x2, x3)p(x5|x1, x3)p(x6|x4)p(x7|x4, x5). (16)

A specific, and very familiar, example of a directed graph is the hidden Markov
model, which is widely used in speech recognition, handwriting recognition, DNA
analysis, and other sequential data applications, and is shown in Figure 8. The
joint distribution for this model is given by

p(x1, . . . ,xN , z1, . . . , zN ) = p(z1)

[
N∏

n=2

p(zn|zn−1)

]
N∏

n=1

p(xn|zn). (17)
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zn−1 zn zn+1

xn−1 xn xn+1

z1 z2

x1 x2

Fig. 8. The directed graph corresponding to a hidden Markov model. It represents the
joint distribution over a set of observed variables x1, . . . , xN in terms of a Markov chain
of hidden variables z1, . . . , zN . Exactly the same graph also describes the Kalman filter.

Here x1, . . . ,xN represent the observed variables (i.e. the data). In a graphical
model the observed variables are denoted by shading the corresponding notes.
The variables z1, . . . , zN represent latent (or hidden) variables which are not
directly observed but which play a key role in the formulation of the model.
In the case of the hidden Markov model the latent variables are discrete, while
the observed variables may be discrete or continuous according to the particular
application.

We can also consider the graph in Figure 8 for the case in which both the hid-
den and observed variables are Gaussian, in which case it describes the Kalman
filter, a model which is widely used for tracking applications [21]. This highlights
an important property of graphical models, namely that a particular graph de-
scribes a whole family of probability distributions which share the same factor-
ization properties.

One of the powerful aspects of graphical models is the ease with which new
models can be constructed, incorporating appropriate domain knowledge in the
process. For example, Figure 9 shows an extension of the hidden Markov model
which expresses the notion that there are two independent latent processes,
and that at each time step the observed variables have distributions which are

z(1)
n−1 z(1)

n z(1)
n+1

z(2)
n−1 z(2)

n z(2)
n+1

xn−1 xn xn+1

Fig. 9. A factorial hidden Markov model
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xi

yi

Fig. 10. An undirected graphical model representing a Markov random field for image
de-noising, in which xi is a binary latent (hidden) variable denoting the state of pixel
i in the unknown noise-free image, and yi denotes the corresponding value of pixel i in
the observed noisy image

conditioned on the states of both of the corresponding latent variables. This is
known as a factorial hidden Markov model.

Similarly, the Kalman filter can be extended to give a switching state space
model. This has multiple Markov chains of continuous linear-Gaussian latent
variables, each of which is analogous to the latent chain of the standard Kalman
filter, together with a Markov chain of discrete variables of the form used in a
hidden Markov model. The output at each time step is determined by stochasti-
cally choosing one of the continuous latent chains, using the state of the discrete
latent variable as a switch, with the distribution of the observation at each step
conditioned on the state of the corresponding continuous hidden variable.

Many other models can easily be constructed in this way. The key point is
that new models can be formulated simply by drawing the corresponding graph-
ical model, and prior knowledge from the application domain can be expressed
through the structure of the graph. In particular, missing links in the graph
determine the conditional independence properties of the joint distribution [5,
Section 8.2].

The second major class of graphical model is based on undirected graphs. A
well-known example is the Markov random field, illustrated in Figure 10. This
graphical structure can be used to solve image processing problems such as de-
noising and segmentation.

As with directed graphs, an undirected graph specifies the way in which the
joint distribution of all variables in the model factorizes into a product of factors
each involving only a subset of the variables. To understand this factorization
we need to introduce the concept of a clique, which is defined as a subset of the
nodes in a graph such that there exists a link between all pairs of nodes in the
subset. In other words, the set of nodes in a clique is fully connected.
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If we denote a clique by C and the set of variables in that clique by xC , then
the joint distribution is written as a product of potential functions ψC(xC) over
the cliques of the graph

p(x) =
1
Z

∏
C

ψC(xC). (18)

Here the quantity Z, sometimes called the partition function, is a normalization
constant and is given by

Z =
∑
x

∏
C

ψC(xC) (19)

which ensures that the distribution p(x) given by (18) is correctly normalized.
By considering only potential functions which satisfy ψC(xC) � 0 we ensure
that p(x) � 0. In (19) we have assumed that x comprises discrete variables, but
the framework is equally applicable to continuous variables, or a combination of
the two, in which the summation is replaced by the appropriate combination of
summation and integration.

Because we are restricted to potential functions which are strictly positive it
is convenient to express them as exponentials, so that

ψC(xC) = exp {−E(xC)} (20)

where E(xC) is called an energy function, and the exponential representation
is called the Boltzmann distribution. The joint distribution is defined as the
product of potentials, and so the total energy is obtained by adding the energies
of each of the cliques.

In the case of Figure 10 there are three kinds of cliques, those that involve
a single hidden variable, those that involve two adjacent hidden variables con-
nected by a link, and those that involve one hidden and one observed variable,
again connected by a link. An example of an energy function for such a model
takes the form

E(x,y) = h
∑

i

xi − β
∑
{i,j}

xixj − η
∑

i

xiyi (21)

which defines a joint distribution over x and y given by

p(x,y) =
1
Z

exp{−E(x,y)}. (22)

Directed and undirected graphs together allow most models of practical in-
terest to be constructed. Which type of graph is more appropriate will depend
on the application. Generally speaking, directed graphs are good at expressing
causal relationships between variables. For example, if we have set of diseases
and a set of symptoms then we can use a directed graph to capture the notion
that the symptoms are caused by the diseases, and so there will be arrows (di-
rected edges) going from disease variable nodes to symptom variable nodes. Undi-
rected graphs, however, are better at expressing correlations between variables.
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x1 x2 x3

fa fb fc fd

Fig. 11. Example of a factor graph, which corresponds to the factorization (23)

For example, in a model for segmenting an image into foreground and background
we know that neighbouring pixels are very likely to share the same label (they
are usually either both foreground or both background) and this can be captured
using an undirected graph of the form shown in Figure 10.

It is often convenient to work with a third form of graphical representation
known as a factor graph. We have seen that both directed and undirected graphs
allow a global function of several variables to be expressed as a product of factors
over subsets of those variables. Factor graphs make this decomposition explicit
by introducing additional nodes for the factors themselves in addition to the
nodes representing the variables.

Consider, for example, a distribution that is expressed in terms of the factor-
ization

p(x) = fa(x1, x2)fb(x1, x2)fc(x2, x3)fd(x3). (23)

This can be expressed by the factor graph shown in Figure 11. Factor graphs
provide a useful representation for inference algorithms, discussed in the next
section, as they allow both directed and undirected graphs to be treated in a
unified way.

4 Approximate Inference

Having formulated a model in terms of a probabilistic graph we now need to learn
the parameters of the model, and to use the trained model to make predictions.
Some of the nodes in the graph correspond to observed variables representing
the training data, and we are interested in finding the posterior distribution of
other nodes, representing variables whose value we wish to predict, conditioned
on the training data. We refer to this as an inference problem. The remaining
nodes in the graph represent other latent, or hidden, variables whose values we
are not directly interested in.

In a Bayesian setting, the model parameters are also random variables and
are therefore represented as nodes in the graph. Computing the posterior distri-
bution of those parameters is therefore just another inference problem!
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x1 x2 xN−1xN

Fig. 12. A simple undirected graph comprising a chain of nodes, used to illustrate the
solution of inference problems

Consider first the problem of performing inference on a simple chain of nodes
shown in Figure 12. The cliques of this graph comprise pairs of adjacent nodes
connected by links. Thus the joint distribution of all of the variables is given by

p(x) =
1
Z

ψ1,2(x1, x2)ψ2,3(x2, x3) · · · ψN−1,N(xN−1, xN ). (24)

Let us consider the inference problem of finding the marginal distribution p(xn)
for a specific node xn that is part way along the chain. Note that, for the moment,
there are no observed nodes. By definition, the required marginal is obtained by
summing the joint distribution over all variables except xn, so that

p(xn) =
∑
x1

· · ·
∑
xn−1

∑
xn+1

· · ·
∑
xN

p(x). (25)

In a naive implementation, we would first evaluate the joint distribution and
then perform the summations explicitly. The joint distribution can be repre-
sented as a set of numbers, one for each possible value for x. Because there are
N variables each with K states, there are KN values for x and so evaluation
and storage of the joint distribution, as well as marginalization to obtain p(xn),
all involve storage and computation that scale exponentially with the length N
of the chain.

We can, however, obtain a much more efficient algorithm by exploiting the
conditional independence properties of the graphical model. If we substitute
the factorized expression (24) for the joint distribution into (25), then we can
rearrange the order of the summations and the multiplications to allow the
required marginal to be evaluated much more efficiently. Consider for instance
the summation over xN . The potential ψN−1,N(xN−1, xN ) is the only one that
depends on xN , and so we can perform the summation

∑
xN

ψN−1,N(xN−1, xN ) (26)

first to give a function of xN−1. We can then use this to perform the summation
over xN−1, which will involve only this new function together with the potential
ψN−2,N−1(xN−2, xN−1), because this is the only other place that xN−1 appears.
Similarly, the summation over x1 involves only the potential ψ1,2(x1, x2) and so
can be performed separately to give a function of x2, and so on.
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If we group the potentials and summations together in this way, we can express
the desired marginal in the form

p(xn) =
1
Z⎡

⎣ ∑
xn−1

ψn−1,n(xn−1, xn) · · ·
[∑

x2

ψ2,3(x2, x3)

[∑
x1

ψ1,2(x1, x2)

]]
· · ·

⎤
⎦

︸ ︷︷ ︸
μα(xn)⎡

⎣ ∑
xn+1

ψn,n+1(xn, xn+1) · · ·
[∑

xN

ψN−1,N(xN−1, xN )

]
· · ·

⎤
⎦

︸ ︷︷ ︸
μβ(xn)

. (27)

The key concept that we are exploiting is that multiplication is distributive over
addition, so that

ab + ac = a(b + c) (28)

in which the left-hand side involves three arithmetic operations whereas the
right-hand side reduces this to two operations.

Let us work out the computational cost of evaluating the required marginal
using this re-ordered expression. We have to perform N − 1 summations each of
which is over K states and each of which involves a function of two variables. For
instance, the summation over x1 involves only the function ψ1,2(x1, x2), which
is a table of K ×K numbers. We have to sum this table over x1 for each value of
x2 and so this has O(K2) cost. The resulting vector of K numbers is multiplied
by the matrix of numbers ψ2,3(x2, x3) and so is again O(K2). Because there are
N − 1 summations and multiplications of this kind, the total cost of evaluating
the marginal p(xn) is O(NK2). This is linear in the length of the chain, in
contrast to the exponential cost of a naive approach.

We can now give a powerful interpretation of this calculation in terms of
the passing of local messages around on the graph. From (27) we see that the
expression for the marginal p(xn) decomposes into the product of two factors
times the normalization constant

p(xn) =
1
Z

μα(xn)μβ(xn). (29)

We shall interpret μα(xn) as a message passed forwards along the chain from
node xn−1 to node xn. Similarly, μβ(xn) can be viewed as a message passed
backwards along the chain to node xn from node xn+1. Note that each of the
messages comprises a set of K values, one for each choice of xn, and so the
product of two messages should be interpreted as the point-wise multiplication
of the elements of the two messages to give another set of K values.
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The message μα(xn) can be evaluated recursively because

μα(xn) =
∑
xn−1

ψn−1,n(xn−1, xn)

⎡
⎣ ∑

xn−2

· · ·

⎤
⎦

=
∑
xn−1

ψn−1,n(xn−1, xn)μα(xn−1) (30)

with an analogous result for the backward messages.
This example shows how the local factorization implied by the graphical struc-

ture allows the cost of exact inference to be reduced from being exponential in
the length of the chain to being linear. A similar result holds for more complex
graphs provided they have a tree structure (i.e. they do not have any loops).
This exact inference technique is known as belief propagation.

A well-known special case of this message-passing algorithm is the forward-
backward algorithm for inferring the posterior distribution of the hidden vari-
ables in a hidden Markov model [1,19]. Similarly, the forward recursions of the
Kalman filter [14] and the backward recursions of the Kalman smoother [20] are
also special cases of this result.

For most practical applications, however, this efficient exact solution of in-
ference problems is no longer tractable. This lack of tractability arises either
because the graph is no longer a tree, or because the individual local marginal-
izations no longer have an exact closed-form solution.

We therefore need to find approximate inference algorithms which can yield
good results with reasonable computational cost. For a long time the only gen-
erally applicable method was to use Markov chain Monte Carlo sampling tech-
niques. Unfortunately, this approach tends to be computationally costly and
does not scale well to real-world applications involving large data sets. One of
the most important advances in machine learning in recent years has therefore
been the development of fast, approximate inference algorithms. Like the exact
inference algorithms for trees discussed above, these can all be expressed in terms
of local message passing on the corresponding graphical model, and this leads
naturally to efficient software implementations. They are often called ‘determin-
istic’ algorithms because they provide analytical expressions for the posterior
distribution, in contrast to Monte Carlo methods which yield their results in the
form of a set of samples drawn from the posterior distribution. Here we intro-
duce briefly some of the most prominent deterministic inference techniques. It
should be emphasized, however, that there are many other such algorithms and
new ones continue to be developed.

One of the simplest such algorithms is called loopy belief propagation [9] and
simply involves applying the standard belief propagation equations, derived for
tree-structured graphs, to more general graphical models. Although this is an
ad-hoc procedure, and has no guarantee of convergence, it is often found to yield
good results, and indeed gives state-of-the-art results for decoding certain kinds
of error-correcting codes [4,8,10,15,16].
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A more principled approach to approximate inference is to define a family
of approximating distributions (whose members are simpler in some sense than
the true posterior distribution) and then to seek the optimal member of that
family by minimizing a suitable criterion which measures the dissimilarity be-
tween the approximate distribution and the exact posterior distribution. Differ-
ent algorithms arise according to the simplifying assumptions in the approximate
posterior, and according to the choice of criterion.

The variational Bayes method defines the dissimilarity between the true pos-
terior distribution p(Z|X) and the approximating distribution q(Z) to be the
Kullback-Leibler divergence given by

KL(q‖p) = −
∫

q(Z) ln
{

p(Z|X)
q(Z)

}
dZ (31)

where Z represents the set of all non-observed variables in the problem and X
represents the observed variables.

The approximating distribution can be chosen to have a simple analytical
form. For example, it might be a Gaussian, whose mean and covariance are
then optimized so as to minimize the KL divergence with respect to the (non-
Gaussian) true posterior distribution. A more flexible framework arises, how-
ever, if we assume a specific factorization for the approximating distribution
q(Z), without any restriction on the functional form of the factors. Suppose we
partition the elements of Z into disjoint groups that we denote by Zi where
i = 1, . . . , M . We then assume that the q distribution factorizes with respect to
these groups, so that

q(Z) =
M∏
i=1

qi(Zi). (32)

If we substitute (32) into (31) we can then minimize the KL divergence with
respect to one of the factors qj(Zj), keeping the remaining factors fixed. This
involves a free-form functional optimization performed using the calculus of vari-
ations, and gives the result

ln q�
j (Zj) = Ei�=j [ln p(X,Z)] + const (33)

where p(X,Z) is the joint distribution of hidden and observed variables, and the
expectation is taken over all groups of variables Zi for i �= j. The additive con-
stant corresponds to the normalization coefficient for the distribution. In order
to apply this approach in practice, the factors qi(Zi) are first suitably initial-
ized, and then they are updated in turn using (33) until a suitable convergence
criterion is satisfied.

As an illustration of the variational Bayes method, consider the toy problem
shown in Figure 13. Here the green contours show the true posterior distribution
p(μ, τ) over the mean μ and precision (inverse variance) τ for a simple inference
problem involving a Gaussian distribution [5, Section 10.1.3]. For the sake of
illustration, suppose that this distribution is intractable to compute and so we
wish to find an approximation using variational inference. The approximating
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Fig. 13. An illustration of the variational Bayes inference algorithm. See the text for
details.

distribution is assumed to factorize so that q(μ, τ) = qμ(μ)qτ (τ). The blue con-
tours in Figure 13(a) show the initialization of this factorized distribution. In
Figure 13(b) the distribution qμ(μ) has been updated using (33) keeping qτ (τ)
fixed. Similarly, in Figure 13(c) the distribution qτ (τ) has been updated keep-
ing qμ(μ) fixed. Finally, the optimal factorized solution, to which the iterative
scheme converges, is shown by the red contours in Figure 13(d).

If we consider distributions which are expressed in terms of probabilistic
graphical models, then the variational update equations (33) can be cast in the
form of a local message-passing algorithm. This makes possible the construction
of general purpose software for variational inference in which the form of the
model does not need to be specified in advance [6].

Another widely used approximate inference algorithm is called expectation
propagation or EP [17,18]. As with the variational Bayes method discussed so
far, this too is based on the minimization of a Kullback-Leibler divergence but
now of the reverse form KL(p‖q), which gives the approximation rather different
properties. EP again makes use of the factorization implied by a graphical model,
and again the update equations for determining the approximate posterior dis-
tribution can be cast as a local message-passing algorithm. Although each step
is minimizing a specific KL divergence, the overall algorithm does not optimize
a unique quantity globally. However, for approximations which lie within the
exponential family of distributions, if the iterations do converge, the resulting
solution will be a stationary point of a particular energy function [17], although
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each iteration of EP does not necessarily decrease the value of this energy func-
tion. This is in contrast to variational Bayes, which iteratively maximizes a lower
bound on the log marginal likelihood, in which each iteration is guaranteed not
to decrease the bound. It is possible to optimize the EP cost function directly,
in which case it is guaranteed to converge, although the resulting algorithms can
be slower and more complex to implement.

While EP lacks the guaranteed convergence properties of variational Bayes,
it can often give better results because the integration in the KL divergence is
weighted by the true distribution, rather than by the approximation, which
causes the algorithm to take a more global view of approximating the true
distribution.

5 Example Application: Bayesian Ranking

We now describe a real-world application of the machine learning framework
discusses in this paper. It is based on a Bayesian formulation, which is expressed
as a probabilistic graphical model, and where predictions are obtained using
expectation propagation formulated as local message-passing on the graph. The
application is known as TrueSkillTM [12], and is a Bayesian system for rating
player skill in competitive games. It can be viewed as a generalization of the well
known Elo system, which is used for example in Chess, and which was adopted
by the World Chess Federation in 1970 as an international standard. With the
advent of online gaming, the importance of skill rating systems has increased
significantly because the quality of the online experience of millions of players
each day is at stake.

Elo assigns each player i a skill rating si, and the probability of the possible
game outcomes is modelled as a function of the two players skills s1 and s2. In
a particular game each player exhibits a performance

pi ∼ N (pi|si, β
2) (34)

which is normally distributed around their skill value with fixed variance β2. The
probability that player 1 wins is given by the probability that their performance
exceeds that of player 2, so that

P (p1 > p2|s1, s2) = Φ

(
s1 − s2√

2β

)
(35)

where Φ is the cumulative density of a zero-mean, unit-variance Gaussian. The
Elo system then provides an update equation for the skill ratings which causes
the observed game outcome to become more likely, while preserving the con-
straint s1 + s2 = const. There is a variant of the Elo system which replaces the
cumulative Gaussian with a logistic sigmoid. In Elo, a player’s rating is regarded
as provisional as long as it is based on less than a fixed number of, say, 20 games.
This problem was addressed previously by adopting a Bayesian approach, known
as Glicko, which models the belief about a player’s rating using a Gaussian with
mean μ and variance σ2 [11].
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An important new application of skill rating systems are multiplayer online
games, which present the following challenges:

1. Game outcomes often refer to teams of players, and yet a skill rating for
individual players is needed for future matchmaking.

2. More than two players or teams compete, such that the game outcome is a
permutation of teams or players rather than just a winner and a loser.

TrueSkill addresses both of these challenges in the context of a principled
Bayesian approach.

Each player has a skill distribution which is Gaussian si ∼ N (si|μi, σ
2
i ), and

the performance of a player is again a noisy version of their skill given by (34).
The performance tj of team j is modelled as the sum of the performances of
the players comprising that team, and the ordering of the team performances
gives the ordering of the match results. This model can be expressed as the factor
graph shown in Figure 14. Draws can be incorporated into the model by requiring
a non-zero margin, governed by a parameter ε, between the performance of two
teams in order to achieve a victory.

Skill estimates need to be reported after each game, and so an online learning
scheme is used known as Gaussian density filtering, which can be viewed as a spe-
cial case of expectation propagation. The posterior distribution is approximated
by a Gaussian, and forms the prior distribution for the next game.

Extensive testing of TrueSkill demonstrates significant improvements over
Elo [12]. In particular, the number of games which need to be played in order
to determine accurate values for player skills can be substantially less (up to
an order of magnitude) compared to Elo. This is illustrated in Figure 15 which
shows the evolution of the skill ratings for two players over several hundred
games, based on data collected during beta testing of the Xbox title ‘Halo 2’.
We see that TrueSkill exhibits good convergence within the first 10–20 games,
whereas the Elo estimates are continuing to change significantly even after 100
games.

Intuitively, the reason for the faster convergence is that knowledge of the
uncertainty in the skill estimates modulates the magnitude of the updates in an
optimal way. For instance, informally, if a player with a skill rating of 120 ± 20
beats a player of rating 130± 2 then the system can make a substantial increase
in the rating of the winning player. Elo by contrast does not have access to
uncertainty estimates and so makes numerous small corrections over many games
in order to increase the skill estimate for a particular player.

Xbox 360 Live is Microsoft’s online console gaming service, allowing players to
play together across the world on hundreds of different game titles. TrueSkill has
been globally deployed as the skill rating system for Xbox 360 Live, analyzing
millions of game outcomes resulting from billions of hours of online play. It
processes hundreds of thousands of new game outcomes per day, making it one of
the largest applications of Bayesian inference to date. TrueSkill provides ratings
and league table information to the players, and is used to perform real-time
matchmaking.
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Fig. 14. An example TrueSkill factor graph, for two matches involving three teams
and four players. The arrows indicate the optimal message passing schedule.

The graphical model formulation of TrueSkill makes it particularly straight-
forward to extend the model in interesting ways. For example, we can allow
the skills to evolve in time by adding additional links to the graph correspond-
ing to Gaussian temporal dynamics [12]. Similarly, the use of full expectation-
propagation updates allows information to be propagated backwards in time
(smoothing) as well as forwards in time (filtering). This permits a full analysis
of historical data, for example a comparison of the strength of different chess
players over a period of 150 years [7].

6 Discussion

In this paper we have highlighted the emergence of a new framework for the
formulation and solution of problems in machine learning. The three main in-
gredients, namely a Bayesian approach, the use of graphical models, and use of
approximate deterministic inference algorithms, fit very naturally together. In
a fully Bayesian setting every unknown variable is given a probability distribu-
tion and hence corresponds to a node in a graphical model, and deterministic
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Fig. 15. Convergence trajectories for two players comparing Elo (dashed lines) with
TrueSkill (solid lines). Note that the latter includes uncertainty estimates, shown by
the shaded regions.

approximation algorithms, which provide efficient solutions to inference prob-
lems, can be cast in terms of messages passed locally between nodes of the
graph.

In many conventional machine learning applications, the formulation of the
model, and the algorithm used to perform learning and make predictions, are
intertwined. One feature of the new framework is that there is a beneficial sepa-
ration between the formulation of the model in terms of its graphical structure,
and the solution of inference problems using local message passing. Research
into new inference algorithms can proceed largely independently of the particu-
lar application, while domain experts can focus their efforts on the formulation
of new application-specific models. Indeed, general purpose software can be de-
veloped1 which implements a range of alternative inference algorithms for broad
classes of graphical structures. Another major benefit of the new framework is
that it allows fully Bayesian methods to be applied to large scale applications,
something which was previously not feasible.

We live in an increasingly data-rich world, with ever greater requirements to
extract useful information from that data. The framework for machine learning
reviewed in this paper, which scales well to large data sets, offers the opportu-
nity to develop many new and exciting applications for machine learning in the
years ahead.

1 One example is Infer.Net which is described at:
http://research.microsoft.com/mlp/ml/Infer/Infer.htm
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Abstract. We examine the interplay of optimization and machine learn-
ing. Great progress has been made in machine learning by cleverly
reducing machine learning problems to convex optimization problems
with one or more hyper-parameters. The availability of powerful convex-
programming theory and algorithms has enabled a flood of new re-
search in machine learning models and methods. But many of the
steps necessary for successful machine learning models fall outside of
the convex machine learning paradigm. Thus we now propose framing
machine learning problems as Stackelberg games. The resulting bilevel
optimization problem allows for efficient systematic search of large num-
bers of hyper-parameters. We discuss recent progress in solving these
bilevel problems and the many interesting optimization challenges that
remain. Finally, we investigate the intriguing possibility of novel machine
learning models enabled by bilevel programming.

1 Introduction

Convex optimization now forms a core tool in state-of-the-art machine learning.
Convex optimization methods such as Support Vector Machines (SVM) and
kernel methods have been applied with great success. For a learning task, such
as regression, classification, ranking, and novelty detection, the modeler selects a
convex loss and regularization functions suitable for the given task and optimizes
for a given data set using powerful robust convex programming methods such as
linear, quadratic, or semi-definite programming. But the many papers reporting
the success of such methods frequently gloss over the critical choices that go
into making a successful model. For example, as part of model selection, the
modeler must select which variables to include, which data points to use, and
how to set the possibly many model parameters. The machine learning problem
is reduced to a convex optimization problem only because the boundary of what
is considered to be part of the method is drawn very narrowly. Our goal here is
to expand the mathematical programming models to more fully incorporate the
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entire machine learning process. Here we will examine the bilevel approach first
developed in [1].

Consider support vector regression (SVR). In SVR, we wish to compute a
linear regression function that maps the input, x ∈ Rn, to a response y ∈ R,
given a training set of (input, output) pairs, {(xi, yi), i = 1 . . . �}. To accomplish
this, we must select hyper-parameters including the two parameters in the SVR
objective and the features or variables that should be used in the model. Once
these are selected, the learned function corresponds to the optimal solution of a
quadratic program. The most commonly used and widely accepted method for
selecting these hyper-parameters is still cross validation (CV).

In CV, the hyper-parameters are selected to minimize some estimate of the
out-of-sample generalization error. A typical method would define a grid over the
hyper-parameters of interest, and then do 10-fold cross validation for each of the
grid values. The inefficiencies and expense of such a grid-search cross-validation
approach effectively limit the desirable number of hyper-parameters in a model,
due to the combinatorial explosion of grid points in high dimensions.

Here, we examine how model selection using out-of-sample testing can be
treated as a Stackelberg game in which the leader sets the parameters to mini-
mize the out-of-sample error, and the followers optimize the in-sample errors for
each fold given the parameters. Model selection using out-of-sample testing can
then be posed as an optimization problem, albeit with an “inner” and an “outer”
objective. The main idea of the approach is as follows: the data is partitioned or
bootstrapped into training and test sets. We seek a set of hyper-parameters such
that when the optimal training problem is solved for each training set, the loss
over the test sets is minimized. The resulting optimization problem is a bilevel
program. Each learning function is optimized in its corresponding training prob-
lem with fixed hyper-parameters—this is the inner (or lower-level) optimization
problem. The overall testing objective is minimized—this is the outer (or upper-
level) optimization problem.

We develop two alternative methods for solving the bilinear programs. In both
methods, the convex lower level problems are replaced by their Karush-Kuhn-
Tucker (KKT) optimality conditions, so that the problem becomes a mathemati-
cal programming problem with equilibrium constraints (MPEC). The equivalent
optimization problem has a linear objective and linear constraints except for the
set of equilibrium constraints formed by the complementarity conditions. In our
first approach, the equilibrium constraints are relaxed from equalities to inequal-
ities to form a nonlinear program (NLP) that is then solved by a state-of-the-art
general-purpose nonlinear programming solver, filter. In the second approach,
the equilibrium constraints are treated as penalty terms and moved to the objec-
tive. The resulting penalty problem is then solved using the successive lineariza-
tion algorithm for model selection (SLAMS). Further performance enhancements
are obtained by stopping SLAMS at the first MPEC-feasible solution found, a
version we term EZ-SLAMS.

Our successful bilevel programming approaches offer several fundamental ad-
vantages over prior approaches. First, recent advances in bilevel programming in
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the optimization community permit the systematic treatment of models based
on popular loss functions used for SVM and kernel methods with many hyper-
parameters. In addition to the ability to simultaneously optimize many hyper-
parameters, the bilevel programming approach offers a broad framework in which
a wide class of novel machine learning algorithms can be developed. Amenable
problems with many parameters are pervasive in data analysis. The bilevel pro-
gramming approach can be used to address feature selection, kernel construction,
semi-supervised learning, and models with missing data.

This paper illustrates the bilevel approach applied to support vector regres-
sion. Additional information can be found in [1]. Discussion of the extensions of
the bilevel model selection method to other problems can be found in [2].

2 Bilevel Optimization

First, we briefly review bilevel optimization. Bilevel optimization problems are
a class of constrained optimization problems whose constraints contain a lower-
level optimization problem that is parameterized by a multi-dimensional de-
sign variable. In operations research literature, the class of bilevel optimiza-
tion problems was introduced in the early 1970s by Bracken and McGill [3].
These problems are closely related to the economic problem of the Stackelberg
game, whose origin predates the work of Bracken and McGill. In the late 1980s,
bilevel programming was given a renewed study in the extended framework of
a mathematical program with equilibrium constraints (MPEC) in [4], which is
an extension of a bilevel program with the optimization constraint replaced by
a finite-dimensional variational inequality [5].

The systematic study of the bilevel optimization problem and its MPEC ex-
tension attracted the intensive attention of mathematical programmers about
a decade ago with the publication of a focused monograph by Luo, Pang and
Ralph [4], which was followed by two related monographs [6,7]. During the past
decade, there has been an explosion of research on these optimization problems.
See the annotated bibliography [8], which contains many references. In general,
bilevel programs/MPECs provide a powerful computational framework for deal-
ing with parameter identification problems in an optimization setting. As such,
they offer a novel paradigm for dealing with the model selection problem de-
scribed in the last section. Instead of describing a bilevel optimization problem
in its full generality, we focus our discussion on its application to CV for model
selection.

3 A Bilevel Support-Vector Regression Model

We focus on a bilevel support-vector regression (SVR) problem and use it to
illustrate the kind of problems that the bilevel approach can treat. Specifi-
cally, suppose that the regression data are described by the � points Ω :=
{(x1, y1), . . . , (x�, y�)} in the Euclidean space �n+1 for some positive integers



28 K.P. Bennett et al.

� and n. Consider the regression problem of finding a function f∗ : �n → �
among a given class that minimizes the regularized risk functional

R[f ] ≡ P [f ] +
C

�

�∑
i=1

L(yi, f(xi)),

where L is a loss function of the observed data and model outputs, P is a
regularization operator, and C is the regularization parameter. Usually, the ε-
insensitive loss Lε(y, f(x)) = max{|y − f(x)|− ε, 0} is used in SVR, where ε > 0
is the tube parameter, which could be difficult to select as one does not know
beforehand how accurately the function will fit the data. For linear functions:
f(x) = w ′x =

∑n
i=1 wixi, where the bias term is ignored but can easily be

accommodated, the regularization operator in classic SVR is the squared �2-
norm of the normal vector w ∈ �n; i.e., P [f ] ≡ ‖w‖2

2 =
∑n

i=1 w2
i .
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Fig. 1. SVR Model Selection as a Stackelberg Game

The classic SVR approach has two hyper-parameters, the regularization
constant C and the tube width ε, that are typically selected by cross validation
based on the mean square error (MSE) or mean absolute deviation (MAD)
measured on the out-of-sample data. In what follows, we focus on the latter and
introduce additional parameters for feature selection and improved regulariza-
tion and control. We partition the � data points into T disjoint partitions, Ωt

for t = 1, . . . , T , such that
⋃T

t=1 Ωt = Ω. Let Ωt ≡ Ω \ Ωt be the subset of the
data other than those in group Ωt. The sets Ωt are called training sets while the
sets Ωt are called the validation sets. We denote N t and Nt to be their index
sets respectively. For simplicity, we will ignore the bias term, b, but the method
can easily be generalized to accommodate it. In a fairly general formulation
in which we list only the essential constraints, the model selection bilevel program



Bilevel Optimization and Machine Learning 29

is to find the parameters ε, C, and wt for t = 1, · · · , T , and also the bounds w
and w in order to

minimize
C,ε,wt,w,w

1
T

T∑
t=1

1
| Nt |

∑
i∈Nt

|x ′
iw

t − yi |

subject to ε, C, ≥ 0, w ≤ w,

and for t = 1, . . . , T,

(1)

wt ∈ arg min
w≤w≤w

⎧⎨
⎩C

∑
j∈N t

max(|x ′
jw − yj | − ε, 0) +

1
2

‖w ‖2
2

}
, (2)

where the argmin in the last constraint denotes the set of optimal solutions to the
convex optimization problem (2) in the variable w for given hyper-parameters
ε, C, w0, w, and w. Problem 1 is called the first-level or outer-level problem.
Problem (2) is referred to as the the second-level or inner-level problem. The
bilevel program is equivalent to the Stackelberg game shown in figure 1. The
bilevel programming approach has no difficulty handling the additional hyper-
parameters and other convex constraints (such as prescribed upper bounds on
these parameters) because it is based on constrained optimization methodology.

The parameters, w and w, are related to feature selection and regularization.
The bound constraints w ≤ w ≤ w enforce the fact that the weights on each
descriptor must fall in a range for all of the cross-validated solutions. This effec-
tively constrains the capacity of each of the functions, leading to an increased
likelihood of improving the generalization performance. It also forces all the
subsets to use the same descriptors, a form of variable selection. This effect can
be enhanced by adopting the one-norm, which forces w to be sparse. The box
constraints will ensure that consistent but not necessarily identical sets will be
used across the folds. This represents a fundamentally new way to do feature
selection, embedding it within cross validation for model selection.

Note that the loss functions used in the first level and second level—to
measure errors—need not match. For the inner-level optimization, we adopt
the ε-insensitive loss function because it produces robust solutions that are
sparse in the dual space. But typically, ε-insensitive loss functions are not em-
ployed in the outer cross-validation objective; so here we use mean absolute
deviation (as an example). Variations of the bilevel program (1) abound, and
these can all be treated by the general technique described next, suitably ex-
tended/modified/specialized to handle the particular formulations. For instance,
we may want to impose some restrictions on the bounds w and w to reflect
some a priori knowledge on the desired support vector w. In particular, we use
−w = w ≥ 0 in Section 5 to restrict the search for the weights to square boxes
that are symmetric with respect to the origin. Similarly, to facilitate comparison
with grid search, we restrict C and ε to be within prescribed upper bounds.

3.1 Bilevel Problems as MPECs

The bilevel optimization problem (1) determines all of the model parameters
via the minimization of the outer objective function. Collecting all the weight
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vectors across the folds, wt, column-wise into the matrix W for compactness, the
cross-validation error measured as mean average deviation across all the folds is

Θ(W ) =
1
T

T∑
t=1

1
| Nt |

∑
i∈Nt

|x ′
iw

t − yi |, (3)

and is subject to the simple restrictions on these parameters, and most im-
portantly, to the additional inner-level optimality requirement of each wt for
t = 1, . . . , T . To solve (1), we rewrite the inner-level optimization problem (2)
by introducing additional slack variables, ξt ≥ 0 within the t-th fold as follows:
for given ε, C, w, and w,

minimize
wt, ξt

C
∑

j∈N t

ξt
j +

1
2

‖wt ‖2
2

subject to w ≤ wt ≤ w,

ξt
j ≥ x ′

jw
t − yj − ε

ξt
j ≥ yj − x ′

jw
t − ε

ξt
j ≥ 0

⎫⎪⎬
⎪⎭ j ∈ N t,

(4)

which is easily seen to be a convex quadratic program in the variables wt and
ξt. By letting γt,± be the multipliers of the bound constraints, w ≤ w ≤ w,
respectively, and αt,±

j be the multipliers of the constraints ξt
j ≥ x ′

jw
t−yj −ε and

ξt
j ≥ yj −x ′

jw
t −ε, respectively, we obtain the Karush-Tucker-Tucker optimality

conditions of (4) as the following linear complementarity problem in the variables
wt, γt,±, αt,±

j , and ξt
j :

0 ≤ γt,− ⊥ wt − w ≥ 0,

0 ≤ γt,+ ⊥ w − wt ≥ 0,

0 ≤ αt,−
j ⊥ x ′

jw
t − yj + ε + ξt

j ≥ 0

0 ≤ αt,+
j ⊥ yj − x ′

jw
t + ε + ξt

j ≥ 0

0 ≤ ξt
j ⊥ C − αt,+

j − αt,−
j ≥ 0

⎫⎪⎪⎬
⎪⎪⎭

∀j ∈ N t,

0 = wt +
∑

j∈N t

(αt,+
j − αt,−

j )xj + γt,+ − γt,−,

(5)

where a ⊥ b means a′b = 0. The orthogonality conditions in (5) express the
well-known complementary slackness properties in the optimality conditions of
the inner-level (parametric) quadratic program. All the conditions (5) represent
the Karush-Kuhn-Tucker conditions. The overall two-level regression problem is
therefore
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minimize
1
T

T∑
t=1

1
| Nt |

∑
i∈Nt

zt
i

subject to ε, C, ≥ 0, w ≤ w,

and for all t = 1, . . . , T

−zt
i ≤ x ′

iw
t − yi ≤ zt

i , ∀ i ∈ Nt,

0 ≤ αt,−
j ⊥ x ′

jw
t − yj + ε + ξt

j ≥ 0

0 ≤ αt,+
j ⊥ yj − x ′

jw
t + ε + ξt

j ≥ 0

0 ≤ ξt
j ⊥ C − αt,+

j − αt,−
j ≥ 0

⎫⎪⎪⎬
⎪⎪⎭

∀j ∈ N t,

0 ≤ γt,− ⊥ wt − w ≥ 0,

0 ≤ γt,+ ⊥ w − wt ≥ 0,

0 = wt +
∑

j∈N t

(αt,+
j − αt,−

j )xj + γt,+ − γt,−.

(6)

The most noteworthy feature of the above optimization problem is the com-
plementarity conditions in the constraints, making the problem an instance of
a linear program with linear complementarity constraints (sometimes called an
LPEC). The discussion in the remainder of this paper focuses on this case.

4 Alternative Bilevel Optimization Methods

The bilevel cross-validation model described above searches the continuous do-
main of hyper-parameters as opposed to classical cross validation via grid search,
which relies on the discretization of the domain. In this section, we describe two
alternative methods for solving the model. We also describe the details of the
classical grid search approach.

The difficulty in solving the LPEC reformulation (6) of the bilevel optimiza-
tion problem (1) stems from the linear complementarity constraints formed from
the optimality conditions of the inner problem (5); all of the other constraints
and the objective are linear. It is well recognized that a straightforward solution
using the LPEC formulation is not appropriate because of the complementar-
ity constraints, which give rise to both theoretical and computational anomalies
that require special attention. Among various proposals to deal with these con-
straints, two are particularly effective for finding a local solution: one is to relax
the complementarity constraints and retain the relaxations in the constraints.
The other proposal is via a penalty approach that allows the violation of these
constraints but penalizes the violation by adding a penalty term in the objective
function of (6). There are extensive studies of both treatments, including de-
tailed convergence analyses and numerical experiments on realistic applications
and random problems. Some references are [9,10,11,6] and [4]. In this work, we
experiment with both approaches.
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4.1 A Relaxed NLP Reformulation

Exploiting the LPEC structure, the first solution method that is implemented
in our experiments for solving (6) employs a relaxation of the complementarity
constraint. In the relaxed complementarity formulation, we let tol > 0 be a
prescribed tolerance of the complementarity conditions. Consider the relaxed
formulation of (6):

minimize
1
T

T∑
t=1

1
| Nt |

∑
i∈Ωt

zt
i

subject to ε, C ≥ 0, w ≤ w,

and for all t = 1, . . . , T

−zt
i ≤ x ′

iw
t − yi ≤ zt

i , ∀ i ∈ Nt

0 ≤ αt,−
j ⊥tol x ′

jw
t − yj + ε + ξt

j ≥ 0

0 ≤ αt,+
j ⊥tol yj − x ′

jw
t + ε + ξt

j ≥ 0

0 ≤ ξt
j ⊥tol C − αt,+

j − αt,−
j ≥ 0

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

∀j ∈ N t

0 ≤ γt,− ⊥tol wt − w ≥ 0,

0 ≤ γt,+ ⊥tol w − wt ≥ 0,

0 = wt +
∑

j∈N t

(αt,+
j − αt,−

j )xj + γt,+ − γt,−,

(7)

where a ⊥tol b means a′b ≤ tol. The latter formulation constitutes the re-
laxed bilevel support-vector regression problem that we employ to determine
the hyper-parameters C, ε, w and w; the computed parameters are then used
to define the desired support-vector model for data analysis.

The relaxed complementary slackness is a novel feature that aims at enlarging
the search region of the desired regression model; the relaxation corresponds to
inexact cross validation whose accuracy is dictated by the prescribed scalar, tol.
This reaffirms an advantage of the bilevel approach mentioned earlier, namely,
it adds flexibility to the model selection process by allowing early termination of
cross validation, and yet not sacrificing the quality of the out-of-sample errors.

The above NLP remains a non-convex optimization problem; thus, finding a
global optimal solution is hard, but the state-of-the-art general-purpose NLP
solvers such as filter (see [12] and [13]) and snopt (see [14]) are capable
of computing good-quality feasible solutions. These solvers are available on the
neos server – an internet server that allows remote users to utilize professionally
implemented state-of-the-art optimization algorithms. To solve a given problem,
the user first specifies the problem in an algebraic language, such as ampl or
gams, and submits the code as a job to neos. Upon receipt, neos assigns a
number and password to the job, and places it in a queue. The remote solver
unpacks, processes the problem, and sends the results back to the user.
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The nonlinear programming solver, filter, was chosen to solve our problems.
We also experimented with snopt but as reported in [1], we found filter to
work better overall. filter is a sequential quadratic programming (SQP) based
method, which is a Newton-type method for solving problems with nonlinear
objectives and nonlinear constraints. The method solves a sequence of approx-
imate convex quadratic programming subproblems. filter implements a SQP
algorithm using a trust-region approach with a “filter” to enforce global con-
vergence [12]. It terminates either when a Karush-Kuhn-Tucker point is found
within a specified tolerance or no further step can be processed (possibly due to
the infeasibility of a subproblem).

4.2 Penalty Reformulation

Another approach to solving the problem (6) is the penalty reformulation.
Penalty and augmented Lagrangian methods have been widely applied to solv-
ing LPECs and MPECs, for instance, by [15]. These methods typically require
solving an unconstrained optimization problem. In contrast, penalty methods
penalize only the complementarity constraints in the objective by means of a
penalty function.

Consider the LPEC, (6), resulting from the reformulation of the bilevel re-
gression problem. Define St, for t = 1, . . . , T , to be the constraint set within the
t-th fold, without the complementarity constraints:

St :=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

zt, αt,±, ξt,
γt,±, rt, st

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

−zt
i ≤ x ′

iw
t − yi ≤ zt

i , ∀ i ∈ Nt,

x ′
jw

t − yj + ε + ξt
j ≥ 0

yj − x ′
jw

t + ε + ξt
j ≥ 0

C − αt,+
j − αt,−

j ≥ 0

⎫⎪⎪⎬
⎪⎪⎭

∀j ∈ N t,

w ≤ wt ≤ w,

0 = wt +
∑

j∈N t

(αt,+
j − αt,−

j )xj + γt,+ − γt,−,

wt = rt − � st,

zt, αt, ±, ξt, γt, ±, rt, st ≥ 0.

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

, (8)

where we rewrite the weight vector, wt, within each fold as wt = rt − � st, with
rt, st ≥ 0 and � denotes a vector of ones of appropriate dimension. Also, let S0
be defined as the set of constraints on the outer-level variables:

S0 :=
{

C, ε,
w,w,w0

∣∣∣∣C, ε,w0,w,w ≥ 0
w ≤ w

}
. (9)

Then, the overall constraint set for the LPEC (6), without the complementarity
constraints is defined as SLP :=

⋃T
t=0 St. Let all the variables in (8) and (9) be

collected into the vector ζ ≥ 0.
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In the penalty reformulation, all the complementarity constraints of the form
a ⊥ b in (6) are moved into the objective via the penalty function, φ(a, b). This
effectively converts the LPEC (6) into a penalty problem of minimizing some,
possibly non-smooth, objective function on a polyhedral set. Typical penalty
functions include the differentiable quadratic penalty term, φ(a, b) = a′b, and
the non-smooth piecewise-linear penalty term, φ(a, b) = min(a, b). In this paper,
we consider the quadratic penalty. The penalty term, which is a product of the
complementarity terms is

φ(ζ) =
T∑

t=1

⎛
⎜⎜⎜⎜⎜⎜⎝

Θt
p︷ ︸︸ ︷

1
2

‖wt ‖2
2 + C

∑
j∈N t

ξt
j

+
1
2

∑
i∈N t

∑
j∈N t

(αt,+
i − αt,−

i )(αt,+
j − αt,−

j )x′
ixj

+ ε
∑

j∈N t

(αt,+
j + αt,−

j ) +
∑

j∈N t

yj (αt,+
j − αt,−

j )

−w′γt,+ + w′γt,−

︸ ︷︷ ︸
−Θt

d

⎞
⎟⎟⎟⎟⎟⎟⎠

. (10)

When all the hyper-parameters are fixed, the first two terms in the quadratic
penalty constitute the primal objective, Θt

p, while the last five terms constitute
the negative of the dual objective, Θt

d, for support vector regression in the t-
th fold. Consequently, the penalty function is a combination of T differences
between the primal and dual objectives of the regression problem in each fold.
Thus,

φ(ζ) =
T∑

t=1

(
Θt

p(ζ
t
p) − Θt

d(ζ
t
d)

)
,

where ζt
p ≡ (wt, ξt), the vector of primal variables in the t-th primal problem and

ζt
d ≡ (αt,±, γt,±), the vector of dual variables in the t-th dual problem. However,

the penalty function also contains the hyper-parameters, C, ε and w as variables,
rendering φ(ζ) non-convex. Recalling that the linear cross-validation objective
was denoted by Θ, we define the penalized objective: P (ζ; μ) = Θ(ζ) + μ φ(ζ),
and the penalized problem, PF (μ), is

min
ζ

P (ζ; μ)

subject to ζ ∈ SLP.
(11)

This penalized problem has some very nice properties that have been extensively
studied. First, we know that finite values of μ can be used, since local solutions
of LPEC, as defined by strong stationarity, correspond to stationarity points
of PF (μ). The point ζ∗ is a stationary point of PF (μ) if and only if there
exists a Lagrangian multiplier vector ρ∗, such that (ζ∗, ρ∗) is a KKT point of
PF (μ). In general, KKT points do not exist for LPECs. An alternative local
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optimality condition, strong stationarity of the LPEC, means that ζ∗ solves an
LP formed by fixing the LPEC complementarity conditions appropriately. See
Definition 2.2. [9] for precise details on strong stationarity. Finiteness ensures
that the penalty parameter can be set to reasonable values, contrasting with
other approaches in which the penalty problem only solve the original problem
in the limit.

Theorem 1 (Finite penalty parameter). [[9], Theorem 5.2] Suppose that
ζ∗ is a strongly stationary point of (6), then for all μ sufficiently large, there
exists a Lagrangian multiplier vector ρ∗, such that (ζ∗, ρ∗) is a KKT point of
PF (μ) (11).

It is perhaps not surprising to note that the zero penalty corresponds to a point
where the primal and dual objectives are equal in (4.2). These strongly stationary
solutions correspond to solutions of (11) with φ(ζ) = 0, i.e., a zero penalty. The
quadratic program, PF (μ), is non-convex, since the penalty term is not positive
definite. Continuous optimization algorithms will not necessarily find a global
solution of PF (μ). But we do know know that local solutions of PF (μ) that are
feasible for the LPEC are also local optimal for the LPEC.

Theorem 2 (Complementary PF (μ) solution solves LPEC). [[9], Theo-
rem 5.2] Suppose ζ∗ is a stationary point of PF (μ) (11) and φ(ζ∗) = 0. Then
ζ∗ is a strongly stationary for (6).

One approach to solving exact penalty formulations like (11) is the successive
linearization algorithm, where a sequence of problems with a linearized objective,

Θ(ζ − ζk) + μ ∇φ(ζk)′(ζ − ζk), (12)

is solved to generate the next iterate. We now describe the Successive Lineariza-
tion Algorithm for Model Selection (SLAMS).

4.3 Successive Linearization Algorithm for Model Selection

The QP, (11), can be solved using the Frank-Wolfe method of [10] which simply
involves solving a sequence of LPs until either a global minimum or some locally
stationary solution of (6) is reached. In practice, a sufficiently large value of μ
will lead to the penalty term vanishing from the penalized objective, P (ζ∗; μ).
In such cases, the locally optimal solution to (11) will also be feasible and locally
optimal to the LPEC (6).

Algorithm 1 gives the details of SLAMS. In Step 2, the notation arg vertex
min indicates that ζk is a vertex solution of the LP in Step 2. The step size in
Step 4 has a simple closed form solution since a quadratic objective subject to
bounds constraints is minimized. The objective has the form f(λ) = aλ2 + bλ,
so the optimal solution is either 0, 1 or −b

2a , depending on which value yields the
smallest objective. SLAMS converges to a solution of the finite penalty problem
(11). SLAMS is a special case of the Frank-Wolfe algorithm and a convergence
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Algorithm 1. Successive linearization algorithm for model selection
Fix μ > 0.

1. Initialization:
Start with an initial point, ζ0 ∈ SLP.

2. Solve Linearized Problem :
Generate an intermediate iterate, ζ̄k, from the previous iterate, ζk, by solving the
linearized penalty problem, ζ̄k ∈ arg vertex min

ζ∈SLP

∇ζP (ζk; μ)′ (ζ − ζk).

3. Termination Condition:
Stop if the minimum principle holds, i.e., if ∇ζP (ζk; μ)′ (ζ̄k − ζk) = 0.

4. Compute Step Size:

Compute step length λ ∈ arg min
0≤λ≤1

P
(

(1 − λ) ζk + λ ζ̄k; μ
)
, and get the next it-

erate, ζk+1 = (1 − λ) ζk + λ ζ̄k.

proof of the Frank-Wolfe algorithm with no assumptions on the convexity of
P (ζj , μ) can be found in [11], thus we offer the convergence result without proof.

Theorem 3 (Convergence of SLAMS). [[11]] Algorithm 1 terminates at ζk

that satisfies the minimum principle necessary optimality condition of PF (μ):
∇ζP (ζk; μ)′(ζ −ζk) ≥ 0 for all ζ ∈ SLP, or each accumulation ζ̄ of the sequence
{ζk} satisfies the minimum principle.

Furthermore, for the case where SLAMS generates a complementary solution,
SLAMS finds a strongly stationary solution of the LPEC.

Theorem 4 (SLAMS solves LPEC). Let ζk be the sequence generated by
SLAMS that accumulates to ζ̄. If φ(ζ̄) = 0, then ζ is strongly stationary for
LPEC (6).

Proof. For notational convenience let the set SLP = {ζ |Aζ ≥ b}, with an
appropriate matrix, A, and vector, b. We first show that ζ̄ is a KKT point of
the problem

min
ζ

∇ζP (ζ; μ)

s.t. Aζ ≥ b.

We know that ζ̄ satisfies Aζ̄ ≥ b since ζk is feasible at the k-th iteration. By
Theorem 3 above, ζ̄ satisfies the minimum principle; thus, we know the system
of equations

∇ζP (ζ̄; μ)′(ζ − ζ̄k) < 0, ζ ∈ SLP,

has no solution for any ζ ∈ SLP. Equivalently, if I = {i|Aiζ̄ = bi}, then

P (ζ̄; μ)′(ζ − ζ̄) < 0, Aiζ ≥ 0, i ∈ I,

has no solution. By Farkas’ Lemma, there exists ū such that

∇ζP (ζ̄; μ) −
∑
i∈I

ūiAi = 0, ū ≥ 0.
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Thus (ζ̄, ū) is a KKT point of PF (μ) and ζ̄ is a stationary point of PF (μ). By
Theorem 2, ζ̄ is also a strongly stationary point of LPEC (6).

4.4 Early Stopping

Typically, in many machine learning applications, emphasis is placed on general-
ization and scalability. Consequently, inexact solutions are preferred to globally
optimal solutions as they can be obtained cheaply and tend to perform reason-
ably well. Noting that, at each iteration, the algorithm is working to minimize
the LPEC objective as well as the complementarity penalty, one alternative to
speeding up termination at the expense of the objective is to stop as soon as
complementarity is reached. Thus, as soon as an iterate produces a solution that
is feasible to the LPEC, (6), the algorithm is terminated. We call this approach
Successive Linearization Algorithm for Model Selection with Early Stopping (EZ-
SLAMS). This is similar to the well-known machine learning concept of early
stopping, except that the criterion used for termination is based on the status
of the complementarity constraints i.e., feasibility to the LPEC. We adapt the
finite termination result in [11] to prove that EZ-SLAMS terminates finitely for
the case when complementary solutions exist, which is precisely the case of in-
terest here. Note that the proof relies upon the fact that SLP is polyhedral with
no straight lines going to infinity in both directions.

Theorem 5 (Finite termination of EZ-SLAMS). Let ζk be the sequence
generated by SLAMS that accumulates to ζ̄. If φ(ζ̄) = 0, then EZ-SLAM termi-
nates at an LPEC (6) feasible solution ζk in finitely many iterations.

Proof. Let V be the finite subset of vertices of SLP that constitutes the vertices
{v̄k} generated by SLAMS. Then,

{ζk} ∈ convex hull{ζ0 ∪ V},

ζ̄ ∈ convex hull{ζ0 ∪ V}.

If ζ̄ ∈ V , we are done. If not, then for some ζ ∈ SLP, v ∈ V and λ ∈ (0, 1),

ζ̄ = (1 − λ)ζ + λv.

For notational convenience define an appropriate matrix M and vector b such
that 0 = φ(ζ̄) = ζ̄′(M ζ̄ + q). We know ζ̄ ≥ 0 and M ζ̄ + q ≥ 0. Hence,

vi = 0, or Miv + qi = 0.

Thus, v is feasible for LPEC (6).

The results comparing SLAMS to EZ-SLAMS are reported in Sections 6 and 7. It
is interesting to note that there is always a significant decrease in running time
with typically no significant degradation in generalization performance when
early stopping is employed.
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4.5 Grid Search

In classical cross-validation, parameter selection is performed by discretizing the
parameter space into a grid and searching for the combination of parameters that
minimizes the validation error (which corresponds to the upper level objective in
the bilevel problem). This is typically followed by a local search for fine-tuning
the parameters. Typical discretizations are logarithmic grids of base 2 or 10 on
the parameters. In the case of the classic SVR, cross validation is simply a search
on a two-dimensional grid of C and ε.

This approach, however, is not directly applicable to the current problem
formulation because, in addition to C and ε, we also have to determine w,
and this poses a significant combinatorial problem. In the case of k-fold cross
validation of n-dimensional data, if each parameter takes d discrete values, cross
validation would involve solving roughly O(kdn+2) problems, a number that
grows to intractability very quickly. To counter the combinatorial difficulty, we
implement the following heuristic procedures:

– Perform a two-dimensional grid search on the unconstrained (classic) SVR
problem to determine C and ε. We call this the unconstrained grid search
(Unc. Grid). A coarse grid with values of 0.1, 1 and 10 for C, and 0.01, 0.1
and 1 for ε was chosen.

– Perform an n-dimensional grid search to determine the features of w us-
ing C and ε obtained from the previous step. Only two distinct choices for
each feature of w are considered: 0, to test if the feature is redundant, and
some large value that would not impede the choice of an appropriate fea-
ture weight, otherwise. Cross validation under these settings would involve
solving roughly O(3.2N ) problems; this number is already impractical and
necessitates the heuristic. We label this step the constrained grid search
(Con. Grid).

– For data sets with more than 10 features, recursive feature elimination [16]
is used to rank the features and the 10 largest features are chosen, then
constrained grid search is performed.

5 Experimental Design

Our experiments aim to address several issues. The experiments were designed
to compare the successive linearization approaches (with and without early stop-
ping) to the classical grid search method with regard to generalization and
running time. The data sets used for these experiments consist of randomly
generated synthetic data sets and real world chemoinformatics (QSAR) data.

5.1 Synthetic Data

Data sets of different dimensionalities, training sizes and noise models were gen-
erated. The dimensionalities i.e., number of features considered were n = 10, 15
and 25, among which, only nr = 7, 10 and 16 features respectively, were rele-
vant. We trained on sets of � = 30, 60, 90, 120 and 150 points using 3-fold cross
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Table 1. The Chemoinformatics (QSAR) data sets

# Vars. # Vars.
Data set # Obs. # Train # Test # Vars. (stdized) (postPCA)

Aquasol 197 100 97 640 149 25
B/B Barrier (BBB) 62 60 2 694 569 25
Cancer 46 40 6 769 362 25
Cholecystokinin (CCK) 66 60 6 626 350 25

validation and tested on a hold-out set of a further 1, 000 points. Two different
noise models were considered: Laplacian and Gaussian. For each combination
of feature size, training set size and noise model, 5 trials were conducted and
the test errors were averaged. In this subsection, we assume the following no-
tation: U(a, b) represents the uniform distribution on [a, b], N(μ, σ) represents
the normal distribution with probability density function 1√

2πσ
exp

(
− (x−μ)2

2σ2

)
,

and L(μ, b) represents the Laplacian distribution with the probability density
function 1

2b exp
(
− |x−μ|

b

)
.

For each data set, the data, wreal and labels were generated as follows. For
each point, 20% of the features were drawn from U(−1, 1), 20% were drawn from
U(−2.5, 2.5), another 20% from U(−5, 5), and the last 40% from U(−3.75, 3.75).
Each feature of the regression hyperplane wreal was drawn from U(−1, 1) and
the smallest n − nr features were set to 0 and considered irrelevant. Once
the training data and wreal were generated, the noise-free regression labels
were computed as yi = x′

iwreal. Note that these labels now depend only on
the relevant features. Depending on the chosen noise model, noise drawn from
N(0, 0.4σy) or L(0,

0.4σy√
2

) was added to the labels, where σy is the standard
deviation of the noise-less training labels.

5.2 Real-World QSAR Data

We examined four real-world regression chemoinformatics data sets: Aquasol,
Blood/Brain Barrier (BBB), Cancer, and Cholecystokinin (CCK), previously
studied in [17]. The goal is to create Quantitative Structure Activity Relationship
(QSAR) models to predict bioactivities typically using the supplied descriptors
as part of a drug design process. The data is scaled and preprocessed to reduce
the dimensionality. As was done in [17], we standardize the data at each di-
mension and eliminate the uninformative variables that have values outside of
±4 standard deviations range. Next, we perform principle components analysis
(PCA), and use the top 25 principal components as descriptors. The training
and hold out set sizes and the dimensionalities of the final data sets are shown in
Table 1. For each of the training sets, 5-fold cross validation is optimized using
bilevel programming. The results are averaged over 20 runs.

The LPs within each iterate in both SLA approaches were solved with CPLEX.
The penalty parameter was uniformly set to μ = 103 and never resulted in
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complementarity failure at termination. The hyper-parameters were bounded as
0.1 ≤ C ≤ 10 and 0.01 ≤ ε ≤ 1 so as to be consistent with the hyper-parameter
ranges used in grid search. All computational times are reported in seconds.

5.3 Post-processing

The outputs from the bilevel approach and grid search yield the bound w and the
parameters C and ε. With these, we solve a constrained support vector problem
on all the data points:

minimize C

�∑
i=1

max( |x ′
iw − yi | − ε, 0 ) +

1
2

‖w ‖2
2

subject to −w ≤ w ≤ w

to obtain the vector of model weights ŵ, which is used in computing the gener-
alization errors on the hold-out data:

MAD ≡ 1
1000

∑
(x,y) hold-out

|x ′ŵ − y |

and
MSE ≡ 1

1000

∑
(x,y) hold-out

(x ′ŵ − y )2.

The computation times, in seconds, for the different algorithms were also
recorded.

6 Computational Results: Synthetic Data

In the following sections, constrained (abbreviated con.) methods refer to the
bilevel models that have the box constraint −w ≤ w ≤ w, while unconstrained
(abbreviated unc.) methods refer to the bilevel models without the box con-
straint. In this section, we compare the performance of several different methods
on synthetic data sets.

Five methods are compared: unconstrained and constrained grid search (Unc.
Grid and Con. Grid), constrained SLAMS (SLAMS), constrained SLAMS with
early stopping (EZ-SLAMS) and constrained filter based sequential quadratic
programming (Filter SQP).

There are in total 15 sets of problems being solved; each set corresponds
to a given dimensionality (n = 10, 15 or 25) and a number of training points
(� = 30, 60, . . .150). For each set of problems, 5 methods (as described above)
were employed. For each method, 10 random instances of the same problem are
solved, 5 with Gaussian noise and 5 with Laplacian noise. The averaged results
for the 10, 15, and 25-d data sets are shown in Tables 2, 3 and 4 respectively.
Each table shows the results for increasing sizes of the training sets for a fixed
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Table 2. 10-d synthetic data with Laplacian and Gaussian noise under 3-fold cross
validation. Results that are significantly better or worse are tagged ✓ or ✗ respectively.

Method Objective Time (sec.) MAD MSE

30 pts
Unc. Grid 1.385 ± 0.323 5.2± 0.5 1.376 2.973
Con. Grid 1.220 ± 0.276 635.3±59.1 1.391 3.044
filter (SQP) 1.065 ± 0.265 18.7± 2.2 1.284 ✓ 2.583 ✓

Slams 1.183 ± 0.217 2.4± 0.9 1.320 2.746
ez-Slams 1.418 ± 0.291 0.6± 0.1 1.308 2.684

60 pts
Unc. Grid 1.200 ± 0.254 5.9± 0.5 1.208 2.324
Con. Grid 1.143 ± 0.245 709.2±55.5 1.232 2.418
filter (SQP) 1.099 ± 0.181 23.3± 4.4 1.213 2.328
Slams 1.191 ± 0.206 3.7± 2.4 1.186 2.239
ez-Slams 1.232 ± 0.208 1.3± 0.3 1.186 2.238

90 pts
Unc. Grid 1.151 ± 0.195 7.2± 0.5 1.180 2.215
Con. Grid 1.108 ± 0.192 789.8±51.7 1.163 ✓ 2.154 ✓

filter (SQP) 1.069 ± 0.182 39.6±14.1 1.155 ✓ 2.129 ✓

Slams 1.188 ± 0.190 5.8± 2.6 1.158 ✓ 2.140 ✓

ez-Slams 1.206 ± 0.197 2.7± 0.8 1.159 ✓ 2.139 ✓

120 pts
Unc. Grid 1.124 ± 0.193 7.0± 0.1 1.144 2.087
Con. Grid 1.095 ± 0.199 704.3±15.6 1.144 2.085
filter (SQP) 1.037 ± 0.187 30.2± 7.8 1.161 2.152
Slams 1.116 ± 0.193 15.6±15.3 1.141 2.082
ez-Slams 1.137 ± 0.191 4.2± 1.1 1.143 2.089

150 pts
Unc. Grid 1.091 ± 0.161 8.2± 0.3 1.147 2.098
Con. Grid 1.068 ± 0.154 725.1± 2.7 1.142 2.081
filter (SQP) 1.029 ± 0.171 40.6± 5.9 1.150 2.110
Slams 1.103 ± 0.173 20.1± 5.5 1.136 2.063
ez-Slams 1.110 ± 0.172 7.4± 1.1 1.136 2.062

dimensionality. The criteria used for comparing the various methods are valida-
tion error (cross-validation objective), test error (generalization error measured
as MAD or MSE on the 1000-point hold-out test set) and computation time (in
seconds). For MAD and MSE, the results in bold refer to those that are signifi-
cantly different than those of the unconstrained grid as measured by a two-sided
t-test with significance of 0.1. The results that are significantly better and worse
are tagged with a check (✓) or a cross (✗) respectively.

From an optimization perspective, the bilevel programming methods consis-
tently tend to outperform the grid search approaches significantly. The objective
values found by the bilevel methods, especially filter, are much smaller than
those found by their grid-search counterparts. Of all the methods, filter finds a
lower objective most often. The coarse grid size and feature elimination heuristics
used in the grid search cause it to find relatively poor objective values.
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Table 3. 15-d synthetic data with Laplacian and Gaussian noise under 3-fold cross
validation. Results that are significantly better or worse are tagged ✓ or ✗ respectively.

Method Objective Time (sec.) MAD MSE

30 pts
Unc. Grid 1.995 ± 0.421 9.1± 9.3 1.726 4.871
Con. Grid 1.659 ± 0.312 735.8±92.5 1.854 5.828
filter (SQP) 1.116 ± 0.163 28.7± 7.3 1.753 5.004
Slams 1.497 ± 0.258 5.0± 1.3 1.675 4.596
ez-Slams 1.991 ± 0.374 0.9± 0.2 1.697 4.716

60 pts
Unc. Grid 1.613 ± 0.257 7.3± 1.3 1.584 4.147
Con. Grid 1.520 ± 0.265 793.5±83.1 1.589 4.254
filter (SQP) 1.298 ± 0.238 52.6±36.4 1.511 3.874
Slams 1.565 ± 0.203 8.3± 3.5 1.504 3.820
ez-Slams 1.673 ± 0.224 2.3± 0.3 1.498 3.807

90 pts
Unc. Grid 1.553 ± 0.261 8.2± 0.5 1.445 3.553
Con. Grid 1.575 ± 0.421 866.2±67.0 1.551 4.124
filter (SQP) 1.333 ± 0.254 64.7±12.9 1.407 ✓ 3.398 ✓

Slams 1.476 ± 0.182 16.3± 6.3 1.411 ✓ 3.398 ✓

ez-Slams 1.524 ± 0.197 3.8± 0.9 1.412 3.404 ✓

120 pts
Unc. Grid 1.481 ± 0.240 7.5± 0.0 1.396 3.350
Con. Grid 1.432 ± 0.171 697.9± 2.2 1.395 3.333
filter (SQP) 1.321 ± 0.168 57.5±11.6 1.388 3.324
Slams 1.419 ± 0.166 32.6±18.6 1.375 3.273 ✓

ez-Slams 1.474 ± 0.181 6.2± 0.8 1.379 3.291

150 pts
Unc. Grid 1.448 ± 0.264 8.7± 0.1 1.362 3.221
Con. Grid 1.408 ± 0.232 723.2± 2.0 1.376 3.268
filter (SQP) 1.333 ± 0.204 85.7±23.6 1.371 3.240
Slams 1.436 ± 0.217 41.8±17.5 1.360 3.214
ez-Slams 1.459 ± 0.216 10.1± 1.8 1.359 3.206

The reported times provide a rough idea of the computational effort of each
algorithm. As noted above, the computation times for the neos solver, filter,
includes transmission, and waiting times as well as solve times. For grid search
methods, smart restart techniques were used to gain a considerable increase
in speed. However, for Con. Grid, even these techniques cannot prevent the
running time from becoming impractical as the problem size grows. While the
computation times of filter are both much less than that of Con. Grid, it is
the SLA approaches that really dominate. The efficiency of the SLA approaches
is vastly computationally superior to both grid search and filter.

The bilevel approach is much more computationally efficient than grid search
on the fully parameterized problems. The results, for filter, are relatively effi-
cient and very acceptable when considering that they include miscellaneous times
for solution by neos. It is reasonable to expect that a filter implementation on
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Table 4. 25-d synthetic data with Laplacian and Gaussian noise under 3-fold cross
validation. Results that are significantly better or worse are tagged ✓ or ✗ respectively.

Method Objective Time (sec.) MAD MSE

30 pts
Unc. Grid 3.413 ± 0.537 5.7± 0.0 2.915 13.968
Con. Grid 2.636 ± 0.566 628.5± 0.5 3.687 ✗ 22.065 ✗

filter (SQP) 1.087 ± 0.292 18.0± 2.7 2.916 13.881
Slams 1.684 ± 0.716 7.9± 2.4 2.962 14.607
ez-Slams 3.100 ± 0.818 1.5± 0.2 2.894 13.838

60 pts
Unc. Grid 2.375 ± 0.535 6.2± 0.0 2.321 8.976
Con. Grid 2.751 ± 0.653 660.9± 1.6 3.212 ✗ 16.734 ✗

filter (SQP) 1.467 ± 0.271 53.1±11.1 2.282 8.664
Slams 2.065 ± 0.469 15.3± 7.1 2.305 8.855
ez-Slams 2.362 ± 0.441 3.1± 0.4 2.312 8.894

90 pts
Unc. Grid 2.256 ± 0.363 7.0± 0.0 2.161 7.932
Con. Grid 2.927 ± 0.663 674.7± 1.0 3.117 ✗ 15.863 ✗

filter (SQP) 1.641 ± 0.252 86.0±15.5 2.098 ✓ 7.528 ✓

Slams 2.149 ± 0.304 29.3±12.2 2.119 7.711
ez-Slams 2.328 ± 0.400 6.3± 1.2 2.131 7.803

120 pts
Unc. Grid 2.147 ± 0.343 8.4± 0.0 2.089 7.505
Con. Grid 2.910 ± 0.603 696.7± 1.5 3.124 ✗ 15.966 ✗

Slams 2.156 ± 0.433 45.6±16.4 2.028 ✓ 7.121 ✓

ez-Slams 2.226 ± 0.461 10.3± 1.5 2.034 ✓ 7.154 ✓

150 pts
Unc. Grid 2.186 ± 0.383 9.9± 0.1 1.969 6.717
Con. Grid 2.759 ± 0.515 721.1± 1.7 2.870 ✗ 13.771 ✗

Slams 2.069 ± 0.368 63.5±30.5 1.949 6.636
ez-Slams 2.134 ± 0.380 14.2± 2.5 1.947 ✓ 6.619

a local machine (instead of over the internet) would require significantly less
computation times, which could bring it even closer to the times of Unc. Grid or
the SLA methods. The filter approach does have a drawback, in that is that
it tends to struggle as the problem size increases. For the synthetic data, filter

failed to solve 10 problems each from the 25d data sets with 120 and 150 points
and these runs have been left out of Table 4.

Of course, in machine learning, an important measure of performance is gen-
eralization error. These problems were generated with irrelevant variables; pre-
sumably, appropriate choices of the symmetric box parameters in the bilevel
problem could improve generalization. (This topic is worth further investigation
but is beyond the scope of this paper.) Compared to classic SVR optimized with
Unc. Grid, filter and the SLA approaches yield solutions that are better or
comparable to the test problems and never significantly worse. In contrast, the
generalization performance of Con. Grid steadily degrades as problem size and
dimensionality grow.
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Table 5. Results for QSAR data under 5-fold cross validation. Results that are signif-
icantly better or worse are tagged ✓ or ✗ respectively.

Method Objective Time (sec.) MAD MSE

Aquasol
Unc. Grid 0.719 ± 0.101 17.1± 0.4 0.644 0.912
Con. Grid 0.778 ± 0.094 1395.9± 3.5 0.849 ✗ 1.605 ✗

filter (SQP) 0.574 ± 0.083 1253.0±533.7 0.676 0.972
Slams 0.670 ± 0.092 137.8± 52.0 0.647 0.911
ez-Slams 0.710 ± 0.088 19.1± 3.3 0.643 0.907

Blood/Brain Barrier
Unc. Grid 0.364 ± 0.048 13.4± 1.9 0.314 0.229
Con. Grid 0.463 ± 0.081 1285.7±155.3 0.733 ✗ 0.856 ✗

filter (SQP) 0.204 ± 0.043 572.7±339.5 0.338 0.214
Slams 0.363 ± 0.042 17.1± 9.8 0.312 0.231
ez-Slams 0.370 ± 0.042 8.0± 1.6 0.315 0.235

Cancer
Unc. Grid 0.489 ± 0.032 10.3± 0.9 0.502 0.472
Con. Grid 0.477 ± 0.065 1035.3± 1.5 0.611 ✗ 0.653 ✗

filter (SQP) 0.313 ± 0.064 180.8± 64.3 0.454 0.340
Slams 0.476 ± 0.086 25.5± 9.2 0.481 0.336 ✓

ez-Slams 0.567 ± 0.096 5.2± 1.1 0.483 0.341 ✓

Cholecystokinin
Unc. Grid 0.798 ± 0.055 12.0± 0.4 1.006 1.625
Con. Grid 0.783 ± 0.071 1157.6± 1.8 1.280 ✗ 2.483 ✗

filter (SQP) 0.543 ± 0.063 542.3±211.5 0.981 1.520
Slams 0.881 ± 0.108 35.1± 20.4 1.235 ✗ 2.584 ✗

ez-Slams 0.941 ± 0.092 9.1± 1.3 1.217 ✗ 2.571 ✗

Finally, the SLA approaches that employ early stopping tend to generalize
very similarly to the SLA approaches that do not stop early. The objective is
usually worse but generalization is frequently comparable. This is a very impor-
tant discovery because it suggests that allowing the SLA approaches to iterate to
termination is very expensive, and it is without any corresponding improvement
in the cross-validation objective or the generalization performance. The early
stopping method, EZ-SLAMS is clearly competitive with the classical Unc. Grid
approach with respect to validation and generalization; their main advantage is
their efficiency even when handling many hyper-parameters (which Unc. Grid is
unable to do).

7 Computational Results: QSAR Data

Table 5 shows the average results for the QSAR data. After the data is prepro-
cessed, we randomly partition the data into 20 different training and testing sets.
For each of the training sets, 5-fold cross validation is optimized using bilevel
programming. The results are averaged over the 20 runs. We report results for
the same 5 methods as those used for synthetic data. The parameter settings
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used in the grid searches, filter and SLA approaches and the statistics reported
are the same as those used for the synthetic data.

Again, as with the synthetic data, filter finds solutionswith the smallest cross-
validated training errors or equivalently objective value. SLAMS also finds good
quality solutions except for the clearly suboptimal solution found on the Chole-
cystokinin data. The SLA method have very good computational times. However,
computation times for filter are not competitive with the SLA methods or Unc.
Grid. Unsurprisingly, constrained grid searchhas the worst computation time. The
difficulty of the underlying bilevel optimization problem is underscored by the fact
that the greedy Con. Grid search in Section 4.5 sometimes fails to find a better so-
lution than the unconstrained grid search.The constrained searchdrops important
variables that cause it to have bad generalization.

In terms of test set error, filter performs the best. SLA also performs quite
well on all data sets except on Cholecysotkinin, where the SLA get trapped in poor
local minima. However, on the remaining data sets, the SLA approaches generalize
very well and tend to be competitive with Unc. Grid with regard to execution time.
The best running times, however, are produced by the early stopping based SLA
approaches, which SLAM the door on all other approaches computationally while
maintaining as of good generalization performance as SLAMS.

8 Discussion

We showed how the widely used model selection technique of cross valida-
tion (for support vector regression) could be formulated as a bilevel program-
ming problem; the formulation is more flexible and can deal with many more
hyper-parameters than the typical grid search strategy which quickly becomes
intractable as the hyper-parameter space increases. The proposed bilevel prob-
lem is converted to an instance of a linear program with equilibrium constraints
(LPEC). This class of problems is difficult to solve due to the non-convexity cre-
ated by the complementarity constraints introduced in the reformulation. A ma-
jor outstanding question has always been the development of efficient algorithms
for LPECs and bilevel programs. To this end, we proposed two approaches to
solve the LPEC: a relaxed NLP-based approach which was solved using the off-
the-shelf, SQP-based, NLP solver, filter and a exact penalty-based approach
which was solved using a finite successive linearization algorithm.

Our preliminary computational results indicate that general purpose SQP
solvers can tractably find high-quality solutions that generalize well. The com-
putation times of the filter solver are especially impressive considering the
fact that they are obtained via internet connections and shared resources. Gen-
eralization results on random data show that filter yields are comparable, if
not better than current methods. Interestingly, SLAMS typically finds worse so-
lutions than filter in terms of the objective (cross-validated error) but with
very comparable generalization. The best estimate of the generalization error to
be optimized in the bilevel program remains an open question. The SLAMS
algorithm computationally outperforms classical grid search and the filter
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solver especially as the number of hyper-parameters and data points grows. We
have demonstrated scalability to high dimensional data sets containing up to
thousands points (results not reported here).

The computational speed of NLP- or the SLA-based approaches can be im-
proved by taking advantage of the structure inherent in bilevel problems arising
from machine learning applications. Machine learning problems, especially sup-
port vector machines, are highly structured, and yield elegant and sparse solu-
tions, a fact that several decomposition algorithms such as sequential minimal
optimization target. Despite the non-convexity of the LPECs, bilevel programs
for machine learning problems retain the structure inherent in the original ma-
chine learning problems. In addition, the variables in these LPECs tend to de-
couple, for example, in cross validation, the variables may be decoupled along
the folds. This suggests that applying decomposition or cutting-plane methods
to bilevel approaches can make them even more efficient. An avenue for future
research is developing decomposition-based or cutting-plane algorithms that can
train on data sets containing tens of thousands of points or more.

While support vector regression was chosen as the machine learning prob-
lem to demonstrate the potency of the bilevel approach, the methodology can
be extended to several machine learning problems including classification, semi-
supervised learning, multi-task learning, missing value imputation, and novelty
detection. Some of these formulations have been presented in [2], while others
remain open problems. Aside from discriminative methods, bilevel programming
can also be applied to generative methods such as Bayesian techniques. Further-
more, the ability to optimize a large number of parameters allows one to consider
new forms of models, loss functions and regularization.

Another pressing question, however, arises from a serious limitation of the
formulation presented herein: the model can only handle linear data sets. Classi-
cal machine learning addresses this problem by means of the kernel trick. It was
shown in [2] that the kernel trick can be incorporated into a generic bilevel model
for cross validation. The flexibility of the bilevel approach means that one can
even incorporate input-space feature selection into the kernelized bilevel model.
This type of bilevel program can be reformulated as an instance of a mathemat-
ical program with equilibrium constraints (MPEC). The MPECs arising from
kernelized bilevel machine learning problems tend to have several diverse sources
of non-convexity because they have nonlinear complementarity constraints; this
leads to very challenging mathematical programs and an equally challenging
opening for future pursuits in this field.
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Abstract. Two intelligent abilities and three inverse problems are re-
elaborated from a probability theory based two pathway perspective,
with challenges of statistical learning and efforts towards the challenges
overviewed. Then, a detailed introduction is provided on the Bayesian
Ying-Yang (BYY) harmony learning. Proposed firstly in (Xu,1995) and
systematically developed in the past decade, this approach consists of a
two pathway featured BYY system as a general framework for unifying
a number of typical learning models, and a best Ying-Yang harmony
principle as a general theory for parameter learning and model selection.
The BYY harmony learning leads to not only a criterion that outper-
forms typical model selection criteria in a two-phase implementation, but
also model selection made automatically during parameter learning for
several typical learning tasks, with computing cost saved significantly.
In addition to introducing the fundamentals, several typical learning ap-
proaches are also systematically compared and re-elaborated from the
BYY harmony learning perspective. Moreover, a further brief is made
on the features and applications of a particular family called Gaussian
manifold based BYY systems.

1 Introduction

1.1 Two Intelligent Abilities and Three Inverse Problems

An intelligent system, which could be an individual or a collection of men, ani-
mals, robots, agents, and other intelligent bodies, survives in its world with needs
of two types of intelligent abilities. As illustrated by Fig.1, implemented by a
top-down or outbound pathway, Type-I consists of abilities of discovering the
knowledge about its world, including not only understanding ability to explain
its world but also motoring ability to track the changes in its world. The knowl-
edge is obtained either from pieces of uncertain evidences (or called samples)
about the world or from certain existing authorized sources (e.g., textbooks)
that were obtained from samples in past. Therefore, Type-I abilities are actually
obtained via processes that we usually call learning, during which an intelligent
system gradually senses its world from samples and modifies itself to adapt the
world. This learning task aims at common features or regularities among an
ensemble of uncertain evidences (or called samples) from the world.

J.M. Zurada et al. (Eds.): WCCI 2008 Plenary/Invited Lectures, LNCS 5050, pp. 48–78, 2008.
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obtain via
•loading from authorized 
sources (e.g., textbooks)
•learning from samples 

(pieces of evidences)
by mining 

invariant dependence 

underlying samples

The World

TYPE I
Knowledge of interpreting, 

modeling,  and motoring in the 

world it survives

obtain via
•combination, inference, 

optimization
•learning from samples 
(fast implementation)

to build up 

input-response type 

dependence per sample

TYPE II
Skills of problem solving

(perception, inference, control 
signaling, etc) upon each issue 

encountered in the world

Fig. 1. Two types of intelligent ability and how to get the abilities

On the other hand, implemented by a bottom-up or inbound pathway, Type-II
consists of problem solving skills, ranging from perceiving events that are en-
countered to producing signals that activate the outbound pathway. These skills
can be roughly classified into two categories. One is made via evidence combina-
tion, inference, optimization, based on a priori knowledge of Type-I. The other is
developing a fast implementing device (or called problem solver) for those often
encountered events that usually need a rapid response. Specifically, the problem
solver is developed via learning from samples either based on the existing Type-I
knowledge or in help of a teacher who teaches a desired response as each sample
comes (e.g., in supervised pattern recognition, function approximation, control
system, . . . , etc). This learning task is featured by aiming at the dependence of
input-response type per one or several samples encountered.
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Fig. 2. Three levels of inverse problems

Insights on how two types of of intelligent abilities can be further observed
from three levels of inverse problems, illustrated in Fig.2. Provided with an ob-
servation x that can be regarded as either generated from an inner representation
y or a consequence from a cause y via a given mapping G : y → x, the Type-II
ability makes an inverse inference x → y, as shown in Fig.2(a). When G : y → x
is one-to-one, its inverse one-to-one mapping F : x → y is analytically solvable.
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Generally, it is not so simple due to uncertainties. One type of uncertainties is in-
curred externally by observation noises, which can be described by a distribution
q(x|y, θx|y) for a probabilistic mapping y → x. The other type origins internally
from a mapping G : y → x of many-to-one or infinite many to one, which can be
considered by q(x|y, θx|y) plus a distribution q(y|θy) for every reasonable cause
or inner representation y, as shown in Fig.2(b). Actually, q(x|y, θx|y) and q(y|θy)
jointly act as the knowledge of Type I, based on which a Type-II ability is ob-
tained via combination, inference, optimization as illustrated at the left-bottom
in Fig.1. Specifically, there are four typical ways to handle it, as listed in the 1st
column of Tab. 1.

The first choice is Bayesian inference (BI) that provides a distribution p(y|x)
for a probabilistic inverse map x → y via combining evidences from q(x|y, θx|y)
and q(y|θy) in a normalized way, which involves an integral with a computational
complexity that is usually too high to be practical. The difficulty is tackled by
seeking a most probable mapping x → y in a sense of the largest probability
p(y|x), called the maximum Bayes (MB) or MAximum Posteriori (MAP). It
further degenerates into y∗ = arg maxy q(x|y, θx|y) when there is no knowledge
about q(y|θy). In some cases, making maximization may also be computationally
expensive. Instead, the last choice is to Learn a Parametric Distribution (LPD)
p(y|x, θy|x) by which an inverse mapping x → y can be fast implemented. To get
this p(y|x, θy|x), we need its structure pre-specified and then learn the parameter
set θy|x from samples either based on q(x|y, θx|y) and q(y|θy) or in help of a
teacher who teaches a desired response to each sample. Actually, this LPD is a
special case of the following second type of inverse problems.

The second level of inverse problems considers the situations that q(x|y, θx|y)
and q(y|θy) are unknown but provided with their parametric structures. As
illustrated in Fig.2(c), the scenario becomes that we have a set of samples
XN = {xt}N

t=1 from a map Θ → XN , and the task is getting an inverse mapping
XN → Θ, usually referred by the term estimation or parameter learning for Θ.

Table 1. Typical methods for three levels of inverse problems
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This Θ consists of θx|y, θy, as well as θy|x (if the above LPD is considered to-
gether). There could be different directions to pursuit an inverse mapping XN →
Θ. One most widely studied one is that similar to Fig.2(b), with uncertainties
considered by two distributions q(XN |Θ) and q(Θ). Usually, q(XN |Θ) is described
by q(XN |Θ) =

∫
q(XN |YN , θx|y)q(YN |θy)dYN . When the samples in XN are inde-

pendently and identically distributed (i.i.d.), we have q(XN |Θ) =
∏N

t=1 q(xt|Θ)
with q(xt|Θ) given by the choice BI of the 1st column in Tab. 1.

Based on q(XN |Θ) and q(Θ), again there are four ways for getting an inverse
mapping XN → Θ, as shown in the 2nd column of Table 1. The simplest and most
widely studied one is the maximum likelihood (ML) learning maxΘ q(XN |Θ).
With a priori distribution q(Θ) in consideration, we are lead to the choice MB of
the 2nd column in Table 1, i.e., maxΘ[q(XN |Θ)q(Θ)], on which extensive studies
have been made under different names [25,32,42], and are collectively referred in
term of Bayesian school. The challenge is how to get an appropriate q(Θ), which
needs a priori knowledge that we may not have. Related efforts also include
those made under Tikhonov regularization [40,26] or regularization approaches.
Conceptually, we may also consider the BI choice in the 2nd column of Table 1 for
a probabilistic inverse mapping by a distribution p(Θ|XN ), while it encounters
an integral over Θ.

The number of hidden unit

X=[x0,x1,…,xd]

Y=[y0,y1,…,yk]

eAyx

Fig. 3. A combination of a series of individual simple structures

Being too difficult to compute except some special cases, this integral over
Θ is encountered not just as above but also in the 3rd column of Table 1.
An alternative is using a particularly designed parametric structure in place
of p(Θ|XN ), i.e., the choice LPD in the 2nd column of Table 1. Moreover, even
in implementing the ML learning, we have to handle either a summation or
a numerical integral over y for getting q(x|Θ) (see the choice BI of the 1st
column in Table 1), which also involves a huge computing cost except special
cases. Instead, the choice LPD in the 1st column of Table 1 is considered via
a particularly designed parametric structure p(y|x, θy|x). Studies on learning
either or both of p(y|x, θy|x) and p(Θ|XN ) jointly with the parameter learning
for Θ have been made in the Helmholtz free energy based learning [15,11], BYY
Kullback learning [64], and BYY harmony learning [64,47]. Detailed discussions
are referred to Sec.3.2.

Until now, we assume that the parametric structures of q(x|y, θx|y) and q(y|θy),
as well as of p(y|x, θy|x) are provided in advance. In fact, we do not know how to



52 L. Xu

pre-specify these structures. Usually, we consider a family of infinite many struc-
tures {Sk(Θk)} via combining a set of individual simple structures (or simply
called units) via a simple combination scheme, as shown in Fig.3. Every unit can
be simply one point, one dimension in a linear space, or one simple computing
unit. The types of the basic units and the combination scheme jointly act as
a seed or meta structure ℵ that grows into a family {Sk(Θk)} with each Sk
sharing a same configuration but in different scales, each of which is labeled by
a scale parameter k in term of one integer or a set of integers. That is, each
specific k corresponds to one candidate model with a specific complexity. We
can enumerate each candidate via enumerating 1 k.

)|q(Xln-J(k)
orrorfitting er

N k )|q(Xln-J(k)
orrorfitting er

N k

(a) (b)

Fig. 4. Model selection : fitting performance vs generalization performance

As shown in Fig.2(d), the third level of inverse problems considers selecting
an appropriate k∗ based on XN = {xt}N

t=1 only, usually referred as model se-
lection. We can not simply use the best likelihood value as a measure to guide
this selection. As illustrated in Fig.4(a), J(k) = − maxΘ lnq(XN |Θ) will keep
decreasing as k increases and reaches zero at a value kN that is usually much
larger than the appropriate one, as long as the size N is finite. Though a Sk(Θk)
with k∗ ≺ k can get a low value J(k) and thus XN got well described, it has
a poor generalization performance (i.e., performing poorly on new samples with
the same regularity underlying XN ). This is also called over-fitting problem.

1.2 Efforts Towards Challenges

In the past 30 or 40 years, several learning principles or theories have been
proposed and studied for an appropriate J(k), roughly along three directions.

Those measures summarized in Table 1 are featured by the most probable
principle based on probability theory. The efforts of the first direction can be
summarized under this principle. As discussed above, the ML choice of the 2nd
column in Table 1 can not serve as J(k). Studies on the BI choice of the 2nd
column, i.e., J(k) = − maxΘ[q(XN |Θ)q(Θ)], have been made under the name of
minimum message length (MML)[42]. It can provide an improved performance

1 We say that k1 proceeds k2 or k1 ≺ k2 if Sk1 is a part (or called a substructure) of
Sk2 . When k consists of only one integer, k1 ≺ k2 becomes simply k1 < k2.
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over J(k) = − maxΘ q(XN |Θ) but is sensitive to whether an appropriate q(Θ)
is pre-specified, which is difficult. Studies on the BI choice of the 3rd column in
Table 1 have also been conducted widely in the literature. Usually assuming that
q(k) is equal for every k, we are lead to the ML (marginal likelihood) choice of
the 3rd column, i.e., J(k) = − ln q(XN |Sk), by which the effect of q(Θ) has been
integrated out. However, the integral over Θ is difficult to compute and thus is
approximately tackled by turning it into the following format:

J(k) = − max
Θ

ln q(XN |Θ) + Δ(k), (1)

where the term Δ(k) is resulted from a rough approximation such that it is
computable. Differences on q(Θ) and on methods for approximating the integral
result in different specific forms. Typical efforts include those under the names
of Bayesian Information Criterion [34,23], Bayes Factors [21], the evidence or
the marginal likelihood [22], etc. The Akaike Information Criterion (AIC) can
also be obtained as a special case though it was orginally derived from a different
perspective [1,2].

The second direction follows the well known principle of Ockham Razor, i.e.,
seeking a most economic model that represents XN . It is implemented via mimiz-
ing a two part coding length. One is for encoding the residuals or errors incurred
by the model in representing XN , which actually corresponds to the first term
in eq.(1). The other is for encoding the model itself, which actually corresponds
to the second term in eq.(1). Different specific forms maybe obtained due to
differences on what measure is used for the length and on how to evaluate the
measure, which is usually difficult, especially for the second part coding. Studies
have been made under the names of minimum message length (MML)[42], min-
imum description length (MDL) [29], best information transfer, etc. After this
or that type of approximation, the resulted criteria turn out closely related to
or even same as those obtained along the above first direction.

Another direction is towards estimating the generalization performance di-
rectly. One typical approach is called cross-validation (CV). XN is randomly
and evenly divided into Di, i = 1, · · · , m parts, each Di is used to measure the
performance of Sk with its Θk determined from the rest samples in XN after
taking Di away. Then we use the average performance measures of m times as
an estimation of J(k) [39,30]. One other approach is using the VC dimension
based learning theory [41] to estimate a bound of generalization performance via
theoretical analysis. A rough bound can be obtained for some special cases, e.g.,
a Gaussian mixture [44]. Generally, such a bound is difficult to get because it is
very difficult to estimate the VC dimension of a learning model.

Even with a J(k) available, evaluating its optimal values invovles a discrete
optimization nested with a series of implementations of parameter learning for
a best Θ∗

k at each k. The task usually incurs a huge computing cost, while many
practical applications demand that learning is made adaptively upon each sam-
ple comes. Moreover, the parameter learning performance deteriorates rapidly
as k increases, which makes the value of J(k) evaluated unreliably. Efforts have
been made on tackling this challenge along two directions. One is featured by
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incremental algorithms that attempts to incorporate as much as possible what
learned as k increases step by step, focusing on learning newly added parame-
ters. Such an incremental implementation can save computing costs in certain
extent. However, parameter learning has to be made by enumerating the values
of k, and computing costs are still very high. Also, it usually leads to suboptimal
performance because not only those newly added parameters but also the old pa-
rameter set Θk have to be re-learned. Another type of efforts has been made on
a widely encountered category of structures that consists of individual substruc-
tures, e.g., a Gaussian mixture that consists of several Gaussian components. A
local error criterion is used to check whether a new sample x belongs to each
substructure. If x is regarded as not belonging to anyone of substructures, an
additional substructure is added to accommodate this new x. This incremental
implementation is much faster. However, the local evaluating nature makes it
very easy to be trapped into a poor performance, except for some special cases
that XN = {xt}N

t=1 come from substructures that are well separated.
The other direction consists of learning algorithms that start with k at a

large value and decrease k step by step, with extra parameters discarded and
the remaining parameter updated. These algorithms are further classified into
two types. One is featured by decreasing k step by step, based on evaluating
the value of J(k) at each k. The other is called automatic model selection,
with extra structural parts removed automatically during parameter learning.
One early effort is Rival Penalized Competitive Learning (RPCL) [65,48] for
a structure that consists of k individual substructures. With k initially given a
value larger enough, a coming sample x is allocated to one of the k substructures
via competition, and the winner adapts this sample by a little bit, while the
rival (i.e., the second winner) is de-learned a little bit to reduce a duplicated
allocation. This rival penalized mechanism will discard those extra substructures,
making model selection automatically during learning. Various extensions have
been made in the past one decade and half. Readers are referred to a recent
encyclopedia paper [48].

1.3 Two-Pathway Approaches and the Scope of This Paper

RPCL learning was heuristically proposed in lack of theoretical guide. Pro-
posed firstly in [64] and systematically developed in the past decade [47,49],
the Bayesian Ying-Yang (BYY) harmony learning acts as a general statistical
theory that guides various learning tasks with model selection achieved automat-
ically during parameter learning, which is featured by using a Bayesian Ying-
Yang (BYY) system to model an intelligent system and three level of inverse
problems shown in Fig.1 and Fig.2.

The two-pathway idea has been adopted in the literature of modelling a
perception system for decades. One early example is the adaptive resonance
theory developed in the 1970s [14], featured by a resonance between bottom-
up input and top-down expectation in help of a mechanism motivated from a
cognitive science view. Efforts have been further made on multi-layer net fea-
tured two-pathway approaches, e.g., under the least mean square error based
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auto-association [6], the LMSER self-organization [66]. However, these early
studies were neither motivated nor targeted at a probability theory based per-
spective as shown in Fig.2.

In addition to those approaches discussed in Table 1, studies on a probabilistic
two-path way perspective include the BYY learning, the Helmholtz free energy
based learning or Helmholtz machine [15,11], variational approximation methods
[20,19]. Motivated differently, these approaches share certain common features
and also have different properties. Firstly proposed in 1995 [64,56,50,51,47] and
developed in the past decade, BYY learning not only acts as a general frame-
work for a unified perspective on these approaches as well as the approaches
in Table 1, but also provides a new theory for model selection on a finite size
of samples, both on deriving a criterion that outperforms typical model selec-
tion criteria in a two-phase implementation, and on developing learning algo-
rithms for several typical learning tasks with an appropriate model scale ob-
tained automatically during parameter learning, while with computing cost saved
significantly.

In the rest of this paper, Section 2 introduces the fundamentals of Bayesian
Ying Yang system and best harmony learning theory, the implementable struc-
tures for Yang machine and the distributed log-quadratic inner structures for
Ying machine. In Section 3, relations and differences of a number of existing typ-
ical learning approaches are rather systematically compared and re-elaborated
from the perspective of BYY learning under the principles of best harmony ver-
sus best matching. Finally, a further introduction is made on a particular family
of BYY systems featured with Gaussian manifolds as components.

2 Bayesian Ying-Yang Learning

2.1 Bayesian Ying-Yang System and Best Harmony Learning

As shown in Fig.5, a unified scenario of Fig.2 is considered by regarding that
the observation set X = {x} are generated via a top-down path from its inner
representation R = {Y, Θ}. Given a system architecture, the parameter set Θ
collectively represents the underlying structure of X, while one element y ∈ Y is
the corresponding inner representation of one element x ∈ X. A mapping R → X
and an inverse mapping X → R are jointly considered via the joint distribution
of X and R in two types of Bayesian decomposition shown at the right-bottom
of Fig.5. In a compliment to the famous ancient Ying-Yang philosophy, the de-
composition of p(X,R) coincides the Yang concept with a visible domain p(X)
for a Yang space and a forward pathway by p(R|X) as a Yang pathway. Thus,
p(X,R) is called Yang machine. Similarly, q(X,R) is called Ying machine with
an invisible domain q(R) for a Ying space and a backward pathway by q(X|R)
as a Ying pathway. Such a Ying-Yang pair is called Bayesian Ying-Yang (BYY)
system.

As shown in Fig.5, the system is further divided into two layers. The front
layer is actually the one shown in Fig.2(b), with a parametric Ying-Yang pair at
the left-bottom of Fig.5, which consists of four components with each associated
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Fig. 5. Bayesian Ying-Yang System

with a subset of parameters Θ = {Θp, Θq}, where Θp = {θy|x, θx} and Θq =
{θy, θx|y}. This Θ is accommodated on the back layer with a priori structure
q(Θ|Ξq) to back up the front layer, the back layer may be modulated by a meta
knowledge from a meta layer q(Ξ). Correspondingly, an inference on Θ is given
by p(Θ|X, Ξp) that integrates information from both the front layer and the
meta layer. Putting together, we have

q(X,R) = q(X|Y, θx|y)q(Y|θy)q(Θ|Ξq),
p(X,R) = p(Θ|X, Ξp)p(Y|X, θy|x)p(X|θx). (2)

The external input is only a set of samples XN = {xt}N
t=1 of X = {x}, based

on which we form an estimate of p(X|θx) either directly or with a unknown sclar
parameter θx = h, as shown in Tab.2. Based on this very limited knowledge, the
goal of building up the entire system is too ambitious to pursuit. We need to
further specify certain structures of p(X,R) and q(X,R). Summarized in Tab
2 are typical scenarios of both p(X,R) and q(X,R), and further details will be
introduced in the subsequent two subsections.

Similar to the discussions made at the end of Sec.1.1, the Ying Yang system
is also featured by a given meta structure ℵ that grows into a family {Sk(Θk)}
with each Sk sharing a same configuration but in different scales of k. The
meta structure ℵ consists ℵq, ℵp for the Ying machine and the Yang machine
respectively, from which we get the structures of q(X,Y|Θq) and p(X,Y|Θp) in
different scales. Though it is difficult to precisely define, the scale k of an entire
system is featured by the scale or complexity for representing R, which is roughly
regarded as consisting of the scale kY for representing Y and the number nf of
free parameters in Θ.
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As shown in Tab.2, different structures of the Ying machine q(X,Y|Θq)
are considered to accommodate the world knowledge and different types of
dependences encountered in various learning tasks. First, an expression for-
mat is needed for each inner representation Y. It has four typical choices as
shown in Tab.2. The general case is the last one, i.e., Y = {Yv,L} with
Yv = {yv}, L = {�}. Each � takes a finite number of integers to denote one
of several labels for tasks of pattern classification, choice decision, and cluster-
ing analyses, etc, while each yv is a vector that acts as an inner coding or cause
for observations. Moreover, q(Yv|θy) describes the structure dependence among
a set of values that Yv may take. Second, q(X|Yv, θx|y) describes the knowledge
about the dependence relation from inner representation to observation. Third,
in addition to these structures, the knowledge is also represented by Θ jointly,
which is confined by a background knowledge via a priori structure q(Θ|Ξ) with
a unknown parameter set Ξq. Some choices are shown in Tab.2.

As to the Yang machine p(X,Y|Θp), we already have the above discussed
input p(X|θx). Similar to the case of Fig.2(b), the structures of p(Y|X, θy|x) =
p(Yv|X, L, θy|x)p(L|X, θy|x) not only make a fast implementation of a desired
problem solving but also act as an inverse role of the Ying machine q(X,Y|Θq).
If we are also provided with the structure of p(Θ|X, Ξp), what still remains
unknown consists of k and Ξ = {Ξq, Ξp}. An analogy of this Ying Yang system
to the ancient Ying-Yang philosophy motivates to determine the unknowns under
a best harmony principle, which is mathematically implemented by maximizing
the following harmony measure

max
{k,Ξ}

H(p‖q,k, Ξ), H(p‖q,k, Ξ) =
∫
p(R|X)p(X) ln [q(X|R)q(R)]dXdR

=
∫
p(Θ|X, Ξ)Hf (X, Θ,k, Ξ)dΘ,

Hf (X, Θ,k, Ξ) =
∑
L

p(L|X, θy|x)Hf (X, L, Θ,k, Ξ), (3)

Hf (X, L, Θ,k, Ξ) =
∫
p(Yv|X, L, θy|x)p(X|θx)×

× ln [q(X|Yv, L, θx|y)q(Yv|L, θy)q(L|θL)q(Θ|Ξq)]dYv.

On one hand, maximizing H(p‖q) forces q(X|R)q(R) to match p(R|X)p(X). Due
to the constraints on the given Ying and Yang structures, a perfect matching
p(R|X)p(X) = q(X|R)q(R) may not be really reached but still be approached
as possible as it can. At this equality, H(p‖q) becomes the negative entropy that
describes the complexity of system. Further maximizing H(p‖q) with k, Ξ is
actually minimizing the complexity of system, which provides a model selection
ability on k. Such an ability can also be observed from other perspectives, with
details referred to [52,49].

The first difficulty we encounter is where to get the structure of p(Θ|X, Ξp)
that specifies a probabilistic inverse mapping XN → Θ shown in Fig.2(c). One
possibility is the BI choice in the second column of Tab.1 or written as the choice
B for p(Θ|X, Ξp) in Tab.2. As previously discussed, it usually involves a difficult
computation for not only an integral over Θ but also an integral over Y . To
avoid this difficulty, we usually consider the choice A and choice C in Tab.2.
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Table 2. Typical scenarios of q(X,R) = q(X|Y, θx|y)q(Y|θy)q(Θ|Ξq) and p(X,R) =
p(Θ|X, Ξp)p(Y|X, θy|x)p(X|θx)
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First, we consider Choice A, i.e., a p(Θ|X, Ξp) free of structure. Maximizing
H(p‖q) with respect to such a p(Θ|X, Ξp) leads to

p(Θ|X, Ξp) = δ(Θ − Θ∗), Θ∗ = max
Θ

Hf (X, Θ,k, Ξ). (4)

That is, the problem becomes seeking a best harmony between the front layer
Ying-Yang pair. But it also incurs a problem. With p(X|θx) given empirically
from XN , the mapping to Θ∗ from XN of random samples is probabilistic. How-
ever, δ(Θ−Θ∗) can not take this uncertainty in consideration. Actually, Θ∗(XN )
by eq.(4) only takes over the information of the first order statistics from the Ying
machine. In other words, maximizing H(p‖q) with respect to a free p(Θ|X, Ξp)
can only make a best Ying Yang harmony in term of the first order statistics.

This uncertainty is considered by p(Θ|X, Ξp) in the Choice B or Choice C
such that a best Ying Yang harmony in term of not only the first order statistics
but also the statistics of the second order or higher. To be detailed in the next
subsection, the approximation will make H(p‖q,k, Ξ) in eq.(3) approximately
turned into the following format:

H(p‖q,k, Ξ) = Hf (XN , Θ∗,k, Ξ) + Δ(Θ∗,k, Ξ), (5)

where Θ∗ and Hf (XN , Θ,k, Ξ) are given in eq.(4), and Δ(Θ∗,k, Ξ) either in-
volves no integral over Θ or an integral over a subset of Θ that is analytically
solvable. If the meta parmeters Ξ is given, we can directly maximize the above
H(p‖q,k, Ξ) to select k. If the meta parameters Ξ is unknown, we need to make
maxΞ H(p‖q,k, Ξ) too. Actually, getting Θ∗ by eq.(4) depends on Ξ. In other
words, the process of seeking an approriate Ξ∗ is coupled with finding Θ∗. In
general, we can estimate Ξ∗ and Θ∗ jointly by iterating the following two steps:

Θ step : Θ(t+1) = Θ(t) + η∇ΘHf (XN , Θ,k, Ξ(t))Θ=Θ(t) , (6)

or Θ(t+1) = arg max
Θ

Hf (XN , Θ,k, Ξ(t)) if it is analytically solvable,

Ξ step : Ξ(t+1) = Ξ(t) + η∇Ξ at Ξ(t) [Hf (XN , Θ(t+1),k, Ξ) + Δ(Θ(t+1),k, Ξ)],

which starts with an initialization Θ(0) and Ξ(0) and reaches a convergence.
In a summary, the best Ying Yang harmony by maximizing H(p‖q,k, Ξ) is

made via the following two stage implementation :

Stage I : get Ξ∗, Θ∗ by eq.(6) for ∀k ∈ K, K is a set of values of k; (7)
Stage II : k∗ = arg min

k∈K
J(k), J(k) = −Hf(XN , Θ∗,k, Ξ∗) + Δ(Θ∗,k, Ξ∗).

As mentioned previously, the scale k of a BYY system is contributed from two
parts. One is featured by kY for representing Y and the rest is featured by
the number nf of free parameters in Θ. The degrees of difficulty for estimating
the two parts are quite different. When q(Y|θy) is in a so called scale reducible
structure, an appropriate kY will be determined automatically during parame-
ter learning on Ξ∗ and Θ∗ by eq.(6), with k initialized at one big enough value.
The details are referred to Sec.2.3. Interestingly, the model selection problem
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in many typical learning tasks [49,52] can be reformulated into a BYY system
for selecting merely this kY part. This favorable feature makes both parame-
ter learning for Ξ∗, Θ∗ and model selection for kY implemented simultaneously
by only implementing eq.(6), which can significantly reduce the computational
cost that is needed in a two stage implementation by eq.(7). However, the per-
formance of this automatic model selection will deteriorate as the sample size
N reduces. In such a case, we can implement both the stages in eq.(7) with a
computational cost similar to those conventional two stage implementations of
typical model selection criteria. Still, eq.(7) will provide an improvement over
those typical criteria since the contribution by kY has been addressed more ac-
curately, though the contribution featured by the number nf of free parameters
in Θ is roughly estimated in a way similar to those typical criteria.

2.2 Yang Machine: Implementable Scenarios

With p(X|θx) given empirically from XN , i.e., Choice A in Tab. 2, it follows from
eq.(3) that we further have

Hf (XN , Θ,k, Ξ) =
∑
L

p(L|XN , θy|x)Hf (XN , L, Θ,k, Ξ),

Hf (XN , L, Θ,k, Ξ) =
∫
p(Yv|XN , L, θy|x)L(XN , L,Y, Θq)dYv − Z(Θ|Ξq),

L(XN , L,Yv, Θq) = ln [q(XN |Yv, L, θx|y)q(Yv |L, θy)q(L|θL)],
Z(Θ|Ξq) = − ln q(Θ|Ξq), Θq = {θx|y, θy, θL}. (8)

There still remains an integral over Yv, which is handled differently according
to the choices of p(Yv|X, L, θy|x) in Tab.2, whenever there is no confusion, yv is
denoted by y for simplicity. For the Choice A, maximizing H(p‖q) with respect
to a p(Yv|X, L, θy|x) free of structure leads to

p(Yv|X, L, θy|x) = δ(Yv − Y∗
vL(Θq)), Y∗

vL(Θq) = max
Yv

L(XN , L,Yv, Θq),

Hf (XN , L, Θ,k, Ξ) = L(XN , L,Y∗
vL(Θq), Θq) − Z(Θ|Ξq). (9)

The computational difficulty incurred by the integral over Yv has been avoided.
But it also incurs two problems. First, the above Y∗

vL(Θq) may not have a differ-
entiable expression with respect to Θq, or even no analytical expression. Thus, a
gradient based algorithm for maxΘ H(p‖q, Θ) can not take the relation Y∗

vL(Θq)
in consideration, which makes learning fragile to local optimal performance. Sec-
ond, the mapping from a set XN of random samples to the inner representations
is probabilistic while δ(Yv −Y∗

vL(Θq)) can not take this uncertainty in consider-
ation, since it only takes over the information of the first order statistics from the
Ying machine. Similar to the discussion after eq.(4), considered in eq.(9) is a best
Ying Yang harmony only in term of the first order statistics. It is improved by
p(Yv|X, L, θy|x) in the Choice C of Tab.2 such that a best Ying Yang harmony
in the front layer via approximately considering the second order statistics.

Considering a Taylor expansion of Q(ξ) around ξ∗ = maxξ Q(ξ) up to the
second order and noticing ∇ξQ(ξ) = 0 at ξ = ξ∗, we approximately have

∫
p(ξ)Q(ξ)dξ ≈ Q(ξ∗) +

1
2
Tr[ΣHQ(ξ∗)], Σ =

∫
p(ξ)(ξ − ξ∗)(ξ − ξ∗)T dξ, (10)



Bayesian Ying Yang System, Best Harmony Learning 61

where the Hessian matrix HQ(ξ) = ∂2Q(ξ)/∂ξ∂ξT is negative definite in a neigh-
borhood of ξ∗. Moreover, q(ξ) = e−Q(ξ)/

∫
e−Q(ξ)dξ defines a distribution. If we

use G(ξ|μ, Σ) to approximate q(ξ), the solution is μ = ξ∗, Σ = H−1
Q (ξ∗) [45].

With Yv as ξ and L(XN , L,Yv, Θq) as Q(ξ), it follows from eq.(8) and eq.(10)
that we approximately have

Hf (XN , L, Θ,k, Ξ) ≈ L(XN , L,Y∗
vL(Θq), Θq) − 0.5dkY (L, Θq) − Z(Θ),

dkY (L, Θ) = Tr[ΣL(Y∗
vL, Θ)HL(Yv, Θq)]Yv=Y∗

vL(Θq),

HL(Yv, Θq) = −∂2L(XN , L,Yv, Θq)
∂Yv∂YT

v

,

ΣL(Y∗
vL, θy|x) =

∫
[Yv − Y∗

vL(Θq)][Yv − Y∗
vL(Θq)]T p(Yv|XN , L, θy|x)dYv.

Following the discussion after eq.(10), see the Choice C in Tab.2, we consider

p(Yv|XN , L, θy|x) = G(Yv|μ(XN , φμ,L), Σ(XN , φΣ,L)). (11)

Let μ(XN , φμ,L) = Y∗
vL(Θq) and Σ(XN , φΣ,L) = H−1

L (Y∗
vL(Θq), Θq), we have

ΣL(Y∗
vL, θy|x) = H−1

L (Y∗
v(Θq), Θq), dkY (Θ) = Tr[IY ] = dY , (12)

where dY is the dimension of Yv. Comparing with eq.(9), we can find that
the only difference is this integer dY . This term is useful in Stage II of eq.(7)
for making model selection on k. However, the two problems mentioned after
eq.(9) largely remain. Alternatively, we let Σ(XN , φΣ,L) = H−1

L (Y∗
v(Θq), Θq)

but leave μ(XN , φμ,L) to be a parametric function (e.g., a linear function or
nonlinear function) with a unknown set φμ,L. Let Yv−Y∗

vL = Yv−μ(XN , φμ,L)+
μ(XN , φμ,L) − Y∗

vL, we have

Σ(Y∗
vL, θy|x) = H−1

L (Y∗
vL, Θq) + e(Y∗

vL, Θ)eT (Y∗
vL, Θ),

dkY (L, Θ) = dY + eT (Y∗
vL, Θ)HL(Y∗

vL, Θq)e(Y∗
vL, Θ),

Y∗
vL = Y∗

vL(Θq), e(Y∗
vL, Θ) = μ(XN , φμ,L) − Y∗

vL. (13)

In addition to dY , the second term in dkY (L, Θ) takes uncertainties in consid-
eration. This term is updated via Θq and will gradually disappear as learning
converges and e(Y∗

vL, Θ) tends to 0. Even without an analytical expression for
Y∗

v(Θq), we can get a value Y∗
vL via maxΘ H(p‖q, Θ) and then update Θ with

the above dkY (L, Θ) in effect by certain extent. If Y∗
vL(Θq) is obtained in a dif-

ferentiable expression, a further improvement can be obtained via further taking
∇ΘqY

∗
vL(Θq) in consideration through the chain rule.

When Yv consists of vectors in binary variables. The above approach does
not apply because we can not use eq.(10). In these cases, the integral over Yv

becomes summation, which can be computed but usually with a high computa-
tional complexity. Still, we can consider p(Yv|XN , L, θy|x) in a parametric struc-
ture to facilitate the computation. An example is listed in Tab.2 and details will
be further discussed in Sec.2.3.

We continue to proceed beyond the case of eq.(4) by considering p(Θ|X ) in
the Choice C of Tab.2 for a best Ying Yang harmony with not only Θ∗(XN ) but
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also its corresponding second order statistics in consideration. With p(X|θx)
given empirically from XN , i.e., Choice A in Tab. 2, from eq.(3) we have∫
p(Θ|XN , Ξ)Hf (XN , Θ,k, Ξ)dΘ. Regarding Θ as ξ and Hf (XN , Θ,k, Ξ) as

Q(ξ), it follows again from eq.(10) that we approximately get eq.(5), that is

H(p‖q,k, Ξ) = Hf (XN , Θ∗,k, Ξ) + Δ(Θ∗,k, Ξ), Θ∗ = max
Θ

Hf (XN , Θ,k, Ξ),

Δ(Θ∗,k, Ξ) = −0.5dk, dk = Tr[Σ(Θ∗)HH(Θ∗)], (14)

Σ(Θ∗) =
∫
(Θ − Θ∗)(Θ − Θ∗)T p(Θ|XN )dΘ, HH(Θ) = −∂2Hf (XN , Θ,k, Ξ)

∂Θ∂ΘT
.

Further let p(Θ|XN ) = G(Θ|Θ∗, H−1
H (Θ∗)), we get that dk = Tr[I] is the num-

ber nf of free parameters in Θ [46,47,51]. It follows from eq.(14) that both
Θ∗ and HH(Θ∗) depend XN , Ξ. Let p(Θ|XN ) = G(Θ|μ(XN , Ξ), H−1

H (Θ∗)) with
μ(XN , Ξ) in a parametric function of XN , Ξ, similar to eq.(13) we also get

Δ(Θ∗,k, Ξ) = −0.5dk,
dk = nf + (μ(XN , Ξ) − Θ∗)T HH(Θ∗)(μ(XN , Ξ) − Θ∗). (15)

Revising the direction of thinking, put p(Θ|XN ) = G(Θ|μ(XN , Ξ), H−1
H (Θ∗))

into eq.(3) we can also consider

H(p‖q,k, Ξ) =
∫

G(Θ|μ(XN , Ξ), H−1
H (Θ∗))H−

f (XN , Θ,k, Ξ)dΘ + Δ(Θ∗,k, Ξ),
Δ(Θ∗,k, Ξ) =

∫
G(Θ|μ(XN , Ξ), H−1

H (Θ∗)) ln q(Θ|Ξq)dΘ,

H−
f (XN , Θ,k, Ξ) =

∑
L

∫
p(L|XN , θy|x)p(Yv|XN , L, θy|x)L(XN , L,Yv, Θq)dYv ,

where L(XN , L,Yv, Θq) is still given by eq.(8). There may be two ways to handle
the integral in the first term. One is considering several typical structures on
which the integral can be handled, with details referred to Sec.2.3. The other
way is similar to eq.(10). Considering a Taylor expansion of Q(ξ) around μ up
to the second order, we approximately have

∫
G(ξ|μ, Σ)Q(ξ)dξ ≈ Q(ξ)ξ=μ +

1
2
Tr[Σ∂2Q(ξ)/∂ξ∂ξT ]ξ=μ. (16)

With G(Θ|μ(XN , Ξ), H−1
H (Θ∗)) as ξ and H−

f (XN , Θ,k, Ξ) as Q(ξ), we get

∫
G(Θ|μ(XN , Ξ), H−1

H (Θ∗))H−
f (Θ,k, Ξ)dΘ = H−

f (XN , μ(XN , Ξ),k, Ξ)

+
1
2
Tr[H−1

H (Θ∗){∂2H−
f (Θ,k, Ξ)/∂Θ∂ΘT }]Θ=μ(XN ,Ξ). (17)

For the second term of H(p‖q,k, Ξ), i.e., Δ(Θ∗,k, Ξ), we may handle it by either
observing the specific structure of q(Θ|Ξq) or using eq.(16). By the latter, we
reach H(p‖q,k, Ξ) in eq.(14) again but with

Δ(Θ∗,k, Ξ) = −0.5dk, dk = Tr[H−1
H (Θ∗)HH(μ(XN , Ξ))], (18)

which becomes dk = nf when μ(XN , Ξ) reaches Θ∗.
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Generally, it is difficult to consider p(Θ|X ) given by a Bayesian structure,
i.e., the Choices B in Tab.2. In some cases, we may divide the set Θ into two
parts Θ′ and Θ′′ and assume that p(Θ|X ) = p(Θ′|X )p(Θ′|X ) and q(Θ|Ξq) =
q(Θ′|Ξ ′

q)q(Θ
′′|Ξ ′′

q ). For one part Θ′′, we may handle
∫

p(Θ′′|X ) ln q(Θ′′|Ξq)dΘ′′

analytically. Then, the remining parts are handled as before.
The last but not least, we further proceed to the case that p(X|θx) = ph(X)

is given by Choice B in Tab. 2, with an extra unknown input h in consideration.
Let X to be replaced by X, h and notice that only X relates to h, we have

p(X, h) = p(X|h)p(h), p(X|h) = ph(X), p(R|X, h) = p(R|X),
q(X, h|R) = q(h|X,R)q(X|R), q(h|X,R) = q(h|X), (19)

with q(R) remains unchanged. Put it into eq.(3), we have

H(p‖q,k, Ξ) =
∫

p(h)p(Θ|X, Ξ)Hf (X, Θ, h,k, Ξ)dΘdXdh (20)

Maximizing H(p‖q,k, Ξ) with p(h) free of constraint leads to

p(h) = δ(h − h∗), h∗ = arg max
h

Hh(p‖q,k, Ξ),

Hh(p‖q,k, Ξ) =
∫
p(Θ|X, Ξ)Hf (X, Θ, h,k, Ξ)dΘ. (21)

Equivalently, h∗ is also given by h∗ = arg maxh Hf (X, Θ, h,k, Ξ). Moreover, it
further follows from eq.(16) that we have

Hf (X, Θ, h,k, Ξ) = Hf (XN , Θ,k, Ξ) + 0.5h2Tr[Σ(XN )] − Z(h),

Z(h) = − ln q(h|XN ), Σ(X) =
∂2 ∑

L p(L|XN , θy|x) ln q(X|Yv, L, θx|y)
∂X∂XT

.

An example of q(h|XN ) is obtained from ph(X) by eq.(29) in the next subsection.
Therefore, we can modify the two stage implementation by eq.(6) and eq.(7)

with all the appearances of Θ replaced by {Θ, h} and Hf (XN , Θ,k, Ξ) by
Hf (XN , Θ, h,k, Ξ). Recalling the discussion after eq.(7), the performance of
automatic model selection on kY by eq.(6) will deteriorate as the sample size
N reduces. With an approriate h∗ learned together with Θ∗, a considerable
improvement can be obtained to reduce this deterioration, as verified by exper-
iments [35].

2.3 Ying Machine : Distributed Log-Quadratic Inner Structures

We proceed to typical scenarios of q(X,R). To accommodate the world knowl-
edge and the dependences underlying XN appropriately, there are several issues
to be considered, consisting of inner representation with a wide coverage of typi-
cal learning tasks, computational feasibility, scalability of complicated problems,
and structural scale reducibility that does not impede automatic model selection.

For many learning tasks, these issues are collectively considered in a class of
structures for Ying machine, namely distributed log-quadratic inner structures.
As already discussed in Sec.2.1, we consider a distributed inner representation
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Y = {Yv,L}, i.e., vector based inner representations Yv = {yv} are distribu-
tively and collaboratively described in a collection L = {�} with the help of
q(XN |Yv,L, θx|y) and q(Yv|θy) in the following log-quadratic structures :

L(XN ,L,Y, Θq) = ln [q(XN |Yv,L, θx|y)q(Yv|L, θy)q(L)]
= Tr[ΦXN (Θq

L)YvYT
v + ΨXN (Θq

L)Yv + φXN (Θq
L)] + ln q(L), (22)

where ΦXN (Θq
L), ΨXN (Θq

L), φXN (Θq
L) are in given expressions. Eq.(8) becomes

Hf (XN , Θ,k, Ξ) =
∑
L

p(L|XN , θy|x) ln q(L) +
∑
L

p(L|XN , θy|x)Tr[φXN (Θq
L)]+

∑
L

p(L|XN , θy|x)Tr[ΨXN (Θq
L)μ(XN , θy|x) + ΦXN (Θq

L)ΓL(XN , θy|x)] − Z(Θ),

μ(XN , θy|x) =
∫
Yvp(Yv|XN ,L, θy|x)dYv,

ΓL(XN , θy|x) =
∫
YvYT

v p(Yv|XN ,L, θy|x)dYv . (23)

As a result, the integral over Yv for Hf (XN , Θ,k, Ξ) has been turned
into the integrals for getting the first order and second order statistics of
p(Yv|XN ,L, θy|x). Let p(Yv|XN ,L, θy|x) = G(Yv|Y∗

vL(Θq), H−1
L (Y∗

vL(Θq)),

Table 3. Typical structures of q(y) = q(y|θy) and q(x|y) = q(x|y, θx|y) = G(x|μy , Σy)
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we have μ(XN , θy|x) = Y∗
vL(Θq) and ΓL(XN , θy|x) = H−1

L (Y∗
vL(Θq) +

Y∗
vL(Θq)Y∗T

vL(Θq) and thus it returns back to the situation same as that in
eq.(11) and eq.(12). From eq.(11) with Σ(XN , φΣ,L) = H−1

L (Y∗
vL(Θq), Θq), we

also have

μ(XN , θy|x) = μ(XN , φμ,L),
ΓL(XN , θy|x) = H−1

L (Y∗(Θq), Θq) + μ(XN , φμ,L)μT (XN , φμ,L), (24)

and thus encounter a situation equivalent to that by eq.(11) and eq.(13).
Beyond those cases based on eq.(10), eq.(23) is also applicable to the cases that

Yv consists of binary or discrete variables. It is applicable to any structures in
the log-quadratic form by eq.(22) or in this form approximately. Beyond eq.(11),
we consider p(Yv|XN ,L, θy|x) in a structure that the integrals for μ(XN , θy|x)
and ΓL(XN , θy|x) in eq.(23) can be solved analytically or computed efficiently.

Table 4. Typical parametric structures of p(y|x, θy|x)
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Moreover, instead of specifying the entire p(Yv|XN ,L, θy|x), we can merely de-
sign μ(XN , θy|x) and ΓL(XN , θy|x) in certain pre-specified parametric functions
that are analytically computable.

The above discussions apply to the general scenarios that there maybe also
temporal or even graphical dependence among that elements of X = {x}. Corre-
spondingly, we consider certain structure among the elements of Y = {yv, �} to
accommodate this dependence. E.g., further details about temporal dependences
are referred to [59,50]. To get further insights, here we focus on the cases that
the elements of X = {x} are independently and identically distributed (i.i.d.),
and thus the elements of Y = {yv, �} are i.i.d. That is, we consider

q(Y|θy) =
∏

q(yv, �|θy), q(yv, �|θy) = q(yv|�, θy,�)q(�),

p(Y|X, θy|x) =
∏

p(yv, �|x, θy|x), q(X|Y, θx|y) =
∏

q(x|yv, �, θx|y), (25)

with p(yv, �|x, θy|x) = p(yv|x, �, θy|x,�)p(�|x, θ�|x).
Shown in Tab. 3 and Tab.4 are several typical structures, covering several

typical learning tasks [49]. All of them satisfy the format by eq.(23), except the
case (d) for q(y|θy). Even for this exceptional case as well as other structures
that fail to satisfy the format by eq.(23), we can still approximately use a Taylor
expansion of ln [q(x|y, θx|y)q(y|θy)] or ln q(y(j)|�) with respect to y up to the
second order. Readers are also referred to [53,46,47] for various other choices.

In the i.i.d. cases by eq.(25) and with the structures given in Tabs. 3 & 4, we
can get a further insight on eq.(23) via a more detailed expression. Considering
q(y|θy) at its Case (1) & Case (2) in Tab.3(b), we write eq.(23) into

Hf (XN , Θ,k, Ξ) =
∑

t

∑
�

p(�|xt, θy|x)[ln α� + φ(xt, Θ
�
q)] − Z(Θ) + (26)

∑
t

∑
�

p(�|xt, θy|x)Tr{Ψ(xt, Θ
�
q)μ�(xt) + Φ(xt, Θ

�
q)[Γ�(xt) + μ�(xt)μT

� (xt)]},

μ�(x) =
∫
yp(y|x, �)dy, Γ�(x) =

∫
(y − μ�(x))(y − μ�(x))T p(y|x, �)dy,

The analytical expressions for μ�(x) and Γ�(x), as well as the corresponding
φ(xt, Θ

�
q), Ψ(xt, Θ

�
q), and Φ(xt, Θ

�
q) are given in Tab.5.

Moreover, p(�|xt, θy|x) is given by Tab.4(a) with ζ�(x) in the choice (3) of
Tab.4(c), which is a simplification of p(L|XN , θy|x) in the choice C(B) of Tab.2.
Also, we can get the simplified counterpart of the choice C of Tab.2 as follows

p(�|xt, θy|x) = e−o�(xt)/

k∑
j=1

e−oj(xt), o�(x) = βxT H�x + bT
� x + c�,

H� = ∂2 ln
∫
q(x|yv, �, θx|y)q(yv|�, θy)dyv/∂x∂xT . (27)

Furthermore, we are ready to elaborate the issue of structural scale re-
ducibility, mentioned several times previously but without a further interpre-
tation yet. As discussed after eq.(3), maximizing H(p‖q,k, Ξ) will push k as
least as possible. Similarly, maxΘ,h Hf (XN , Θ, h,k, Ξ) will push the entropy
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of q(XN |Yv,L, θx|y) q(Yv|L, θy)q(L) as least as possible. One part of this en-
tropy is contributed from the representation scale kY of Y = {Yv,L}. In-
terestingly, each integer of kY is associated with one or several parameters
in Θq, and the least complexity nature will push these parameters towards
0 if the corresponding integer represents a redundant scale part. We say that
q(XN |Yv,L, θx|y)q(Yv|L, θy)q(L) has scale reducibility if there is no constraint
to impede or block these parameters to be pushed towards 0.

For the structures in eq.(25), kY consists of k and {m�}k
�=1. We observe

that pushing one q(�) = α� towards zero is equivalent to reducing the scale
k to k − 1, with all the corresponding structures discarded in effect. More-
over, pushing the variance of q(y(j)|�) towards 0 means that those of the j-
th dimension can be discarded. We say that q(�) is scale reducible if no con-
straint prevents q(�) to become 0 for every �, and that q(yv|�, θy,�) is scale
reducible if no constraint prevents q(y(j)|�, θy,�) to become zero for every j, �.
Thus, q(y|θy) is scale reducible when both q(�) and q(yv|�, θy,�) are scale re-
ducible. If there are extra parts of structure was allocated in a scale reducible
q(y|θy), maxΘ,h Hf (XN , Θ, h,k, Ξ) will drive those extra parameters towards
zero. i.e., automatic model selection on kY is made during parameter learning
on Ξ∗, Θ∗ by eq.(6). Taking Hf (XN , Θ,k, Ξ) in eq.(26) as an example, maximiz-
ing the term

∑
t

∑
� p(�|xt, θy|x) ln α� of Hf (XN , Θ,k, Ξ) becomes equivalently

maximizing N
∑

� α� ln α� with α� =
∑

t p(�|xt, θy|x)/N , which tends to push α�

towards zero when it is extra.
The last, we consider the details of q(Θ|Ξ) in Tab.2. The simplest case is the

choice 1, i.e., ignoring its role simply by letting Z(Θ) = − ln q(Θ) = 0. Moreover,

Table 5. Major terms of Hf (XN , Θ, k, Ξ) with p(y|x, �) in Tab. 4, q(x|y, θx|y) and
q(y|θy) at Case (1) & Case (2) in Tab. 3
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we may further divided each Θξ into independent groups q(Θξ) =
∏

j q(Θ(j)
ξ ),

and let q(Θ(j)
ξ ) in the following choices [25,21,32]:

(1) The simplest way is to consider the so called improper priori, e.g., a
uniform improper priori

q(Θ(j)
ξ ) ∝ constant, (28)

for real a parameter. For a scalar γ > 0, we consider q(γ) by a Jeffrey improper
priori q(γ) ∝ 1/γ. When Σ is a d × d covariance matrix, a Jeffreys improper
priori is q(Σ) ∝ 1/|Σ|0.5(d+1).

(2) For different parameters, we consider different specific distribution. For
examples, a gamma distribution for a scalar γ > 0, an inverted Wishart distri-
bution for Σ of a d × d covariance matrix, a Beta/Dirichlet distribution for the
proportional parameters {α�}, and a uniform improper priori by eq.(28) or a
Gaussian distribution for real parameters in a vector or matrix.

(3) Another general way for getting an improper priori is the choice 3 in
Tab.2, which was developed in [46,47,51]. Here we explain its rationale. Given a
density p(u|θ), we have

∫
p(u|θ)du = 1 that does not depend on θ for an infinite

size of samples. This is no longer true for s =
∑N

t=1 p(ut|θ) by considering a
finite sample size of samples {ut}N

t=1. This s actually varies with θ and imposes
an implicit distribution θ. Considering a priori q(θ) ∝ 1

s can balance off this
unnecessary bias. E.g., for h in eq.(19) we have

q(h) ∝ [
N∑

t=1

N∑
τ=1

G(xt|xτ , h2I)/N ]−1. (29)

Other examples are referred to [46,47,51], e.g., eqn.(11) for q(Θ) in [47].

3 Best Harmony vs Best Matching: Relations to Others

3.1 Special Cases: Relations to Existing Approaches

It is interesting to further observe how the best harmony learning degenerates as
a BYY system degenerates to a conventional model q(X|Θ). We consider R =
{Θ} without an inner representation part Y, which leads us back to Fig.2(c),
and simplifies H(p‖q) = H(p‖q,k, Ξ) in eq.(3) into

H(p‖q) =
∫

p(Θ|X)p(X) ln [q(X|Θ)q(Θ)]dXdΘ. (30)

For a p(Θ|X) free of structure and p(X) of the choice (A) in Tab.2, maximizing
H(p‖q) with respect to p(Θ|X) leads to the MB type Bayesian learning in Tab.1,
i.e., maxΘ ln [q(XN |Θ)q(Θ)], while J(k) in eq.(7) becomes

k∗ = arg min
k

J(k), J(k) = − max
Θ

ln [q(XN |Θ)q(Θ)] + 0.5dk, (31)
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which is a Bayesian learning based extension of AIC. For a non-informative
q(Θ), it further degenerates to exactly AIC [1,2]. Moreover, for a general case
with p(X, h) by eq.(19), it follows from eq.(22) that eq.(30) is extended into

H(p‖q) =
∫
p(h)p(Θ|XN )Hh(p‖q, Θ)dΘ ≈ max

Θ,h
Hh(p‖q, Θ) − 0.5dk,

Hh(p‖q, Θ) = ln [q(XN |Θ)q(Θ)] + 0.5h2Tr[Σ(XN )] − Z(h),
Z(h) = − ln q(h|XN ), Σ(X) = ∂2 ln q(X|Θ)/∂X∂XT . (32)

With p(Θ|X) in a given structure, the BYY harmony learning is different
from the conventional Bayesian learning. E.g., we consider p(Θ|X) with the BI
structure in Tab.1 and rewrite eq.(30) into

H(p‖q) =
∫
p(Θ|X)p(X) ln p(Θ|X)dXΘ +

∫
p(X) ln q(X|S)dX. (33)

Particularly, for p(X) of the choice (A) in Tab.2, it further becomes

H(p‖q) =
∫

p(Θ|XN ) ln p(Θ|XN )dΘ + ln q(XN |S). (34)

The maximization of its second term is exactly the MI (marginal likelihood)
choice in Tab.1. As already discussed in Section 1, it has been previously stud-
ied under various names [34,23,21,22]. The first term in eq.(34) is the negative
entropy of p(Θ|XN ) and its maximization is seeking an inverse inference XN → Θ
with a least uncertainty. More generally, it follows from eq.(3) that we get an
extension of eq.(34) as follows:

H(p‖q) =
∫
p(R|XN ) ln p(R|XN )dR + ln q(XN |S),

p(R|X ) = q(X|R)q(R)/q(X|S), q(X|S) =
∫
q(X|R)q(R)dR. (35)

Even generally, we also let S to be included in the inner representation R, and
get a further generalization of eq.(30) as follows:

H(p‖q) =
∑
S

p(S|X)p(X) ln [q(X|S)q(S)]. (36)

When p(S|X) is free of structure, maximizing H(p‖q) with respect to p(S|X)
leads to maxS ln [q(XN |S)q(S)] for model selection, i.e., the BI choice in Tab.1.
In the special case that q(S) is equal for each candidate S, it further degenerates
to maxS ln q(XN |S), i.e., the ML choice in Tab.1. Also, a generalized counterpart
of eq.(34) becomes

H(p‖q) =
∑
S

p(S|XN ) ln p(S|XN ) + ln q(XN ), q(XN ) =
∑
S

q(XN |S)q(S).

3.2 Best Harmony Versus Best Matching

For a BYY system, in addition to making the best harmony learning by eq.(3),
an alternative has also been proposed and studied in [64] under the name of
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Bayesian Kullback Ying Yang (BKYY) learning that performs the following best
matching principle:

min KL(p‖q), KL(p‖q) =
∫
p(R|X)p(X) ln

p(R|X)p(X)
q(X|R)q(R)

dXdR (37)

=
∫
p(Θ|X){

∫
p(Y|X, θy|x)p(X) ln

p(Θ|X)p(Y|X, θy|x)p(X)
q(X|Y, θx|y)q(Y|θy)q(Θ)

dXdY}dΘ,

which reaches to the best matching KL(p‖q) = 0 at p(R|X)p(X) = q(X|R)q(R).
As a BYY system degenerates to a conventional model q(X|Θ), the above

eq.(37) is simplified into the following counterpart of eq.(30):

min KL(p‖q), KL(p‖q) =
∫
p(Θ|X)p(X) ln

p(Θ|X)p(X)
q(X|Θ)q(Θ)

dXdΘ. (38)

When p(Θ|X) is free of structure, minimizing KL(p‖q) with respect to p(Θ|X)
leads to p(Θ|X) = q(X|Θ)q(Θ)/q(X|S) and q(X|S) =

∫
q(X|Θ)q(Θ)μ(dΘ). As

a result, eq.(38) becomes

min KL(p‖q), KL(p‖q) =
∫
p(X) ln [p(X)/q(X|S)]dX, (39)

where p(X) is an input irrelevant to q(X|S) and q(Θ). For p(X) of the choice
(A) in Tab.2, eq.(39) further becomes equivalent to the MI (marginal likelihood)
choice in Tab.1. For a general case with p(X, h) by eq.(19), eq.(39) provides its
data smoothing version with not only Θ but also h learned.

Alternatively we may also consider minq(Θ) KL(p‖q) when q(Θ) is a free of
constraint, which leads to q(Θ) = p(Θ|X) and

min KL(p‖q), KL(p‖q) =
∫
p(Θ|X)p(X) ln [p(X)/q(X|Θ)]dXdΘ. (40)

When p(X) is an input irrelevant to q(X|Θ), it is equivalent to

max
∫

p(Θ|X)p(X) ln q(X|Θ)dXdΘ, (41)

which further becomes max
∫
p(Θ|XN ) ln q(XN |Θ)dΘ for p(X) of the choice (A)

in Tab.2. Its maximization with a structural free p(Θ|X) leads to the classical
ML learning again. Moreover, in help of eq.(10), we are again lead to eq.(31),
i.e., the ML learning based AIC [1,2].

Next, we return to eq.(37) with its inner representation Y in consideration.
When p(Y|X, θy|x) is free, minp(Y|X,θy|x) KL(p‖q) leads to eq.(38) again with

p(Y|X, θy|x) = q(X|Y, θx|y)q(Y|θy)/q(X|Θ),
q(X|Θ) =

∫
q(X|Y, θx|y)q(Y|θy)dY. (42)

In other words, we can integrate over the effect of inner representation Y to get
q(X|Θ) and then handle it by eq.(38).

On the other hand, minq(Θ) KL(p‖q) with a free q(Θ) results in q(Θ) =
p(Θ|X) and also

min KL(p‖q) =
∫

p(Θ|X)KL(p‖q, Θ)dΘ ≥ min
f

KL(p‖q, Θ).
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KL(p‖q, Θ) =
∫
p(Y|X, θy|x)p(X) ln

p(Y|X, θy|x)p(X)
q(X|Y, θx|y)q(Y|θy)

dXdY. (43)

This minf KL(p‖q, Θ) was originally proposed in 1995 under the name Bayesian
Kullback Ying Yang (BKYY) learning [64]. From minp(Y|X,θy|x) KL(p‖q, Θ), we
are lead to the above discussed eq.(42) and eq.(41) again.

The difference between the best Ying Yang matching by eq.(37) and the best
Ying Yang harmony learning by eq.(3) can be better understood from the fol-
lowing relation:

KL(p‖q) =
∫
p(R|X)p(X) ln [p(R|X)p(X)]dXdR − H(p‖q). (44)

In addition to maximizing H(p‖q), minimizing KL(p‖q) also includes minimiz-
ing the first term that is the negative entropy of the Yang representation, which
cancels out the least complexity nature that was discussed after eq.(3). There-
fore, the best Ying Yang harmony learning by eq.(3) considerably outperforms
the best Ying Yang matching learning by eq.(37) for learning tasks that need
model selection, as already verified by a number of experimental comparisons
and applications [35].

3.3 BKYY Learning, Helmholtz Machine, and Variational
Approach

Aiming at avoiding the integral q(X|Θ) =
∫
q(X|Y, θx|y)q(Y|θy)dY for the ML

learning, maximizing the likelihood function is suggested to be replaced by max-
imizing one of its lower bound via the Helmholtz free energy or called variational
free energy [11,24], by which maxΘ q(X|Θ) is replaced by maximizing

F = −
∫
p(Y|XN , θy|x) ln [p(Y|XN , θy|x)/q(XN |Y, Θ)q(Y|θy)]dY

= −
∫
p(Y|XN , θy|x) ln

p(Y|XN , θy|x)
q(Y|XN , Θ)

dY + ln q(XN |Θ) ≤ ln q(XN |Θ),

q(Y|XN , Θ) = q(XN |Y, θx|y)q(Y|θy)/q(XN |Θ). (45)

Instead of computing q(XN |Θ) and q(Y|XN , Θ), a parametric model is con-
sidered for p(Y|XN , θy|x), and learning is made for determining the unknown
parameters θy|x together with Θ via maximizing F .

In fact, maximizing F by eq.(45) is equivalent to minf KL(p‖q, Θ) by eq.(43)
with p(X) in the choice (A) of Tab.2. In other words, the two approaches co-
incide in this situation, though they were motivated from two different per-
spectives. Maximizing F by eq.(45) directly aims at approximating the ML
learning on q(XN |Θ), with an approximation gap to trade off computational
efficiency via a pre-specified parametric p(Y|XN , θy|x). This gap disappears if
p(Y|XN , θy|x) is able to reach the posteriori q(Y|XN , Θ). Instead, minimizing
KL(p‖q, Θ) by eq.(43) is not motivated from a purpose of approximating the
ML learning though it was also shown in [64] that minp(Y|X,θy|x) KL(p‖q, Θ) for
a p(Y|X, θy|x) free of constaint makes minf KL(p‖q, Θ) become the ML learning
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with p(X) in the choice (A) of Tab.2. The motivation is determining all the un-
knowns in the Ying-Yang pair to make the pair best matched. Beyond becoming
equivalent to the ML learning and approximating the ML learning, studies on
minf KL(p‖q, Θ) by eq.(43) covers not only extensions to the general case with
p(X, h) by eq.(19), but also the problems of minimizing KL(p‖q, Θ) with respect
to a free q(X|Y, θx|y), which leads to

min
∫
p(Y|Θp) ln

p(Y|Θp)
q(Y|θy)

μ(dY), p(Y|Θp) =
∫
p(Y|X, θy|x)p(X)μ(dX). (46)

If q(Y|θy) is independent among its components and p(Y|X, θy|x) has a post-
linear structure, eq.(46) becomes equivalent to the minimum mutual information
(MMI) base ICA learning [3]. The details are referred to [64,56,51,52].

In the past decade, extensive studies have also been made under the name
of variational approximation methods [20,19], which further put the basic idea
of the Helmholtz free energy [11,24] in a general framework of approximation
methods rooting from techniques in the calculus of variations and with a wide
variety of uses [33]. The key idea is turning a complex problem into a simpler
one, featured by a decoupling of the degrees of freedom in the original problem.
This decoupling is achieved via an expansion of the problem to include additional
parameters (called variational parameters), in help of convex duality [31]. The
variational approximation method revisits the Helmholtz free energy approach
under the formulation of probability theory, in a sense that p(Y|XN , θy|x) is
used as an additional parameter to turn the problem of the integral q(X|Θ) =∫
q(X|Y, θx|y)q(Y|θy)dY into eq.(45).

3.4 A Relationship Map

A summary of the BYY learning related approaches is provided in Fig.6 under
the principles of best harmony versus best matching, as well as their relations
to typical learning approaches.

The common part of all the approaches is the shadowed center area, featured
by using a probabilistic model to best match a data set XN via determining three
levels of its unknowns. The first two levels are the ML learning for unknown
parameter learning and model selection shown in the ML row of Tab.1, which
has been widely studied from various perspective as previously discussed in Sec.
1 [34,23,21,22]. The third level is evaluating or selecting an appropriate meta
structure ℵ via q(XN |ℵ), i.e., the second term in eq.(37), for which few studies
have been made yet but deserve to explore.

Outbound from this shadowed center we have two directions. One is to the
left-side. Priori probabilities are taken in consideration for determining three
levels of its unknowns. The first two levels are the MB choices for parameter
learning and model selection in Tab.1. As discussed in Sec. 1, studies have made
under the name of Bayesian learning or Bayesian approach [25,32], as well as
MML [42]. The third level is again evaluating an appropriate meta structure ℵ
via q(XN |ℵ)q(ℵ) with a priori q(ℵ) in consideration. Moving forward even left,
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Fig. 6. Best harmony, Best matching, and Typical learning approaches

we are lead to those areas of the best Ying Yang harmony learning by eq.(3),
which includes but goes beyond the areas of the ML and MB approaches, as
already discussed in Sec.3.1.

The second direction goes the right-side, the domain of the best Ying Yang
matching by eq.(37). Out of the shadowed center, we enter the common area
shared with the approach of variational free energy or the Helmholtz machine
[11,24]. Moving right still, we proceed beyond and lead to a number of other
cases, as already discussed in Sec.3.2.

In addition to the mathematical relation by eq.(44), the difference between
the best Ying Yang matching and the best Ying Yang harmony can also be un-
derstood from a best information transfer perspective and a projection geometry
perspective. The details are referred to Section II(C) and Section III of [51], re-
spectively. Other discussions on relations and differences are further referred to
several recent papers [47,46,49].

4 Gaussian Manifold Based Systems, Typical
Applications, and Concluding Remarks

One common structural feature shared by those structures in Tab.3 & Tab.4 is
that each of them actually describes samples in the space of x via a number of
Gaussian manifolds in certain organization. Shown in Tab.6 are three examples of
mixtures of Gaussian manifolds, by combining q(x|y) = q(x|y, θx|y) = G(x|A�y+
μ�, Σ�) with three different types of q(y) = q(y|θy). Taking the LFA case as an
example, it follows from eq.(11), eq.(12), and eq.(13) that we have



74 L. Xu

Table 6. Gaussian mixture (GM), Binary factor analysis (BFA), and Local factor
analysis (LFA)

Hf (XN , Θ,k, Ξ) =
∑

t

H
(t)
f (XN , Θ, h,k, Ξ) + ln q(Θ|Ξ) + ln q(h|XN ),

H
(t)
f (XN , Θ, h,k, Ξ) =

∑
�

p(�|xt) ln [G(x|A�y(xt) + μ�, Σ�)G(y(xt)|0, Λ�)α�]

−0.5
∑

�

p(�|xt){m� + [y(xt) − y ∗ (xt)]T [Λ−1
� + AT

� Σ−1
� A�][y(xt) − y ∗ (xt)]},

−0.5h2
∑

�

p(�|xt)Tr[Σ−1
� ], Θ = {AT

� A� = I, μ�, Σ�, Λ�, α�, W�, w�, b�, c�}k
�=1,

y(x) = W�x + w�, y∗(x) = [Λ−1
� + AT

� Σ−1
� A�]−1AT

� Σ−1
� (x − μ�), (47)

p(�|xt, θy|x) =
e−o�(xt)∑k

j=1 e−oj(xt)
, o�(x) = βxT [Σ� + A�Λ�A

T
� ]−1x + bT

� x + c�.

where p(�|xt, θy|x) is given by eq.(27) with H� = Σ� + A�Λ�A
T
� , and q(h|XN ) is

given by eq.(29). From the above Hf (XN , Θ,k, Ξ), we can develop a gradient
based adaptive algorithm to implement learning by eq.(6). Moreover, we can also
get J(k) for Stage II in eq.(7)(e.g., see eqn.(86) in [46]).

Using Gaussian manifold based systems, computational feasibility is guaran-
teed by the fact that the integral over y is analytically solvable, scalability of
complicated problems is obtained via increasing the number of Gaussian man-
ifolds in consideration, and coverage of typical learning tasks is achieved via
different ways that organize Gaussian manifolds. Moreover, the scale kY of Gaus-
sian manifold based systems is simply featured by the variance of a Gaussian
variable in Y and the probability of a discrete variable in Y , which ensures scale
reducibility of q(Y|θy). Due to these natures, Gaussian manifold based systems
have been applied to various tasks. Several examples are listed below:

– Cluster analysis, Gaussian mixture, and mixture of shape-structures (in-
cluding lines, planes, curves, surfaces, and even complicated shapes)
[63,60,57,56,55,46].

– Factor analysis (FA) and local FA, including PCA, subspace analysis and
local subspaces, etc [57,36,35,18,17].
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– Independent subspace analysis, including independence components analysis
(ICA), binary factor analysis (BFA), nonGaussian factor analysis (NFA), and
LMSER, as well as three layer net [56,54,51,53,4].

– Independent state space analysis, including temporal factor analysis (TFA),
independent hidden Markov model (HMM), temporal LMSER, and variants
[61,59,56,50].

– Combination of multiple inference, including multiple classifier combination,
RBF nets, mixture of experts, etc [62,60,46].

Proposed firstly in 1995 [64], the BYY harmony learning has been systemati-
cally developed in the past decade. Studies have demonstrated the feasibility of
using BYY system as a general framework for unifying a number of typical learn-
ing models and a promising direction of adopting best Ying-Yang harmony as a
general theory for parameter learning and model selection. The BYY harmony
learning leads to not only a criterion that outperforms existing typical model
selection criteria in a two-phase implementation, but also automatic model se-
lection during parameter learning with computing cost saved significantly. Read-
ers are referred to [47,46,49] for a tutorial and recent systematic overviews and
also to some earlier papers for a similar purpose [58,51,52]. Moreover, readers
are referred to [61,59,50,56] for the studies on the BYY harmony learning with
temporal dependences taken in consideration.

Acknowledgement. The work described in this paper was fully supported by
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1 Introduction

The Berlin Brain-Computer Interface (BBCI) uses a machine learning approach
to extract subject-specific patterns from high-dimensional EEG-features opti-
mized for revealing the user’s mental state. Classical BCI application are brain
actuated tools for patients such as prostheses (see Section 4.1) or mental text
entry systems ([2] and see [3,4,5,6] for an overview on BCI). In these applications
the BBCI uses natural motor competences of the users and specifically tailored
pattern recognition algorithms for detecting the user’s intent. But beyond reha-
bilitation, there is a wide range of possible applications in which BCI technology
is used to monitor other mental states, often even covert ones (see also [7] in the
fMRI realm). While this field is still largely unexplored, two examples from our
studies are exemplified in Section 4.3 and 4.4.

1.1 The Machine Learning Approach

The advent of machine learning (ML) in the field of BCI has led to significant
advances in real-time EEG analysis. While early EEG-BCI efforts required neu-
rofeedback training on the part of the user that lasted on the order of days, in
ML-based systems it suffices to collect examples of EEG signals in a so-called
calibration measurement during which the user is cued to perform repeatedly
anyone of a small set of mental tasks. This data is used to adapt the system to
the specific brain signals of each user (machine training). This step of adaption
seems to be instrumental for effective BCI performance due to a large inter-
subject variability with respect to the brain signals ([8]). After this preparation
step, which is very short compared to the subject training in the operant con-
ditioning approach ([9,10]), the feedback application can start. Here, the users
can actually transfer information through their brain activity and control appli-
cations. In this phase, the system is composed of the classifier that discriminates
between different mental states and the control logic that translates the classifier
output into control signals, e.g., cursor position or selection from an alphabet.
� This paper is a copy of the manuscript submitted to appear as [1].
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Fig. 1. Overview of the machine-learning-based BCI system. The system runs in two
phases. In the calibration phase, we instruct the subjects to perform certain tasks and
collect short segments of labeled EEG (trials). We train the classifier based on these
examples. In the feedback phase, we take sliding windows from continuous stream of
EEG; the classifier outputs a real value that quantifies the likeliness of class member-
ship; we run a feedback application that takes the output of the classifier as input.
Finally the subject receives the feedback on the screen as, e.g., cursor control.

An overview of the whole process in an ML-based BCI is sketched in Fig. 1.
Note that in alternative applications of BCI technology (see Section 4.3 and
4.4), the calibration may need novel nonstandard paradigms, as the sought-after
mental states (like lack of concentration, specific emotions, workload) might be
difficult to induce in a controlled manner.

1.2 Neurophysiological Features

Readiness Potential. Event-related potentials (ERPs) are transient brain re-
sponses that are time-locked to some event. This event may be an external
sensory stimulus or an internal state signal, associated with the execution of
a motor, cognitive, or psychophysiologic task. Due to simultaneous activity of
many sources in the brain, ERPs are typically not visible in single trials (i.e.,
the segment of EEG related to one event) of raw EEG. For investigating ERPs,
EEG is acquired during many repetitions of the event of interest. Then short
segments (called epochs or trials) are cut out from the continuous EEG signals
around each event and are averaged across epochs to reduce event-unrelated
background activity. In BCI applications based on ERPs, the challenge is to
detect ERPs in single trials.
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Fig. 2. Response averaged event-related potentials (ERPs) of a right-handed subject
in a left vs. right hand finger tapping experiment (N =275 resp. 283 trials per class).
Finger movements were executed in a self-paced manner, i.e., without any external
cue, using an approximate inter-trial interval of 2 seconds. The two scalp plots show
the topographical mapping of scalp potentials averaged within the interval -220 to -
120 ms relative to keypress (time interval vertically shaded in the ERP plots; initial
horizontal shading indicates the baseline period). Larger crosses indicate the position
of the electrodes CCP3 and CCP4 for which the ERP time course is shown in the
subplots at both sides. For comparison time courses of EMG activity for left and right
finger movements are added. EMG activity starts after -120ms and reaches a peak of
70μV at -50ms. The readiness potential is clearly visible, a predominantly contralateral
negativation starting about 600 ms before movement and raising approximately until
EMG onset.

The readiness potential (RP, or Bereitschaftspotential) is an ERP that reflects
the intention to move a limb, and therefore precedes the physical (muscular)
initiation of movements. In the EEG it can be observed as a pronounced cortical
negativation with a focus in the corresponding motor area. In hand movements
the RP is focussed in the central area contralateral to the performing hand,
cf. [11,12,13] and references therein for an overview. See Fig. 2 for an illustration.
Section 4.2 shows an application of BCI technology using the readiness potential.
Further details about our BCI-related studies involving RP can be found in
[14,8,15,16].

Sensorimotor Rhythms. Apart from transient components, EEG comprises
rhythmic activity located over various areas. Most of these rhythms are so-called
idle rhythms, which are generated by large populations of neurons in the respec-
tive cortex that fire in rhythmical synchrony when they are not engaged in a
specific task. Over motor and sensorimotor areas in most subjects oscillations
with a fundamental frequency between 9 and 13 Hz can be observed, the so
called μ-rhythm. Due to its comb-shape, the μ-rhythm is composed of several
harmonics, i.e., components of double and sometimes also triple the fundamental
frequency ([17]) with a fixed phase synchronization, cf. [18]. These sensorimo-
tor rhythms (SMRs) are attenuated when engagement with the respective limb
takes place. As this effect is due to loss of synchrony in the neural populations,
it is termed event-related desynchronization (ERD), see [19]. The increase of
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oscillatory EEG (i.e., the reestablishment of neuronal synchrony after the event)
is called event-related synchronization (ERS). The ERD in the motor and/or sen-
sory cortex can be observed even when a subject is only thinking of a movement
or imagining a sensation in the specific limb. The strength of the sensorimo-
tor idle rhythms as measured by scalp EEG is known to vary strongly between
subjects.

Section 3.1 and 3.2 show results of BCI control exploiting the voluntary mod-
ulation of sensorimotor rhythm.

Error-Related Potentials. It is a well-known finding in human psychophysics
that a subject’s recognition of having committed a response error is accom-
pagnied by specific EEG variations that can be observed in (averaged) ERPs
(e.g. [20]). The ERP after an error trial is characterized by two components:
a negative wave called error negativity (NE) [21] (or error-related negativity
(ERN, [22])) and a following broader positive peak labeled as error positivity
(PE), [20]. It has been demonstrated that the PE is more specific to errors while
the NE can also be observed in correct trials, cf. [20], [23]. Although both am-
plitude and latency depend on the specific task, the NE occurs delayed and less
intense in correct trials than in error trials. The NE is also elicited by negative
feedback ([24]) and by error observation ([25]). Furthermore [26] investigated
error-related potentials in response to errors that are made by an interface in
human-computer interaction.

Section 3.3 investigates the detectability of error-related potentials after er-
roneous BCI feedback, which gives a perspective of the potential use in BCI
systems as a ‘second-pass’ response verification.

2 Processing and Machine Learning Techniques

Due to the simlutaneous activity of many sources in the brain and additional influ-
ence by noise the detection of relevant components of brain activity in single trials
as required for BCIs is a data analytical challenge. One approach to compensate
for the missing opportunity to average across trials is to record brain activity from
many sensors and to exploit the multi-variateness of the acquired signals, i.e., to
average across space in an intelligent way. Raw EEG scalp potentials are known
to be associated with a large spatial scale owing to volumne conduction ([27]). Ac-
cordingly all EEG channels are highly correlated and powerful spatial filters are
required to extract localized information with a good signal to noise ratio (see also
the motivation for the need of spatial filtering in [28]).

In the case of detecting ERPs, such as RP or error-related potentials, the ex-
traction of features from one source is mostly done by linear processing methods.
In this case the spatial filtering can be acomplished implicitly in the classification
step (interchangability of linear processing steps). For the detection of modula-
tions of SMRs, the processing is non-linear (e.g. calculation of band power). In
this case, the prior application of spatial filtering is extremely beneficial. The
methods used for BCIs range from simple fixed filters like Laplacians ([29]), and
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data driven unsupervised techniques like independent component analysis (ICA)
[30] or model based approaches ([31]) to data driven supervised techniques like
common spatial patterns analysis (CSP) [28].

In this Section we summarize the two techniques that we consider most im-
portant for classifying multi-variate EEG signals, CSP and regularized linear
discriminant analysis. For a more complete and detailed review of signal pro-
cessing and pattern recognition techniques see [32,33,8].

2.1 Common Spatial Patterns Analysis

The CSP technique (see [34]) allows to determine spatial filters that maximize the
variance of signals of one condition and at the same time minimize the variance of
signals of another condition. Since variance of band-pass filtered signals is equal
to band-power, CSP filters are well suited to detect amplitude modulations of
sensorimotor rhythms (see Section 1.2) and consequently to discriminate mental
states that are characterized by ERD/ERS effects. As such it has been well used
in BCI systems ([35,14]) where CSP filters are calculated individually for each
subject on the data of a calibration measurement.

The CSP technique decomposes multichannel EEG signals in the sensor space.
The number of spatial filters equals the number of channels of the original data.
Only few filters have properties that make them favorable of classification. The
discriminative value of a CSP filter is quantified by its generalized eigenvalue.
This eigenvalue is relative to the sum of the variances in both conditions. An
eigenvalue of 0.9 for class 1 means an average ratio of 9:1 of variances during
condition 1 and 2. See Fig. 3 for an illustration of CSP filtering.

For details on the technique of CSP analysis and its extensions we refer to
([28,36,37,38,39]).

2.2 Regularized Linear Classification

For known Gaussian distributions with the same covariance matrix for all classes,
it can be shown that Linear Discriminant Analysis (LDA) is the optimal classi-
fier in the sense that it minimizes the risk of misclassification for new samples
drawn from the same distributions ([40]). Note that LDA is equivalent to Fisher
Discriminant and Least Squares Regression ([40]). For EEG classification the
assumption of Gaussianity can be achieved rather well by appropriate prepro-
cessing of the data. But the mean and covariance matrix of the distributions
have to be estimated from the data, since the true distributions are not known.
Especially for high-dimensional data with few trials the estimation of the co-
variance matrix is very imprecise, because the number of unknown parameters
is quadratic in the number of dimensions. In the estimation of covariance matri-
ces this leads to a systematic error: Large eigenvalues of the original covariance
matrix are estimated too large, and small eigenvalues are estimated too small,
see Fig. 4. This error in the estimation degrades classification performance (and
invalidates the optimality statement for LDA). A common remedy for the sys-
temtic bias, is shrinkage of the estimated covariance matrices (e.g. [41]):
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The estimator of the covariance matrix Σ̂ is replaced by

Σ̃ = (1 − γ)Σ̂ + γλI

for a γ ∈ [0, 1] and λ defined as average eigenvalue trace(Σ̂)/d with d being
the dimensionality of the feature space and I being the identity matrix.. Then



The Berlin Brain-Computer Interface 85

the following holds. Since Σ̂ is positive semi-definite we can have an eigenvalue
decomposition Σ̂ = VDV� with orthonormal V and diagonal D. Due to the
orthogonality of V we get

Σ̃ = (1−γ)VDV�+γλI = (1−γ)VDV�+γλVIV� = V ((1 − γ)D + γλI)V�

as eigenvalue decomposition of Σ̃. That means

– Σ̃ and Σ̂ have the same Eigenvectors (columns of V)
– extreme eigenvalues (large or small) are modified (shrunk or elongated) to-

wards the average λ.
– γ = 0 yields unregularized LDA, γ = 1 assumes spherical covariance matri-

ces.

Using LDA with such modified covariance matrix is termed regularized LDA. The
parameter γ needs to be estimated from training data, e.g. by cross validation.

3 BBCI Control Using Motor Paradigms

3.1 High Information Transfer Rates

In order to preserve ecological validity (i.e., the correspondence between inten-
tion and control effect) we let the users perform motor tasks for applications like
cursor movements. For paralyzed patients the control task is to attempt move-
ments (e.g., left hand or right hand or foot), other subjects are instructed to
perform kinesthetically imagined movements ([42]) or quasi-movements ([43]).

As a test application of the performance of our BBCI system we implemented
a 1D cursor control. One of the two fields on the left and right edge of the screen
was highlighted as target at the beginning of a trial, see Fig. 5. The cursor was
initially at the center of the screen and started moving according to the BBCI
classifier output about half a second after the indication of the target. The trial
ended when the cursor touched one of the two fields. That field was then colored
green or red, depending on whether or not it was the correct target. After a
short period the next target cue was presented (see [8,44] for more details).

The aim of our first feedback study was to explore the limits of possible
information transfer rates (ITRs) in BCI systems not relying on user training
or evoked potentials. The ITR derived in Shannon’s information theory can be
used to quantify the information content, which is conveyed through a noisy
(i.e., error introducing) channel. In BCI context:

bitrate(p, N) =
(

p log2(p) + (1 − p) log2

(
1 − p

N − 1

)
+ log2(N)

)
(1)

where p is the accuracy of the subject in making decisions between N targets,
e.g., in the feedback explained above, N = 2 and p is the accuracy of hitting the
correct bars. To include the speed of decision into the performance measure:

ITR [bits/min] =
# of decisions

duration in minutes
· bitrate(p, N) (2)
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Fig. 5. Course of a feedback trial. The target cue (field with crosshatch) is indicated
for ams, where a is chosen individual according to the capabilities of the user. Then the
cursor starts moving according to the BCI classifier until it touches one of the two fields
at the edge of the screen. The duration depends on the performance and is therefore
different in each trial (x ms). The touched field is colored green or red according to
whether its was the correct target or not (for this black and white reproduction, the
field is hatched with diagonal lines). After b ms, the next trial starts, where b is chosen
indivudally for the subject.

In this form, the ITR takes different average trial durations (i.e., the speed of
decisions) and different number of classes into account. Therefore, it is often used
as a performance measure of BCI systems ([45]). Note, that it gives reasonable
results only if some assumptions on the distribution of error are met, see [46].

The subjects of the study ([8,14]) were 6 staff members, most of which had per-
formed feedback with earlier versions of the BBCI system before. (Later, the study
was extended by 4 further subjects, see [44]). First the parameters of preprocess-
ing were selected and a classifier was trained based on a calibration measurement
individually for each subject. Then feedback was switched on and further param-
eters of the feedback were adjusted according to the subject’s request.

For one subject, no significant discrimination between the mental imagery
conditions was found, see [44] for an analysis of that specific case. The other
five subjects performed 8 runs of 25 cursor control trials as explained above.
Table 1 shows the performance result in accuracy (percentage of trials in which
the subject hit the indicated target) and as ITR (see above). As a test of practical
usability, subject al operated a simple text entry system based on BBCI cursor
control. In a free spelling mode, he spelled 3 German sentences with a total of
135 characters in 30 minutes, which is a spelling speed of 4.5 letters per minutes.
Note that the subject corrected all errors using the deletion symbol. For details,
see [47]. Recently, using the novel mental text entry system Hex-o-Spell which
was developed in cooperation with the Human-Computer Interaction Group at
the University of Glasgow, the same subject achieved a spelling speed of more
than 7 letters per minute, cf. [2,48].

3.2 Good Performance without Subject Training

The goal of our second feedback study was to investigate for what proportion
of naive subjects our system could provide successful feedback in the very first
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Table 1. Results of a feedback study with 6 healthy subjects (identification code in
the first column). From the three classes used in the calibration measurement the two
chosen for feedback are indicated in second column (L: left hand, R: right hand, F:
right foot). The accuracies obtained online in cursor control are given in column 3. The
average duration ± standard deviation of the feedback trials is provided in column 4
(duration from cue presentation to target hit). Subjects are sorted according to feedback
accuracy. Columns 5 and 6 report the information transfer rates (ITR) measured in
bits per minute as obtained by Shannon’s formula, cf. (1). Here the complete duration
of each run was taken into account, i.e., also the inter-trial breaks from target hit to
the presentation of the next cue. The column overall ITR (oITR) reports the average
ITR of all runs (of 25 trials each), while column peak ITR (pITR) reports the peak
ITR of all runs.

subject classes accuracy duration oITR pITR
[%] [s] [b/m] [b/m]

al LF 98.0 ± 4.3 2.0 ± 0.9 24.4 35.4
ay LR 95.0 ± 3.3 1.8 ± 0.8 22.6 31.5
av LF 90.5 ± 10.2 3.5 ± 2.9 9.0 24.5
aa LR 88.5 ± 8.1 1.5 ± 0.4 17.4 37.1
aw RF 80.5 ± 5.8 2.6 ± 1.5 5.9 11.0

mean 90.5 ± 7.6 2.3 ± 0.8 15.9 27.9

session ([49]). The design of this study was similar to the one described above.
But here the subjects were 14 individuals who never performed in a BCI ex-
periment before. Furthermore the parameters of the feedback have been fixed
beforehand for all subjects to conservative values.

For one subject no distinguishable classes were identified. The other 13 sub-
jects performed feedback: 1 near chance level, 3 with 70-80%, 6 with 80-90% and
3 with 90-100% hits. The results of all feedbacks runs are shown in Fig. 6.

This clearly shows that a machine learning based approach to BCI such as the
BBCI is able to let BCI novices perform well from the first session. Note that
in all BCI studies – independent of whether machine learning is used or not –
non-performing subjects are encountered (e.g. [50]). It is an open problem how
to alleviate this issue.

3.3 Automatic Response Verification

An elegant approach to cope with BCI misclassifications is a response checking
mechanism that is based on the subject’s brain signals themselves. This ap-
proach was first explored in [51] in an offline analysis of BCI feedback data. A
simple amplitude threshold criterium for the detection of error-related poten-
tials was used to demonstrate the potential use of the approach. Several studies
have shown the possibility to detect error-related potentials in choice reaction
tasks ([52,16,53]) with more advanced pattern recognition algorithms. The re-
sults taken together give a clear indication that a response verification might be
a worthwhile add-on to BCIs in the following sense of a two-pass system. We
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Fig. 6. Left: Feedback accuracy of all runs (gray dots) and intra-subject averages (black
crosses). Right: Histogram of accuracies obtained in BBCI-controlled cursor movement
task in all feedback runs of the study.

call the original classification of the BCI feedback first-pass. Then in the second-
pass, the interval after the response feedback is subjected to the error potential
detector. If that indicates that the user perceived the feedback as an error, the
decision is rejected1 . Surprisingly, so far no online BCI application with error-
detection was reported. Nevertheless, further important evidence was provided
in [54,26] by showing the detecability of potentials elicited by interaction errors
in a simulated BCI. But due to the discrete feedback with fixed timing used in
that study, it remains open how the situation would be in a continuous cursor
control feedback where an upcoming error might be anticipated by the users by
predictions about the cursor movement (e.g., no classical phasic error-related
component might be elicited when the cursor starts moving slowly towards the
wrong field).

Fig. 7 shows the ERPs for correct and erroneous feedback trials with respect
to time point t = 0 when the cursor enters either the correct or the wrong field
(for the design of the feedback, see Fig. 5). In this subject the error-related pos-
itivity as well as the error-related negativity is clearly visible at fronto-central
and parieto-central scalp position. In other subjects often only the positive com-
ponent was observed. It can be speculated that the shorter negative component
is obscured by the jitter on the time point of error recognition owing to the
feedback paradigm (see remark above). This issue is subject of an ongoing in-
vestigation.

In order to quantify the potential gain of an automatic error rejection, we
calculate the bitrate of a two-pass BCI system as outlined above. Let tp be the

1 In binary decisions the outcome could even be reverted. But practically it was ob-
served that such a strategy leads to less improvement if the error detection itself is
also error prone ([54]).
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rate of true positives (erroneous trials, classified as errors) and tn the rate of true
negatives (correct trials, classified as correct). Then we can calculated the bitrate
of a system that rejects trials which were classified as errors in the following way
([54]):

raccepted = p tn + (1 − p)(1 − tp) rate of accepted trials

paccepted = p
tn

raccepted
accuracy on accepted trials

bitraterv(p, tp, tn, N) = bitrate(paccepted, N) (3)

Fig. 8 shows the improvement in ITR that would have been achieved by using
the response verification with rejecting decision for trials which were classified
as erroneous. The relative gain obtained through response verification is 80 %
on average for the worse performing subjects and 25 % for better performing
subjects.
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4 Applications of BBCI Technology

Subsequently we will discuss BBCI applications for rehabilitation (prosthetic
control and spelling [3,48,2]) and beyond (gaming, mental state monitoring [55,
56] etc.). Our view is that the development of BCI to enhance man machine
interaction for the healthy will be an important step to broaden and strengthen
the future development of neurotechnology.

4.1 Prosthetic Control

Motor-intention based BCI offers the possibility of a direct and intuitive con-
trol modality for persons disabled by high-cervical spinal cord injury, i.e.,
tetraplegics, whose control of all limbs is severely impaired. The advantage of
this type of BCI over other interface modalities is that by directly translating
movement intention into a command to a prosthesis, the link between cortical ac-
tivity related to motor control of the arm and physical action is restored, thereby
offering a possible rehabilitation function, as well as enhanced motivation factor
for daily use. Testing of this concept is the main idea driving the Brain2Robot
project (see Acknowledgement). However, two important challenges must be fully
met before non-invasive, EEG based motor imagery BCI can be practically used
by the disabled.

One such challenge is the cumbersome nature of standard EEG set-up, in-
volving application of gel, limited recording time, and subsequent removal of the
set-up, which involves washing the hair. It is unlikely that disabled persons, in
need of BCI technology for greater autonomy, would adopt such a system. Mean-
while, short of any invasive or minimally invasive recording modality, the only
available option is the use of so called ‘dry’ electrodes, i.e. not requiring the use
of conductive gel or other liquids in such a way that electrode application and
removal takes place in a matter of minutes. We have developed such technology
(a ‘dry cap’) and tested it for motor-imagery based BCI [57]. The cap required
about 5 minutes for set-up and exhibited an average of 70 % of the information
transfer rate achieved for the same subjects with respect to a standard EEG ‘gel
cap’, the difference being most likely attributed to the use of 6 electrodes used
in the dry cap vs. 64 electrodes used in the gel cap. Although the locations of
the 6 electrodes were chosen judiciously (by analyzing which electrode positions
in the gel cap were most important, as expected 3 electrodes over each cortical
motor area), some performance degradation was unavoidable and necessary – a
full 64 electrode dry cap would also be cumbersome.

Another challenge for EEG-BCI control of prosthetics is inherent safety. This
is of paramount importance, whether the prosthetic controlled is an orthosis (a
worn mechanical device which augments the function of a set of joints) or a robot
(which may move the paralysed arm or be near the body but unattached to it,
as in the case of Brain2Robot), or even a neuroprosthesis, i.e. a system which
electrically activates muscles in the user’s arm or peripheral neurons which in-
nervate these muscles. Specifically, the BCI interface should not output spurious
or unintended action commands to the prosthetic device, as these could cause
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injuries, or even in the case in which the probability of injury is low and sec-
ondary safety ‘escape commands’ are incorporated, it may (reasonably) cause
fear in the otherwise immobile user and therefore discourage him or her from
continuing to use the system. Therefore we have looked at necessary enhance-
ments to commonly used ‘BCI feedback’ control which could incorporate the
use of a ‘rest’ or ‘idle’ state, i.e. a continuous output of the classifier which not
only outputs a command related to a trained brain state (say, imagination of
left hand movement) but a ‘do nothing’ command related to a state in which the
user performs daily activities unrelated to motor imagination (a ‘rest’ or ‘idle’
state) and in which the prosthetic should do nothing. Thus we have begun to
look at the trade-off between speed of BCI (information transmission rate or
ITR) and safety (false positive rate) achievable by incorporating a ‘control’ law,
which is a differential equation whose inputs are continuous outputs of the clas-
sifer, in our case a quadratic-type classifier, and whose output is the command
to the prosthetic ([58]). It remains to be seen how much each particular subject,
whose ‘standard’ BCI performance varies greatly, must trade reduced speed for
increased safety.

A final implicit goal of all BCI research is to improve the maximally achievable
ITR for each type of brain imaging modality. In the case of EEG the ITR is
seems to be limited to about 1 decision every 2 seconds ([44], fastest subject
performed at an average speed of 1 binary decision every 1.7 s) despite intensive
research effort to improve it. In the case of Brain2Robot further information
about the desired endpoint of arm movement is obtained by 3D tracking of gaze
– eye movement and focus being normally intact in the tetraplegic population,
and the achievable ITR is sufficient, since it lies in the range of the frequency of
discrete reaching movements of the hand. However, competing issues of cognitive
load, safety and achievable dexterity can only be assessed by testing BCI for
prosthetic control with the intended user group while paying attention to the
level of disability and motor-related EEG patterns in each subject, as both are
likely to vary significantly.

4.2 Time-Critical Applications: Prediction of Upcoming Movements

In time-critical control situations, BCI technology might provide early detection
of reactive movements based on preparatory signals for the reduction of the
time span between the generation of an intention (or reactive movements) and
the onset of the intended technical operation (e.g. in driver-assisted measures for
vehicle safety). Through detection of particularly early readiness potentials (see
Section 1.2) which reflect the mental preparation of movements, control actions
can be prepared or initiated before the actual movement and thus we intend to
decode these signals in a very timely and accurate manner.

In order to explore the prospective value of BCI for such applications, we
conducted a two alternative forced choice experiment (d2-test), in which the
subject had to respond as fast as possible with a left or right index finger key
press, see [59]. Fig. 9 (left) compares the readiness potentials in such reactive
finger movements with those in selfpaced finger movements (t = 0 for key press).
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Fig. 9. Left: Averaged readiness potential in spontaneous selfpaced (grey) and reactive
(dark) finger movements (with t = 0 at key press) for one subject. Right: Distribution
of the continuous classifier output in both experimental settings.

Fig. 9 (right) shows the traces of continuous classifier output for reactive (upper
subplot) and selfpaced (lower subplot) finger movements. As expected, the dis-
crimination between upcoming left vs. right finger movements is better possible
for the self-paced movements at an early stage, but towards the time point of key
press performance is similar. In particular, 100 ms before the keypress even for
movements in fast reations, a separation becomes substantial. The discriminabil-
ity already at this point in time confirms the potential value of BCI technology
for time-critical applications. For more details and classification results, we refer
the interested reader to [59].

4.3 Neuro Usability

In the development of many new products or in the improvement of existing
products, usability studies play an important role. They are performed in order
to measure to what degree a product meets the intended purpose with regard
to the aspects effectiveness, efficiency and user satisfaction.A further goal is to
quantify the joy of use. While effectiveness can be quantified quite objectively,
e.g., in terms of task completion, the other aspects are more intricate to assess.
Even psychic variables consciously unaccessible to the persons themselves might
be involved. Furthermore, in usability studies it is of interest to perform an
effortless continuous acquistion of usability parameters whilst not requiring any
action on the side of the subject as this might interfer with the task at hand. For
these reasons, BCI technology could become a crucial tool for usability studies
in the future.

We exemplify the potential benefit of BCI technology in one example ([55]).
Here, usability of new car features is quantified by the mental workload of the car
driver. In the case of a device that uses fancy man-machine interface technology,
the producer should demonstrate that it does not distract the driver from the traffic
(mental workload is not increased when the feature is used). In case of a tool for
which the manufacturer claims it relieves the driver from workload (e.g., automatic
distance control), this effect should be demonstrated as objectively as possible.



The Berlin Brain-Computer Interface 93

Since there is no ground truth available on the cognitive workload to which the
driver is exposed, we designed a study2 in which additional workload was induced
in a controlled manner. For details, please refer to [55]. EEG was acquired from
12 male and 5 female subjects while driving on a highway at a speed of 100 km/h
(primary task). Second, the subjects had an auditory reaction task: one of two
buttons mounted on the left and right index finger had to be hit every 7.5 s
according to a given vocal prompt. For the tertiary task, two different conditions
have been used. (a) mental calculation; (b) following one of two simultaneously
broadcast voice recordings. In a first a calibration phase, the developed BBCI
workload detector was adapted to the individual driver. After that, the system
was able to predict the cognitive workload of the driver online. This information
was used in the test phase to switch off the auditory reaction task, when high
workload was detected (‘mitigation’).

As a result of the mitigation strategy, the average reaction time in the test
phase was on average 100 ms faster than in the (un-mitigated) calibration phase
([55]). Since in total the workload during the two phases has been equal, it can
be conjectured that the average reactivity was the same. Thus, the difference
in reaction times can only be explained by the fact that the workload detector
switched off the reaction task during periods of reduced reactivity.

Note, that the high intersubject variabiltiy, which is a challenge for many
BCI applications comes as an advantage here: for neuro-usability studies, top
subjects (with respect to the detectability of relevant EEG components) of a
study can be selected according to the appropriateness of their brain signals.

Beyond the neuro usability aspect of the study, one could speculate that such
devices might be incorporated in future cars in order to reduce distractions
(e.g., navigation system is switched off during periods of high workload) to a
minimum when the drivers’ brain is already over-loaded by other demands during
potentially hazardous situations.

4.4 Mental State Monitoring

When aiming to optimize the design of user interfaces or, more general, of a work
flow, the mental state of a user during the task execution can provide useful
information. This information can not only be exploited for the improvement of
BCI applications, but also for improving industrial production environments, the
user interface of cars and for many other applications. Examples of these mental
states are the levels of arousal, fatigue, emotion, workload or other variables
whose brain activity correlates (at least partially) are amenable to measurement.
The improvement of suboptimal user interfaces reduces the number of critical
mental states of the operators. Thus it can lead to an increase in production
yield, less errors and accidents, and avoids frustration of the users.

Typically, information collected about the mental states of interest is exploited
in an offline analysis of the data and leads to a re-design of the task or the
interface. In addition, it might be desirable that a method for mental state
2 This study was performed in cooperation with the Daimler AG. For further infor-

mation, please refer to [55].
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monitoring can be applied online during the execution of a task. Traditional
methods for capturing mental states and user ratings are questionnaires, video
surveillance of the task, or the analysis of errors made by the operator. However
questionnaires are of limited use for precisely assessing the information of interest
as the delivered answers are often distorted by subjectiveness. Questionnaires
cannot determine the quantities of interest in real-time (during the execution of
the task) but only in retrospect; moreover, they are intrusive i.e. they interfere
with the task. Even the monitoring of eye blinks or eye movements only allows
for an indirect access to the user’s mental state. Although the monitoring of a
user’s errors is a more direct measure, it detects critical changes of the user state
post-hoc only. Neither is the anticipation of an error possible, nor can suitable
countermeasures be taken to avoid it.

As a new approach we propose the use of EEG signals for mental state mon-
itoring and combine it with BBCI classfication methods for data analysis. With
this approach the brain signals of interest can be isolated from background activ-
ity as in BCI systems; this combination allows for the non-intrusive evaluation of
mental states in real-time and on a single-trial basis such that an online system
with feedback can be build.

In a pilot study ([56]) we evaluated the use of EEG signals for arousal moni-
toring. The experimental setting simulates a security surveillance system where
the sustained concentration ability of the user in a rather boring task is crucial.
As in BCI, the system had to be calibrated to the individual user in order to
recognize and predict mental states, correlated with attention, task involvement
or a high or low number of errors of the subject respectively.

Experimental Setup for Attention Monitoring. In this study a subject
was seated approx. 1 m in front of a computer screen that displayed different
stimuli in a forced choice setting. She was asked to respond quickly to stimuli by
pressing keys of a keyboard with either the left or right index finger; recording
was done with a 128 channel EEG at 100 Hz. The subject had to rate several
hundred x-ray images of luggage objects as either dangerous or harmless by a
key press after each presentation. The experiment was designed as an oddball
paradigm where the number of the harmless objects was much larger than that
of the dangerous objects. The terms standard and deviant will subsequently be
used for the two conditions. One trial was usually performed within 0.5 seconds
after the cue presentation.

The subject was asked to perform 10 blocks of 200 trials each. Due to the
monotonous nature of the task and the long duration of the experiment, the
subject was expected to show a fading level of arousal which results in worse
concentration and the generation of more and more erroneous decisions during
later blocks.

For the offline analysis of the collected EEG signals, the following steps were
applied. After exclusion of channels with bad impedances a spatial Laplace filter
was applied and the band power features from 8-13 Hz were computed on 2 s
windows. The resulting band power values of all channels were concatenated
into a final vector. As the subject’s correct and erroneous decisions were known,
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Fig. 10. Left : Comparison of the concentration insufficiency index (CII, dotted curve)
and the error index for the subject. The error index (the true performed errors smoothed
over time) reflects the inverse of the arousal of the subject. Right : Correlation coefficient
between the CII (returned by the classifier) and the true performance for different time
shifts. Highest correlation is around a zero time shift as expected. Please note that the
CII has an increased correlation with the error even before the error appears.

a supervised LDA classifier was trained on the data. The classification error
of this procedure was estimated by a cross-validation scheme that left out a
whole block of 200 trials during each fold for testing. As the number of folds was
determined by the number of experimental blocks it varied slightly from subject
to subject.

Results. The erroneous decisions taken by a subject were recorded and
smoothed in order to form a measure for the arousal. This measure is further re-
ferred to as error index and reflects the ability of the subject to concentrate and
fulfill the security task. To enhance the contrast of the discrimination analysis,
two thresholds were introduced for the error index and set after visual inspec-
tion. Extreme trials outside these thresholds defined two sets of trials with a
rather high rsp. a low value. The EEG data of the trials were labeled as suffi-
ciently concentrated or insufficiently concentrated depending on these thresholds
for later analysis. Fig. 10 shows the error index. The subject did perform nearly
error-free during the first blocks but then showed increasing errors beginning
with block 4. However, as the blocks were separated by short breaks, the subject
could regain attention at the beginning of each new block at least for a small
number of trials. The trials of high and low error index formed the training data
for teaching a classifier to discriminate mental states of insufficient arousal based
on single trial EEG data.

A so-called Concentration Insufficiency Index (CII) of a block was generated
by an LDA classifier that had been trained off-line on the labeled training data
of the remaining blocks. The classifier output (CII) of each trial is plotted in
Fig. 10 together with the corresponding error index. It can be observed that
the calculated CII mirrors the error index for most blocks. More precisely the
CII mimics the error increase inside each block and in blocks 3 and 4 it can
anticipate the increase of later blocks, i.e. out-of-sample. For those later blocks
the CII reveals that the subject could not recover its full arousal during the
breaks. Instead it shows a short-time arousal for the time immediately after a
break, but the CII accumulates over time.
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The correlation coefficient of both time series with varying temporal delay is
shown in the right plot of Fig. 10. The CII inferred by the classifier and the errors
that the subject had actually produced correlate strongly. Furthermore the cor-
relation is high even for predictions that are up to 50 trials ahead into the future.

For a physiological analysis please refer to the original paper [56].

5 Conclusion

The chapter provides a brief overview on the Berlin Brain-Computer Interface.
We would like to emphasize that the use of modern machine learning tools –
as put forward by the BBCI group – is pivotal for a successful and high ITR
operation of a BCI from the first session [49,44]. Note that due to space limi-
tations the chapter can only discuss general principles of signal processing and
machine learning for BCI; for details ample references are provided (see also
[3]). Our main emphasis was to discuss the wealth of applications of neurotech-
nology beyond rehabilitation. While BCI is an established tool for opening a
communication channel for the severely disabled ([60,61,62,63,64], its potential
as an instrument for enhancing man-machine interaction is underestimated. The
use of BCI technology as a direct channel additional to existing means to com-
municate opens applications in mental state monitoring [55,56], gaming [65,66],
virtual environment navigation[67], vehicle safety [55], rapid image viewing [68]
and enhanced user modeling. To date only proofs of concept and first steps have
been given that still need to move a long way to innovative products, but already
the attention monitoring and neuro usability applications outlined in Section 4.3
and 4.4 show the usefulness of neurotechnology for the monitoring of complex
cognitive mental states. With our novel technique at hand, we can make direct
use of mental state monitoring information to enable Human-Machine Interac-
tion to exhibit adaptive anticipatory behaviour.

To ultimately succeed in these promising applications the BCI field needs
to proceed in multiple aspects: (a) improvement of EEG technology beyond gel
electrodes and (e.g. [57]) towards cheap and portable devices, (b) understanding
of the BCI-illiterates phenomenon, (c) improved and more robust signal process-
ing and machine learning methods, (d) higher ITRs for non-invasive devices and
finally (e) the development of compelling industrial applications also outside the
realm of rehabilitation.
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Abstract. To promote international cooperation in the new field of
Neuroinformatics (NI), the Neuroinformatics Japan Center at RIKEN
Brain Science Institute (BSI) has been established in 2005 as the Japan-
Node (J-Node) for coordination with the International Neuroinformat-
ics Coordinating Facility. The Laboratory for Neuroinformatics was es-
tablished in 2002 at RIKEN BSI, and created the NI base-platform
“XooNIps” following the concepts and experience acquired from the
Visiome Platform, which was developed under the project of the Neu-
roinformatics Research in Vision. XooNIps features better scalability,
extensibility, and customizability to operate under various site policies
supporting different databases and portals. Utilizing XooNIps, eight J-
Node platforms have been developed by each platform committee which
were selected from active research areas in Japan. XooNIps contributes
not only in NI field but in diverse areas such as library repositories and
university research resources.

Keywords: Neuroinformatics, Database, Platform, XooNIps, INCF,
Japan-Node.

1 Introduction

A pressing need for a concerted international effort to help researchers to un-
derstand brain mechanisms and functions using information technology was
documented in the report on Neuroinformatics (NI) from the Global Science
Forum Neuroinformatics Working Group of the Organization for Economic Co-
operation and Development (OECD) [1]. International Neuroinformatics Coor-
dinating Facility (INCF) has then been established at Karolinska to promote
international interdisciplinary cooperation in NI [2].

NI combines neuroscience and informatics researches to develop and apply ad-
vanced tools and approaches essential for a major advancement in understanding
the structure and function of the brain. NI undertakes the challenge of devel-
oping mathematical models, databases, data analysis, and tools necessary for
establishing such NI platforms. The major emphasis of the NI platform is the
organization of neuroscience data and knowledge-based contents to facilitate the
development of computational models and tools.

J.M. Zurada et al. (Eds.): WCCI 2008 Plenary/Invited Lectures, LNCS 5050, pp. 102–116, 2008.
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Responding to this need to promote international cooperation in the new field
of NI, the Neuroinformatics Japan Center (NIJC) at RIKEN Brain Science In-
stitute (BSI) has been established in 2005 as the Japan-Node (J-Node) [3] in
coordination with INCF. The Laboratory for Neuroinformatics (NI team), es-
tablished in 2002 as a team of the Advanced Technology Development Group at
RIKEN BSI, created the NI base-platform “XooNIps” [4] following the concepts
of the Visiome Platform (VP) [5], which was developed under the Neuroinfor-
matics Research in Vision (NRV) project [6]. NRV was a pioneering NI project
initiated in 1999 and completed in March 2004 with the primary aim of build-
ing the foundation of NI research in Japan. It focused on the visual system to
promote experimental, theoretical and technical research as a pilot study on NI
and was made available to the public. Since then, VP has been improving its
contents continuously to answer the needs of the users and re-released as a new
site in January 2007 [7] with subsequent improvements introduced by XooNIps.
In other words, VP was a foundation for the development of the base-platform
which offers reduced costs while at the same time speeds-up the development of
new platforms with flexible management style providing a framework for accu-
mulating, sharing and making public resources which were once a difficult task.
XooNIps is also designed for developing databases in different research fields
through customization of the option menu; digital resources are stored accord-
ing to their respective categories, each associated with their related metadata.
It features high scalability, extensibility, and customizability to operate under
various site policies. It can also contribute not only in NI field but in such diverse
areas as library repositories and university research resources.

2 XooNIps

The scientific results from the brain and neuroscience researches include not only
published papers, but also other various electronic resources such as experimental
data, mathematical models, simulation programs, simulation results, measuring
methods, URLs, etc. It is crucial to house, develop, share and disseminate such
resources for the further understanding of the brain as a system.

There is a need to develop such framework of an open data system like VP
[5,6,7] not only in the field of vision science but also in other research fields as
well. Following this basis, as it presently requires enormous effort and expendi-
tures to continue building various databases concomitantly in the brain scientific
research field, there is a need for a common base-platform which reduces the
costs for the development and management of such databases, offering a flexible
management style which simplifies the addition and installation of specialized
functions and accepts the respective policy in the particular research fields.

Similar digital archive systems are available such as EPrints [8] and DSpace
[9]. EPrints is a flexible platform for building high value repositories. DSpace is
an open source solution for accessing, managing, and preserving scholarly works.
However, these software aim basically to construct a digital archive platform for
institutional repositories. For the management of NI-Platform (NI-PF) systems,
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the demands for more customizable system are escalated as the aforementioned
systems do not permit to exchange information among researchers, to add ex-
tended functions required in a respective field, or to customize the management
policy.

To solve these issues, the NI base-platform XooNIps has been developed, based
on the concept and experience from previous research on VP. It is a web based
system to share multifarious electronic data such as files, URLs, books, papers
as well as related metadata.

2.1 Main View

Figure 1 shows the main view of XooNIps and its main features are briefly
explained bellow.

Fig. 1. Main Views of XooNIps. From the left top page, listing items, detail information.

Index Tree: For a better view of the inter-relationship among research resources,
XooNIps provides a tree-structured keyword index as in Figure 1. User can open
and close each tree node and browse the listed contents by clicking a chosen
keyword.

Item Types: XooNIps categorizes digital resources according to item types as
in Figure 1. The item types are provided as extension modules of the content
management system XOOPS [10]. There are required metadata associated with
the digital resources as well as formats for submission, modification, browsing,
printing and searching. XooNIps has 12 kinds of item type in the basic model.
A particular feature is that the site manager can determine the preferred item
types to combine during the development of the platform. Another advantage
is that new item types can be created, for example, “Article” was developed by
Media Center at Keio University, which uses MODS metadata scheme.
Finding Items and Accessing Detailed Information: To find items, the following
three types of item search method are available. The first is a direct search by
browsing the index tree as described in “Index Tree”. Second is a “Keyword
search” which search items matching the specified keywords. The third is an
“Advanced search” where the item types and metadata fields are specified. The
results of these search methods are displayed as a list of items with 20 records
by default (Figure 1, Center). Users can access detailed information of each item
by clicking the item from the list (Figure 1, Right).
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2.2 System Outline

To operate a database smoothly, XooNIps offers three levels of accessible area
and five user authorities. This enables a series of workflows such as making
items public, sharing items within a group and so on. Figure 2 illustrates the
basic features and system outline of XooNIps.
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Fig. 2. System Outline of XooNIps

The three levels of accessible areas are: Public, Group and Private. The Public
area is accessible to everyone. It can be accepted by the moderator to release
the item in public. The Group area is reserved for its group members and is
shared for common usage. It is available to search or read only for the members
of the group. It can be accepted by the group moderator to share the items. The
Private area is a personal space for registered users exclusively.

XooNIps has five types of inclusive relationship user’s authorities named:
Guest, Registered User, Group Administrator, Moderator, and System Admin-
istrator.

Guest is a limited non-logged in user. They can search and browse public
items, and request for an account.

Registered User is a typical logged in users. They can register items in
the private domain assigned only to a registered user, share items in a domain
assigned only to a group after belonging to the group, submit items to the public
domain, search and browse items registered in public, private and group shared
domains, and edit Index Tree in their private domains.

Group Administrator is a special user’s privilege for the group domain
management. They can manage membership of their own group, edit the index
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in shared domains by their group, and approve or reject items to share in his/her
group domain.

Moderator is a special user’s privilege for quality control of registered users
and publication items. They can approve a new user account, edit Index Tree in
the public domain, create a new researcher group, watch their own site access
logs for usage statistics, and approve or reject items to open in the public domain.

System Administrator is the strongest user’s privilege for the site adminis-
tration. They can decide and configure their own site policies on XooNIps, elicit
the collection of metadata from external databases, import data with metadata
from a local computer to their own site, and export some items from their own
site to a local computer.

2.3 XooNIps Features and Benefits

Customizability and Extensibility
XooNIps offers high scalability, customizability, and extensibility and thus plat-
forms can be developed, designed and operated under various site policies and
environment. The scalability allows to design its own policy depending on its
application for private, group, and public accessible areas. The site policies can
be configured by the site manager (System Administrator) for various site oper-
ations from the control panel of XooNIps. For example, user registration can be
accepted automatically, or require verification by the moderator. On submitting
an item, it can be peer-reviewed by the moderator before opening to the public.
And since the XooNIps is based on XOOPS, the many available modules can be
combined to add further functions for customization and extension.

Quality control (Peer-review system)
By default, user registration requires verification by the moderator. This may
avoid the registration of malicious users. When registering items in the Public
or Group domain, the moderator or group administrator can verify the contents
to be released (peer-reviewed) beforehand. Therefore, it is possible to maintain
the quality of users and items. Among these workflows, the event notice func-
tion is effective to encourage the operation from one user to another. The user
can receive this notice by a private message or e-mail. Consequently, it brings
workflow efficiency.

Communicate with External Systems
For the communication with external databases, XooNIps supports two proto-
cols: Open Archives Initiative Protocol for Metadata Harvesting (OAI-PMH)
[11] and XML-RPC.

OAI-PMH Metadata exchange: XooNIps utilizes OAI-PMH to support inter-
operability with other XooNIps platforms. The OAI-PMH provides an appli-
cation independent interoperability framework based on metadata harvesting.
There are two classes of participants in the OAI-PMH framework. First is Data
Providers, which administer systems that support the OAI-PMH as a means
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of exposing metadata. Second is Service Providers, which use metadata har-
vested via the OAI-PMH as a basis for building value-added services. The Data
Providers supporting metadata schemes for XooNIps are OAI-DC [12], JuNii
and JuNii2 [13]. The OAI-DC is based on Dublin Core simple metadata format.
It is an essential requirement for using the OAI-PMH. The JuNii and JuNii2 are
another metadata format for Japanese Institutional Repositories proposed by
the National Institute of Informatics. Since the metadata from a given database
will be propagated to other XooNIps or other Data Providers (such as EPrints
or DSpace) in conformity with the OAI-PMH, users can search keywords simul-
taneously across different databases on the Internet.

XML-RPC Web API: Due to the fact that XooNIps is a web-application soft-
ware, all operations require web-browsers such as Internet Explorer. This causes
inconvenience to exchange data between the local machine and the XooNIps. To
solve this issue, XooNIps provides a XML-RPC Web API that works over the
Internet, which is an implementation of a Remote Procedure Calling protocol.
This function allows users to operate the XooNIps from an external application
with a more user friendly interface. A software which utilizes this function is
being developed by the Laboratory for Neuroinformatics at RIKEN BSI, called
“Concierge” [14,15].

Accessibility and Incentive rewarding
XooNIps provides an automatic fill-in function for the basic item types such as
Paper or Book to save time for inputting metadata information. For the Paper
item, the user only needs to provide the PubMed ID to extract the informa-
tion from the PubMed database, which is automatically filled in its respective
metadata fields. For the Book item, it extracts information from the Amazon
database from the ISBN (ASIN), which are also filled in its respective metadata
fields.

For making a file-attached item public, users are required to input the copy-
right information and utilization condition for the file. XooNIps offers a frame-
work for selecting pre-defined terms and conditions, such as “All rights reserved”
which is an unrestricted description, and “Some rights reserved” licensed by the
Creative Commons [16] In the latter, users can select among the following condi-
tions: “Attribution”, “Attribution Share Alike”, “Attribution No Derivatives”,
“Attribution Non-commercial”, “Attribution Non-commercial Share Alike” and
“Attribution Non-commercial No Derivatives”.

For the analysis of site access, the moderator can download and/or visualize
the event log categorized by the respective events or time period.

To encourage the motivation for the users, XooNIps provides a ranking func-
tion and users introducing function. Ranking is a function in such that the user
can recognize registered users’ activities and the site, indicating the “newly-
arrived item”, “most popular read item”, “most popular downloaded item”,
“user who prepares the most released item”, and “the keywords which were
searched the most”. Referring to this incentive rewards function, registered users
can grasp the popularity of the item they registered and it motivates registered
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users to make an improvement to register the items. User introduction is a
function wherein the researchers can highlight their achievements and personal
history.

2.4 System Architecture

XooNIps has been developed as an extended module of XOOPS. The principal
appealing point is that it reduces the cost for constructing and managing a spe-
cific platform since it is an open source software. It is possible to construct varied
kinds of sites by combining the existing modules of XOOPS. Furthermore, the
site layout can easily be substituted by replacing the theme of XOOPS. That
is, XooNIps is an extended module of XOOPS which is an OS independent web
application written in PHP. Installation merely requires a copy of the XooNIps
modules to be placed in the XOOPS modules directory, which becomes visible for
activation in the administration menu. As shown in Figure 3, XooNIps architec-
ture comprises three main components which are user interface, web application,
and database. Users can access XooNIps through web browsers. Web application
components include a web server, XOOPS, and modules. The XooNIps module
is at the same functional level as other XOOPS general modules. In addition,
MySQL is used as a relational database backend for storing data from XOOPS
and its general modules including XooNIps.

The recommended software environments of XooNIps are:

1. XOOPS: XOOPS 2.0.16a-JP
2. Web server: Apache 2.0+
3. MySQL: 4.1+ with InnoDB
4. PHP: 5.1+ (required extensions: xml, zlib, gd, fileinfo, mbstring)
5. External commands: wvText, pdftotext, xlhtml, ppthtml (These are used to

create a search index of the file content.)
6. Web browser: Microsoft Internet Explorer 6+, Mozilla FireFox 1.5+, Apple

Safari 2.0+

XooNIps is an open source development project, released under the GPL
(GNU General Public License) [17], therefore all contributions are warmly wel-
comed and appreciated. The current version 3.31 has been released in November
2007. The software is available for download at the official site http://xoonips.
sourceforge.jp/

3 XooNIps Based VP and Other Application

VP has been improving, managing, collecting and registering the contents con-
tinuously to answer the needs for the users since opened in public under the
VP committee. To respond to user’s needs, VP has been modified based on
XooNIps and re-released as a new site since January 2007 with the modification
of the improvement of index tree, registering of contents, and enhancement of
the coordination with Japan-Node under INCF (Figure 4).

http://xoonips.sourceforge.jp/
http://xoonips.sourceforge.jp/
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Fig. 3. XooNIps architecture. XooNIps has been developed as a module of XOOPS.
XooNIps architecture comprises three main components: User Interface, Web Applica-
tion and Database. XooNIps is an OS-independent system. It is written in PHP script
language.
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Downloading Items

Fig. 4. Visiome Platform Top Page, Downloading items, Searching items, Executing
the downloaded model script on user’s PC

VP is being developed to answer a critical need for a database to assist in the
exploration of complex visual functions. It is designed for a web-based database
where published references, mathematical models, experimental data, analytical
tools and many other resources can be archived in files (in zip, lzh or other
compression formats) including any formats of model, data or stimulus with
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files of explanatory figures, program sources, readme and other related files so
that they can be accessed from the Internet, uploaded, downloaded, and tested.
The platform allows researchers to find out how the submitted models work or
compare their own results with other experimental data. It also allows users
to improve existing models by making it easier for users to integrate their new
hypothesis into the existing model. Moreover, users can export/import items to
the database to be shared with other users and colleagues.

VP is accessible at http://platform.visiome.neuroinf.jp/ as illustrated
in Figure 4. At the left of the top page, the index tree section in which the
main area displays updates and ranking information, and the search results.
VP currently has 10 basic item types; model, experimental data, stimulus, tool,
URL, presentation, paper, book, demonstration which includes the item of movie
collection and binder. It contains a total of more than 3,000 contents.

3.1 The Other Applications of XooNIps

The flexibility of XooNIps enables users to utilize not only as a NI platform but
also as an institutional repository and laboratory/personal database system and
now diverse institutional repositories are utilizing XooNIps as a base-platform
under the support of NIJC such as for example:

– Keio University, KOARA (http://koara.lib.keio.ac.jp/),
– Asahikawa Medical University, AMCoR

(http://amcor.asahikawa-med.ac.jp/),
– Saitama University, SUCRA (http://sucra.saitama-u.ac.jp/),
– Nara Prefectural Library Information Center

(http://www2.library.pref.nara.jp/nlmc/),

Fig. 5. The top page of KOARA (Keio Academic Resource Archive)

http://platform.visiome.neuroinf.jp/
http://koara.lib.keio.ac.jp/
http://amcor.asahikawa-med.ac.jp/
http://sucra.saitama-u.ac.jp/
http://www2.library.pref.nara.jp/nlmc/
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– Nara Cultural Research Center (http://repository.nabunken.go.jp/),
– Sapporo Medical University, Kansei Gakuin University and Waseda Univer-

sity (in planning).

4 Platforms under Japan-Node

4.1 Japan-Node

NIJC organizes Japanese activities in NI research and also participates in the
international coalition of INCF (Figure 6). NIJC supports researchers developing
and maintaining neuroscience databases, provides a portal for these databases
and NI, and is designing the infrastructure for Japanese NI. It is also devel-
oping database technologies, and facilitates cooperation and distribution of the
information stored in those databases. NIJC thus provides links and smooth
integrations of the NI-PFs (J-Node Portal), supports the NI platforms, and sup-
plies and supports NI tools and systems such as the base-platform XooNIps in
cooperation with BSI NI team. Based on the basic features and function of VP,
the eight platforms described below have been developed by each Platform Com-
mittee under the J-Node utilizing XooNIps (Figure 7). The registered users can
freely download its contents and upload their own contents by a simple proce-
dure with the approval of a Platform Committee. These platforms are accessible
at the J-Node site. We here introduce each PF in brief.

4.2 Access Statistics of the Japan-Node Portal

The average number of accesses to the J-Node site has significantly increased
because of the simplification of registration and search for the data of users’

Fig. 6. Scheme of INCF Neuroinformatics Japan Node and Platforms

http://repository.nabunken.go.jp/
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Fig. 7. Top page of Japan-Node Portal
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Fig. 8. Number of access per month in J-Node since June 2006

interests. Therefore, it has being utilized not only in Japan, but also interna-
tionally. The contents shall progressively enhance to fulfill the user’s need. The
number of accesses to J-Node site has averaged 53,900 per month in Japan and
globally, and about 1,132,000 times in total during the period of June 2006 - Feb
2008 as shown in Figure 8.

4.3 Overview of NI-Platforms under Japan-Node

Visiome PF http://platform.visiome.neuroinf.jp/
Refer to the description in chapter 3.

Neuron-Gila PF http://platform.neuron-glia.neuroinf.jp/
The objective of Neuron-Gila Platform (NGP) is to provide a platform on which
experimental as well as theoretical neuroscientists can share new findings and
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ideas. Model descriptions (mathematical and theoretical) of new findings and
new ideas regarding the properties of neurons, glia cells, and neuron-glia net-
works are accumulated on the platform. The Platform offers two functions:
1.Publicize & archive models and related data and tools regarding Neuron-Gila
functions. 2. Provide workspace for sharing models, data, tools and personal
notes privately among group members of registered users.

Invertebrate Brain (IVB) PF http://platform.invbrain.neuroinf.jp/
Developing the platform to collect and share experimental data, mathemati-
cal models and research tools about invertebrate brains, neurons and behaviors
is the goal. Main contents and applications are galleries of invertebrate brains
and nervous systems, confocal serial images of neurons, models of the 3D neu-
ral structure reconstructed from confocal images, research tools, bibliographic
information about the invertebrate brain, and information about the academic
community. It allows for original image data of invertebrate neurons to be col-
lected on the site.

Cerebellar PF http://platform.cerebellum.neuroinf.jp/
It is a digital research archive for cerebellar research. Available resources in-
clude mini-reviews of contemporary cerebellar research, and a list of papers and
mathematical models for cerebellar operation. It provides a history of cerebellar
research and the basic concepts of the cerebellar structure and function, refer-
ences and images, experimental data for modeling, source codes of neural network
models, and other tools for study of the cerebellum. It can be downloaded and
use of its contents is free and also one can upload their own contents on the
platform by a simple procedure with the approval of the platform committee.

Brain-Machine Interface (BMI) PF http://platform.bmi.neuroinf.jp/

It is a database covering the research fields of the brain-machine related neu-
roscience, computational theory, robotics, etc. The aim of this platform is to
provide organically linked information about BMI to researchers of the field
inside and outsideJapan. BMI-PF contains the following contents: database of
papers associated with BMI, physiological data of brain activity and muscle ac-
tivity, programs of computational theory and algorithms, experimental data and
demonstration of robotics, and database of research sites around the world.

Integrative Brain Research (IBR) PF
http://www.togo-nou.nips.ac.jp/
The Integrative Brain Research project is a grant group of neuroscientists funded
by a Japanese Ministry and includes about 300 Pls. The group consists of five
subgroups: Integrative Brain Research, System study on higher brain functions,
Elucidation of neural network function in the brain, Molecular Brain Science, and
Research on Patho- mechanisms. And to encourage interdisciplinary interaction,
the Database Committee of the grant group is actively working on establishing
a network of neuroscientists. The Committee maintains three major programs;
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Fig. 9. Number of XooNIps downloaded per month for the years 2005-2008

(1) Neuroscientist database, (2) Neuroscientist SNS (social networking service),
and (3) Mouse phenotype database.

Neuroimaging (NIMG) PF http://platform.nimg.neuroinf.jp/
NIMG-PF committee is developing an extended module for visualization of
XooNIps contents to display 3D-brain images, to allow searching papers that
include activations at the locations specified by pointing on the images. Sepa-
rately, free software called sBrain is registered for standalone use. It has functions
of visualization and searching as well as simulations of neural activation.

Neuroinformatics Common Tools (NICT) PF
http://platform.nict.neuroinf.jp/
Sharing common base technology for neuroscience promotes studies for not
only theoretical neuroscientists but also experimental neuroscientists. NI-TECH
PF aims to share mathematical theories, analytical tools and neuroinformatics
(NI) supporting tools. It includes software tools such as XooNIps, Concierge,
SATELLITE[18], and Samurai-Graph[19]. In addition, via this platform, it is
expected that collaborated studies can be rapidly and seamlessly conducted on
the Internet.

Cerebellar Development Transcriptome (CDT-DB) Database
http://www.cdtdb.brain.riken.jp/
This database is developed independently by Labratory for Molecular Neuroge-
nesis at BSI as one of the database under J-Node. Mouse cerebellum develops
through a series of cellular events all within the first three weeks after birth.
It studies the entire transcription system (transriptome) responsible for cere-
bellar development by analyzing the temporal gene expression with fluorescent
differential display. GeneChip and microarray analyzes the spatial cellular gene
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expression with in situ hybridization. For data mining, annotation expression
data basically follows according to the GENE ONTOLOGY (GO) term and sys-
tematizes them in a platform searchable by keywords and expression patterns
as well as by their combinations. In addition, it is linked to the data of many
relevant database websites for easy access to additional information.

5 Conclusion

Since VP answers growing demands of intelligent organization of various types
of information, the access to contents from a given research field through such
a platform is increasing. Following the VP, a new base-platform system for NI,
the XooNIps, has been developed. In addition to the XooNIps database func-
tion, XOOPS general modules expanded the platform into a community site to
interact with members and visitors. This tool will fulfill the next generation re-
searchers’ need to comprehended better their achievements. The future vision
for the enhancement of the Identity Management is the consolidation of user’s
information using LDAP or PKI. The simulation environment alters from an
accumulation to a creation. Its ongoing potential will increase with Data Grid
Management System SRB (Storage Resource Broker) [20].

The average number of accesses to the J-Node site has significantly increased
as in Figure 9 since its contents were enhanced to fulfill the user’s convenience.
A XooNIps advantage is that it can develop a platform very easily because
it is designed as a customizable foundation for a database system. XooNIps
gets large numbers of monthly downloads of approximately equal numbers of
Japanese and international users. The next step is to allow a seamless exchange
of data between these tools in order to build an integrative Neuroinformatics
Research Environment for neuroscience communities .
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Abstract. There are evident and profoundly articulated needs to deal with 
distributed sources of data (such as e.g., sensors and sensor networks, web 
sites, distributed databases). While recognizing limited accessibility of such 
data at a global level (which could be associated with technical constraints 
and/or privacy issues) and fully acknowledging benefits and potentials of col-
laborative processing, we introduce a concept of Collaborative Computational 
Intelligence (CI), and collaborative fuzzy models, in particular. Collaboration 
is realized in different ways by engaging a host of bidirectional interactions 
between all local processing sites (models) or by proceeding with unidirec-
tional communication in which we establish some mechanisms of developing 
experience consistency of fuzzy modeling. We offer a coherent taxonomy of 
various schemes of interaction which in the sequel implies a certain develop-
ment of a suite of algorithms. In this setting, we highlight a pivotal role of 
granular information in the establishing of the mechanisms of interaction. In 
the realm of collaborative fuzzy models and fuzzy modeling we elaborate on 
the concept of knowledge sharing. We also bring forward a concept of ex-
perience–consistent fuzzy system identification showing how fuzzy models 
built on a basis of limited data can benefit from taking advantage of the past 
experience conveyed in the form of previously constructed fuzzy models. 
Proceeding with a more detailed algorithmic framework, we elaborate on the 
key design issues concerning fuzzy rule-based systems which constitute a 
dominant category of fuzzy models. Collaboration invokes some mechanisms 
of aggregation and reconciliation of local findings. We emphasize that the re-
sulting findings such as specific components of models can be quantified in 
terms of type-2 fuzzy sets – a pursuit which offers an interesting motivation 
behind this higher type of fuzzy sets 

Keywords: distributed Computational Intelligence, fuzzy sets, fuzzy models, 
information granules, collaboration. 

1   Introductory Comments 

In the realm of intelligent systems we can witness an ongoing growth of interest in 
distributed systems whose components (say, nodes, agents, databases, robots) operate 
in a collaborative fashion. We envision numerous collaborative structures of multi-
agent topologies. There is a great deal of methodological and algorithmic pursuits as 
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well a wave of application-oriented developments cf. [[3][17][19] Given the nature of 
the problem tackled by such systems where we commonly encounter nodes (agents) 
operating quite independently at various levels of specificity, it is very likely that the 
effectiveness of the overall system depends heavily upon a way in which the agents 
collaborate and effectively exchange their findings [1][7].  

With this regard, given their essential abilities to tackle information granularity, 
fuzzy sets offer an important avenue to realize a variety of  schemes of interaction 
(communication) in multi-agent systems where various findings obtained locally (viz. 
at the level of individual agents) are represented in the form of information granules 
[19][20][21][26][27] rather than plain numeric entities. The communication is real-
ized at the far abstract level given the issues of data security and privacy as well as 
encountering related technical constraints which prevent us from moving around the 
masses of numeric data (as e.g., encountered in wireless sensor networks or swarms 
of robots). 

In fuzzy information processing and fuzzy modeling, in particular, not too much 
has been said about their distributed processing schemes. While there has been a 
wealth of methodological and algorithmic developments in fuzzy modeling, the sub-
ject of distributed and collaborative fuzzy models has not been investigated in great 
detail. For instance, a lot has been said about rule-based fuzzy models of the form “if 
x is Ai then y =fi(x, ai), i=1, 2, …,c where Ai are fuzzy sets defined in the multidimen-
sional input space and fi denotes a local model endowed with some parameters (ai). 
What if we encounter individual data sites D[1], D[2], …, D[P] for which such mod-
els have to be constructed? Not only they have to be formed on a basis of locally 
available data D[ii], ii =1, 2, …, P but they need to collaborate and exchange their 
findings, reconcile eventual differences and collectively develop fuzzy constructs. 
What is visible though, is that the communication dwells on knowledge rather than 
data. In communication of this nature, we witness a process of knowledge sharing. 
Formally, the underlying knowledge residing at data site “ii” and being shared be-
tween the individual sites can be concisely described as K[ii]. For instance, for the 
rule based-systems, the shared knowledge assumes the form K[ii] = {Ai[ii], i=1, 2, …, 
c}where Ai[ii] are the information granules (fuzzy sets) formed at D[ii]. The knowl-
edge of these fuzzy sets is communicated to all other data sites. We may have another 
format of K[ii] being a more comprehensive version of knowledge sharing which 
concerns now both the information granules and the local models, that is K[ii] = 
{Ai[ii], fi[ii], ai[ii]}. A schematic, high-end visualization of such machinery of knowl-
edge sharing is presented in Figure 1.  

There is a vast array of mechanisms of interaction between individual components 
of the distributed system. The two of them deserve careful attention. In the first one 
all nodes operate locally while collaboration can be established between any two of 
them, see Figure 2 (a). The linkages between the nodes are bidirectional; knowledge 
sharing is realized in both directions. Node “ii” benefits from findings (knowledge) 
shared with it by node “jj” and vice versa: knowledge acquired and conveyed by node 
“ii” helps to carry out processing (modeling) completed at node “ii”. The scenario il-
lustrated in Figure 2 (b) exhibits a highly asymmetric behavior: a single node benefits 
from various sources of knowledge (models) already formed at some other nodes thus  
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Fig. 1. An overview of a multi-agent distributed system; each agent develops and evolves on a 
basis of experimental data that are locally available and communicates with other agents estab-
lishing some interaction at the global level. Distinguished are the computing core (dark center) 
and the communication layer of the nodes (surrounding light color region) present in the dis-
tributed systems. 

augmenting its performance along with the locally available data. This mode of inter-
action can be referred to as a formation of experience-consistent fuzzy models as the 
obtained model is not only formed with the aid of some locally available data but, 
what is more important, takes advantage of some previous experience captured by the 
already constructed fuzzy models. Note that in this case of interaction, the connec-
tions are unidirectional, namely one data site becomes affected by some other models.  

 
D[ii] 

K[jj] 

K[ii] 

K[ii] 

K[ll] 

  

 
D[ii] 

K[jj] 

K[ii] 

K[ll] 

 
(a)   (b) 

Fig. 2. Examples of modes of interaction in a distributed system: (a) collaboration between any 
two nodes of the system, and (b) experience consistent fuzzy modeling with highly asymmetric 
interaction 

There is also a great deal of in-between collaboration scenarios in which the nodes 
could engage in some selective interaction where strength of interaction itself could 
vary quite substantially from node to node. There is also no need to have a fully con-
nected network of nodes. In case of bidirectional links they need not be symmetric. 
There could be stronger impact exerted by node “jj” on node “ii” while a far weaker 
connection could be established for interaction realized in the opposite direction.   

Referring to fuzzy rule-based systems we mentioned earlier, the experience consis-
tent fuzzy model is formed by considering data D and the knowledge accumulated in 
the form of the models which now becomes available. Schematically we denote this 
accumulated knowledge K as follows   

K  = { D,  { K [ii] , ii=1, 2, …, P} } (1) 
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where D is the locally available data set. Depending on the details of interaction, we 
could assume that the information granules (condition parts of the rules) are also util-
ized and communicated 

K  = { D,  { K [ii] = {Ai[ii], i=1, 2, …, c} , ii=1, 2, …, P} } (2) 

Alternatively, a transfer of knowledge concerns both conditions and conclusions of 
the rules, that is K  assumes the following form 

K  = { D,  { K [ii] = K[ii] = {Ai[ii], fi[ii], ai[ii]} , ii=1, 2, …, P} } (3) 

2   Fuzzy Clustering, Information Granules and Communication 
Mechanisms 

In this study, fuzzy clustering is considered as an algorithmic vehicle of information 
granulation. To make the ensuing discussion strongly focused and make sure that it 
well links with the detailed algorithmic considerations, we use here the Fuzzy C-
Means (FCM) clustering method [2][9][10]. One may note that the presented concepts 
are far more general and may invoke the use of any other method fuzzy clustering. 
The FCM algorithm is well documented in the literature and the reader is referred to it 
with regard to the computational details. What is of interest in our considerations is an 
observation about an interesting  relationship between prototypes and partition matri-
ces as it sheds light on the mechanisms of communication realized at the level of in-
formation. What we have in mind is the following. For the given data {x1, x2, …, xN} 
xk ∈  D ⊂  Rn, k=1, 2, …, N we are provided with some prototypes v1, v2, …, vc 
which are reflective of the structure discovered in some other data F ⊂   Rn These 
prototypes lead to the induced structure in D whose partition matrix is computed in 
the well-known form 
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i =1, 2,…,c; k=1, 2, …, N. The fuzzification coefficient “m” assumes values greater 
than 1. The patterns (data) xk are treated as vectors in Rn and the distance between 
two elements in this space ||. || is typically realized as a weighted Euclidean distance. 
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More specifically, for any two data x and y in Rn, we have ||x-y||2=∑
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where 2
jσ is the variance of the j-th coordinate (variable) of the feature space.  

Apparently the communication of the structural findings is realized at the level of 
information granules which in this case are represented in the form of prototypes. The 
calculations of the partition matrix (4) are realized assuming that D and F are the 
same. While this could be the case, we can generalize (4) by admitting that the calcu-
lations involve the attributes which belong to the intersection of D and F that means 
that the partition matrix is calculated as 
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The symbol used above, DF∩||   || , underlines that the distance is computed using the 

features which are shared across D and F. Evidently an empty intersection or the in-
tersection comprising only a very few variables makes the communication infeasible. 
The results of computations at D which give rise to the locally available partition ma-
trix can be communicated outside the local node in the form of prototypes.  

The expressions (4) and (5) realize a pair of one-to-one transformations between 
partition matrices and prototypes considered as the generic mechanism of communi-
cation between clustering operating at the level of locally available data. 

3   Collaborative Clustering  

The communication of knowledge involves a structure K[ii] which embraces a collec-
tion of information granules – fuzzy clusters. Considering that such clusters have been 
constructed with the use of the FCM algorithm, they are fully characterized by their 
prototypes and partition matrices. As a matter of fact, these two characterizations are 
equivalent in the sense highlighted in the previous section. The prototypes and parti-
tion matrices are the two possible communication vehicles between the data sites. 
Given the fact that the data sites concern different data sets, sharing knowledge about 
the partition matrices is not feasible at all. The prototypes, on the other hand, form a 
viable alternative to establish this communication. Communicating a limited number 
of prototypes is also highly attractive since no significant overhead is built in this 
manner. As the FCM optimization focuses on the partition matrices as one of its com-
ponents to be adjusted throughout collaboration, we introduce a concept of so-called 
induced partition matrices. Consider the ii-th data site. The prototypes produced at the 
jj-th data site v1[jj], v2[jj],…, vc[jj] are communicated to the  ii-th data site. Given this 
collection of the prototypes, we induce a partition matrix over the data site D[ii]. De-
note it by U~[ii|jj] where the two indexes (ii and jj) point at data sites taking part in 
this interaction. Its entries are determined in a standard way encountered in FCM 
computing [2], that is 
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i=1, 2,…, c; k=1, 2,…,N[ii] and xk ∈D[ii]. Refer also to Figure 3 which highlights 
the essence of this mechanism of the collaboration by showing how the communica-
tion links have been established.  

  

D[ii] 
{vi[1] } 
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D[2] 

D[jj] 

{vi[2] } 

{vi[jj] } 

U~[ii|1] 

U~[ii|2] U~[ii|jj] 

 

Fig. 3. Data sites and communication realized through passing prototypes and the consecutive 
generation of the induced partition matrices U~[ii|jj] 

Proceeding with all other data sites, D[1], …, D[ii-1], D[ii+1],…, D[P], we end up 
with P-1 induced partition matrices, U~[ii|1], U~[ii|2],…., U~[ii|ii-1], U~[ii|ii+1],…., 
U~[ii|P]. The minimization of differences between the U[ii] and U~[ii|jj] is used to es-
tablish some collaborative activities occurring between the data sites.  At the ii-th site, 
the clustering is guided by the augmented objective function assuming the following 
form  

∑∑
= =

−=
N[ii]

1k

c

1i

2
ik

2
ik v[ii]uQ[ii] x  + ∑∑∑

≠
= = =

−
P

iijj
1jj

N[ii]

1k

c

1i

2
ik

2~
ikik djj])|[iiu[ii](uβ  (8) 

where β is a certain nonnegative number. The objective function Q[ii] consists of two 
components. The first one is nothing but a standard sum of weighted distances be-

tween the patterns in D[ii] and their prototypes, 2
ik

2
ik ||[ii]||d vx −= . In this sense, it is 

just the objective function encountered in the standard FCM being applied to D[ii] 
with the fuzzification coefficient m = 2.0. The second component reflects an impact 
coming from the structures formed at all remaining data sites. The distance between 
the optimized partition matrix and the induced partition matrices is to be minimized – 
this requirement is captured by this part of the objective function (8). The scaling co-
efficient β strikes a balance between the optimization guided by the structure in D[ii] 
and the already developed structures available at the remaining sites. The value of β 
implies a certain level of intensity of collaboration; the higher its value, the stronger 
the collaboration. For β = 0 no collaboration occurs and the problem reduces to the 



 Collaborative Architectures of Fuzzy Modeling 123 

collection of “P” independently run clustering tasks being confined to the correspond-
ing data sites.  

In brief, the problem of collaborative clustering can be defined as follows: 
 

Given a finite number of disjoint data sites with patterns defined in the same 
feature space, develop a scheme of collective development and reconciliation 
of a fundamental cluster structure across the sites that it is based upon ex-
change and communication of local findings where the communication needs 
to be realized at some level of information granularity. The development of 
the structures at the local level exploits the communicated findings in an active 
manner through minimization of the corresponding objective function aug-
mented by the structural findings developed outside the individual data site. 
We also allow for retention of key individual (specific) findings that are essen-
tial (unique) for the corresponding data site.   

 

We can offer another important and visible category of applications which deal 
with wireless sensor networks. In such networks, we envision a collection of ran-
domly scattered sensors whose communication is established on ad hoc basis. Each 
node (sensor) collects the data available in its neighborhood and realizes their proc-
essing leading to the determination of the local characteristics of data (say, formulated 
as a collection of clusters being observed at this particular local level of the given sen-
sor).    At the same time it is recognized that the local processing could benefit from 
some collective activities established between the sensors. This need for a global and 
collective style of processing is motivated by a limited amount of data available  
locally and a need to establish a global view at the data collected by the overall net-
work. Each sensor formulates a very limited and localized perception of the environ-
ment that has to be augmented by local findings formed by other sensors.    

There are essential differences between the proposed approach and the concept 
which has been encountered in the literature under the umbrella of distributed cluster-
ing, cf. [4][5][6][8][12][13][14]16]. In distributed clustering forming some interesting 
extension of clustering [11][18] it is assumed that the clusters are the same across all 
data sites. In particular, an assumed mixture model studied there assumes that at each 
data site there are exactly the same clusters being modeled by Gaussian distributions 
N(mi, Σi) described by some mean vectors mi and covariance matrices Σi and put to-
gether in the form of some linear combination, cf. [17]. More specifically, we encoun-

ter the relationship to be in the form )Σ,N(λ ii

c

1i
ji m∑

=

 , j=1, 2, ,,,., P where the values 

of the mixing parameters λji are potentially unique for each data site. In contrast, in 
this study no specific assumptions are being made. The only assumption which is be-
ing made here concerns the same granularity of the findings (viz. number of clusters 
at each data site). As a result, the structure at each data site makes an attempt to rec-
oncile differences however retains and quantifies those that are of particular relevance 
to the given data site.  In the sequel, they are expressed in the form of the fuzzy sets of 
prototypes or when it comes to membership degrees arise in the format of type-2 
fuzzy sets. 
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Similarly the concept of cluster ensemble, which is present in the literature, is 
based upon different concepts. Cluster ensemble methods differ in two main ways, 
that is the way the generic clustering procedure is developed and a way in which the 
results are combined [23]. Topchy et. al. [24] proposed a consensus function based 
on informative-theoretic principles and generalized mutual information, in particular. 
A different consensus function was developed in [6] which is based on some vot-
ing/merging method providing a pairwise iterative scheme of combination. Strehl 
and Ghosh [23] proposed three different ensemble clustering models based on a cer-
tain consensus method. All of them use various hypergraph operations to construct 
the solution. An interesting clustering proposal has been put forward by Wiswedel 
and Berthold [25].  

4   The General Flow of Collaborative Processing 

The essence of collaborative clustering pertains to the development of structures at in-
dividual data sites on the basis of effective communication of the findings obtained at 
the level of the individual data sites. There are two phases, namely an optimization of 
the structures at the individual sites and an interaction between them when exchanging 
the findings. They intertwine so that these two phases occur in a fixed sequence. A 
general view of the processing along with its main phases is included in Figure 4.  
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Fig. 4. A general functional view at the processing realized in collaborative clustering 

Initially, the FCM algorithm is run independently at each data site (which happens 
without any communication). After FCM has been terminated at each site, processing 
stops and the data sites communicate their findings. As already stressed, this commu-
nication needs to be realized at some level of information granularity. The effective-
ness of the interaction depends on the way in which one data site “talks” to others in 
terms of what has been discovered so far. Once communication has been established 
and the nodes are informed about structural findings at other sites, each site proceeds 
with its optimization pursuits by focusing on the local data while taking into consid-
eration the findings communicated by other data sites. These optimization processes 
are run independently from each other. Once all of them have declared termination  
of computing, they are ready to engage in the communication phase. Again they  
communicate the findings and set up new conditions for the next phase of the FCM 
optimization. The pair of optimization and communication processes is referred to as 
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a collaboration phase. The overall collaboration takes a finite number of collaboration 
phases (phases, for short), which terminates once no further significant change in the 
revealed structure is reported. 

As has become clear from this high-end description of the collaboration, there are 
two important components crucial to the overall process. First, we have to specify a 
way of communicating and representing findings at some level of granularity (let us 
recall that we are not allowed to communicate at the level of individual data but have 
to establish communication at the higher level of abstraction by engaging the ex-
change of the granular constructs). Second, we have to come up with an augmented 
objective function whose minimization embraces both the structures at the local level 
of the individual data sites and reconciles them with the structures communicated by 
other data sites.   

The overall scheme of the collaborative clustering is outlined as follows. 

Given: data sites D[1], D[2], …, D[P] 
Choose the number of clusters (c) to be looked for in the collaborative clus-

tering, set up some termination criterion of the FCM, and establish a level of 
collaboration (interaction) by choosing some nonnegative value of  β. 

Initial phase   Carry out clustering (FCM) for each data site producing a col-
lection of prototypes {vi[ii]}, i=1,2,…,c for each data site. 

Collaboration 
Iterate {successive phases of collaboration} 
 

Communicate the results about the structure determined at each data 
site.  

For each data site (ii) 
{ 
Minimize (8) at each data site by iteratively proceeding with the itera-

tive calculations of the partition matrix and the prototypes, that is  
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r=1,2,…,c; t =1, 2, …, n; s =1, 2, …, N[ii] 
} for data site 

 
until termination condition of the collaboration activities has been satisfied.   

5   Evaluation of the Quality of Collaboration: Forming a 
Compromise between Global and Local Characteristics of Data 

The evaluation of the quality of the results of collaboration between the data sites re-
quires a careful assessment. As there are partition matrices associated to each of the 
D[ii]’s, one could think of computing distance between them and treat it as a measure 
of quality of the ongoing process. While the idea sounds convincing, its realization 
requires more attention. We should stress the fact that a direct comparison of two par-
tition matrices could not be feasible as we may not have a direct correspondence be-
tween their rows (respective clusters). This is a well-known problem identified in the 
literature, cf. [15]. To get around this shortcoming, we use the concept of proximity 
and proximity matrix induced by a given partition matrix. Let us recall that for any 
partition matrix U = [uik], i=1,2,.., c, k=1,2, …,m, an induced proximity matrix, that is 
Prox = [prox(k,l)], k, l=1,2,…,m, comes with entries which satisfy the following 
properties 

(a) symmetry    prox ( )k , k1 2  = prox( k2 , k1 )   

(b) reflexitivity  prox( k1 , k1 ) =1.0 

Interestingly enough, here we do not require transitivity (which, albeit nice to have, 
is always difficult to achieve in practice). The proximity values are based on the cor-
responding membership degrees occurring in the partition matrix  

∑
=

=
c

1i
ikik21 )u,min(u)k,prox(k

21
 (11) 

It is worth noting that the proximity matrix is more abstract in this form than the 
original partition matrix it is based upon. It “abstracts” the clusters themselves and 
this is what we need in this construct. Given the proximity matrix, we cannot “re-
trieve” the original entries of the partition matrix it was generated from.  

Let us consider now the ii-th data site with its partition matrix U[ii] and the in-

duced partition matrices    U [ii| jj]~ , jj =1, 2, …, ii-1, ii+1, … , P. To quantify the 

consistency between the structure revealed at the ii-th data site with those existing at 
remaining sites by computing the following expression 
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More specifically, we consider that the distance between the corresponding prox-
imity matrices is realized in the form of the Hamming distance. In other words, we 
have 
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where prox(k1,k2)[ii] denotes the (k1, k2)- entry of the proximity matrix U[ii]. Simi-
larly, prox(k1,k2)

~[ii|jj] is the corresponding (k1, k2) entry of the proximity matrix pro-
duced by the induced partition matrix U~[ii|jj]. In a nutshell, rather than working at 
the level of comparing the individual partition matrices (which requires knowledge of 
the explicit correspondence between the rows of the partition matrices), we generate 
their corresponding proximity matrices that allows us to carry out comparison at this 
more abstract level. Next summing up the values of W[ii] over all data sites, we arrive 
at the global level of consistency of the structure discovered collectively through the 
collaboration 

W = W [1] + W [2] +…+ W [P] (14) 

The lower the value of W, the higher is the consistency between the “P” structures. 
Likewise the values of W being reported during successive phases of the collabora-
tion can serve as a sound indicator as to the progress and quality of the collaborative 
process and serve as a suitable termination criterion; refer to Table 1. In particular, 
when tracing the successive values of W, one could stop the collaboration once no 
further changes in the values of W are reported. The use of the above consistency 
measure is also essential when gauging the intensity of collaboration and adjusting its 
level through changes of β. Let us recall that this parameter shows up in the mini-
mized objective function and shows how much other data sites impact the formation 
of the clusters at the given site. Higher values of β imply stronger collaborative link-
ages established between the sites. By reporting the values of W treated as a function 
of β, that is W =W(β), we can experimentally optimize the intensity of collaboration. 
One may anticipate that while for low values of β no collaboration occurs and the 
values of W tend to be high, large values of β might lead to competition and subse-
quently the values of W(β) may tend to be high. Under some conditions, no conver-
gence of the collaboration process could be reported. There might be some regions of 
optimal values of β. Obviously, the optimal level (intensity) of collaboration depends 
upon a number of parameters of the collaborative clustering, in particular the number 
of clusters and the number of data sites involved in the collaboration.  It could also 
depend upon the data themselves.   

6   Fuzzy Sets of Type-2 in the Quantification of the Effect of 
Collaboration 

As we have underlined, it is also advantageous to assess the quality of the results by 
evaluating their consistency and expressing a level of differences.  Here the quantifi-
cation of results completed in terms of type-2 fuzzy set constitutes an interesting  
alternative or prototypes being treated as granular constructs, which is fuzzy sets 
rather than plain numeric entities. Type-2 fuzzy sets are granular constructs that gen-
eralize fuzzy sets in the sense that their membership functions do no assume numeric 
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membership grades but instead of them we encounter fuzzy sets defined in the unit  
interval. Interestingly, type-2 fuzzy sets have been discussed in various settings how-
ever very little was said about a determination of their membership functions. In col-
laborative clustering we estimate the membership function on a basis of a collection 
of membership grades available in different partition matrices. To be more specific, 
let us revisit what becomes known about cluster membership of pattern x in D[ii] 
given the available results of collaborative clustering. The membership in the i-th 
cluster is computed using the prototypes of D[ii] and is denoted as u=ui. The proto-
types optimized for the jj-th data site, jj =1, 2, …, ii-1, ii+1, …, P give rise to the 
membership of x to the same i-th cluster. Denote them by z1, z2, …, zP-1. All in all, we 
obtain a collection of membership grades which are now captured in a form of type-2 
fuzzy set. The corresponding membership function is determined by solving a certain 
optimization problem [21][22] which realizes an idea which could be referred to as a 
principle of justifiable granularity. We consider triangular fuzzy set as one of the sim-
plest versions of the membership functions. It is also legitimate in the context of this 
application given that we operate in presence of limited experimental evidence. The 
modal value of the fuzzy set is the membership value obtained with the use of the pro-
totypes present at D is equal to “u”. Consider now the values of zi that are lower than 
u, zi < u We use them in the formation of the left-hand side of the linear portion of the 
membership function, refer to Figure 5.  

zi 
z u 

a 

A(z) 

 

Fig. 5. Computation of a membership function of fuzzy set of type-2; note that is order to 
maximize the performance index, we rotate the linear segment of the membership function 
around the modal value of the fuzzy set. Small dark boxes denote available experimental data. 
The same estimation procedure applies to the right-hand side of the fuzzy set. 

There are two requirements guiding the design of the fuzzy set, namely 
(a) maximize the experimental evidence of the fuzzy set; this implies that we 

tend to “cover” as many numeric data as possible, viz. the coverage has to 
be made as high as possible. Graphically, in the optimization of this re-
quirement, we rotate the linear segment up (clockwise) as illustrated in 
Figure 4. Normally, the sum of the membership grades A(zi), 

∑
i

i )A(z where A is the linear membership function to be optimized 

with respect to its slope and zi is located to the left to the modal value (u) 
has to be maximized  
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(b) Simultaneously, we would like to make the fuzzy set as specific as possi-
ble so that is comes with some well defined semantics. This requirement 
is met by making the support of A as small as possible, that is mina|u –a|  

 

To accommodate the two conflicting requirements, we have to combine (a) and (b) 
into a form of a single scalar index which in turn becomes maximized. Two alterna-
tives could be sought, say  

uamax ≠ |au|
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The linearly decreasing portion of the membership function positioned at the right-
hand side of the modal value (u) is optimized in the same manner. We exclude a triv-
ial solution of a = u in which case the fuzzy set of type-2 collapses to a type-1 fuzzy 
sets (with numeric values of membership function). We can use this construct in the 
formation of granular prototypes and fuzzy sets of type-2. 

7   Hierarchical Clusters of Clusters 

In the previous collaboration strategy, we have assumed that the collaborating data 
sites exchange their findings (prototypes) at the same level of granularity (there is the 
same number of clusters c[ii] across all collaborating parties). One can envision a dif-
ferent architecture and the underlying strategy of reconciling findings at the local 
level. This brings the concept of clusters of clusters. The essence of the method is that 
the structural findings formed at the lowest level are reconciled in the form of struc-
ture that is common to all local data sites. The prototypes at each D[ii] are considered 
together and clustered into “cc” clusters formed at the higher level. In the sequel, the 
resulting partition matrix is used to convey information about the behavior of the 
original prototypes when being confronted with structural findings (prototypes) at 
other data sites. More specifically, using the partition matrix U formed at the higher 
level of this hierarchy, we form some relevancy index γ(U) to quantify the impact on 
any of the prototypes coming from the data site. The index which applies to each col-
umn of U associates the ith prototype at data site D[ii] with γi(U)[ii] which articulates 
how much identity this prototypes retains when confronted with the data structure ob-
tained at other data sites. The index is included in the modified objective function 
used to cluster data at the ii-th data site 

Q = 2
c[ii]

1i [ii]
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The formation of the clusters of clusters is an interactive process: we start with the 
development of structure individually at D[ii], cluster the obtained prototypes and use 
the relevancy index to minimize the modified objective function as shown above. The 
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clusters formed in this way are again clustered at the higher level of the hierarchy. 
This leads to the new values of the relevance index and the process iterates until it 
stabilizes. The number of clusters “cc” assumed at the higher level plays an important 
role as a measure to express the intensity of reconciliation of the individual findings. 
Strong interaction becomes realized when we consider only a few clusters. In case 
when cc = c[1] + c[2]+… + c[P] there is no interaction at all (each prototypes retains 
its identity) and the values of γi(U)[ii]  are all equal to 1 not affecting the form of the 
objective function and thus not changing the prototypes. The strength of the structural 
interaction controlled by the values of the number of clusters “cc” may affect the dy-
namics of collaboration with the likelihood that its lower values associated with 
stronger collaboration may imply eventual instability. 

8   Experience Consistent Fuzzy Models: A Concept  

In this modeling scenario, it becomes advantageous not only consider currently avail-
able data but also actively exploit previously obtained findings.  Such observations 
bring us to the following formulation of the problem: 

 

Given some experimental data, construct a model which is consistent with 
the findings (models) produced for some previously available data. Owing to 
the existing requirements such as data privacy or data security of data as well 
as some other technical limitations, in the construction of the model an ac-
cess to these previous data is not available however we can take advantage of 
the knowledge of the parameters of the existing models.    

 

Considering the need to achieve a certain desired consistency of the proposed 
model with the previous findings, we refer to the development of such models as ex-
perience-based or experience-consistent fuzzy modeling.  

When dealing with experience-consistent models, we may encounter a number of 
essential constraints which imply a way in which the underlying processing can be re-
alized. For instance, it is common that the currently available data are quite limited in 
terms of its size (which implies a limited evidence of the data set) while the previ-
ously available data sets could be substantially larger meaning that relying on the 
models formed in the past could be beneficial for the development of the current 
model. There is also another reason in which the experience –driven component plays 
a pivotal role. The data set D could be quite small and affected by a high level of 
noise – in this case it becomes highly legitimate to seriously consider any additional 
experimental evidence available around. 

In the realization of the consistent-oriented modeling, we consider the following 
scenario. Given is a data set D using which we intent to construct a fuzzy rule-based 
model. There is a collection of data sets D1, D2, …, DP. For each of them developed is 
an individual fuzzy model. Those local models are available when seeking consis-
tency with the fuzzy models formed for Dii, ii=1, 2, …, P. At the same time, it is 
worth stressing that the data sets themselves are not available to any processing and 
modeling realized at the level of D. 
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The underlying architectural details of the rule-based model considered in this 
study are as follows. For each data site D and Dii, we consider the rules with local re-
gression models assuming the form 

Data D 

-if x is Bi then y = ai
Tx (18) 

where x ∈  Rn+1 and Bi are fuzzy sets defined in the n-dimensional input space, i=1, 
2,…, c. The local regression model standing in the i-th rule is a linear regression func-
tion described by a certain vector of parameters ai. More specifically, the  
n-dimensional vector of the original input variables is augmented by a constant input 
so we have x =[x1 x2 … xn 1]T and a =[a1 a2 … an a0]

T where a0 stands for a bias term 
that translates the original hyperplane.  

The same number of rules (c) is encountered at all other data sites, D1, D2, …, DP. 
The format of the rules is the same as for D, that is for the ii-th data sited Dii we have 

-if x is Bi[ii] then y = ai[ii]
Tx (19) 

As before the fuzzy sets in the condition part of the i-th rule are denoted by Bi[ii] 
while the parameters of the local model are denoted by ai[ii]. The index in the square 
brackets refers to the specific data site, that is Dii for ai[ii].   

Alluding to the format of the data at D, it comes in the form of input – output pairs 
(xk, yk), k=1, 2,…, N which are used to carry out learning in a supervised mode. The 
previously collected data sets denoted by D1, D2, …, DP consists of N1, N2, and NP 
data points. We assume that due to some technical and non-technical reasons, the data 
available at Dj cannot be shared with D however the communication between the data 
sites can be realized at the higher conceptual level such as those involved the parame-
ters of the fuzzy models. 

9   The Experience-Consistent Development of the Rule-Based 
Model 

Alluding to the formulation of the problem, we consider a rule-based model con-
structed on a basis of data D where in the construction of the model we are influenced 
by the models formed with the use of D1, D2, …, and DP. To realize a mechanism of 
experience consistency, we introduce several pertinent performance indexes which 
are crucial in the quantification of this mechanism. 

Given the architecture of the rule-based system, it is well known that we encounter 
here two fundamental design phases, that is (a) a formation of the fuzzy sets standing 
in the conditions of the rules and (b) the estimation of the corresponding conclusion 
parts. There are numerous ways of carrying out this construction. Typically, when it 
comes to the condition parts of the rules, the essence of the design is to granulate data 
by forming a collection of fuzzy sets. The common technique relates to fuzzy cluster-
ing when the condition part of the rule involves a fuzzy set defined in Rn or a Carte-
sian product of fuzzy sets defined in R.  The conclusion part where we encounter  
local regression models is formed by estimating the parameters ai. Such an estimation 
process is standard to a high extent as it is nothing but a global minimization of the 
well-known squared error criterion.   
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The organization of the consistency–driven optimization relies on the reconcilia-
tion of the conclusion parts of the rules. We assume that the condition parts, viz. 
fuzzy sets are developed independently from each other. In other words, we cluster 
data in the input space of D, D1, … , DP assuming the same number of clusters (c) 
which results in the same collection of rules. Then the mechanism of experience con-
sistency is realized for the conclusions of the rules. Given the independence of the 
construction process of the clusters at the individual sites, before moving on with the 
quantification of the obtained consistency of the conclusion parts of the rules, it be-
comes necessary to align the information granules obtained at D and the individual 
data sites Di.  

9.1   The Construction of Information Granules of Conditions of the Rules 

Information granules in the input space can be developed in many different ways, cf. 
[2][15][21]. We are of opinion that they need to be directly reflective of the nature of 
data being available which brings fuzzy clustering as an intuitively appealing alterna-
tive. More specifically, the FCM algorithm comes as a suitable algorithmic vehicle. 
For the given number of clusters (c), we minimize a standard objective function and 
as a result obtain a collection of prototypes and a partition matrix. In the ensuing 
communication schemes of consistency development we will be relying on the ex-
change of the prototypes.  

9.2   The Consistency-Based Optimization of Local Regression Models   

To make the ensuing formulas concise, we use a shorthand notation FM, FM[1], 
FM[2], …, FM[P] to denote rule-based models pertaining to data D, D[1],… etc.   

As usual the optimal parameters of the local models occurring in the conclusions of 
the rules are chosen in such a way so that they minimize the sum of squared errors  
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For given fuzzy sets of conditions, the determination of the parameters of the linear 
models is standard and well documented in the literature. Considering the form of the 
rule-based system, the output of the fuzzy model is determined as a weighted combi-
nation of the local models with the weights being the levels of activation of the indi-
vidual rules. More specifically we have 
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where uik= ui(xk) is a membership degree of the k-th data xk to the i-th cluster being 
computed on a basis of the already determined prototypes in the input space. In a nut-
shell (21) comes as a convex combination of the local models which aggregates the 
local models by taking advantage of the weight factors expressing a contribution of 
each model based upon the activation reported in the input space.  

 



 Collaborative Architectures of Fuzzy Modeling 133 

The essence of the consistency-driven modeling is to form local regression models 
occurring in the conclusions of the rules on a basis of data D while at the same time 
making the model perform in a consistent manner (viz. close enough) to the rule-
based model formed for the respective Di’s. The following performance index strikes 
a sound balance between the model formed exclusively on a basis of data D and the 
consistency of the model with the results produced by the models formed on a basis of 
some other data sites Di’s, that FM[j](xk) 
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The calculations of FM[j](xk) for some xk in D require some words of explanation.  
The model is communicated to D by transferring the prototypes of the clusters (fuzzy 
sets) and the coefficients of the linear models standing in the conclusions of the rules 
refer to Figure 6. 

 

D 

Dj 

{vi[j], ai[j]}, i=1, 2, …,c 

 

Fig. 6. Communication between D and Dj realized by transferring parameters of the rule-based 
model available at individual data sites Dj 

When used at D, the prototypes vi[j], i=1, 2,…,c give rise to an induced partition 
matrix in which the k-th column (for data xk) assumes the following membership val-
ues wi(xk) computed in the standard manner as being encountered when running the 
FCM algorithm, that is 
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The transferred parameters of the local models obtained at the j-th data site produce 
the output of the model FM[j](xk) obtained at D as a weighted sum of the form 
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FM[j](xk) =  ∑
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where xk ∈D.  
The minimization of the performance index V for some predefined value of α leads 

to the optimal vectors of the parameters of the linear models ai(opt), i=1, 2,…, c 
which is reflective of the process of satisfying the consistency constraints. The de-
tailed derivations are a quite standard algebraic exercise. The final result comes in the 
form 
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where yi is a vector of the outputs of the i-th fuzzy model (formed on a basis of Di) 
where the corresponding coordinate of this vector the output obtained for the corre-
sponding input, that is  
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where #X̂  is a pseudoinverse of the data matrix. 
An overall balance captured by (22) is achieved for a certain value of α. An evi-

dent tendency of increased impact becomes clearly visible: higher values of α stress 
higher relevance of other models and their more profound impact on the constructed 
model. First, the model is constructed on the basis of D. Second, the consistency is 
expressed on a basis of differences between the constructed model and those models 
coming from Dis where the differences are assessed with the use of data D. There is 
another interesting view at the format of this performance index under minimization. 
The second component in V plays a role that is similar to a regularization term being 
typically used in estimation problems however its origin here has a substantially dif-
ferent format from the one encountered in the literature. Here, we consider other data 
(and models) rather than focusing on the complexity of the model expressed in terms 
of its parameters to evaluate the performance of the model.  

While the semantics of the above performance index (22) is straightforward, a 
choice of the value of α requires some attention. To optimize the level of contribution 
coming from the data sets, we may adhere to the following evaluation process which 
invokes two fundamental components. As usual, the quality of the optimal model is 
evaluated with respect to data D. The same optimized model (viz. its prototypes and 
the parameters of the local regression models) are made available at Di and the quality 
of the model is evaluated there with the use of the local data present there. We com-
bine the results (viz. the corresponding squared errors) by adding their normalized  
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values. Given these motivating notes, an index quantifying a global behavior of the 
optimal model arises in the following form 
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A schematic view of computing and communication of findings being realized 
with the aid of (26) is illustrated in Figure 7.  

 

D 

Dj 

{vi, ai}, i=1, 2, …,c 

D1 
DP 

 

Fig. 7. A quantification of the global behavior of the consistency – based fuzzy model  

Note that when the fuzzy model FM(.) is transferred to Dj, as before we communi-
cate the prototypes obtained at D and the coefficients of the local linear models of the 
conclusion part of the rules. Likewise as shown in (26), the output of the fuzzy model 
obtained for xk ∈Dj involves the induced value of membership degree wj(xk) and an 
aggregation  of the local regression models.  

Apparently the expression of VV is a function of α and the optimized level of con-
sistency is such for which VV attains its minimal value, namely 

αopt = arg Min VV(α) (27) 

The optimization scheme (27) along with its evaluation mechanisms governed by 
(26) can be generalized by admitting various levels of impact each data Di might have 
in the process of achieving consistency. To do so, we introduce some positive weights 
wi, i=1, 3, …p which are afterwards used in the performance index 
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Lower values of wi indicate lower influence of the model formed on a basis of data 
Di when constructing the model for data D. The role of such weights is particularly 
apparent when dealing with data Di which are in some temporal or spatial relation-
ships with respect to D. In these circumstances, the values of the weights are reflec-
tive of how far (in terms of time or distance) the sources of the individual data are  
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from D. For instance, if Dj denotes a collection of data gathered some time ago in 
comparison to the currently collected data Di, then it is intuitively clear that the 
weight wj is lower than wi. 

As an auxiliary performance index that expresses a quality of the model for which 
(26) has been minimized with α being selected with regard to (28), we consider the 
following expression 
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The values of Q~ considered vis-à-vis the results expressed by (26) are helpful in 
assessing an extent the fuzzy model optimized with regard to data D while achieving 
consistency with D1, D2, …, Dp deteriorates when applied to D over the optimal 
model being optimized exclusively on a basis of D.  

In what follows, we also introduce a computationally effective measure articulating 
a level of experience consistency obtained for D in the form of granular characteriza-
tion of the parameters of local regression models. Before moving with the details, we 
elaborate on a way in which individual rules existing in the models formed for D and 
the data sites D1, D2, …, Dp are “synchronized” (aligned). 

9.3   The Alignment of Information Granules 

The rules forming each fuzzy model have been formed independently at each data 
site. If we intend to evaluate a level of consistency of the rules at D vis-à-vis the mod-
eling evidence available at Dj, some alignment of the rules become essential. Such an 
alignment concerns a way of lining up the prototypes forming the condition part of 
the rules. We consider the models obtained at D and Dj, j=1, 2, …, P with their proto-
types v1, v2, …, vc and v1[j], v2[j],…, vc[j]. We say that the rule “i” at D and the rule  
“l” at Dj are aligned if the prototypes vk and vl[j] are the closest within the collections 
of the prototypes produced for D and Dj. The alignment process is realized by succes-
sively finding the pairs of the prototypes being characterized by the lowest mutual 
distance. Overall, the alignment process can be described in the following manner: 

Form two sets of integers (indexes) I and J, where I = J = {1, 2, …,c}. Start with 
an empty list of alignments, L= ∅ . 

 

Repeat  
 Find a pair of indexes i0 and j0 for which the distance attains minimum 

(i0, j0) = arg min i,l  ||vi- vl(j)|| 
  The pair (i0, j0) is added to the list of alignments, L= L ∪ (i0, j0) 

Reduce the set of indexes I and J by removing the elements that were 
placed on the list of alignments, I = I  \ {i0} and J = J \{j0}  

until I = ∅  
 

Once the above loop has been completed, we end up with the list of alignment of 
the prototypes in the form of pairs (i1, j1), (i2, j2),…, (ic, jc) 
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10   Characterization of Experience-Consistent Models through Its 
Granular Parameters 

Once the mechanism of experience consistency has been completed and the local 
models have been aligned (following the scheme provided in the previous section), 
we can now look at the characterization of the set of the related parameters of the lo-
cal regression models. In essence, through the alignment of the prototypes ad D and 
Dj, we obtain the corresponding vectors of the parameters of the regression models of 
the conclusion parts. Denote these vectors corresponding to a certain rule by a, ai,  
ak, …, and al altogether arriving at P+1 of them. If we now consider the j-th coordi-
nate of all of them, we obtain the numeric values aj, aij, …, alj. The essence of their 
aggregation concerns their global representation completed in the form of a single 
fuzzy set. The employ the same aggregation scheme as presented in Section 6. We in-
tend to span a unimodal fuzzy set A over the set of numeric parameters aj in such a 
way that A “represents” these data to the highest possible extent following the princi-
ple of justifiable granularity. Consider triangular type of membership functions of the 
granular parameters of the fuzzy model, the result of the aggregation becomes a trian-
gular fuzzy number of the j-th parameter of the local regression model. Denote it by 
Aj =(aj-, aj, aj+)  with the three parameters denoting the lower, modal, and upper bound 
of the fuzzy number. Applying the same procedure to all remaining parameters of the  
vector a, we produce the corresponding fuzzy numbers A1, A2, …, Aj-1, Aj+1, …, An, 
and A0. Given them the rule in D reflects the nature of the incorporated evidence of-
fered by the remaining models D1, D2, etc. If there is a fairly high level of consis-
tency, this effect is manifested through a fairly “concentrated” fuzzy number. Increas-
ing inconsistency results in a broader, less specific fuzzy number of the parameters. In 
summary, a certain fuzzy rule assumes the following format 

If x is B then Y = A0 ⊕  A1 ⊗ x1 ⊕ A2 ⊗  x2 ⊕ … ⊕ An ⊗ xn (30) 

The symbols ⊕  and ⊗  being used above underline the nonnumeric nature of the 
arguments standing in the model over which the multiplication and addition are  
carried out. For given numeric inputs x =[x1, x2, …, xn]

T the resulting output Y of this 
local regression model is again a triangular fuzzy number Y = <w, y, z> where their 
parameters are computed as follows 

 

Modal value   y = a0+ a1x1+a2x2+…+anxn  
Lower bound     w = a0 +min(a1-x1, a1+x1) + min(a2-x2, a2+x2)+…+  

min(an-xn, an+xn) 
Upper bound     z = a0 +max(a1-x1, a1+x1) + max(a2-x2, a2+x2)+…+  

max(an-xn, an+xn) 
 

The above process is of the formation of the fuzzy numbers of the local regression 
model of the rule is repeated for all rules. Finally, we arrive at the rules of the follow-
ing form  

If x is B1 then Y = A10 ⊕  A11 ⊗ x1 ⊕ A12 ⊗  x2 ⊕ … ⊕ A1n ⊗ xn 
If x is B2 then Y = A20 ⊕  A21 ⊗ x1 ⊕ A22 ⊗  x2 ⊕ … ⊕ A2n ⊗ xn 

…. 
If x is Bc then Y = Ac0 ⊕  Ac1 ⊗ x1 ⊕ Ac2 ⊗  x2 ⊕ … ⊕ Acn ⊗ xn 

(31) 
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Given this structure, the input vector x implies the output fuzzy set with the follow-
ing membership function 

Y = )]x(A...)x(A)x(A[A)(w nin2i21

c

1i
i1i0i ⊗⊕⊕⊗⊕⊗⊕⊗∑

=

x  (32) 

Owing to the fact of having fuzzy sets of the parameters of the regression model in 
the conclusion part of the rules, Y becomes a fuzzy number rather than a single nu-
meric value.  

11   Conclusions 

Distributed architectures of fuzzy models bring yet another dimension to constructs of 
Computational Intelligence by addressing the rapidly growing needs of system model-
ing. In this scenario, fuzzy models are formed on a basis of their locally available data 
sets and findings available from other data. We have stressed the importance of in-
formation granules as an efficient vehicle to exchange findings and initiate collabora-
tion while making this communication process viable given a number of technical and 
non-technical constraints. Fuzzy clustering being regarded as a vehicle to granulate 
information serves as an important design vehicle in the framework of distributed 
fuzzy models. We have discussed different schemes of knowledge communication by 
elaborating on the nature of the knowledge being shared and ways in which specific 
facets of such knowledge become communicated. While there is a genuine spectrum 
of collaborative schemes, the study offered a detailed discussion on the two extremes 
in which all agents are engaged in collaborative pursuits and when one agent in build-
ing its fuzzy model benefits from experience available at other data sites which is 
made available in the form of the parameters of the models formed there. We have 
demonstrated that all collaboration pursuits contribute to the enhancements of the re-
sulting fuzzy models in a way their parameters are expressed by type-2 fuzzy sets 
where these fuzzy set constructs are helpful in the quantification of the diversity of 
findings available throughout the network of agents.  
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Information Fusion for Man-Machine Cooperation 
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Abstract. We first note that since humans communicate using linguistic terms 
central to man–machine cooperation is the availability of a common vocabulary 
understandable by both parties. Here we draw upon structures from granular 
computing, particularly fuzzy sets, to provide this capability.  Having this capa-
bility allows the machine to use the types of information humans commonly 
provide. We then focus on some tools useful for the fusion of information and 
question answering in the context of man-machine cooperation.  We describe 
methods for fusing information from multiple sources and we provide the capa-
bility to have multiple fused values.  We also investigate the fusion of probabil-
istic and possibilistic information. 

Keywords: Fuzzy sets, cooperation, uncertainty, fusion. 

1   Introduction 

Man-machine cooperation is a significant part of our reality.  The use of intelligent 
agents on the Internet is a rapidly growing example of man-machine cooperation.  
However, in reality almost all our interactions with the Internet involve aspects of 
man-machine cooperation.  Another place of significant man-machine cooperation is 
in the field of robotics and autonomous vehicles, areas of particular military and 
commercial interest. Our focus here is on some issues related to the extension of the 
capabilities for man–machine cooperation. 

In trying to get the most from this inter species cooperation we must of course ap-
preciate the capabilities of each of the participants.  However, even more importantly, 
we must never lose sight of the fact that this is not an equal partnership.  The sole 
purpose of man-machine cooperation is to benefit the human.  This cooperation is 
focused on satisfying the human. 

While computers are best at searching and processing large amounts of appropri-
ately represented information it is from the perspective of the human that the objec-
tives of their manipulations are derived.  An important aspect of human cognition is 
the role played by language.  Human beings understand, reason and communicate in 
terms of language.  Unfortunately human language is not native to digital cognition.  
Since the priority is the human the machine must obtain the capability to communi-
cate at our level. 

We must train the computer to understand our perspective. This involves represent-
ing the linguistic concepts that we use in terms of objects from the machines language. 
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We must also provide the machine with tools to enable it to manipulate these objects in 
ways compatible with human reasoning.  

At a very fundamental level human language involves a granularization of the 
world.  The field of granular computing [1, 2] has emerged as discipline focused on 
addressing these problems.  Granular computing involves a number components in-
cluding fuzzy set theory, Dempster-Shafer theory of evidence [3] and rough sets. 

Human Communications and comprehension is based a commonly understood vo-
cabulary of words and concepts.  As part of the process of making the machine more 
useful to the human we must teach the machine the meaning of these terms that are 
used in the human society.  One established technology for bridging this gap is fuzzy 
sets and particularly Zadeh's paradigm of computing with words [4, 5].  Here we can 
represent linguistic terms as fuzzy subsets, a type of formal objective amenable to 
computer manipulation and understanding.   

With the preeminence of the human in mind in future applications involving  
man-machine coordination we will be able to assume that the human has given the 
computer the meaning of the terms in the vocabulary they will use for their communi-
cations and other interactions. To put it bluntly the meaning of the terms in the  
vocabulary has been shoved into the computer.   

While each of the disciplines that constitute granular computing has features useful 
for this task and even more importantly they can easily interact we shall mainly use 
the fuzzy set representation of our knowledge 

Our focus here will be on the task of question answering.  This task arises in many 
situations and different guises, some simple and some complex.  A bartender must 
answer the question of whether a person is at least eighteen in order to determine 
whether to serve him a drink. The question of whether an adversary is capable of per-
forming a particular action arises in both the military and commercial environment.  
An Internet shopping agent must answer the question of whether an object meets the 
criteria his owner has stipulated.  A robot working in disaster site must answer ques-
tions about the future course of the environment to do its job.  These task involve the 
gathering of information, some of which can be human supplied observations, gener-
ally expressed in linguistic terms, as well information based on formal measurements.  
It must then combine these pieces of information to get a comprehensive picture of 
the situation.  Our objective here is to provide the machinery necessary to enable this 
question-answering task to be performed by the digital partner. 

2   Variables and Question Answering 

By a variable we shall mean an attribute associated with some specific object. Thus, if 
V is a variable then V ≡ attribute (object). John's age is an example of a variable. In 
this case the attribute is age and the object is John. Typically with a variable, we as-
sume it has a domain, X, consisting of the set of possible values. A common task is 
the answering of some question about a variable.  For example, is John over 65?  An-
other closely related task is that of making a decision in which knowledge about a 
variable is central to the decision.  For example, a bartender deciding whether to serve 
John a drink must ascertain that his age is at least 21. 
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We emphasize the distinction between the task of finding the value of a variable 
and that of answering a question about a variable. There can to some uncertainty and 
still we can answer a question about a variable with certainty. Knowing the exact 
value of a variable can help in answering a question but it is not always necessary.  

In order to be able to answer a question about the value of a variable, we must draw 
upon all our sources of information about the variable.  The information provided by 
these sources may be related to the variable of interest in a number of different ways. It 
may be information directly about the value of the variable of interest, an observation 
on the age of John. For example, a birth certificate.  It may be about the attribute with-
out specific reference to John. Human beings typically live no more than about 85 
years. It may be information about the value of another attribute associated with John, 
"the color of John's hair is gray."  It may be information relating the variable of interest 
to other attributes or variables, "John is five years younger than Mary." These pieces of 
information may have different degrees of credibility. The information may be ob-
tained from precise measurement or may be based upon perceptions and observations. 
It may be expressed formally or in linguistic terms. The process of answering the ques-
tion about the attribute involves a fusing of all this information.  

3   Basic Knowledge Representation Using Fuzzy Sets 

An important aspect of the question answering process is the representation of the rele-
vant information in a manner that allows their fusion and formal manipulation in ways 
analogous to human reasoning.  The representational language should be rich enough 
allow the modeling of many types of available information.  As noted earlier human 
beings communicate and reason using linguistic terms that are from a commonly un-
derstood vocabulary.  A fundamental feature of these linguistic terms is their granular 
nature.  The emerging discipline of granular computing [2] is being developed to pro-
vide tools to manage this type of information.  Among the disciplines that make up the 
field of granular computing are fuzzy set theory, Dempster-Shafer theory of evidence 
and rough sets.  Here we shall mainly focus on the role that fuzzy sets can play.   

Fuzzy subsets provide the basis for a very expressive framework for the representa-
tion of a wide body of knowledge.  This knowledge can be either precise or granular.  
We shall briefly discuss this representational capability, however, we note the exten-
sive literature on this especially the work of Zadeh under his paradigm of computing 
with words [4] and the related generalized theory of approximate reasoning [6-8]. 

Within the framework provided by fuzzy sets knowledge about the value of a vari-
able V is expressed using a statement V is A where A is a fuzzy subset of the domain 
X. The use of this type of representation can be seen as a generalization of the idea of 
imposing a constraint on the value of V, such as saying that V lies in the subset B, 
when B is a crisp subset of X.  An example of this is saying John's age is between 25 
and 35. The use of fuzzy subsets in addition to allowing for the granularization allows 
for a grading of this concept of V lying in the set B.  As indicated by Zadeh [6-8] the 
statement V is A provides a constraint on the value of the variable V.  This constraint 
on the variable V induces a possibility distribution on X such that A(x) indicates the 
possibility that x is the value of V. 
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An example of this would be the observation that John is middle aged.  In this case 
the fuzzy subset A corresponding to the term middle age is such that for x ∈ X the 
membership grade A(x) is the compatibility of the age x with the concept being repre-
sented, middle-age. 

In the types of man-machine coordination applications of interest here we shall as-
sume the machine has been appropriately informed, by his human partner, the mean-
ing of linguistic terms used as fuzzy sets.  The man and machine have a commonly 
understood vocabulary for their interactions. 

Some notable examples of fuzzy subsets are worth pointing out.  In the case where 
A = {x}, then the statement V is A is equivalent to saying that V = x.  Another special 
case is when A = X.  Here, the statement V is X is equivalent to saying that we don't 
know.  If B is some crisp subset of X, then the statement V is B is equivalent to say-
ing the value of V lies in B.  The situation when A = ∅ , the null set, corresponds to 
the case where we are saying our knowledge is that V is not in X.  This situation indi-
cates a complete conflict with our assumption that V must take its value in X.  More 
generally, if A is such that MaxxA(x) < 1 then we have some degree of conflict with 

the assumption that V has X as its domain.  We shall say a fuzzy subset is normal if 
there exists at least one x ∈ X so that A(x) = 1.  If MaxxA(x) < 1 we say A is sub-

normal.  While in most cases observed information is normal subnormality can arise 
when combining information. 

An important tool in human is deduction.  Assume we have the knowledge that V 
lies in B, V is B, where B is the crisp subset X.  Using this we can infer that V lies in 
E where B ⊆, here E is any set containing B.  Knowing that John's age is between 25 
and 35 allows us to infer that John's age is between 10 and 50.  In the fuzzy frame-
work that generalizes to what is called the entailment principle.  This principle states 
that, from the knowledge that V is A, we can infer V is F where A ⊆ F.  We recall that 
for fuzzy subsets A ⊆  F if A(x) ≤ F(x) for all x. 

Clearly, the knowledge that V is contained in [25, 35] is more informative less un-
certain, then the knowledge that V is contained in [10, 50].  Furthermore the statement 
that V is 25 is even more informative than either of the preceding as it  contains no 
uncertainty.  In [9, 10], we introduced the concept of specificity to measure the 
amount of information contained in a statement V is A.  Specificity is inversely re-
lated to the idea of uncertainty, the more specific the more certain our knowledge.  

Definition. Assume A is a fuzzy subset over X.  Let x* be such that A(x*) = 
Maxx[A(x)], it is an element having the maximal membership grade in A.  Let A be the 

average membership grade of A over the space X - {x*},  the average over all elements 

except x*. The specificity of A, Sp(A), is defined as Sp(A) = A(x*) - A, it is the differ-
ence between the highest membership grade and the average of all the other elements. 

Note: The specificity of the statement V is A is equal to Sp(A).  Thus we use the 
terms Sp(V is A) interchangeably with Sp(A). 

 We can observe some properties of Sp(A):  
  1. It lies in unit interval. 0 ≤ Sp(A) ≤ 1. 

  2. Sp(A) = 1 iff there exists one element x*such that A(x*) = 1   and 
  all other elements have A(x) = 0. 
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  3. If A(x) = c for all x, then Sp(A) = 0. 
  4. If A and B are two normal fuzzy subsets, they have one element with 

membership grade and B ⊆  A then Sp(B) ≥ Sp(A).  Thus containment in the case of 
normality means an increase of specificity. 

Note: Essentially specificity measures the degree to which V is A points to one and 
only one element as the value of V. 

As we shall subsequently see, the measure of specificity can play an important role 
in the processing of information.  Consider the statement V is A where A is a normal 
fuzzy subset, that is there exists at least one element that has full possibility of having 
the value of V.  We earlier noted that if B1 is such that B1 ⊂  A as well as remaining 

normal then V is B1 provides more information about the value of V than the original 

statement V is A.  Essentially in this case with B1 we reduced the uncertainty by re-

ducing the possibility of some elements while still leaving the possibility of finding a 
solution.  On the other hand, if B2 ⊃ A then V is B2 provides less information than V 

is A.  In this case, we have reduced our certainty because we have added more possi-
bilities.  A third situation is where we have V is B3 but with B3 ⊂ A but with B3 sub-

normal Maxx[B3(x)] < 1. We don't have a solution completely compatible with the 

assumption that V lies in X.  In this case, we can possibly have less information than 
the original statement V is A, Sp(B3) ≤ Sp(A).  We observe that a reduction of speci-

ficity (certainty) in our knowledge can come about from two sources, one being in-
creased possibility and the other being an increase in conflict with the assumption that 
its value lies in the given domain? 

4   On the Measures of Possibility and Certainty 

We turn to the task of answering a question about some variable such as given that 
John lives in the pacific northwest does he live near the Cascade Mountains.  The 
formal machine representation of this is given the knowledge that V is A our task is 
the determination of the validity of the statement V is B.  We now must provide the 
mechanism for the machine to process this question. 

In order to build our intuition, we shall initially consider the case in which the sets 
A and B are crisp sets.  There are two situations regarding our knowledge of A.  In the 
first, we have no uncertainty regarding our knowledge of V, V = x1, here A = {x1}.  

In this situation, we can very clearly answer our question about the truth of the state-
ment V is B.  If x1 ∈ B then the answer is yes,  if x1 ∉ B then the answer is no.  This 

exact information with respect to the value of V leads to a crisp answer. 
The second case is where A is not a singleton, there exists some uncertainty about 

the value of V.  The uncertainty associated with the knowledge that V is A makes the 
clear determination of whether another statement V is B is true or false not always 
attainable. Using figure #1 can help us understand the situation when A is uncertain. 

We see in case 1 knowing that V is A assures us that V is B is valid.  In case 2, 
knowing that V is A assures us that V is B is not true.  Finally, in case 3, we can't tell.  
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Thus we observe from this crisp environment that we have the following rules regard-
ing the determination of truth of the statement V is B given V is A:  

  If A ⊆ B then the answer is yes 
  If A ∩  B = ∅  then the answer is no 
  If A ∩ B ≠ ∅  and A ⊄ B then the answer is I don't know 

A

B
A B A B

Case 1
Case 2 Case 3

 

Fig. 1. Different relations between knowledge and question 

Thus the attainment of a clear answer to questions in the face of uncertainty in our 
knowledge is not always attainable.  We note this situation holds even in the special 
case when B is a singleton. We see that asking if V = 30 if we only know that  
V ∈ [25, 40] can't be answered yes or no, the appropriate answer is I don't know. 

In the fuzzy set environment more sophisticated tools are needed to address this 
problem. Two measures have been introduced by Zadeh [11] to help. These are the 
measures of possibility and certainty.  We note that Dubois and Prade [12] refer to the 
measure of certainty as the measure of necessity .  In the following, we shall, unless 
otherwise stated, assume A and B are normal 

The possibility that V is B given V is A is defined as  

Poss[V is B / V is A] = Maxx[A(x) ∧ B(x)] 

We observe that since D = A ∩  B where D(x) = A(x) ∧ B(x) we see that  Poss[V is 
B / V is A] is the maximum degree of intersection between A and B. 

 The second measure introduced by Zadeh is the measure of certainty.  We define 
this as 

  Cert[V is B / V is A] = 1 - Poss[V is not B / V is A] 
  Cert[V is B / V is A] = 1 - Maxx[A(x) ∧ B (x)] 

With some manipulation we attain Cert[V is B / V is A] = Minx[A(x) ∨ B(x)].  We 

observe that Cert[V is B / V is A] is indicating the degree to which A is contained  
in B. That is if A is contained in B the knowledge that V is in A assures us that it is in 
B. If A is a normal fuzzy subset it can be shown that Cert[V is B/V is A] ≤ Poss[V  
is B / V is A]. 

The measures of possibility and certainty provide upper and lower (optimistic and 
pessimistic) bounds on the answer to the question of whether V is B is true given we 
know that V is A.  Thus in general the truth lies in an interval. 

Let us look at some special cases of A and B. We first consider the case when A 
and B are crisp.  In this case, Cert[B/A] and Poss[B/A] must be either one of zero. If 
Cert[B/A] = 1 then we must have Poss[B/A] = 1 and this corresponds to the case 
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where V is B is true.  If Poss[B/A] = 0 then Cert[B/A] = 0 and we know that V is B is 
false.  If Cert[B/A] = 0 while Poss[B/A] = 1 then we are in the situation in which the 
answer is unknown. 

Consider the situation where B is a crisp subset and A can be fuzzy. Here we 
have that 

  Poss[V is B / V is A] = Maxx ∈ B[A(x)] 

  Cert[V is B / V is A] = Minx ∉ B[A(x)] = 1 - Maxx ∉ B[A(x)] 

An important special case of this is where B = {x*}, here we are interested in de-
termining whether V is equal to some particular value.  In this case Poss[V is B / V is 

A] = A(x*) and Cert[V is B / V is A] = 1 - Maxx ≠ x*[A(x)].  We also observe that if 

A(x*) ≠ 1 then we must have Cert[V is x* / V is A] = 0.  This follows since with 

normality there exists some element x1 ≠ x* with A(x1) = 1 and hence 1 - Maxx ≠ 

x*[A(x)]. = 0. 

We also observe in the case where X = {x1, x2} if we ask is V = x1, we see that 

Cert[V is x1 / V is A] = 1 - A(x2).  It is simply the negation of the possibility of the 

other element. 
Consider now the special case where A is a crisp set.  Here 

  Poss[V is B / V is A] = Maxx ∈ A[B(x)] 

  Cert[V is B / V is A] =  Minx[A(x) ∨ B(x)] = Minx ∈ A[B(x)]. 

If additionally we assume that A = {x1}, the value of V is exactly known, then 

Poss[V is B / V is A]  = B(x1) and Cert[V is B / V is A] = B(x1) 

Here then B(x1) is the validity of the statement that V is B. 

Some summarization may be useful here.  Generally when our information about 
the value of the variable V has some uncertainty, V is A, the answer to any question 
about the truth of the statement V is B lies in some interval.  Thus if A is not a single-
ton the truth of V is B lies in the interval [C, P] where C is the certainty of V is B and 
P is the possibility that V is B.  On the other hand if A is a singleton then the truth of 
V is B is a precise value C = P.  If additionally when A is a singleton B is a crisp sub-
set then this value is one or zero.  The important point here is that there are two mani-
festations lack of precision.  One being as a result of our lack of certainty regarding 
the knowledge of A, it is granular it is not a singleton, this generally results in an in-
terval for our truth-value, granular truth-value.  The second issue is related to a lack 
crispness, the sets involved are fuzzy, this generally introduces aspects of multi-
valued logic, the values C and P can be anywhere in unit interval.  

In the preceding, we assumed normality with respect to all the sets involved, all 
sets were assumed to have at least one element with membership grade 1.  We now 
make some comments about the situation with respect to sub-normality, 
Maxx[A(x)] < 1. While the primary information supplied by the individual sources 

is generally normal sub-normality can arise from the combination of information 
from different sources when there is some conflict between the information  
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supplied by the sources. We see then that sub–normality is generally a reflection of 
some conflict.  

In reasoning systems based on classical logic the appearance of conflicting state-
ments results in a situation in which we can infer anything, we conclude that every-
thing is true.  Our system has a similar property.  Assume V is A and A = Ø then for 
any statement V is B we have Cert[V is B / V is A] = Minx[Ã(x)] ∨ B(x)] = 1.  Thus, 

in the face of complete conflict everything is certain.  On the other hand, with A = Ø, 
Poss[V is B / V is A]  = Max[A(x) ∧ B(x)] = 0.  Thus nothing is possible but every-
thing is certain.  In order to avoid this difficulty of having the certainty greater then 
the possibility we shall use as our definition certainty  

Cert[V is B / V is A] = (Minx[Ã(x)] ∨ B(x)]) ∧ (Maxx[A(x)]) 

If A is normal this just is the definition for certainty we previously used Cert[V is 
B/V is A] = Minx[Ã(x)] ∨ B(x)].  While if A = ∅  we get  Cert[V is B / V is A]  = 0.  

More generally using this definition we always get Cert[V is B / V is A] ≤ Poss[V is 
B / V is A]. 

One further comment is in order with respect to normality.  Previously, we defined 
the entailment principle as saying from V is A we can infer V is B where A ⊆  B.  
This must be modified to say that B must satisfy the Maxx[B(x)] ≤ Maxx[A(x)].  Thus 

if A is normal no additional restriction exists on B on the other hand if Maxx[A(x)] = 

a then any statement V is B inferred from this must satisfy both A ⊆  B and 
Maxx[B(x)] ≤ a.  The inferred set B can't be more possible then the original set A. 

5   Hedging on Our Data 

In the preceding we introduced V is A as a structure for representing knowledge.  We 
indicated that this generalized the idea of knowing that V lies in some subset.  More 
generally this formulation imposes some constraint on the value that V can assume.  
We now consider the situation where we want to hedge on the knowledge that V is A.  
We consider propositions of the form V is A is α− certain where α ∈ [0, 1] indicates 
the degree of confidence we attribute to the proposition V is A. 

In [13] we suggested that we can interpret statements of the form V is A is α −certain 
as an qualified proposition V is F where F(x) = Max[A(x), α] = A(x) ∨ α.  Essentially 
this hedging loosens the constraint on the variable V. We see if α = 1 then F(x) = A(x) 
and we get our original unqualified proposition. On the other hand if α = 0 then 
α = 1 and F(x) = 1 for all x.  Here the statement V is A is 0− certain effectively carries 
no information.  

In the following we shall let A* denote the fuzzy set such that A*(x) = 1 if x = x* 

and A*(x) = 0 if x ≠ x*.  Let us see what happens to our measures of possibility and 
certainty in this hedged situation:  

     Poss[V is x* / V is A is α−cert] = Maxx[(A(x) ∨ α])∧ A*(x)] = A(x*) ∨ α 

     Cert[V is x* / V is A is α−cert] = Min[α, Minx ≠ x*[A(x)]]. 
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More intuitively we see that 

Cert[V is x* / V is A is α−cert]  = Min[α, Cert[V is x* / V is A]] 

In anticipation of what we shall do in the following, we shall refer to these as opti-
mistic and pessimistic measures 

 Opt(V is x* / V is A is α−cert) = Poss[V is x* / V is A is α−cert] = A(x*) ∨ α 

 Pess(V is x* / V is A is α−cert) = Cert[V is x* / V is A is α−cert]  

                                       = α ∧ (1 - Poss[V is not x* / V is A]) 

We now consider an alternative method for representing a certainty quantified 
statements using the Dempster-Shafer belief structure [3].  Here we represent the 
statement V is A is α-cert by the proposition V is m where m is a D-S belief structure 
with two focal elements, B1 = A and B2 = X having m(B1) = α  and m(B2) = 1 - α.  

We recall the plausibility and belief measures are respectively the expected possibility 
and expected certainty and hence we use these measures to obtain our optimistic and 
pessimistic bounds on the validity of the statement V is x*.   

    Pl[V is x* / V is m] = 
i=1

2

∑ m(Bi) Poss[V is x* / V is Bi] =  = 1 - α A(x*) 

    Bel[V is x* / V is m] = 
i=1

2

∑ m(Bi)Cert[V is x* / V is Bi] =  α Minx ≠ x*[A (x)]  

We observe that the pessimistic measure can be generalized using a t-norm [14].  
Thus if T is any t-norm then  

Pess[V is x* / V is A is α−cert] = T[α, Minx ≠ x*[A(x)]. 

The optimistic measure can be generalized using a t-conorm [14].  Thus if S is any 
t-conorm then  

Opt[V is x* / V is A is α−cert] = S(α, A(x*)] 

6   Multi-source Information Fusion 

We now turn to the issue of aggregation of information from multiple sources. 
If V is A and V is B are two pieces of information then their conjunction (fusion) is 

V is D where D = A ∩  B, that is D(x) = Min[A(x), B(x)].  More generally, if V is Ai, 

for i = 1 to q, are a collection of normal propositions then their conjunction is V is D 

where D = ∩
i  = 1

q

Ai here D(x) = Mini[Ai(x)].  We observe a fundamental feature of 

this conjunction process, D ⊆ Ai that is or all x, D(x) ≤ Ai(x).  More generally, if D = 

∩
i  = 1

q

Ai and E = D ∩  Aq + 1 then E ⊆ D, E(x) ≤ D(x) for all x.  Thus we see the 

more information we get the smaller the fuzzy subsets. 
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In using multiple sources of information our objective is to increase the amount of 
information we have about the variable of interest.  We desire to increase the specific-

ity.  We observe that if D = ∩
i  = 1

q

Ai, is normal then Sp(D) ≥ Sp(Ai) for any i and we 

have we have gained information.  Thus if the information is not conflicting, D is 
normal, then fusing the information supplied by the multiple sources is a process 
which can't decrease the information we have from any of the individual sources.  
Normally D is more informative than any of the individual sources. 

If some of the pieces of information are conflicting this may result in a situation in 
which D is subnormal, MaxxD(x) ≤ 1.  In this case, the fusion of the pieces of infor-

mation may result in a situation in which our informativeness, specificity, has de-
creased. Generally it is difficult dealing with situations in which we have conflicting 
source information.  One approach in this situation is not to use all the information.  
That is, we can selectively choose which information to use to find our fused value.  
This requires adjudicating between the information supplied by the different sources.  
The choice of the appropriate manner of adjudication often requires the use of subjec-
tive considerations on the part of the agent responsible for fusing the information.  In 
the following, we shall suggest one approach to addressing this problem.  We should 
note that other approaches are possible. 

The process suggested involves a tradeoff between selecting a subset of the avail-
able information that is not conflicting and yet large enough to provide a credible fu-
sion of the available information.  The technique we shall suggest will make use of 
the concept a credibility measure to help in this process. 

Let Pi denote V is Ai, a be piece of data about the variable V.  We refer to the col-

lection of these as P = {P1, ..., Pq}.  We associate with P a measure μ: 2P →  [0, 1] 

such that for each subset B of P, μ(B) indicates the credibility of using as our fused 
knowledge the conjunction of the data in B.  We shall call μ the credibility measure.  
We can associate with μ some basic properties:  μ(∅) = 0 and μ(P) = 1.  Additionally 
μ must be monotonic, if B1 ⊂  B2 then μ(B2) ≥ μ(B1). 

Assume B is a subset of P.  Let DB = ∩
Pi ∈ B

Ai, it is the fusion of the knowledge 

in B.  We observe using the subset B leads to the statement V is DB.  However, any 

statement obtained by using only the information in B only has a credibility of μ(B). 
In order to determine the quality of the knowledge obtained by using the subset B  

we must consider two criteria.  One criterion is that the knowledge provided fusing the 
data in B is informative and the other criteria is that B is credible.  The degree of satis-
faction to the criteria of informativeness, Inf(B), can be obtained using the measure of 
specificity, thus Inf(B) = Sp(DB).  We recall Sp(DB) = DB(x*) – Ave

X-{x*}
 (DB) where 

x* is any element having maximal membership grade in DB.  The credibility of using 

the subset B, Cred(B), can be measured by μ(B).  Since our measure of quality is an 
anding of these criteria we can define the measure of the quality of the result obtained 
using the subset B as Qual(B) = Inf(B) Cred(B), thus Qual(B) = Sp(DB) μ(B). 
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We make some observations about this process of multi source fusion.  First, ob-
serve that if the whole collection of data P is such that DP is normal then for all B 

since DP ⊆ DB then DB is also normal.  Hence, in this case, Sp( DP) ≥ Sp(DB).  

Furthermore, since μ(P) = 1 ≥ μ(DB) then 

Qual(P) = Sp( DP) ≥ μ(DB) Sp(DB) ≥ Qual(B). 

Thus, in the case where the fusion of the data from all the sources doesn't induce 
any conflict the most informative thing to do is to use fusion of all the data in P. 

More generally ,we make the following observation.   

Observation: If B1 is a subset of P such that DB1
 is normal then for all subsets B2 

of P such that B2 ⊂  B1 then Qual(B1) ≥ Qual(B2). 

Definition: We shall call a subset B where DB is a normal a non-conflicting subset.  

Furthermore, we call a subset B maximally non-conflicting if B is non-conflicting 
and the addition of any other piece of data to B results in sub-normal fusion. 

Observation: Any subset B of data containing a maximally non-conflicting subset 
can't provide the best fusion. 

We shall now consider some examples of the credibility measure  One special class 
of credibility measure are those we call cardinality based measures.  For these meas-
ures no distinction is made between credibility the different pieces of data, μ(B) just 
depends on how many pieces of data are in B, the cardinality of B.  We can define a 
cardinality-based measure using a function  h:[0, 1] →  [0, 1] that satisfies h(0) = 0, 
h(1) = 1 and is monotonic, h(r1) ≥ h(r2) if r1 > r2. Using h we can define μ(B) = 

h( |B|

|P |
).  These types of functions are often obtained as a representation of some lin-

guistic quantifier such as most, "at least about half". 
Another class of credibility measures are those that are completely additive.  Here 

we associate with each piece of data Pi a value αi ∈ [0, 1] and assume 
i=1

q

∑ αi = T.  

In this case μ(B) = 1
T j∈B
∑ αj. 

Let Gk, k = 1 to g, be a collection of subsets of P that provides a partition. Using 

this we can obtain credibility measure where μ(B) = 1 if B contains at least piece of 
data from each of the Gk and μ(B) = 0 otherwise.  Closely related to this is a measure 

in which we associate with each Gk a nonnegative value gk and define 

μ(B) = gk
k=1

g

∑ | B ∩ Gk |
| B |

.  Here we also assume the gk sum to one. 
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Another of type credibility measure is one that contains a crucial piece of data.  We 
say that Pj is crucial if μ(B) = 0 if Pj ∉ B. 

Another interesting example of credibility measure is the following.  Let B1 be a 

subset of P.  Consider a measure such that μ(B) = 0 if B1 ∩  B ≠ ∅  and B1 ⊆  B.  

This measure, which we can call a balanced measure, requires that if we include any 
data from  B1 in our fusion we must use all the data in B1. 

Let us summarize the procedure we suggested for providing a user with quality fu-

sion of the data in the collection P.  The first step is to calculate the subset B* of P 

with the highest quality conjunction of its component data.  That is we find B* such 

that Qual(B*) = [Qual(B)]Max
B ⊆ P

 where Qual(B) = Sp(DB) μ(B).  Having found this 

subset B* we indicate to the client that V is DB* is the result of our multi-source data 

fusion and that the credibility of this information is μ(B*). 

7   Multiple Fused Values from Multi-source Data 

In some situations, the presentation of a single fused value may not be sufficient or 
appropriate.  Here we shall suggest a process that will allow us to provide multiple 
fused values over the data set P. 

Our point of departure is again a collection of multi-source data P = {P1, ..., Pq}.  

Each piece of data Pj being of the form V is Aj where Aj is a fuzzy subset of the do-

main of V, X.  In addition, we have a credibility measure μ: 2P →   [0, 1] where μ(B) 
is the degree credibility assigned to a fusion using the data in the subset B of P. 

In the preceding, we defined a process for obtaining an optimal subset B1 and 

which provided a fused value V is DB1
 with credibility μ(B1).  Here DB1

 = 

Aj∩
j, Pj ∈ B1

.  This approach finds the subset of data B1 such that that Qual(B1) = 

μ(B1) Sp(DB1
) = Max

B1 ⊆ P
 [μ(B) Sp(DB)].  We shall refer to this process as Qual-

Fuse(P, μ). Thus Qual–Fuse(P, μ) returns B1, which enables the determination of 

DB1
 and μ(B1). 

In the following, we shall suggest a procedure which allows the for generation of 
multiple fusions from the pair (P, μ).  For notational convenience in the following we 

shall find it convenient to denote the fuzzy subsets Aj as Aj
1, thus our data is still P = 

{P1, ..., Pq} where Pj corresponds to the observation V is Aj
1.  μ is still a credibility 

measure over P. 
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The basic algorithm of our procedure is as follows. 

1. Initialize our system with P, μ and set i = 1. 
2. Apply Qual-Fuse(P, μ) this returns B1 and DB1

 and V is DB1
 with credibility 

μ(B1). 

3. Revise each of the Pj to V is Aj
2 where Aj

2 = Aj
1 - DB1 

.That is we remove the 

subset DB1
 from the subset Aj

1.  We recall Aj
1 - DB1

 = Aj
1 ∩ DB1

 and there-

fore Aj
2 (x) = Min[Aj

1 (x), 1 - DB1
(x)] 

4. Set i = 2 

5. Let P = [P1, ..., P1] with Pj such that Vj is Aj
i 

6. Apply Qual-Fuse(P, μ).  This returns Bi and the statement V is DBi
 with 

credibility μ(Bi).  Here DBi
 = Aj

i∩
j, Pj ∈ Bi

 

7. Additional fusion desired ?  No - stop, Yes - continue 
8. Set i = i + 1 

9. Calculate Aj
i = Aj

i-1  - DBi - 1
 

10. Go to step 5. 

The final result of this process is a collection of fused values of the form  

  V is DB1
 with credibility μ(B1) 

  V is DB2
 with credibility μ(B2) 

  V is DBk
 with credibility μ(Bk) 

The key idea we  suggested here is the removal of the already presented fused 
value from the data remaining to be used to fuse.  This is very much in the spirit of the 
Mountain Clustering method [15].  This removal process tends to result in situation 
where the DBj

 are disjoint . 

8   Fusing Probabilistic and Possibilistic Data 

An important issue in the field of data fusion concerns itself with the combination of 
two pieces of information where one is expressed in terms of a fuzzy subset (possibil-
ity distribution) and the other is expressed in terms of a probability distribution.  Here 
we shall introduce some ideas related to this problem. 

Let G be an attribute which is associated with some class of objects Z.  Let X be 
the domain in which this attribute takes its value.  Our interest here is on the determi-
nation of the value of the attribute G for some specific entity, z*, from this class.  

Thus we are interested in the determination of the value of variable G(z*).  We shall 
denote this variable as G*. 
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Consider a piece of data about G
*
 such a G

*
 is A where is a fuzzy subset of X.  

Let's look at this data more carefully.  First, we see it is directly about the variable of 
interest.  That is it is a statement about the attribute for the object of interest.   It of 
course reflects some uncertainty with respect to the sources observation.  In the situa-
tion in which A is assumed normal this uncertainty can be measured by the cardinality 
subset A, Σx A(x).  In the case where we must deal with subnormality more sophisti-

cated measures such as Un(A) = 1 - Sp(A) = 1 - (Max(A) - Ave(A)) should be used.  
We see if Max(A) = 1 then Un(A) = Ave(A) which is essentially Σx A(x). 

Consider now the situation in which we have additional probabilistic information 
consisting of a probability distribution P over the space X where P(xi) is the probabil-

ity associated with the attribute value xi.  In order to find a basis for fusing these two 

pieces of information we shall take advantage of a view proposed by Coletti and 
Scozzafava [16] who suggested that an elements membership grade in a fuzzy, A(xi), 

can be viewed as the conditional probability of A given xi, P(A/xi) = A(xi).  Having 

this allows us to use Bayes' rule to generate the fused information.  Let P(x/A, P) in-
dicate the probability of x given are two pieces of knowledge.  In particular, P(x/A, P) 

= P(A / x)

P(A)
  P(x).  Using P(A/x) = A(x) we have P(x/A, P) = P(A / x)

P(A)
 P(x).  Further-

more, since P(A) = P
i=1

n

∑ (
A
xi

) P(xi) then P(A) can be expressed as 
i=1

n

∑ A(xi) P(xi).  

Using this, we get P(x/A, P) = A(x) P(x)

ΣiA(xi) ⋅ P(xi)
.  At times we shall find it convenient to 

express this as P(x/A, P)  = A(x) 

ΣiA(xi) ⋅ 
P(xi)

P(x)

 

Thus the result of fusing these two pieces of data is a probability distribution with 
respect to the value of G*.  Using the notation suggested by Zadeh in [7] we can ex-

press this as G* isp R where R indicates a probability distribution on X such that 

P(x/A, P) is the probability that G* assumes the value x.  The fact that this is the case 

is not surprising since the knowledge in the possibility distribution is actually saying 
that the value of the variable G* lies in a set, A.  So we are actually finding the prob-

ability of x conditioned on the knowledge that  G
*
 lies in a set. 

We look at this for some special cases.  Consider the case where P(xi) = 1
n

.  Here, 

the probability distribution is essentially providing no information.  Here P(xi)

P(x)
 = 1 for 

all xi and hence P(x/A, P) = 
A(x)

A(xi )
i=1

n

∑
.  Thus here we obtain P(x/A, P) as simply a 

normalization of the possible distribution. 
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Consider now the case in which A(xi) = 1 for all xi.  Here the possible distribution 

is providing no information.  In the case P(x/A, P) = P(x)

ΣiP(xi)
 = P(x).  We get back the 

original probability distribution. 
Consider the case where A corresponds to some crisp subset B of X. That is  

A(xi) = 1 for xi ∈ B.  In this case P(x/A, P) = 
P(x)

P(xi )
xi ∈B
∑

. This is the classic case of 

conditional probability. 
One issue that must be addressed is conflicting information.  Consider the case 

where we have A(x1) = 1 and A(xj) = 0 for all other xj and where P(x1) = 0.  In  

this case, we see that P(xi)A(xi) = 0 for all xi and our aggregation leads to a kind of 

indeterminism. Here, we essentially must decide, do we believe the possibility  
distribution which says the answer is definitely x1 or do we believe the probability 

distribution which says the answer is definitely not xi. 

Another form of conflict can be seen in the following case.  Let A = { 1
x1

, 0.1
x2

, 0
x3

} 

and let the probabilistic information be such that P(x1) = 0, P(x2) = 0.1 and P(x3) = 

0.9.  In this case we obtain P(x1/A, P) = 0,P(x2/A, P) = 1 and P(x3/A, P) = 0.  This 

may be somewhat disturbing.  Here while both pieces of information lend little sup-
port to x2 their combination leads to its strong support 

In order to address this issue of conflict we must first consider the context in which 
we obtain probabilistic information.  We can envision two situations when we obtain 
probabilistic information.  One of these is in the frequentist  spirit and the other is of a 
subjective kind. 

One situation where we have probabilistic information is where the probability dis-
tribution is a reflection of some observation about the attribute G over the objects in 
the class Z.  Thus here P(xj) is the probability that an object in Z has value for attrib-

ute G equal to xj.  The point we want to emphasize here is that this information is not 

directly about the entity of interest z*.  It is not information about our variable of in-
terest G

x*
.  Although it is useful and valuable information, it is not directly about the 

object of interest.  The important observation here is that the information contained in 
this type of probabilistic information is of a lower priority than the direct information 
contained in a statement G

*
 is A.  Thus, here there is a priority ordering with respect 

to our information and in the face of conflict we want to give preference to the direct 
information, G

*
 is A. 

The use of a probabilistic representation can also occur in the case in which the 
source is providing information directly about the attribute value for the object of in-
terest.  Consider the situation where the source has some uncertainty with regard  
to the actual value of the variable G*.  Here, he uses the probability framework to 

express his perception of the uncertainty.  He is saying that my feeling about the  
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uncertainty associated with the value of G* is similar to that of a random experiment 

in which P(xi) is the probability that G
*
 = xi.  Again, in this situation, the information 

provided by the source is also less direct that that provided by the observation that  
G

*
 is A. 

The overall point we want to make here is that often the information provided us-
ing a probabilistic representation has a lesser priority than that provided using the 
fuzzy representation.  This is not to say that fuzzy sets are better then probability but 
only that the type of information represented by a probability distribution is less di-
rectly relevant. 

This distinction in the priority of the two different kinds of information allows us 
to provide a reformulation of the aggregation of these two kinds of information to 
allow for an intelligent adjudication of conflicts.  As a first step in this process, we 
shall turn to the issue of measuring the conflict or conversely the consistency between 
a probability distribution and a possibility distribution. 

Let Π : X →  [0, 1] be a possibility distribution over the X.  We shall assume this 

is normal, there exists some x* such that Π(x*) = 1.  Let P: X → [0, 1] be a probabil-
ity distribution over X.  The probability distribution has the added requirement that 

ΣiP(xi) = 1.  Let p* = Maxi[P(xi)] it is the maximal probability associated with P.  We 

can observe that 1
n

  ≤ p* ≤ 1, where n is the cardinality of X.  It is well known that the 

negation of the Shannon entropy, ΣiP(xi) ln[P(xi)], provides a measure of information 

content of a probability distribution.  What is worth pointing out is the Maxi(P(xi)) 

provides an alternative measure of this information content.  While Shannon measure 
has some properties that make it preferred, especially when we consider multiple dis-
tributions, in the case when we are focusing on one probability distribution, 
Maxi(P(xi)) provides a simple and acceptable measure of the information content of a 

probability distribution. 
We now introduce a measure called the consistency of Π and P 

Consist(Π, P) = Maxi[Π(xi) ∧   P(xi)] where P(xi) = P(xi)

p*
 

We observe that if P is such that if P(xi) = 1
n

 for all xi then p* = 1
n

 and P(xi) = 1 for 

all xi.  In this case both Π(x*) = 1 and P(x*) = 1 and hence Consist(Π, P) = 1.  Thus, 

the situation when P has maximal uncertainty it is consistent with any possibility  
distribution.  On the other hand we see that if P(x1) = 1 and Π(x1) = 0 then Con-

sist(Π, P) = 0 they are in complete conflict.  In the case where X = {x1, x2, x3} and 

Π(x1) = 1, Π(x2) = 0.1 and Π(x3) = 0 while P(x1) = 0, P(x2) = 0.1 and P(x3) = 0.9 

we get  P(x1) = 0, P(x2) = 0.11 and P(x3) = 1 and hence Consist(Π, P) = 0.1 

We now consider the modification of the procedure for aggregating possibility and 
probability distributions that uses this measure of consistency to aid in the adjudica-
tion of conflicting information. 
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In the preceding, we defined the aggregation of V is A and the probability distribu-

tion P as inducing a probability distribution where P(x/A, P) = 
A(x)P(x)

A(xi )P(xi )
i=1

n

∑
. 

We now provide a modification of this to account for conflicts between the input 
distributions.  As we shall see, this is will give a priority to the information V is A. 

Letting α   = Consist(P, A) we define 

P(x/A, P) = 
A(x)[αP(x) + α 1

n
]

A(x j)[αP(x j) + α 1

n
]

j=1

n

∑
 

Let us see how this works.  If the two sources are consistent., α = 1, then 

P(x/A, P) = 
A(x)P(x)

A(x j)P(x j)
j=1

n

∑
 and we get our original formulation.  If the two pieces of 

information are completely conflicting, α = 0 we get P(x/A, P) = 

A(x)
1

n

A(x j)
1

nj=1

n

∑
= A(x)

A(x j)
j=1

n

∑
.  Here we completely discount the information contained in 

the probability distribution P and simply obtain P(x/A, P) as a normalization of A. 
Here, we shall refer to F(α, Pj) = α P(xj) + α 1

n
 as the probability transform and re-

fer to λ(xj) = F(α, P(xj)) as the transformed probabilities.  We see that in the face of 

conflict the transformed probabilities move toward 1
n

. 

We further observe that if A(xj) = 0, then P(x/A, P) = 0. 

Example: Assume X = {x1, x2, x3}, A = { 1
x1

, 0.1
x2

, 0
x3

} and P(x1) = 0, P(x2) = 0.1 

and P(x3) = 0.9,  Here we get  P(x1) = 0, P(x2) = 0.11 and P(x3) = 1 and hence Con-

sist(Π, P) = 0.1. In this case the transformed probabilities are:  

                                         λ(x1) = (0.9) 1
3

 = 0.3 

λ(x2) = (0.1)(0.1) + (0.9) 1
3

  = 0.31 

λ(x3) = (0.1)(0.9) + (0.9) 1
3

  = 0.39 

In this case A(xi )λ(xi )
i=1

3

∑ = 0.3 + 0.031 = 0.331 and hence P(x1/A, P) = 0.3
0.331

  = 

0.906, P(x2/A, P) =  0.031
0.331

  = 0.094 and P(x3/A, P) =  0
0.331

 = 0 
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We must consider one other issue here.  We have implicitly assumed that the pos-
sibility distribution is normal, Maxj(xj) = 1.  If this is not the case some problems can 

arise.  Since Consist(A, P) = Maxj[A(xj) ∧ P(xj)

p*
] ≤ Maxj[A(xj)] our maximal possi-

ble  consistency goes down.  Here the problems of reduced consistency may be an 
issue related to the internal conflict of the possibility distribution rather then its in-
compatibility with probability distribution. 

It may be interesting to consider a slight modification in the case where we have 

Maxj[A(xj)] =  a* < 1.  Here, instead of the end result being a probabilistic distribu-

tion we end up with a Dempster-Shafer belief structure m. This belief structure has n 
+ 1 focal elements Bj = {xj} for j = 1 to n and Bn + 1 = X.  Furthermore for j = 1 to n 

we have m(Bj) = a* P(xj/A, P) where the P(xj/A, P) are calculated as in the preceding,   

For Bn + 1 = X we have m(X) = 1 - a*.  We shall not pursue this but leave it as a sug-

gestion. 

9   Conclusion 

We first observed that since humans communicate using linguistic terms central to 
man–machine cooperation is the availability of a common vocabulary understandable 
by both parties.  We have drawn upon structures from granular computing, particu-
larly fuzzy sets, to provide this capability.  We then focused on some tools useful for 
the fusion of information and question answering in the context of man-machine co-
operation.  We described methods for fusing information from multiple sources and 
we provided the capability to have multiple fused values.  We also investigated the 
fusion of probabilistic and possibilistic information. 
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Abstract. Since the SOM visualizes the similarity of raw information on the 
competitive layer, it can be utilized in the field of pattern classification, data 
analysis, and so on. However, it cannot model the input-output characteristics 
of the system of interest. In order to squeeze out the input-output relationship 
from the data set with evaluation obtained by trial and error, the novel modeling 
tool was developed by the author (1999), which is the extension of SOM and in 
which the input-output relationship of the system is mapped onto the 
competitive layer. The system is named as self-organizing relationship network 
(SOR network). A set of units on the competitive layer of the SOR network 
after learning exhibits a set of typical input-output characteristics of the system 
of interest and thus the network achieves the knowledge acquisition (IF-THEN 
rules) from the raw data with evaluation and the effective fuzzy inference with 
defuzzification. The plenary talk presents the tutorial aspects of the SOR 
network and an application to an intelligent control.  

Keywords: self-organizing relationship (SOR) network, self-organizing maps 
(SOM), attractive/repulsive learning, knowledge acquisition, fuzzy IF-THEN 
rules, fuzzy inference, defuzzification, intelligent control. 

1   Introduction 

Synaptic junctions are tightly connected by passing through of the signals and the 
similar external signals activate the synaptic junctions located nearby. Thus the 
external complicated information can be mapped on the surface of the brain where the 
signals similar to each other activate the neurons or neuron populations located near 
by. For instance, somatosensory stimulus is mapped on the central groove of a brain 
and the map is widely known as “somatotopic map”[1]. This feature of a brain was 
modeled by Teuvo Kohonen as Self-Organizing Maps in 1982 [2], [3], the number of 
papers related to this topics run to a huge amount and the world congress on SOM is 
held every other year. 

The SOM has the architecture of one or two dimensional alignment of “units” on 
the competitive layer which are characterized by the so-called “reference vector” 
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constructed with the same number of elements to those of the input vectors. After the 
competitive learning with numerous input vectors, the reference vectors of units 
represent the quantized vectors of the input data. The SOM exhibits the following 
distinctive features; 

(1) Vector quantization 
Reference vector distribution after learning approximates the distribution of input 
vectors. 

(2) Topological mapping 
Reference vectors of neighboring units in the competitive layer are similar to each 
other. 

(3) Visualization of similarities 
Multi-dimensional complicated vectors are mapped onto one-or two-dimensional 
space. 

Since the Self-Organizing Maps (SOM) can statistically squeeze out the feature from 
an input data set, it can be applied to pattern classification, data analysis, and so on. 
Therefore it may be extended to summarize a large number of cause and results or 
input-output data set to obtain the know-how. If the know-how is obtained in the form 
of IF-THEN rules, inference can be preferably achieved. In order to achieve the 
knowledge acquisition and inference in the same system, the self-organizing 
relationship (SOR) network was proposed [4]. The SOR network preserves three 
features described above and facilitates the fuzzy inference with interpolation 
between the neighboring IF-THEN rules. The learning of SOR network is achieved 
with input-output pairs and their evaluations. The evaluation can be given by 
intuitively [5] or objectively [6].   

This tutorial plenary talk presents the learning and execution modes of the SOR 
network and its application to back-up control of a trailer-truck. 

2   Self-Organizing Relationship (SOR) Network 

When we create the model of some real system or ideal system, we collect the input-
output pairs by the trial-and-error method. Various input signals or actions are applied 
to the real system at random or by curiosity-driven trial, and the output signals are 
carefully watched and compared with the real system of interest and evaluated 
(Fig.1). In the ordinary modeling, the difference between the outputs of the real 
system and the model is fed back to change the characteristic parameters of the 
model. However in some cases, we often meet a case when the real system exhibits 
bad or dangerous reaction for the given input and the preferable model should be 
created. In order to meet this requirement the evaluation value can be negative as well 
as positive.  

In the supervised learning system, a set of input-output pairs (teaching data) which 
exactly describes the system under consideration are necessary for the learning. 
However the teaching data can not be necessarily obtained. Even in this case, the 
input-output pairs by trial-and-error method and their evaluations are easily obtained, 
and thus employed as learning data for the SOR network. 
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Fig. 1. Input (Action) is applied to the real/ideal system as a trial, and then its Output 
(Reaction) is watched to collect the input-output pair with evaluation for the learning of the 
SOR network as the model 

The SOR network consists of a set of reference vectors vi which are associated with 
the units on the competitive layer (Fig. 2 (a)). Usually, the competitive layer is 1D or 
2D for visualization of state of the reference vectors. The vi is the Cartesian product of 
reference vectors in the input space wi and in the output space ui.The wi and the ui 
have Nx and Ny elements, respectively. The operation of the SOR network is divided 
into two modes, the learning mode (Fig. 2 (b)) and the execution mode (Fig.2 (c)). 
The network can be established, by learning, in order to approximate a desired 
function y* = f(x*). 

After learning, an input is applied to the SOR network and then it produces the 
output. Thus the behavior of the SOR network is divided to two modes, learning 
mode and execution mode. 

2.1   Learning Mode of the SOR Network 

In the learning mode, a set of learning vectors obtained by trial and error is applied to 
the SOR network together with evaluation values (Fig.2 (b)). The learning algorithm 
of the SOR network is summarized as follows.  

 

[Step 0] 
All reference vectors vi =(wi, ui)(i =1, ..., Nv) are initialized by random numbers. 

 

[Step 1] 
A best matching unit cl for each learning vector Il =(xl, yl)(l = 1, ..., L) is selected with 
the smallest Euclidean Distance as follows.  

.vIminargc ii
i

l −=
  

(1) 
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Fig. 2. (a) Architecture of SOR network. (b) Learning mode. (c) Execution mode. 
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[Step 2] 
A Gaussian neighborhood function is calculated as follows. 

.
)t(

rr
exp)t(h cli

i,cl
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

σ
−

−=
2

2

2

 

(2) 

where ri and rcl 
are the positions of a unit i and the best matching unit cl on the 

competitive layer. σ(t) is the width of the neighborhood function, the value of which 
decay with time.  
 
[Step 3] 
Updating values of each reference vector are calculated as follows.  

For attractive learning (Ei>0) : 
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(4) 

Here, ∆vi,l
(posi) and ∆vi,l

(nega) denote the updating values for the l-th learning vector with 
positive and negative evaluation values, respectively. Il

(posi) and Il
(nega) are learning 

vectors with a positive evaluation value El
(posi)

 
and a negative evaluation value El

(nega) , 
respectively. And σr denotes a coefficient deciding the extent of the repulsive effect, 
α(t)(> 0) a coefficient for the attractive learning and β(t)(> 0) a coefficient for the 
repulsive learning. Eqs. (3) and (4) are basically same to the on-line updating laws of 
the original SOR network [4]. Then, each reference vector is finally updated as 
follows. 

∑ ∑

∑ ∑
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(5) 

where L
(posi) 

and L
(nega) 

are the numbers of the learning vectors with positive and 
negative evaluation values, respectively. All updating values given by Eqs. (3) and (4) 
are accumulated and normalized in this process.  

 
[Step 4] 
Steps 1 to 3 are repeated with decreasing σ(t), α(t)and β(t) monotonically. Usually, 
these values are calculated at each learning step t by the following equations. 
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where τσ, τα and τβ denote each decay rate. 

2.2   Execution Mode of the SOR Network 

The execution mode of the SOR network corresponds to a simplified fuzzy inference 
with Nv if-then rules (Fig. 1 (c)). The output of the network y* = [y1*,…, yn*,…, yNy*] 
is the weighted average of ui by the similarity measure zi, that is, n-th element of y*is 
calculated as follows. 

.
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Similarity measures zi between an actual input vector x* =[ x
1
*, ..., x 

m
*, ..., x 

Nx
 *] and 

all reference vectors in input space wi of the units on the competitive layer are 
calculated by: 
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where, γi is a parameter representing fuzziness of similarity. The parameter γi is 
decided in consideration of the distribution of the reference vectors by:  

.ww
S

S

s

)s(
iii ∑

=
−=γ

1

1  
(11) 

where, w
i 

(n) is the s-th nearest reference vector according to the distance to the 

reference vector w
i 
. The value of S can be assigned empirically, which is explained at 

section 5. 

3   Trailer-Truck Back-Up Control 

In the learning mode of the SOR network, the network is established based on the 
learning vectors and their evaluation values. In the case that the SOR network is  
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(a) 

 
(b) 

Fig. 3. (a) Model of the semi-trailer type trailer-truck. (b) Trailer-truck back-up controller 
constructed in this paper.  

applied to a control problem, the evaluation values should be quantitatively 
calculated. The evaluation values, in the power system stabilization [4] and adaptive 
control of a DC motor [6], are simply defined by the decrease of error. However, in 
more complicated control systems, e.g. trailer-truck back-up control, it is difficult to 
describe the designer’s knowledge with mathematical expressions. A mobile robot 
such as trailer-truck cannot be directly regulated from any initial positions to target 
position. This is because car-like mobile robots are nonholonomic systems (e.g. [7]). 
Nonholonomic systems are characterized by constraint equations involving the time 
derivatives of the system configuration variables. And, these equations are non-
integrable. Nonholonomic systems cannot be stabilized by continuous and time-
invariant state feedback system [8]. Generally, this kind of system should be regulated 
to target state via appropriate subgoals. In the field of control theory, there are many 
papers in which the controllers for nonholonomic systems are designed by using 
nonlinear control theories (e.g. [9], [10], [11], [12], [13]). Generally, these methods 
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need the advanced mathematical knowledge. On the contrary, there are papers in 
which soft-computing techniques are employed for nonholonomic systems, in 
particular trailer-truck back-up control, (e.g [14], [15], [16], [17], [18]).  

In order to apply the SOR network to this nonholonomic problem, we propose a 
new method where the learning vectors are evaluated by fuzzy inference with fuzzy 
control strategies. The description in detail appears in the next section.  

A semi-trailer type trailer-truck is used in this study. The trailer is connected to the 
truck with a rotatable shaft, and is pushed back at one point when he truck backs up. 
The control objective is to make the trailer-truck follow the target line from any initial 
state by only backward movement at constant velocity. The trailer-truck control is a 
severe nonlinear control. The trailer-truck easily meets unstable states, so-called 
“jackknife state”. This is because the connection angle (angle from alignment of the 
trailer and the truck) easily becomes large. Once the connection angle is excessively 
enlarged, the trailer-truck can not be controlled any more by only backward 
movement. The model of the semi-trailer type trailer-truck used in this study is shown 
in Fig. 3 (a). The parameters and variables of the trailer-truck are shown in Table. 1.  

Table 1. Parameters and variables of the trailer-truck 

Ltrailer Length of the trailer(=0.63m) 
Ltruck Length of the truck(=0.50m) 
v Velocity of the truck(=-0.1m/s) 
η Front wheel angle of the truck −30

◦ 
≤ σ ≤ 30

◦
 

ψ Angle of the truck −180
◦ 
≤ ψ ≤ 180

◦
 

θ Angle of the trailer −180
◦ 
≤ θ ≤ 180

◦
 

φ Connection angle of the trailer-truck −45
◦ 
≤ φ ≤ 45

◦
 

xtrailer X-coordinate of the trailer 
ytrailer Y-coordinate of the trailer 
d Position error against the target line 

The kinematic model of the trailer-truck [16], [17] is described by: 

[ ] [ ] [ ]
.

L
ktantv

kk
truck

η⋅Δ⋅+ψ=+ψ 1
 

(12) 

[ ] [ ] [ ]
.

L
ktantv
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trailer
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[ ] [ ] [ ].kkk θ−ψ=φ  (14) 
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(15) 
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[ ] [ ] [ ] [ ] [ ]
.

kk
sinkcostvkyky trailertrailer 2

1
1

θ++θ⋅φ⋅Δ⋅+=+
 

(16) 

where k is a time step, and ∆t a sampling period (∆t =1.0[sec]). In the proposed 
system, the connection angle φ, the angle of the trailer θ, and the distance between the 
trailer-truck and the target line d are the inputs to the SOR network, and the SOR 
network generates the front wheel angle η (Fig. 3(b)).  

4   Acquisition of Learning Vectors and Their Evaluation by Fuzzy 
Inference 

In order to employ the SOR network to design a controller for a complicated system, 
i.e. trailer-truck back-up control, we propose the new evaluation method by 
employing fuzzy inference (e.g. [19], [20], [21], [22], [23], [24]). The fuzzy inference 
has many features, for example, (1) experiential knowledge which involves 
uncertainty is easily described by simple form of fuzzy if-then rules, (2) the practical 
nonlinear system can be modeled by a set of fuzzy if-then rules rather than by 
mathematical expressions, (3) each of fuzzy if-then rules can be revised individually 
if it is incorrect. 

Fig. 4 shows the procedure of the learning vector acquisition. First, a state 
(φ(k),θ(k),d(k)) of the trailer-truck at time step k is randomly given. Then, the front 
wheel angle η(k) is randomly given as an operation at time k. These values are 
elements of the learning vectors. As a result of operation, the states at k +1 and k + 2 
are calculated using the kinematic model given by Eqs. (12)-(16). The designer 
evaluates the I/O relationship of the controller with fuzzy inference by watching the 
change of the state of the trailer-truck for two sampling intervals. In order to make the 
fuzzy IF-THEN rules for evaluation, four fundamental control strategies are 
heuristically contrived as follows.  

 

Fig. 4. Procedure of learning vector acquisition and evaluation 
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Control Strategy 1  
If the connection angle between the trailer and the truck φ is large, it should be 
decreased to avoid falling into jackknife state. 
 
Control Strategy 2  
If the trailer is directed away from the target line, the direction should be corrected to 
make the trailer-truck approach the target straight line. 
 
Control Strategy 3  
If the trailer-truck moves in a direction opposite to the target direction, the direction 
of movement should be corrected to make the trailer-truck move in the target 
direction.  
 
Control Strategy 4  
After control strategies 1-3 are accomplished, the trailer-truck should be controlled to 
follow the target line considering the distance d and the angle θ. Once the trailer-truck 
follows the target line, the connection angle φ  should be kept zero to avoid 
divergence. 
 
We should emphasize that it is not so difficult for designers to consider these control 
strategies even if they do not have enough knowledge about dynamics of the trailer-
truck. In addition, in these control strategies, it is not referred at all how to operate the 
front wheel angle of the truck η.  

These control strategies are represented by fuzzy if-then rules (Eqn. (17)) and 
membership functions as shown in Fig. 5.  

IF φ(k)is A1j, θ(k) is Aqj and d(k) is ANinj , 
          THEN Ej=Eφ or Eθ or Ed  j=1, …, Nr . 

(17) 

where j and q are suffixes of rule and input variable, respectively. Nr and Nin are the 
numbers of rule and input variable, respectively. Aqj is the label of a fuzzy set. And 
please note that the suffix of learning vector 1 is omitted to clarify the explanation. 
The antecedent variables of the rules are the state of the trailer-truck. Five fuzzy sets 
labeled as “PL (Positively Large)”, “PS (Positively Small)”, “ZR (Approximately 
Zero)”, “NS (Negatively Small)” and “NL (Negatively Large)” are arranged for each 
input variable.  

In actual construction of the fuzzy if-then rule table, one of three consequent 
variable in Eqn. (17) is selected with considering which input variable should be 
decreased. For example, the antecedent is given as φ(k)=PL, θ(k)=“don’t care” and 
d(k)=“don’t care”. Under this situation, the designer should select Eφ as a consequent. 
This fuzzy if-then rule correspond to the control strategy 1 and is located in the top 
square of the rule table in Fig. 5 (b). In another case, the consequent of the rule “IF 
φ(k)is PS, θ(k)is PS and d(k)is PL, THEN ?” can be assigned to be Ed, because d(k) is 
PL, which is shown in the square under the top square in the rule table (Fig. 5 (b)). In 
the similar manner, all the consequents of the if-then rules are assigned as shown in 
Fig. 5(b).  
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The consequent part is given as a constant value given by Eqs. (18)-(20). 
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These evaluation values are defined as the decrease of the error normalized with 
the sigmoid function ranging from -1.0 to +1.0. The reason why the sigmoid function 
is used is to emphasize the evaluation near 0. The coefficients aφ, aθ and ad decide the 
slope of the function, and the values are decided as 0.6 times of maximum decrease of 

 

 
           (a)                                    (b) 

Fig. 5. Fuzzy IF-THEN rules for evaluation. (a) Membership function of antecedent part. (b) 
Fuzzy IF-THEN rule table. 
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the error (aφ =3.0◦, aθ =3.8◦and ad=0.06m). In the fuzzy inference, the product-sum-
gravity method (e.g. Mizumoto, 1990) is employed. First, the matching grade of each 
rule λj  is calculated as follows. 

.)x(
inN

q
qAqjj ∏

=
μ=λ

1

 
(21) 

Here, µAqj (xq) is membership grade of the fuzzy set Aqj, where xq is the input variable, 
i.e. x1 = φ(k), x2 = θ (k) and x3 = d(k). Finally, the evaluation value E is calculated by 
the following equation.  
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Below is a demonstration of concrete example of the fuzzy inference process. 
Suppose that a state at time step k is given by φ(k)=4.0◦, θ(k)= −130.0◦and d = −1.0m. 
First, each fuzzy membership grade µAqj (xq) is derived as shown in Fig.5(a). The 
concrete values are µZR(φ(k)=4.0) = 0.2, µPS(φ(k)=4.0) = 0.8, µNS(θ(k)= −130.0) = 
0.25, µNL(θ(k)= −130.0) = 0.75, µNS(d(k)= −1.0) = 0.8 and µNL(d(k)= −1.0) = 0.2. 
Next, matching grade of each fuzzy IF-THEN rule is calculated by Eqn. (21). In this 
case, eight rules, i.e. the meshed-square in the rule table (Fig.5(b)), have non-zero val-
ues. The concrete values are λ(φ=PS,θ=NL,d=NS) =0.8 × 0.75 × 0.8=0.48, i.q. 
λ(φ=PS,θ=NL,d=NL) =0.12, λ(φ=PS,θ=NS,d=NS) =0.16, λ(φ=PS,θ=NS,d=NL) =0.04, λ(ϕ=ZR,θ=NL,d=NS) 
=0.12, λ(φ=ZR,θ=NL,d=NL) =0.03, λ(φ=ZR,θ=NS,d=NS) =0.04 and λ(φ=ZR,θ=NS,d=NL) =0.01. Thus, 
final E value is derived by Eqn. (22) as follows.  
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Here, Eφ, Eθ and Ed can be obtained by Eqs. (18)-(20), two time steps after a certain 
front wheel angle is given. 

Thus one learning vector (φ(k),θ(k),d(k),η(k)) is now acquired with the evaluation 
value E. 

5   Computer Simulation 

The computer simulation of trailer-truck back-up control employing the proposed 
method is achieved. The acquisition of the learning vectors and evaluation with fuzzy 
inference is done by the method of the description in the previous section. In the 
learning of the SOR network, 6,561 learning vectors are regularly sampled. In this 
regard, 100 learning vectors, which is assigned to be (φ, θ, d, η, El)= 
(0.0,0.0,0.0,0.0,1.0), are deliberately added in order to ensure the stability around the 
target state. The number of learning iterations is 200, the number of units on the 2D  
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                    (a)                                  (b) 

                                   (c) 

               
  (d)                                        (e)  

Fig. 6. I/O characteristics of the designed controller. (a) d=4.0m. (b) d=2.0m. (c) d=0.0m. (d) 
d=-2.0m. (e) d=-4m. 

competitive layer is 625 (25×25), α(0) = 1.0, α (final)=0.01, β(0) = 0.1, 
β(final)=0.005, σ(0) = 25.0, σ(final)=0.25, σr =0.1, τα=30.0, τβ =30.0and τσ =30.0. In 
the execution mode, the parameter S in Eqn. (11) is empirically assigned to be S =3, 
by considering the distribution of the reference vectors. 
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     (a)                        (b)                     (c) 

     (d)                          (e)                     (f) 

    
       (g)                       (h)                     (i) 

 

Fig. 7. Trajectories of the trailer –truck from different starting points 

5.1   I/O Characteristics of SOR Network 

I/O characteristic of the designed controller is represented in 4-dimensional space (3-
input 1-output), hence, the I/O characteristic is shown for five cases of d in Fig. 6 
(a)-(e). All figures show the saturation in the front wheels angle η, which limits the 
larger angle to avoid the jackknife state. This avoidance action shows the first 
priority over any other operations (Control Strategy 1). Once the trailer-truck falls 
into the jackknife state, it becomes uncontrollable, even if any other variables are 
assigned well. The curvature of each figure in Fig. 6 represents the operation to 
correct the direction of trailer-truck movement (Control Strategies 2 and 3), and the 
operation to regulate the position d and angle θ (Control Strategy 4). It is emphasized 
that the nonlinear I/O relationship necessary for the adequate control can be self-
organizingly established by the learning vectors with evaluation, which are obtained 
by trial and error.  
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                       (a) 

 
(b) 

Fig. 8. Comparison of control results using Controllers 1-4 

5.2   Trajectories of Trailer-Truck 

The trajectories of the trailer-truck controlled by the designed controller are shown in 
Fig. 7 (a)-(i), where sampled positions and directions of the trailer-truck are illustrated  
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                 (a)                                 (b) 

                                    (c) 

                   (d)                                (e) 
 

Fig. 9. Difference of I/O characteristics between Controllers 1 and 2. (a) d=4.0m, (b)d=2.0, (c) 
d=0.0, (d)d=-2.0, (e)d=-4.0m. 

at every one second. In each figure, the work space is 10.0m×8.0m. The trailer-truck 
is controlled to follow the target line from any initial states avoiding jackknife state. 
From the line-symmetric initial states for the target line, the trailer-truck can be 
completely regulated to the target line. These results show that the sophisticated 
operation is successfully earned by the learning of the SOR network without any 
expert’s knowledge, even though the designer does not give the detail of operation 
expressly. 

5.3   Effectiveness of Repulsive Learning 

Figs. 8-10 show experimental results which verify the effectiveness of repulsive 
learning. In the repulsive learning, the ratio of the final values of α and β is the 
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dominant parameter. In these experiments, four controllers are established. Controller 
1 is the above-mentioned one, i.e. finely-tuned controller (β(0)=0.1and 
β(final)=0.005). Controllers 2-4 are established under the basically same conditions to 
Controller 1. The Controller 2 is established by only attractive learning (β(0)=0.0 and 
β(final)=0.0). Controller 3 is established under somewhat excessive repulsive effect, 
β(0)=0.1 and β(final) =0.01. Controller 4 is established under extremely excessive 
repulsive effect, β(0)=0.1 and β(final) =0.05. 

The comparison of control results among four controllers is shown in Fig. 8. Two 
typical initial states are set, Fig. 8 (a) φ=0◦, θ=90◦, d=2.0m, Fig. 8 (b) φ=0◦, θ=180◦, 
d=2.5m. All the controllers can finally regulate the trailer-truck to the target line. In 
particular, the SOR network can regulate the trailer-truck to the target line even if the 
repulsive learning is omitted (i.e. using Controller 2). The lack of repulsive learning 
cannot be fatal. 

Fig. 9 shows the difference of I/O characteristics between Controller 1 and 
Controller 2. In the figure, ηdiff represents the difference of the front wheel angle η 
between two controllers, i.e. η of Controller 1 minus η of Controller 2. This result  
 

               (a)                                 (b) 

               (c)                                  (d) 
 

Fig. 10. Comparison of trajectories of the trailer-truck  (a), (b) and (c), (d) are results controlled 
by Controller 1 and Controller 2,respectively  
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shows that the obtained I/O relationships of two controllers involve notable 
differences. The trajectories of the trailer-truck which are controlled by Controller 1 
and Controller 2 are shown in Fig. 10. Fig. 10 (a), (b) are the results by using 
Controller 1 and Fig. 10 (c), (d) are ones by using Controller 2. Under the situation 
without employing repulsive learning, the SOR network cannot control the trailer-truck 
to avoid actively ‘undesirable’ state. Therefore, some undesirable phenomena such as 
overshoot, low-speed convergence are observed. On the contrary, extreme excessive 
repulsive learning also breaks down the successful control (i.e. using Controller 4 in 
Fig. 8). The result using Controller 3 is similar to the result using Controller 1.  

In this experiment, as the parameter β(final) is close to 0.005, i.e. the finely-tuned 
parameter, the performance of the controller tends to become well. In this regard, a 
quantity of difference around this parameter is permissible. 

6   Practical Experiment 

The experimental system is shown in Fig. 11 and the flow of processing is as follows. 
The motion capture system with two CCD cameras captures the coordinates of the 
three markers attached to the trailer-truck, and the coordinates are input to the PC 
through the digital I/O board to calculate the angles φ, θ and the distance d. Then the 
front wheel angle η is calculated as the output of the SOR network. The value of η is 
sent to the truck through the D/A converter and the remote control proportional 
system. The reference vectors of the SOR network have been established in the same 
manner to section 5 (Computer Simulation). Fig.12 shows an experimental result. 
Each picture was taken every two seconds. The black line on the floor is the target 
line. The initial values of the distance and angles are φ =0◦

 
, θ =90◦,and d =2.0m as 

shown in Fig. 12 (a). The point of view is switched after a lapse of 16 seconds. The 
 

 

Fig. 11. Trailer-truck control system for the practical experiment 
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 (a)                     (b)                     (c) 

       (d)                      (e)                    (f) 

       (g)                     (h)                     (i) 

       (j)                      (k)                      (l) 
 

Fig. 12. Practical experimental result.  The black line on the floor is the straight target line. (a) 
Initial position. (b)-(k) Intermediate steps. (l) Final Position. Each photograph was taken at 
intervals of two seconds. 

right side of Fig. 12 (h) indicates almost the same position as the one in the left side of 
Fig. 12 (i). The angle of the trailer becomes smaller and the trailer-truck follows the 
target line finally. It is confirmed that the trailer-truck can follow the target line even 
in the case of other initial values.  
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7   Conclusions 

In this paper, we proposed the new evaluation algorithm of the learning vectors for the 
SOR network, in which the fuzzy inference was employed. And, the proposed method 
is applied to the trailer-truck back-up control which is a well-known benchmark 
problem as a control of nonholonomic system. We verified the effectiveness of the 
proposed method both in the computer simulation and the practical experiment with 
the radio controlled trailer-truck. In the proposed method, all the designer have to do is 
to acquire the learning vectors by trial and error and to evaluate the vectors with fuzzy 
if-then rules constructed by designer’s commonsense knowledge. The proposed 
method is much easier than the controller design method employing nonlinear control 
theory. This is because the proposed method does not require any advanced 
mathematical knowledge and expressions. Furthermore, the proposed method is a 
model-less approach.  

Seemingly, to employ the rule-based fuzzy logic controller which should control 
trailer-truck is effective because the design is linguistically achieved. However, the 
designer should be well-informed about the desirable I/O relationship of the 
controller. And that, the special knowledge (i.e. the desirable I/O relationship) is not 
always available at any time. Furthermore, in the practical design process, the fine 
adjustment of parameters is required. On the other hand, the fuzzy if-then rules used 
in the proposed algorithm can be constructed without expert’s special knowledge 
about the desirable I/O relationship of the controller. 
In the learning of the SOR network, undesirable I/O relationship obtained by trial and 
error are actively utilized, i.e. repulsive learning. This approach is somewhat similar 
to the Reinforcement learning [25]. In the Reinforcement learning, a controller is 
established by the interaction with the environments. Generally, however, the 
Reinforcement learning is a search-based algorithm, and requires a huge number of 
trial and error. On the contrary, the SOR network can be said an algorithm which aims 
to utilize profoundly the designer’s knowledge. 

In our future work, we aim to develop the SOR network not only as a controller but 
as a knowledge acquisition tool. The learning algorithm of the SOR network is 
basically same to the SOM. Therefore, the information stored in the units on the 
competitive layer can be analyzed as mentioned in [26], [27]. Finally, we aim at a 
construction of a system in which the designer and the SOR network act on each other 
in order to improve their knowledge. 
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Abstract. Type-1 Fuzzy Logic Controllers (FLCs) have been applied to date 
with great success to different applications. However, for many real-world  
applications, there is a need to cope with large amounts of uncertainties. The 
traditional type-1 FLCs that use crisp type-1 fuzzy sets cannot directly handle 
such uncertainties. Type-2 FLCs that use type-2 fuzzy sets can handle such un-
certainties to produce a better performance. Hence, type-2 FLCs will have the 
potential to overcome the limitations of type-1 FLCs and produce a new genera-
tion of fuzzy controllers with improved performance for many applications 
which require handling high levels of uncertainty. This chapter will provide an 
overview of the interval type-2 FLCs and their advantages over type-1 FLCs. 
We will also present different techniques to avoid the computational overheads 
and thus enabling the type-2 FLCs to produce a good real time response.  
Furthermore, we will present various successful real world applications of  
type-2 FLCs.   

Keywords: Fuzzy Logic, Interval Type-2 Fuzzy Logic Controllers, Uncertainty 
Handling.  

1   Introduction 

Fuzzy control is regarded as the most widely used application of fuzzy logic [1]. A 
Fuzzy Logic Controller (FLC) is credited with being an adequate methodology for 
designing robust controllers that are able to deliver a satisfactory performance in the 
face of uncertainty and imprecision.  

FLCs have successfully outperformed the traditional control systems (like PID 
controllers) and have given a satisfactory performance similar (or even better) to the 
human operators. According to Mamdani [2]:“ When tuned, the parameters of a PID 
controller affect the shape of the entire control surface. Because fuzzy logic control is 
a rule-based controller, the shape of the control surface can be individually manipu-
lated for the different regions of the state space, thus limiting possible effects to 
neighbouring regions only”. 

FLCs have been applied with great success to many applications where the first 
FLC was developed in 1974 by Mamdani and Assilian for controlling a steam genera-
tor [3]. In 1976, Blue Circle Cement and SIRA in Denmark developed a cement kiln 
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controller— which is the first industrial application of fuzzy logic. The system went 
to operation in 1982 [4]. Following this, the 1980s and 1990’s have witnessed a wide 
scale deployment of FLCs to several successful applications.  

However, there are many sources of uncertainty facing the FLC in dynamic real-
world unstructured environments and many real-world applications; some of the un-
certainty sources are as follows: 

• Uncertainties in inputs to the FLC, which translate into uncertainties in the antece-
dents’ membership functions as the sensors measurements are affected by high 
noise levels from various sources. In addition, the input sensors can be affected by 
the conditions of observation (i.e. their characteristics can be changed by the envi-
ronmental conditions such as wind, sunshine, humidity, rain, etc.).  

• Uncertainties in control outputs, which translate into uncertainties in the conse-
quents’ membership functions of the FLC. Such uncertainties can result from the 
change of the actuators’ characteristics, which can be due to wear, tear, environ-
mental changes, etc.  

• Linguistic uncertainties as the meaning of words that are used in the antecedents’ 
and consequents’ linguistic labels can be uncertain, as words mean different things 
to different people [1]. In addition, experts do not always agree and they often 
provide different consequents for the same antecedents. A survey of experts will 
usually lead to a histogram of possibilities for the consequent of a rule; this histo-
gram represents the uncertainty about the consequent of a rule [1].    

• Uncertainties associated with the change in the operation conditions of the con-
troller. Such uncertainties can translate into uncertainties in the antecedents’ 
and/or consequents’ membership functions.  

• Uncertainties associated with the use of noisy training data that could be used to 
learn, tune or optimise the FLC.  

All of these uncertainties translate into uncertainties about fuzzy set membership 
functions [1]. The vast majority of the FLCs that have been used to date were based on 
the traditional type-1 FLCs. However, type-1 FLCs cannot fully handle or accommodate 
the linguistic and numerical uncertainties associated with dynamic unstructured envi-
ronments as they use type-1 fuzzy sets. Type-1 fuzzy sets handle the uncertainties  
associated with the FLC inputs and outputs by using precise and crisp membership 
functions that the user believes capture the uncertainties. Once the type-1 membership 
functions have been chosen, all the uncertainty disappears because type-1 member- 
ship functions are precise [1]. The linguistic and numerical uncertainties associated with 
dynamic unstructured environments cause problems in determining the exact and pre-
cise antecedents’ and consequents’ membership functions during the FLC design. 
Moreover, the designed type-1 fuzzy sets can be sub-optimal under specific environ-
ment and operation conditions; however, because of the environment changes and the 
associated uncertainties, the chosen type-1 fuzzy sets might not be appropriate anymore. 
This can cause degradation in the FLC performance, which can result in poor control 
and inefficiency and we might end up wasting time in frequently redesigning or tuning 
the type-1 FLC so that it can deal with the various uncertainties.  

A type-2 fuzzy set is characterised by a fuzzy membership function, i.e. the  
membership value (or membership grade) for each element of this set is a fuzzy  
set in [0,1], unlike a type-1 fuzzy set where the membership grade is a crisp number 
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in [0,1] [1]. The membership functions of type-2 fuzzy sets are three dimensional and 
include a footprint of uncertainty. It is the new third dimension of type-2 fuzzy sets 
and the footprint of uncertainty that provide additional degrees of freedom that make 
it possible to directly model and handle uncertainties [1]. The type-2 fuzzy sets are 
useful where it is difficult to determine the exact and precise membership functions. 
Type-2 Fuzzy Logic Systems (FLSs) that use type-2 fuzzy sets have been used to date 
with great success where the type-2 FLSs have outperformed their type-1 counterparts 
as was shown in the fields of equalization of nonlinear time-varying channels [5], 
overcoming time varying co-channel interference [6], connection admission control in 
ATM Networks [7] and several medical applications as in [8], [9].  

The successful type-2 FLSs applications highlighted above have encouraged the 
application of type-2 FLSs in control in what is known as type-2 FLCs. In the next 
section, we will introduce the interval type-2 FLC and highlight its benefits.  

2   Type-2 Fuzzy Sets 

Type-1 FLCs employ the crisp and precise type-1 fuzzy sets. For example consider a 
type-1 fuzzy set representing the linguistic label of “Low” temperature in Fig 1a. 
Hence if the input temperature x is 15o C, then the membership of this input to the 
“Low” type-1 set will be the certain and crisp membership value of 0.4. However, the 
centre and endpoints of this type-1 fuzzy set will vary with the season, the human 
preferences, the country, the context as well as other factors and uncertainties. Hence, 
if this linguistic label was employed with a FLC to control temperature, then the  
type-1 FLC would need to be continuously tuned to handle all the faced uncertainties.  
Alternatively, we would need to have a group of separate type-1 sets and type-1 FLC 
where each will handle a certain situation.  

From the above example, it is clear that the type-1 FLCs have the common prob-
lem that they cannot fully handle or accommodate for the linguistic and numerical 
uncertainties associated with changing and dynamic unstructured environments.  

On the other hand, a type-2 fuzzy set is characterised by a fuzzy membership func-
tion, i.e. the membership value (or membership grade) for each element of this set is a 
fuzzy set in [0,1]. For example if the linguistic label of “Low” temperature is repre-
sented by a type-2 fuzzy set as shown in Fig. 1b, then the input x of 15o C will no 
longer have a single value for the membership function. Instead, the membership 
function takes on values wherever the vertical line intersects the blurred area shaded 
in grey. Hence 15o C will have primary membership values that lie in the interval [0.2, 
0.6]. Each point of this interval will have also a weight associated with it. Hence this 
will create an amplitude distribution in the third dimension to form what is called a 
secondary membership function which can be a triangle as shown in Fig. 1c. In case 
the secondary membership function is 1 for all the points in the primary membership 
and if this is true for ∀ x∈ X, we have the case of an interval type-2 fuzzy sets (drawn 
in dotted lines in Fig.1c). Hence the input x of 15o C will have primary membership 
interval and an associated secondary membership function. Doing this for all x∈ X, 
we create a three-dimensional membership function (as shown in Fig. 1d ) —a type-2 
membership function—that characterizes a type-2 fuzzy set. The membership func-
tions of type-2 fuzzy sets are three dimensional and include a Footprint of Uncertainty  
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(a)                           (b)                             (c)                              (d) 

Fig. 1. a) A type-1 fuzzy Set. b) A type-2 fuzzy set- primary membership function. c) A type-2 
fuzzy set- secondary membership function. d) 3-d view of a type-2 fuzzy set.     

(FOU) (shaded in grey in Fig.1b). It is the new third-dimension of type-2 fuzzy sets 
and the FOU that provide additional degrees of freedom that make it possible to di-
rectly model and handle uncertainties [1], [10].  

3   Interval Type-2 FLC 

The interval type-2 FLC uses interval type-2 fuzzy sets to represent the inputs and/or 
outputs of the FLC. The interval type-2 FLC is a special case of the general type-2 
FLC. The vast majority of type-2 FLC applications to date employ the interval type-2 
FLC. This is because the general type-2 FLC is computationally intensive and the 
computation simplifies a lot when using the interval type-2 FLC which will enable us 
to design a FLC that operates in real time.  

The interval type-2 FLC is depicted in Fig. 2 and it consists of a Fuzzifier, Infer-
ence Engine, Rule Base, Type-reducer and Defuzzifier. The interval type-2 FLC op-
erate as follows: the crisp inputs from the input sensors are first fuzzified into input 
type-2 fuzzy sets; singleton fuzzification is usually used in interval type-2 FLC appli-
cations due to its simplicity and suitability for embedded processors and real-time 
applications. The input type-2 fuzzy sets then activate the inference engine and the 
rule base to produce output type-2 fuzzy sets. The type-2 FLC rules will remain the 
same as in the type-1 FLC, but the antecedents and/or the consequents will be repre-
sented by interval type-2 fuzzy sets. The inference engine combines the fired rules 
and gives a mapping from input type-2 fuzzy sets to output type-2 fuzzy sets. The 
type-2 fuzzy outputs of the inference engine are then processed by the type-reducer, 
which combines the output sets and performs a centroid calculation that leads to  
type-1 fuzzy sets called the type-reduced sets. The type-reduction process use the it-
erative Karnik-Mendel (KM) procedure to calculate the type-reduced fuzzy sets [1]. 
The KM procedure convergence is proportional to the number of fired rules and hence 
this can cause a computational bottleneck for the type-2 FLC. After the type-reduction 
process, the type-reduced sets are then defuzzified (by taking the average of the type-
reduced set) to obtain crisp outputs that are sent to the actuators. More information 
about the interval type-2 FLC can be found in [11]. 
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Fig. 2. The type-2 FLC 

It has been argued that using interval type-2 fuzzy sets to represent the inputs 
and/or outputs of FLC has many advantages when compared to the type-1 fuzzy sets; 
we summarize some of these advantages as follows: 

• As the type-2 fuzzy sets membership functions are fuzzy and contain a FOU, 
hence they can model and handle the linguistic and numerical uncertainties asso-
ciated with the inputs and outputs of the FLC. Therefore, FLCs that are based on 
type-2 fuzzy sets will have the potential to produce a better performance than the 
type-1 FLCs when dealing with uncertainties [11]. 

• Using type-2 fuzzy sets to represent the FLC inputs and outputs will result in the 
reduction of the FLC rule base when compared to using type-1 fuzzy sets, as the 
uncertainty represented in the FOU of the type-2 fuzzy sets lets us cover the same 
range as type-1 fuzzy sets with a smaller number of labels and the rule reduction 
will be greater when the number of the FLC inputs increases [1].  

• Each input and output will be represented by a large number of type-1 fuzzy sets, 
which are embedded in the type-2 fuzzy sets [1], [10]. The use of such a large 
number of type-1 fuzzy sets to describe the input and output variables allows for 
a detailed description of the analytical control surface as the addition of the extra 
levels of classification give a much smoother control surface and response. In ad-
dition, according to Karnik and Mendel [12], the type-2 FLC can be thought of as 
a collection of many different embedded type-1 FLCs.  

• It has been shown in [13] that the extra degrees of freedom provided by the FOU 
enables a type-2 FLC to produce outputs that cannot be achieved by type-1 FLSs 
with the same number of membership functions. It has been shown that a type-2 
fuzzy set may give rise to an equivalent type-1 membership grade that is negative 
or larger than unity. Thus, a type-2 FLC is able to model more complex input-
output relationships than its type-1 counterpart and, thus, can give better control 
response. 

The above points could be shown in Fig. 3 which shows for an outdoor mobile robot 
how a type-2 FLC with a rule base of only 4 rules could produce a smoother control 
surface as shown in Fig. 3a and hence better result than its type-1 counterpart that  
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(a)                                   (b)                              (c)                                (d) 

Fig. 3. (a) Control surface of a robot type-2 FLC with 4 rules. (b) Control surface of a robot 
type-1 FLC with 4 rules. (c) Control surface of a robot type-1 FLC with 9 rules. (d) Control 
surface of a robot type-1 FLC with 25 rules. 

used a rule base of 4, 9 and 25 rules as shown in Fig. 3b, Fig.3c and Fig. 3d respec-
tively [11]. It is also shown that as the type-1 FLC rule base increases, its response 
approaches that of the type-2 FLC which encompasses a huge number of embedded 
type-1 FLCs. 

4   Avoiding the Computational Overheads of Type-2 FLCs 

Type-2 FLCs are more computionally demanding when compared to type-1 FLCs. 
This is because type-2 FLCs involve dealing with interval type-2 fuzzy sets which are 
more complex than the corresponding type-1 fuzzy sets. Hence, the fuzzification and 
inference mechanisms are more computationally demanding when compared to their 
type-1 counterparts. In addition, the type-2 FLC involve one more process which is 
type-reduction. Type-reduction is regarded as the major computational bottleneck for 
type-2 FLCs as type-reduction employ the iterative KM procedure whose conver-
gence is directly proportional to the number of fired rules. This computational over-
head translates to a protracted controller response which can diminish the robustness 
and the real-time performance of the type-2 FLC especially when operating on indus-
trial embedded platforms (this is more evident for FLCs with large rule bases). Hence, 
although the type-2 FLC introduced a very promising system for uncertainty handling 
for many real world problems, it was perceived as a complex computationally inten-
sive system. This perception has hindered the widespread deployment of type-2 FLCs 
to many real world applications. As a result, several approaches have been presented 
to speed the type-2 FLC performance and alleviate the various computational over-
heads to allow the FLC to produce fast real time response. The following subsections 
will introduce some of the approaches introduced to speed the type-2 FLC response.   



 Type-2 Fuzzy Logic Controllers: A Way Forward for Fuzzy Systems 187 

4.1   Type-Reduction Approximation 

Wu and Mendel [14] introduced a method to approximate the type-reduced set by the 
inner and outer bound sets, thus avoiding the use of the iterative KM procedure. This 
method provides equations that compute the bound sets with no need to have any it-
erative procedures. It has been shown that the type-2 FLCs that employed the  
Wu-Mendel (WM) uncertainty bounds method had the potential to provide a valid 
approximation from the control point of view to the type-2 FLC using the iterative 
KM type-reduction procedure [15], [16].  

Fig. 4 shows the computational savings as a result of employing the WM method as 
opposed to the KM iterative type-reduction procedure in a marine diesel engine con-
trol application. Fig.4 shows the number of fired rules plotted against the time re-
quired to generate crisp outputs from given crisp inputs. Fig. 4 also illustrates the 
mean (solid lines) and standard deviations (dashed upper and lower error bars) of 
these calculated times (expressed in micro-seconds) for a varying number of fired 
rules. It was shown that for the WM based type-2 FLCs the mean and the standard 
deviation intervals for the computational time were always less than the type-2 FLC 
employing the KM procedure. For example in the instance of 25 rules firing the WM 
type-2 FLC achieved a comparative reduction of 28.5% relative to the KM type-2 
FLC. It is shown that as number of fired rules increase, the KM type-2 FLC real time 
performance will degrade. On the other hand, the Wu-Mendel type-2 FLC will pro-
duce faster computation times where for example the WM type-2 FLC is 48.8% and 
54% faster than the KM type-2 FLC in the instance of 100 and 200 rules firing re-
spectively and these computational savings will increase as the number of firing rules 
increase. This WM type-2 FLC faster response will map to a better real-time response 
that will impact not only our ability to meet hard real-time deadlines but also to free 
the processor for executing other high priority components such as alarms and moni-
toring whilst still having the superior type-2 FLC control response.  

 

Fig. 4. Mean and Standard Deviation for the timings of the WM type-2 FLC and the KM type-2 
FLC  
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4.2   Type-2 Hierarchical Fuzzy Logic Controllers  

Single rule base FLC (type-1 or type-2) suffer from the serious limitation that the 
number of rules increases exponentially with the number of variables involved. In 
addition, for interval type-2 FLCs computing the type-reduced fuzzy set is directly 
proportional to the number of fired rules. 

Type-2 Hierarchical Fuzzy Logic Controllers (HFLCs) have been introduced to 
cope with the rule explosion problem and its effects on the design and real-time op-
eration of the interval type-2 FLCs. In type-2 HFLCs (depicted in Fig. 5), the control 
problem is hierarchically decomposed by breaking down the input space for analysis 
by sharing it amongst multiple low level type-2 FLCs. Each FLC responds to specific 
types of situations and then a high level type-2 coordination layer integrates the rec-
ommendations of these low level type-2 FLCs. Each low level type-2 FLC has a small 
number of inputs and outputs and a small rule base and it serves a single purpose. The 
low level type-2 FLCs will typically (but not necessarily) map different inputs sensors 
to common actuators outputs. Such low level type-2 FLCs are building blocks for 
more intelligent composite behaviours, i.e. their capabilities can be combined through 
synergistic coordination by the high level type-2 fuzzy coordination layer to obtain an 
overall coherent behaviour that achieves the intended task(s). Type-2 fuzzy coordina-
tion allows the ability to express partial and concurrent activations of behaviours; and 
the smooth transition between behaviours.  

The hierarchical fuzzy systems have a nice property that the total number of rules 
increases linearly rather than exponentially as in the single rule base FLC. Hence 
type-2 HFLCs offer the following advantages: 

• It simplifies the design of the controller and reduces the number of rules to be 
determined so we can have a real time operation of the interval type-2 FLC.  

• It uses the benefits of type-2 fuzzy logic to deal with the large amounts of  im-
precision and uncertainty present in changing and dynamic unstructured envi-
ronments.  

• The controllers can achieve multiple goals, whose priorities may change with 
time.  

• The type-2 fuzzy coordination provides a smooth transition between behav-
iours with a consequent smooth output response which allows more than one 
behaviour to be active to differing degrees thereby avoiding the drawbacks of 
on-off switching schema (i.e. dealing with situations where several criteria 
need to be taken into account).  

• This hierarchical structure offers a flexible structure where new behaviours can 
be added or modified easily. The system is capable of performing very differ-
ent tasks using identical behaviours by changing only the context rules and co-
ordination parameters.  

Type-2 HFLCs have been applied with great success to autonomous robot control as 
in [11]. 
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Fig. 5. The type-2 HFLC architecture 

4.3   Hardware Implementations and Type-2 Co-processors  

Most of the current commercial controllers, attempt to address the faced uncertainties 
through averaging the sensor inputs and using gain scheduled control algorithms such 
as the gain scheduled PID controller with numerous non-linear gain functions inte-
grated in the embedded controller. Despite the additional complexity of applying 
these supplementary functionalities, the commercial controllers are still computation-
ally efficient. Where for example in marine diesel engines, the Viking 25 commercial 
controller  require about ten thousand clock cycles to perform all of its speed control 
functions, and using the remaining clock cycles to perform other engine management 
features such as signal conditioning, communications, alarm and monitoring etc. On 
the other hand, a type-2 FLC requires the equivalent number of clock cycles to per-
form type-reduction alone [16]. Thus despite any control performance improvements 
type-2 FLC may offer, these computational bottlenecks remain as a barrier to the 
type-2 FLC deployment in commercial embedded control systems. As a result, alter-
native hardware solutions were presented to exploit the high level of parallelism of-
fered by the type-2 FLC.  

Currently there are only some hardware implementations of the interval type-2  
FLC available. The first implementation was presented in [17] and they produced a 
VLSI implementation where the type-2 FLC was designed at the transistor level on a 
single chip for a dual input single output controller supporting up to 64 rules. This ap-
proach whilst offering a tailored solution does not present the flexibility nor re-
programmability of a micro-processor based solution. Alternatively Melgarejo et al 
[18] designed a type-2 FLC for an adaptive filter with a rule base of nine rules using 
the Wu-Mendel approximation. This implementation was embedded on a Field  
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Fig. 6. Mean and Standard Deviation for the timings of the WM CP and the KM CP 

Programmable Gate Array (FPGA). This approach is a highly optimised and pipelined 
solution offering a type reduced set in 9 clock cycles at the expense of being highly 
memory intensive; making use of memory base fuzzification, reciprocal division and 
distributed arithmetic each of which require large amount of on chip memory. In [19], 
Lynch et al. presented parallel hardware implementations of the interval type-2 FLC 
for the purpose of industrial control which can accommodate much larger rule bases 
(supporting up to 64 fired rules and hence supporting much larger rule bases) and use 
cheap hardware solutions. The developed solution was based on bespoke co-processors 
that can perform functions such as fuzzification and type reduction. Fig. 6 illustrates 
the results obtained by the bespoke Co-Processors (CPs) where the x-axis represents 
the number of fired rules and the y-axis represents the time the type-2FLC takes to 
produce crisp outputs given the crisp inputs. Fig. 6 shows the linear relationship be-
tween the Wu-Mendel CP (WM-CP) to the number of fired rules. This is a very advan-
tageous trait as the WM-CP consistency and predictability allow the system to transfer 
all data to the WM-CP and then continue executing other code, rather than waiting for 
the WM-CP to return the type reduced sets. Conversely the KM-CP is dominated by 
the number of fired rules and the number of iterations required to complete type reduc-
tion. Thus it is difficult to predict in advance the total clock cycles the KM-CP will 
need, as the number of required iterations is unknown. It is also clearly shown that the 
WM-CP requires much less clock cycles relative to the KM-CP. The type-2 CPs 
achieved an approximate computational reduction of approximately 100% relative to 
their sequential counterparts. This means that the developed CP hardware solution can 
achieve 100 % faster response compared to the normal interval type-2 FLC implemen-
tation. In the marine diesel engine domain, the CP based type-2 FLC was ten times 
quicker than the employed Viking 25 commercial controller. Thus the hardware accel-
eration offered by the co-processors removes any significant bottlenecks from type-2 
FLC and make it even faster than the sequential type-1 FLC and the commercial  
controllers whilst the type-2 FLC offers a superior control performance. Hence, the  
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proposed co-processors enable to fully explore the potential of interval and possibly 
general type-2 FLCs in applied commercial embedded applications. 

Most recently, Coupland et al. developed a hardware implementation of general 
type-2 FLC.  

5   Successful Applications of Type-2 FLCs 

5.1   Applications of Type-2 FLCs to Industrial Control 

Due to the high uncertainty levels facing industrial control systems, type-2 FLCs had 
much attention in industrial control applications. In [15], [16], [19], interval type-2 
FLC was applied to the speed control of marine diesel engines which was regarded as 
the first heavy industrial application of type-2 FLC.  Marine diesel engines are huge 
engines that are classified according to their speeds into three main categories: slow 
speed engines, medium speed engines and high speed engines. Slow speed engines 
are massive and can produce up to 80 MW of power such as the 2300 ton Wartsila-
Sulzer engine shown in Fig. 7, which operates at a few hundred rpm and is designed 
mainly for large container ships [20]. Due to their vast sizes and large power outputs, 
marine diesel engines require accurate and robust speed control/governing. Accurate 
speed control of marine diesel engines is of critical importance as significant devia-
tions from the speed set point could be detrimental and damaging to the engine and 
the respective loads. Moreover, for applications such as power generation sets, the 
engine speed in rpm must be stable multiples of the generated base frequency, i.e. 
50Hz frequency would require the engine to operate at 1000 rpm, 1500 rpm, etc. 
Hence, significant speed deviation can cause the generation of incorrect frequencies 
resulting in loss of synchronisation between the generator and associated power grid, 
which is obviously very problematic for any power generation system and coupled 
loads. Robustness in speed control is required to overcome and recover quickly from 
the inherent instabilities and disturbances associated with marine diesel engines which 
operate in highly dynamic and uncertain environments, experiencing vast changes in 
ambient temperature, fuel, humidity and load.  

Hence, choosing an appropriate speed control mechanism that is able to model and 
handle these uncertainties to produce an accurate and robust control is of vital impor-
tance. Moreover, this control mechanism has to be computationally undemanding to 
be able to operate on the industrial embedded electronic controllers, which have lim-
ited computational and memory capabilities that must typically be shared among 
speed control, alarm and monitoring, speed measurements, communications and  
signal conditioning. Due to their simplicity and their suitability for the industrial em-
bedded controllers, various forms of the PID controller have been used for the speed 
control in marine diesel engines. It has also been shown that Fuzzy Logic and Fuzzy 
PID controllers can provide improved control and robustness over traditional PID 
controllers. However, as mentioned above, a type-1 FLC cannot fully handle the un-
certainties associated with the marine diesel engines. Therefore, in practice, these 
uncertainties can be handled by continuously tuning the type-1 FLC or by using a 
group of type-1 FLCs to handle the faced uncertainties. Hence, the type-2 FLC  
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Fig. 7. The low speed Wartsila-Sulzer RTA96-C turbocharged two-stroke diesel engine [20] 

appeared to be a very attractive control mechanism to handle the uncertainties faced 
by the marine diesel engines. In [15], a type-2 FLC has been presented that is suited 
for the embedded controllers operating in marine diesel engines. This type-2 FLC was 
based on using the Wu-Mendel uncertainty bounds method.  

Fig. 8a confirms the same results shown in Fig. 3 where the control surface of  
the type-1 FLC is steep and non-smooth, especially near the set point where the error  
 

   
 (a)                                                                          (b) 

Fig. 8. (a) Control surface of a type-1 FLC. (b) Control surface of a type-2 FLC using Wu-
Mendel uncertainty bounds method. 
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(e) between the speed set point and the actual value as well as the change of error (d) 
should be equal zero. Consequently, any small variation of e and d can cause consid-
erable changes in the manipulating variable (mv), which means that the type-1 FLC is 
vulnerable to noise and uncertainties. Moreover, the larger the variations in e and d 
due to the uncertainties, the larger will be the disturbances to mv, which can cause 
instability and destruction of the engine. The control surface of the type-2 FLC shown 
in Fig. 8b shows a very smooth response as it is (in theory) aggregating the outputs of 
a large number of embedded type-1 FLCs. This smooth response will consequently 
give a very good control performance that can handle the uncertainties and distur-
bances as near the set point where e= 0 and d=0; small variations in e and d will not 
cause significant changes to mv and the response goes on gradually and smoothly with 
no steep changes.  

Recently, a Real-Time Type-2 Neuro-Fuzzy Controller (RT2NFC) was developed, 
which uses the Wu-Mendel uncertainty bounds method [16]. The performance of the 
RT2NFC was compared with a T2NFC (Type-2 Neuro Fuzzy Controller that uses the 
KM iterative type-reduction procedure). Both the type-2 neuro fuzzy controllers were 
compared with type-1 FLCs and the Viking 25 commercial controller. In the represen-
tative experiments shown in Fig. 9a and Fig. 9b, both the Viking 25 and the type-1 
FLC were tuned so that they can handle disturbances that were equivalent to 20 % of 
the full load (which is common disturbance that can face the engines at normal sea 
condition) [16]. The data used to train the RT2NFC and the T2NFC were obtained 
from the tuned Viking 25. It was noticed that the performances of the RT2NFC and 
the T2NFC are similar to the Viking 25 and type-1 FLC when introducing the distur-
bance of 20 % load that they were tuned to handle. However, as the uncertainty asso-
ciated with the change of load increases to 100 %  load as shown in Fig. 9a and Fig. 
9b, the performance of both the Viking 25 and type-1 FLC degrades significantly, 
producing large overshoots/undershoots as well as long settling times. Hence, the per-
formance of Viking 25 and the type-1 FLC will be unacceptable under these levels of 
uncertainties and this will not satisfy the desired standards. On the other hand, both 
the RT2NFC and the T2NFC produced type-2 FLCs that handled effectively the un-
certainties associated with the change of the load and operation condition to give a 
very good performance that has small overshoots/undershoots as well as short settling 
times. The performance of both the RT2NFC and the T2NFC satisfy the required 
standards and, thus, they will require no further tuning. Therefore, the RT2NFC and 
T2NFC could be used effectively to produce accurate and robust speed controllers for 
marine diesel engines. This shows the power of type-2 FLCs as though the RT2NFC 
and T2NFC were trained to mimic the commercially used Viking 25 controller; how-
ever, as the level of uncertainties increase, the type-2 FLCs were able to handle the 
uncertainties and outperform the Viking25 controller. As noted in Fig. 9b, the similar-
ity in control response between the RT2NFC and the T2NFC is a valid indication that 
they will both produce the same outputs. However, it was shown in [16] that the 
RT2NFC will produce a much faster response (especially as the number of used rules 
increases), which will enable real-time operations. 
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(a)                                                                         (b) 

Fig. 9. (a) Comparison of the response of 20 % type-1 FLC and Viking 25 against a T2NFC 
with 100 % load addition. (b) Control response of the RT2NFC, T2NFC and Viking 25 to the 
uncertainties associated with load changes of 100 %. 

In [21], a type-2 FLC was applied to the control of a buck DC-DC converter.  
DC-DC converters are power electronic systems that convert one level of electrical 
voltage into another level by switching action. The DC-DC converters are used exten-
sively in personal computers, computer peripherals, and adapters of consumer elec-
tronic devices. The DC-DC converters are an intriguing subject from the control point 
of view due to their intrinsic nonlinearity. The control technique for DC-DC convert-
ers must cope with their wide input voltage and load variations to ensure stability in 
any operating condition while providing fast transient response. The control problem 
is to control the duty cycle so that the output voltage can supply a fixed voltage in the 
presence of the input voltage uncertainty and load variations. It has been shown that 
the performance of the type-2 FLC is better than its type-1 counterpart where the rise 
time response of type-2 FLC is faster than that of type-1 FLC with no overshoot in the 
type-2 FLC controlled system [21]. 

In [22], a Genetic Algorithm was used to evolve a type-2 FLC to control a liquid-
level process. It was observed that both the type-1 and the type-2 FLCs are able to 
attenuate the oscillations when the modelling uncertainties are small. The liquid level 
in the tank will eventually reach the desired set-point, though the settling time is 
shorter when the type-2 FLC is employed. When the modelling uncertainties are lar-
ger, the type-1 FLC will give rise to persistent oscillations while the type-2 FLC has 
the ability to eliminate these oscillations and the liquid level reaches its desired height 
at steady state. It was concluded that the type-2 FLC is more robust than the type-1 
FLC as the type-2 FLC outperforms its type-1 counterpart, especially when the uncer-
tainty is large [22].    

As in the above industrial applications, it was also noticed, for the feedback control 
system reported in [23], that without uncertainties, the type-1 FLC and the type-2 
FLC responses are very similar. However, as the level of uncertainties increases, the 
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type-2 FLC produces a much improved performance with lower overshoot errors and 
better settling times than the type-1 counterparts. Thus, it was concluded that using a 
type-2 FLC in real-world applications can be a better choice since the amount of un-
certainty in real systems most of time is difficult to estimate [23]. 

In [24] a type-2 FLC was presented for the desulphurization process of a real steel 
industry in Canada. It is shown that the proposed type-2 fuzzy logic system is superior 
in comparison to multiple regression and type-1 fuzzy logic systems in terms of ro-
bustness, and error reduction.  

5.2   Applications of Type-2 FLCs to Robot Control 

Autonomous mobile robots navigating in real-world unstructured environments must 
be able to operate under the conditions of imprecision and uncertainty present in such 
environments. Hence, type-2 FLCs have found good grounds for application in  
mobile robot control. In [11], the interval type-2 FLC was presented to robot control 
involving indoor and outdoor robots and it was noticed that the type-2 FLC always 
outperformed its type-1 counterpart while using less number of rules. This was shown 
through the robot paths and the control surfaces, which graphically represent the un-
known function articulated by the FLC. 

 
(a)                                                          (b) 

Fig. 10. (a) The outdoor robot path using type-2 FLC to implement the right edge following 
behaviour to follow an irregular edge. (b) The robot path using a type-1 FLC, which gave a bad 
response when the environment changed (windy weather). 

In [11], experiments with robots in outdoor unstructured environments were pre-
sented to evaluate the real-time performance of the robot type-2 FLC and how it han-
dles the large amounts of uncertainty and imprecision facing the mobile robots in such 
changing and dynamic environments. The robots were tested under different envi-
ronmental conditions (like rain, wind, sunshine, etc.) and different ground conditions 
(such as slippery and dry grounds) as well as different times of the day. These ex-
periments also involved the use of different challenging environmental features like 
metallic and plant edges, which offer bad sonar response. It has been shown that the 

Type-2 
FLC  path 

Type-1 FLC path using 
three fuzzy sets to rep-
resent each input 
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type-2 FLC shown in Fig. 10a can handle uncertainties to give a better response while 
using a smaller rule base. It was also noticed that the type-1 FLC can give a good re-
sponse under specific weather, ground and robot conditions, but if any of these condi-
tions change like operating in a windy weather condition then the type-1 FLC with 
nine rules shown in Fig. 10b will fail and give a bad response as it cannot handle the 
uncertainties associated with the outdoor environments.  

The type-2 HFLCs were applied also to outdoor robots in which they gave a very 
good performance that outperformed its type-1 counterparts.  

In [25], an interval type-2 FLC was presented for a robotic agent intended to track 
a mobile object in the context of robot soccer games. In this domain, there are many 
sources of uncertainty, which include the image processing algorithms (which could 
be classified as uncertainty about the FLC inputs) as well as uncertainties in the actua-
tors and networking resources. It was shown that the type-2 FLC is able to cope with 
the involved uncertainty in a better way than the type-1 counterparts and it was also 
noted that with the type-2 FLC, it is not necessary to include more rules or fuzzy sets 
like the type-1 FLC and, hence, the type-2 FLC uses a smaller rule base.  

In [26], a generalised type-2 FLC has been introduced and applied to the control of 
mobile robots. The robots were given the task of navigating around a curved obstacle. 
The task of the FLC is essentially to minimise the deviation from the ideal path  
between the start and finish lines. Three controllers were compared, which are the 
type-1 FLC, the interval type-2 FLC and a hybrid generalised type-2 FLC that used 
geometric type-2 fuzzy logic in order to achieve the execution speeds required by the 
robot control system. It was noticed from the visual inspection of the robot paths that 
the generalised type-2 FLC performed most consistently. The interval type-2 FLC had 
a wider but consistent spread while the type-1 FLC had spread of paths somewhere 
between the two with a few paths quite far outside the main spread. It was concluded 
in [26] that the generalised type-2 FLC had the best performance among the interval 
type-2 FLC and the type-1 FLC. It was also noticed that the generalised type-2 FLC 
performed consistently well while the interval type-2 FLC performed quite well but 
was a little inconsistent, and the type-1 FLC performed relatively badly but was con-
sistent in the level of error.  

5.3   The Application of Type-2 FLCs to Ambient Intelligent Environments 
Control   

This section present the application of interval type-2 FLC to the control of Ambient 
Intelligent Environments (AIEs) as an example of domestic environments control. 
One of the main underlying challenges facing intelligent environments lies in the abil-
ity to manage the short-term and long-term uncertainties that arise due to changes in 
the environmental conditions and the user behaviour and activities during time. In 
[27], an agent architecture was presented for AIEs that used type-2 FLC for the con-
trol of AIEs. The presented agent architecture used a one-pass (non iterative) method 
to learn online the user’s particular behaviours and preferences for controlling the 
AIE in a non intrusive and seamless manner. The system learns the user behaviour by 
learning his particular rules and type-2 membership functions required by the type-2 
fuzzy agent. These can then be adapted incrementally in a life-long learning mode  
to suit the changing environmental conditions and user preferences. The presented  
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(a)                                                                     (b) 

Fig. 11. (a) The iDorm. (b) Number of accumulated online user adaptations 

type-2 agent architecture is suited for the embedded platforms used in AIEs, which 
have limited computational and memory capabilities. The type-2 FLC based agent 
was evaluated in the Essex intelligent Dormitory (iDorm), which is shown in Fig. 11a. 
The iDorm is a multi-user inhabited space that is fitted with a plethora of embedded 
sensors, actuators, processors and heterogeneous networks that are cleverly concealed 
(buried in the walls and underneath furniture) so that the user is completely unaware 
of the hidden intelligent infrastructure of the room. Unique experiments were con-
ducted with various users during an extended period (spanning the course of the year) 
where it was possible to evaluate and demonstrate how the agent can adapt in a life-
long learning mode and handle the faced short and long-term uncertainties. The type-
2 FLC based agents were compared with type-1 FLC based agents in their ability to 
model the user’s behaviour while handling the long-term uncertainties. The results 
showed that the type-2 FLC was better able to model the user behaviour and handle 
the short and long-term uncertainties while using fewer rules. In addition, online ex-
periments were conducted in the iDorm where the user satisfaction was measured by 
monitoring how well the agents adjusted the iDorm environment to the user’s prefer-
ences such that the user intervention was reduced during time, which can be used as a 
measure of the user’s satisfaction. Fig. 11b shows, for a two-day experiment, the 
number of rules that were adapted online every time the user had to override the 
agent’s decision. From Fig. 11b, it can be seen that the type-2 FLC based agent re-
quired significantly less user interaction than the type-1 agent. The plot for the type-2 
agent shows that the user intervention was initially high but then stabilised by the 
second day. Therefore, the type-2 agent only required a very short online tuning pe-
riod of approximately one day. This is because the type-2 agent better modeled the 
user behavior and handled the short and long-term uncertainties. The plot for the type-
2 agent also shows it to be more stable than the type-1 agent in controlling the envi-
ronment between the points when the user had to intervene in the agent’s decisions 
and adapt the rules. In comparison, the plot for the type-1 agent shows that the user  
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intervention continued to increase and did not properly stabilise by the end of the sec-
ond day. As a result, the frequency of the user interaction with the type-1 agent was 
quite high compared to the type-2 agent as the user had to continually adjust the 
agent’s decisions. It was also shown that type-2 agents can adapt to user behaviours 
and that they always generated fewer rules compared with the type-1 agents. It was 
shown that this rule reduction will lead to faster processing and more efficient mem-
ory usage when compared with the type-1 agents where it was found that the type-2 
agent was able to outperform the type-1 agent performance while achieving a 60 % 
increase in processing speed as a result of attaining a 50 % reduction in the size of the 
rule base, thus reducing memory usage [27]. 

6   Conclusions  

In this chapter, we presented the interval type-2 FLC and we highlighted its benefits, 
especially in highly uncertain environments. We have also highlighted the various 
techniques presented inorder to avoid the computational overheads of the interval type-
2 FLC and thus speeding its response to achieve satisfactory real time performance.  

Through the review of the various type-2 FLC applications, it has been shown that 
as the level of imprecision and uncertainty increases, the type-2 FLC will provide a 
powerful paradigm to handle the high level of uncertainties present in real-world en-
vironments. It has been also shown in various applications that the type-2 FLCs have 
given very good and smooth responses that have always outperformed their type-1 
counterparts. Thus, using a type-2 FLC in real-world applications can be a better 
choice than type-1 FLCs since the amount of uncertainty in real systems most of the 
time is difficult to estimate [23].  

Current research has started to explore the general type-2 FLC. Recent research is 
looking at generating general type-2 FLCs that embed a group of interval type-2 
FLCs. This will enable to build on the existing theory of interval type-2 FLC while 
exploring the power of general type-2 FLCs.  

Thus with the latest developments in interval type-2 FLCs, we can see that type-2 
FLC overcomes the limitations of type-1 FLCs and will present a way forward to 
fuzzy control and especially in highly uncertain environments, which includes most of 
the real-world applications. Hence, it is envisaged to see a wide spread of type-2 
FLCs in many real-world application in the next decade. 
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Abstract. Standards of evidence in scientific work, by the very term “stan-
dards,” should be consistent, but they are not. Often, well-known “facts” or 
claims turn out to be wrong, disagreements over the interpretation of data and 
methods yield to political motivations. Even people who would have us strive 
for the highest aspirations of scientific quality defend arguments from vox 
populi, or at least majority rule. This chapter will discuss the standards of evi-
dence in scientific work, with particular emphasis on evolutionary computation 
and modeling complex adaptive systems. Evidence shows that some models of 
seemingly simple systems are really quite complicated. In other cases, adjusting 
assumptions about a model leads to results that are at significant variance from 
what is commonly accepted. The implications of accepting well-known models 
of these systems are explored. Two common concepts are identified as being 
associated with potential problematic models: expectation and equilibrium. 

1   Introduction 

For those who are not professional scientists, science may seem a lofty profession, a 
profession of standards, where evidence rules the outcome and objective decisions 
lead to an advancement of knowledge. There is no doubt that the scientific method is 
the best method devised for adding to the collective knowledge of humanity, at least 
so far. Yet science is a human endeavor, requiring a purpose-driven observer who 
must invent hypotheses, collect data, interpret the findings, and come to conclusions. 
Science is driven in part by free market dynamics, which implies a selective process 
akin to natural selection in the living world. There is a finite set of available resources 
(e.g., funding, time on a telescope, page limits on journals, computer equipment) and 
stringent competition for those resources. In nature, those creatures that do not find 
adequate resources while avoiding predation die. In science, an analogous condition 
occurs, and the axiom of “publish or perish” in academia is real. As a consequence, 
the human endeavor of science is often political, reflecting the aims of the scientist 
and perhaps not the primary principle of science itself: To increase knowledge. 

The burden of proof is always on the scientist who proposes an explanation for 
some observation. By convention, the harshest critic of such an explanation should be 
the one who proposes it, for he or she is the one who presumptively knows it the best. 
Yet too often we see scientists who are advocates for hypotheses and critical of only 
those hypotheses proposed by other scientists. Too often we see scientific movements 
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begin and persist even in the face of contradictory data (or no real data at all), and 
persist for a very long time. 

Many scientists, particularly upon receiving a doctoral degree, will admit that even 
though they are experts in their fields, they really only know a small fraction of what 
there is to know about those fields, and an even smaller fraction of everything else. 
When reading a publication in their area of expertise, they may think “no, that’s not 
right at all.” But upon reading a publication that is not in their area of expertise, and 
having no basis for criticizing the content, they may be far more trusting: At least the 
material has survived peer review, unless the publication is a newspaper, commercial 
magazine, or perhaps merely a website. This trust is easily misplaced. Thus it be-
comes necessary to ask constantly “How do we know what we think we know?”  

For example, how do we know that giraffes have long necks to reach the leaves at 
the top of trees? That giraffes have long necks is obvious. But why do they have long 
necks? The answer most of us are taught early on is so that giraffes can outcompete 
other herbivores by reaching to eat leaves at the top of trees that are out of reach of 
other animals (an idea attributed to Darwin [1, 2]). More precisely, the argument is 
that natural selection has favored the longer neck of the giraffe (selecting against 
shorter necks), reinforcing the genetic foundation that creates this longer neck; pre-
sumably then, giraffes with shorter necks face greater competition for resources and 
have a lower survival rate. But how do we know this to be true? Perhaps it is not true. 
Simmons and Scheepers [3] observed that even in times when food is scarce, giraffes 
rarely eat with their necks fully stretched and instead usually eat from low shrubs; 
however, male giraffes fight in contests that involve swinging their heads and necks at 
each other, with those possessing longer necks having an advantage. Thus the long 
neck of the giraffe may be a product of sexual selection. The necks of male giraffes 
are also longer than those of female giraffes, and this dimorphism adds credibility to 
this alternative explanation. 

Perhaps the most controversial current political and social topic is anthropogenic 
global warming, but it is also a topic of scientific disagreement. For the past decade, 
at least back to [4], there has been a vocal group of scientists arguing in favor of mod-
els that support the contention that the Earth is warming and also that this warming is 
a function of human activity. (There is a much longer history of study of global cli-
mate change generally.) Most recently, the 2007 Nobel Peace Prize was awarded to 
the United Nations Intergovernmental Panel on Climate Change and former U.S. Vice 
President Al Gore, “for their efforts to build up and disseminate greater knowledge 
about man-made climate change,” bringing increasing political attention to the issue. 
(It may be interesting to note that more recent discussions have been framed in the 
context of “global climate change” rather than “global warming.” Since the Earth has 
always undergone global climate change, this revised terminology is considerably 
weaker.) Many mathematical models have shown a correlation between human activ-
ity and recent global warming. Yet it is interesting to note that one of the most com-
mon arguments heard in the media in favor of this conclusion has been of the form: 
The scientific community has reached a consensus. Anyone who doubts this is proba-
bly on the payroll of an oil company. Maybe there are still some of these people who 
also believe the Earth is flat. Gore asserted this on NBC’s Today show on November 
5, 2007. He also asserted on June 6, 2006: “The debate’s over. The people who dis-
pute the international consensus on global warming are in the same category now with 
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the people who think the moon landing was staged on a movie lot in Arizona.” These 
are not the tactics of a scientist who is his own harshest critic. They more like the tac-
tics used by elementary school children who settle arguments by getting the most 
other children to agree that they are right. 

Today, there are many scientists who are skeptical of the conclusions that have 
been reached by prior analysis of global climate change data suggesting that the Earth 
is warming as a function of human activity. (There is little doubt that the Earth has 
been in a period of recent warming, and it has gone through thousands of warming 
and cooling periods in its 4.5 billion years of history. What this recent warming por-
tends for the future of the planet is the more pertinent question.) Some of these scien-
tists are even members or former members of the United Nations panel that received 
the Nobel Prize. But it is not the size of the constituency on one side or the other of a 
scientific argument that is important. What is important is which side is right (if ei-
ther), a matter that can only be decided by vigorous analysis of the data, models, and 
conclusions. There appears now to be more willingness to have such a strong debate, 
and plainly baseless assertions are met with more direct criticism rather than reluctant 
deference. For example, after a wave of tornadoes in the United States in early 2008, 
U.S. Senator John Kerry suggested that this spate of violent weather was a function of 
global warming [5]. Roger Edwards, a climatologist from the National Weather Cen-
ter, was quickly quoted [5] from earlier statements in 2007 indicating “…no scientific 
studies solidly relate climatic global temperature trends to tornadoes… .” It is regret-
table that debate on this crucial issue of global importance, particularly in the public 
arena, has been stifled by arguments from authority, arguments from vox populi, and 
simple ridicule. 

Unfortunately, vox populi is not constrained to matters here on Earth. Consider 
even something as simple as how many planets orbit the Sun. The matter pertains to 
the definition of a planet, with significant implications on how science is conducted to 
study our solar system. In August, 2006, the International Astronomical Union (IAU) 
met in Prague and voted to adopt a definition that reclassified Pluto as a “dwarf 
planet” and not the “ninth planet” in our solar system. The rules that were adopted to 
define a planet were: (1) it must be in orbit around the Sun, (2) it must be large 
enough so that it takes on a nearly round shape, and (3) it has cleared its orbit of other 
objects. Because Pluto’s orbit overlaps Neptune’s it does not clear other objects and is 
therefore not a planet, according to the definition. There are at least two problems 
with this. First, Neptune does not clear its orbit either (because it overlaps with 
Pluto!) and yet no one is suggesting that Neptune is not a planet. In fact, in the IAU 
statement on the matter, Neptune is explicitly included as a planet without mention of 
this obvious exception to the rule. Second, although 2,411 people attended the meet-
ing, only 424 voted on this issue (out of nearly 10,000 members in total). Approxi-
mately 800 to 1,000 people attended the session that discussed the issue (which was 
held on the final day of the meeting). The vote was 237-157 with 30 abstentions. It 
might be puzzling that only 237 votes in favor of a motion in a society of close to 
10,000 is sufficient to determine something as important as whether or not all human-
kind should consider Pluto to be a planet. Yet, it seems that the IAU does not require 
a quorum of its members at meetings of the general assembly, while at the same time  
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its by-laws do provide for voting on “issues of a primarily scientific nature.” An im-
pertinent question can hardly be avoided: Since when are issues of a primarily scien-
tific nature decided by voting? 

Deciding whether or not Pluto is a planet is more controversial than many might 
anticipate. So perhaps returning to something less controversial would be appropriate. 
For example, it is well known that increasing salt intake is associated with hyperten-
sion (high blood pressure). The U.S. Department of Health and Human Services pub-
lishes a public circular (revised in 2006) through the National Institutes of Health 
(NIH) that specifically addresses this in dietary approaches to stop hypertension 
(DASH) and encourages eating less salt because of its sodium content [6]. There is an 
explicit claim that studies show lowering sodium consumption has a direct effect on 
lowering blood pressure: “The lower your salt intake is, the lower your blood pres-
sure.” That could not be more clear. The circular does not identify any reference to 
examine, but there is a description of a study on 412 individuals who were assigned to 
eat three different sodium levels per day (3,300 mg, 2,300 mg, and 1,500 mg), with 
the result being that lower sodium levels resulted in lower blood pressure readings. 
This is certainly the research published in Sacks et al. [7], which identified a statisti-
cally significant 2.1 mm Hg drop in systolic pressure from the high sodium level to 
the intermediate level, and another statistically significant 4.6 mm Hg drop in systolic 
pressure from the intermediate level to the low level when combined with a typical 
American diet. 

It would be easy to believe that there never has been any controversy about salt in-
take and hypertension, but such a belief would be wrong. Controversy continues to-
day. In 1998, a review titled “The (Political) Science of Salt” published in Science 
examined the conclusions of meta-analyses of various salt studies [8]. The results of 
over 50 such studies combined were inconclusive. Data could be interpreted to sup-
port a link between salt intake and increased blood pressure, or to support a conclu-
sion that no such link exists. Gary Taubes, who authored the Science article, wrote 
“This situation is exacerbated by a remarkable inability of researchers in this polar-
ized field to agree on whether any particular study is believable. Instead, it is common 
for studies to be considered reliable because they get the desired result.” Recent  
research [9] has suggested that some people are “salt sensitive” and that for these  
individuals it is important to reduce sodium intake, but not generally in the global 
population. Other research has addressed an apparent decrease in insulin sensitivity 
associated with a restricted sodium diet [10, 11, 12]. The question of whether or not 
this implies an increased likelihood of diabetes remains open. If the answers are to be 
found in personalized prescriptions for action, the answers are not likely to be found 
conclusively when studying large populations. This highlights a significant flaw in the 
way medical trials are conducted currently, and one that will likely be of much greater 
significance as personalized genetic information becomes more widely available so 
that medical actions can be tailored to individuals. 

Against the backdrop of this conundrum of controversy and confusion on matters 
that might at first appear simple or “decided,” it is easy to imagine that the study of 
complex adaptive systems and evolutionary games would pose its own set of chal-
lenges. Again, it is appropriate to ask “How do we know what we think we know?” 
Has the burden of proof been met? For example, one explanation of adaptation in 
natural systems views organisms as receiving payoffs from different behaviors and 
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asserts that organisms seek to minimize expected losses from these behaviors. But 
how do we know this is a reasonable assertion? Another example views organisms in 
competition for payoffs and asserts that the only viable explanations for the behaviors 
that the organisms adopt must be solutions to an equation that places the expected 
payoffs of alternative behaviors at an equilibrium point. But how do we know this is a 
reasonable assertion? In fact, there is evidence against these and other assertions, 
which this chapter will offer for consideration in the hope of encouraging more criti-
cal thinking regarding these and other important matters of science. 

2   K-Armed Bandits and Minimizing Expected Losses 

Evolution is viewed commonly as an optimizing process [13, 14]. The question of 
what is being optimized has remained open to interpretation. One idea is that selection 
favors those behaviors that minimize expected losses over a series of decisions, where 
each decision receives a stochastic payoff [15]. Such a criterion is convenient mathe-
matically because it is amenable to an analysis of optimal strategies. But such mathe-
matics cannot address the principal question of the suitability of the criterion itself; it 
merely assumes the criterion as given. However, the aptness of this criterion can be 
assessed by computer simulations in which individuals compete for survival based on 
the reward they receive while employing different strategies for sampling from a k-
armed bandit. 

The k-armed bandit serves as a familiar analogy that can provide insight into ani-
mal behavior in diverse environments [14]. Variations of the analogy are typical in 
optimality models that presume individuals can adopt alternative behavioral strate-
gies, each having a random distribution of payoffs with certain likelihoods, much like 
pulling a one-armed bandit (a slot machine). These payoffs can be measured in terms 
of food obtained, shelter, reproductive success, or other suitable standards [16, 17, 
18]. In traditional evolutionary game theory, expected payoffs translate linearly into 
reproductive success or “fitness” [19]. When interest is focused on the specific  
behaviors that provide the foundation for that reproductive success, however, the rela-
tionship between behaviors and fitness may be nonlinear. Alternative behavioral 
strategies can be compared in light of a chosen mathematical criterion, with those that 
are found to be optimal in turn being compared to those observed in nature. It is 
hoped that with appropriate abstraction, this mathematical device can provide insight 
into the fundamental dynamics that underlie the observed behaviors. 

One widespread abstraction of the k-armed bandit problem to adaptation in natural 
settings is found in the canonical genetic algorithm [15], in which the problem of ad-
aptation is framed as a series of decisions on how to best allocate trials to alternative 
bandits in light of payoffs received from previous trials. The principal assumption 
underlying the mathematical framework of genetic algorithms is that natural selection 
minimizes expected losses while sampling from alternative bandits (described as 
“schemata” [15], which are subsections of complete solutions). Under this assump-
tion, Holland [15] offered what was presumed to be an optimal sampling strategy of 
devoting an exponentially increasing number of trials to the observed best bandit(s) 
(the one(s) with the greatest observed average payoff). Independent analyses [20, 21],  
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however, proved that the development in [15] is mathematically flawed: The pre-
ferred strategy of the genetic algorithm is not, in truth, optimal for the criterion of 
minimizing expected losses. 

Rather than seek to fix this circumstance by discovering alternative strategies that 
are indeed optimal for this criterion (also see [21] for the mathematical challenge that 
this poses), a more fundamental question can be raised: Does selection in fact favor 
those behavioral strategies that seek to minimize expected losses, and if not, what are 
the conditions that determine which tactics will be favored by selection? To begin to 
address this question, a two-armed bandit can be studied using a simulated population 
of competing strategies that are subject to random variation and selection. The hy-
pothesis that selection favors minimizing expected losses can then be tested statisti-
cally by examining the strategies that survive over a large number of generations. As 
will be seen, the results of these simulations do not offer general support for this hy-
pothesis. 

2.1   Methods on a 2-Armed Bandit Problem 

A population of N individuals was constructed where each faced the choice of sam-
pling from either of two slot machines. The first machine offered a payoff that was 
Gaussian distributed with a mean of 1.0 and standard deviation of σ1 = 1.0. The sec-
ond machine was also Gaussian distributed, but with zero mean and standard devia-
tion that was parameterized by the symbol σ2. After each individual sampled from 
either of the bandits, all individuals were ranked in order of decreasing payoff and the 
subset K of these with the greatest payoffs were selected to generate subsequent prog-
eny. In this way, K represented the carrying capacity of the environment. This process 
was then iterated over several thousands of “generations.” 

The behavior of each individual was defined by a single parameter, pi, i = 1, …, N, 
which corresponded to the probability that it would sample from the first bandit (i.e., 
the one with the greater mean). This protocol is typical of phenotypic optimality mod-
els in which the underlying genetics of a particular behavior is abstracted out of con-
sideration [19]. A surplus of offspring was generated from surviving individuals 
through a slight random variation of each parent’s parameter. Each surviving individ-
ual was given an equal probability of being selected to generate each next offspring  
(i = 1, …, N). Specifically, each offspring’s parameter p′i was set equal to its parent’s 
parameter pi, with the addition of zero mean Gaussian noise with standard deviation 
of 0.01. This choice was deemed reasonable for representing a small amount of per-
sistent random variation. If any offspring’s p′i became greater than 1.0 or less than 0.0 
it was set to the limit it exceeded, thereby maintaining its interpretation as a probabil-
ity. Note that each parent could generate more than one offspring. 

Consideration was given to case of stringent selection pressure, in which the 
maximum population size, N, was significantly larger than the carrying capacity, K. 
That is, a great percentage of offspring do not survive to reproduce and the reproduc-
tive strategy of generating a tremendous surplus of offspring is adopted, rather than 
having parental investment be constrained to only a small number of offspring. Ex-
periments were conducted for the cases where (1) K = 1 and N = 100, and (2) K =100 
and N = 10,000 (i.e., on average, each parent generated 100 offspring) at various set-
tings of σ2 ranging from 0.01 to 5.0 at selected intervals. Each individual was defined 
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to have a maximum lifespan of one generation, that is, all parents were removed from 
the population at each iteration, and only the best K out of the N offspring were se-
lected for further reproductive attention. In both the (1, 100) and (100, 10000) cases, 
the initial population of N individuals was selected with each individual’s probability 
parameter being chosen uniformly at random over the interval [0, 1]. 

Attention was focused on the mean of all surviving parents’ probability parameters 
at each generation. To avoid initial transient effects, data were recorded from genera-
tions 100,000 to 10 million for the case of (1, 100) and from generations 20,000 to 
120,000 for the case of (100, 10000). The mean probability parameters over these 
generations were then averaged to generate a single datum representing the mean 
probability of choosing the first bandit for each investigated setting of σ2. Under the 
hypothesis that selection favors strategies that minimize expected losses, the antici-
pated results would indicate a strong tendency to sample from the first bandit regard-
less of σ2 because it has the higher average payoff [15]. 

2.2   Results on the 2-Armed Bandit Simulation 

Figures 1(a) and (b) show the results for both cases. The figures indicate a clear shift 
of optimal (i.e., selected) behavior away from sampling the bandit with the higher 
mean as the standard deviation of the second bandit was increased beyond a particular 
threshold in the range of 1 < σ2 < 2. This threshold point can be analyzed mathemati-
cally (discussed below). The natural outcome of these simple evolutionary systems 
was a selection for risky behavior even when the average payoff for that risk was 
lower than that offered by the less variable option. Note also that even at very low 
values of σ2, there was a saturation of the mean probability of selecting the first bandit 
at values significantly lower than 1.0. That is, even when the second bandit had very 
low variance, there was insufficient selection pressure to drive the mean probability of 
choosing the bandit with a higher average payoff to complete certainty. Even under 
these conditions, selection did not favor strategies that minimized expected losses 
exclusively. The mathematical analysis of this result is provided in [22].  

2.3   Discussion on Minimizing Expected Losses 

Several design choices were made for the simulation, but chief among these is the 
stringency of selection pressure coupled with a large surplus of offspring. This situa-
tion necessitates risky behavior because as the possible reward for taking that risk 
becomes greater, the conservative strategy of opting for the less variable but greater 
average payoff becomes untenable. Given a sufficient number of risk takers, a suffi-
cient subset of those will get lucky and gain a payoff that is larger than is likely to be 
gained when choosing conservatively. Most risk takers will be losers, but at the same 
time most of the winners in this lottery will also be risk takers. 

It is of interest to identify conditions in natural settings that are similar to those in-
corporated in the models studied here. The situation of a high selection pressure and 
larger surplus of offspring is not uncommon in nature (r-selection). Individual mortal-
ity rates are often difficult to estimate, but there have been some assessments. The 
daily rate of larval mortality in northern anchovies has been estimated between 16 and 
20% [23, 24]. It has also been estimated that 70% of the eggs of Atlantic herring in a  
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Fig. 1. (a-top)(b-bottom). The mean probability of choosing the bandit with greater average 
payoff as a function of the standard deviation of the bandit with lower average payoff. (a) K = 1 
and N = 100, and (b) K = 100 and N = 10000. Sampling was conducted from generation 
100,000 to 10 million for case (a), and 20,000 to 120,000 for case (b), so as to avoid transient 
effects that might result from the uniform initialization of strategies. Under the hypothesis that 
selection would favor strategies that minimize expected losses, the anticipated result would be a 
flat line indicating complete certainty of choosing the first bandit with fixed mean and standard 
deviation regardless of the value of σ2. In contrast, the results indicate not only a lack of con-
vergence to strategies that always choose the first bandit when σ2 is small but also a consistent 
shift that favors strategies that choose the second bandit with lower mean payoff as σ2 is  
increased. Each datum is the average of on the order of 105 or 107 trials and thus the 95% con-
fidence limits around each point are not visible at the scale shown. The results indicate statisti-
cally significant evidence rejecting the hypothesis that selection favors strategies that minimize 
expected losses (P << 10−6). 

patch off the Canadian coast were eaten by predatory flounders (one examined  
flounder contained 16,000 eggs) [25]. These rates concern only immature fishes and 
therefore the percentage of individuals that survive to maturity and further go on to 
reproduce must be even lower. Similar observations can be made for a great number 
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of insect species and flora (e.g., ferns generate billions of spores annually [26]) in 
contrast with, say, mammals which are often K-selected; however, even in this latter 
case, predation is often a serious threat [27, 28, 29], and sexual selection may be very 
stringent, with few of the males actually taking part in reproduction (e.g., with the 
intense competition between male elephant seals less than one-third of the beach-
resident males copulate during a breeding season and most matings are accomplished 
by only a few males [30, 31]; moreover, only about 10% of the male pups are still 
alive when they are mature enough to compete seriously for rookeries with other 
males [26]. 

The idea that the variability of payoffs plays a role in choosing optimal behaviors 
has been examined in depth by animal behaviorists in different settings [32, 33]. For 
example, Caraco [34] offered juncos choices between being fed with a fixed or vari-
able number of seeds, with both choices constrained to have the same mean number 
of seeds (i.e., 2 vs. 0 or 4). The juncos were observed to prefer the more variable 
choice after being deprived of food for a prolonged period of time. Similar tendencies 
toward more variable payoffs when under stress, even though the mean payoff for 
each choice was identical, have been observed in other studies [35, 36]. This is prima 
facie evidence contradicting the explanation that the behaviors have evolved to mini-
mize expected losses, for if this criterion were true there would be no expected bias 
for making either choice given identical mean payoffs. 

The results presented here go further by indicating that risky behavior can be pre-
ferred even when the mean payoff is sacrificed if the potential rewards are sufficiently 
high and sufficiently likely. Moreover, selection may not completely eliminate behav-
iors that yield a lower expected reward even when the variance of this subpar payoff 
is small. When payoffs do not translate linearly into reproductive success, minimizing 
expected losses does not imply maximizing reproductive success. Thus, assuming this 
criterion is not an appropriate starting point for a general theory that seeks to explain 
adaptation in natural (and artificial) settings. 

3   Evolutionary Unstable Strategies 

Assumptions are integral to all models. Often, assumptions are made merely for 
mathematical convenience (e.g., Gaussian distributed noise in a linear regression 
analysis). When mathematical convenience supersedes the main objective of model-
ing – to gain insight about a real-world phenomenon – the result is often the right an-
swer but to the wrong problem. When the assumptions are adjusted even slightly, 
quite different answers may appear. Such is the case with models based on the con-
cept of evolutionary stable strategies. 

Evolutionary stable strategies (ESSs) have become routine in the explanations of 
the long-term dynamics of complex adaptive systems. Thousands of papers have been 
contributed to the archive literature on this concept. An evolutionary stable strategy is 
defined on an evolutionary game with various possible strategies for each player and 
prescribed payoffs that depend on the simultaneous play of each participant. The equi-
librium conditions of the game are determined, and it is assumed that once the play-
ers’ strategies arrive at such an equilibrium they will tend to remain in that condition, 
barring external influences. Thus the equilibrium states are regarded as the likely re-
sulting behaviors of the complex coevolutionary system with the caveat that such 
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states are accessible [37, 38] and that the game provides an adequate description of 
real-world conditions. 

A most basic game is a mathematical construction involving pairwise contests 
among an infinite collection of players over resources of specified values. The re-
quirement for an infinite collection is of critical importance, as will be observed 
shortly. Each competing player can adopt one of two alternative strategies, A or B. A 
payoff is defined for each alternative combination of behaviors. The respective worth 
for a player adopting a certain behavior is determined by the expected payoff for the 
behavior, given the distribution of behaviors in the population. The payoff for a single 
encounter is denoted as E(A, B), where the payoff is to the individual adopting strat-
egy A against an opponent adopting strategy B, with a similar notation for other pos-
sible pairs of strategies. 

For a strategy I to be an ESS, it must satisfy either of the following conditions: 
 

1. E(I, I) > E(I,  J) 
2. E(I, I) = E(J, I) and E(I, J) > E(J, J) 

 

where J is any other strategy, J ≠ I [19, 39]. Essentially, an ESS is a strategy, or set of 
strategies, that cannot be invaded by any other strategy. When members of a popula-
tion adopt an ESS, their expected payoffs are always greater than the payoff awarded 
by any new member adopting an alternative policy.  

ESS analysis has been applied for over three decades, including early reports to 
predict the behavior and characteristics of naturally evolved organisms (e.g., expected 
sex ratio [40, 144-145], courtship strategies [40, 150-151], searching for suitable feed-
ing areas [41], superparasitism [42], mating tactics [43]), and more recently [44, 45, 
46] and others. 

The principal assumption for analyzing systems in terms of their ESSs is an infinite 
population [19, p. 20] (cf. [47, 48] for addressing finite populations, which is of par-
ticular importance to the discussion that follows). Under this assumption, if individual 
payoffs reflect random effects (e.g., when two equivalent strategies meet, one wins 
and the other loses with equal probability), these effects can be collapsed to their ex-
pectation (i.e., the variability of the distribution of the sample mean goes to zero in 
the limit); however, under a finite population, regardless of population size, these  
random effects are instead described by a probability mass function (cf. [47], which 
continued to treat the payoff only on the average). Sampling from such a probability 
distribution can have a marked effect on the trajectory of a population over the course 
of many iterations.  

In an adaptation of the simple hawk-dove game [40], simulations that incorporated 
a finite population and random payoffs demonstrated limit cycle behavior (Figure 2) 
and population trajectories that were not associated with the ESS found in the infinite 
game [49]. Fogel et al. [50] extended these results to include various levels of  
selection pressure (i.e., the fraction of the population culled by selection at each gen-
eration) for populations of size 600 (Figure 3). The results indicated that the mean 
fraction of hawks was qualitatively different from the ESS for selection pressures of 
16% and above (the percentage of the population replaced in a generation), and was 
statistically significantly different from the ESS for pressures ≥ 7%. Fogel et al. [51] 
extended the results to small populations (e.g, fewer than 100 individuals), which are 
most relevant for field work in evolutionary biology. 
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Fig. 2. The results of a typical simulation [49] of the hawk-dove game with a finite population 
and random payoffs. A population of 600 individuals was initialized at the ESS (350 hawks). 
At each generation, all individuals met in a round-robin competition (all possible pairs) and the 
300 individuals with the lowest scores were replaced by copies of the 300 individuals with the 
highest scores (50% selection). The population did not remain at the ESS, but instead diverged 
away from it and fell into an apparent limit cycle for an indeterminate length of time. The par-
ticular cycle of (560, 520, 440, 280) shown above, describing the number of hawks in the popu-
lation over successive generations, occurred in each of 10 trials. The mean of this cycle is 450 
hawks, which does not correspond well with the ESS. Another frequently generated cycle was 
(400, 200), which again does not correspond well with the ESS. A variety of other results were 
generated for populations of 60 and 6000 individuals, but in no case did the ESS provide a use-
ful description of the population’s trajectory. 

3.1   Background on the Hawk-Dove Game 

The hawk-dove game involves two players who may choose between strategies of 
hawk or dove. A hawk is always aggressive and only retreats when injured. A dove, 
in contrast, merely adopts a threatening posture but never causes physical harm to an 
opponent. If a hawk fights a dove, the dove flees. If a hawk fights another hawk, they 
continue to fight until one of them is injured. If a dove meets a dove, neither is 
harmed; both adopt threatening positions for a long time until one retires. It is as-
sumed that there are no recognition mechanisms that would enable either player to 
discern the opponent’s strategy before an encounter (which is another significant 
simplification). 

Points are awarded for encounters as follows. A win is worth 50 points, a loss is 
worth 0 points, being injured is worth −100 points, and wasting time in a long contest 
is worth −10 points. These values are taken from [40, p. 70] and are somewhat arbi-
trary but are meant to reflect the reproductive potential in light of the above descrip-
tions. Encounters between a hawk and dove always yield 50 points for the hawk and 0 
for the dove. Encounters between doves yield 40 points to one dove (50 points for the  
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Fig. 3. A scatterplot of the mean fraction of hawks after replication for each of 100 trials at 
each level of selection pressure (i.e., the fraction of the population that is eliminated at each 
generation) using a population of 600 players (from [50]). Coincident points are represented by 
larger star symbols. As the selection pressure was increased, the mean behavior of the popula-
tion after replication tended to diverge away from the ESS (which is depicted by the horizontal 
line). For selection pressure up to ≈15%, hawks comprised the majority of individuals both 
eliminated and replicated (i.e., they possessed scores in both tails of the distribution). After 
15% selection, the distribution of the fraction of hawks after replication diversified, and the 
mean behavior of the population tended to drift sharply away from the ESS until it was ulti-
mately dominated by limit cycles. At very high selection pressure, the data suggest that the 
probability distribution of the mean fraction of hawks may be bimodal. 

win and −10 for wasting time) and −10 to the other, with the winner chosen with 
equal probability. Encounters between hawks yield 50 points to the victor and −100 to 
the vanquished, again with the winner chosen with equal probability. Thus the ex-
pected payoffs for encounters are: 

 

E(H, H) = −25 
E(H, D) = 50 
E(D, H) = 0 
E(D, D) = 15 
 

where H and D are the respective hawk and dove strategies, and the payoff is the 
mean payoff for the strategy listed first in parentheses. Operating on these expected 
values, the ESS for the game is a population consisting of 5/12 doves and 7/12 hawks. 
In the infinite population game, if the fraction of hawks started to increase above 
7/12, doves would begin to gain an extra advantage, and the stable 7:5 ratio of hawks 
to doves would reappear. But under more realistic conditions of a finite population, 
with high selection pressure (i.e., the fraction of the population that is eliminated), 
where the payoffs for individual encounters are not taken as the expected payoffs but 
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rather are sampled as random variables, the ratio of hawks to doves can diverge from 
the ESS and may, as illustrated in Figure 2, exhibit limit cycles. 

3.2   Experimental Results Showing ESSs Are Not Stable 

Fogel et al. [50, 51] offered two sets of experimental results showing that populations 
in the simple hawk-dove game did not converge to the supposed evolutionary stable 
strategy, and diverged from that strategy even when the population was initialized at 
that solution to the game.  

In one experimental design, 100 trials were conducted for a variety of selection 
pressures (Figure 4) within a finite population of 60 individuals playing a hawk-dove 
game. In each trial, the population was initialized at the ESS: 35 hawks and 25 doves. 
Each individual in the population competed in a round-robin tournament (i.e., each 
individual paired once with each other individual), and payoffs were awarded in each 
encounter by sampling from the appropriate random variable, rather than using its 
expected value. For example, if two hawks met, one would receive a payoff of 50 for 
the win while the other would receive −100 for fighting and losing, instead of assign-
ing both hawks the statistical expectation of −25. The results of any encounter did not 
affect the probabilities of winning or losing in subsequent encounters (i.e., encounters 
between like individuals were always decided with equal chances for each to win). 
After all contests were completed and point totals accumulated, a selected percentage 
of the population with the lowest scores was removed from the population and re-
placed by copies of the corresponding percentage of highest scoring individuals. For 
example, if the selection pressure were 10%, then the six lowest scoring individuals 
would be replaced by replicas of the six highest scoring individuals. Selection levels 
covered the range from 1%-50% by single percentage points. Each trial was iterated 
for 200 iterations of replication and selection, this being chosen to minimize any ini-
tial transient effects on the mean population trajectory. 

In another experimental design, round-robin pairing was replaced by a randomized 
mixing procedure. Rather than compute all pairwise encounters, a random mixing 
level was described as a percentage of the population size. The expected number of 
encounters for each individual per iteration was determined by multiplying the mixing 
percentage by the population size. For example, if the mixing level were 5% and the 
population size consisted of 60 individuals, this would indicate that each individual 
should be expected to engage in three encounters. The expected number of encounters 
per individual was multiplied by the total population size to determine a total number 
of encounters for each iteration. Individuals were then selected completely at random 
for each encounter up to the prescribed maximum number. Thus it was possible for an 
individual to have more than the expected number of engagements, or even no en-
gagements. Each individual was initialized with zero points at the start of each round 
of competition, and selection was imposed based on the number of points per individ-
ual after all pairwise competitions had been completed. The mixing level was in-
creased from 5% to 100% in 5% increments and the selection percentage was simul-
taneously stepped from 5% to 50% (i.e., 100 trials for 200 iterations for each pair of 
settings for mixing level and selection pressure). In addition, a selection pressure of 
1% (which was set equal to one individual) was also executed. 
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Conceptually, the simulation operated in discrete phases of selection and replica-
tion, thus consideration should be given to the mean fraction or number of hawks in 
the population at the completion of both phases. Experiments with 600 individuals in 
[50] indicated that the ESS was not qualitatively relevant to the fraction of hawks 
after selection, and attention was therefore focused on the fraction or number of 
hawks in the population after replication. For the first experiment, this is displayed in 
Figure 4. The mean fraction of hawks after replication was statistically significantly 
different from the ESS (P < 0.01) at all selection levels ≥ 5%. The mean fraction of 
hawks after replication moved increasingly away from the ESS at successively higher 
levels of selection pressure. None of the sets of 100 trials for any selection pressure 
above 10% generated a distribution of the mean fraction of hawks that bounded the 
ESS, nor did the ESS appear to be a useful point estimate of the distribution of trials 
for selection pressure at ≥ 5%. 

For the second experiment, with a population size of 60, Figures 5 and 6 show the 
combined effects of varying the selection percentage and the mixing level (noted as 
encounter percentage), respectively. When the mixing level was held constant and 
selection percentage was varied, systematic deviations away from the ESS were ob-
served. These deviations were exaggerated for a mixing level of only 5%, where the 
mean number of hawks after replication in 100 trials of 200 iterations appeared to 
take on a decidedly nonlinear pattern as selection percentage is varied from 1-30 indi-
viduals (i.e., 1%-50%). For any particular mixing level, the ESS did not serve as a 
useful point estimate of the population’s mean behavior at any selection percentage 
greater than 5%. There was often considerable variability even at only 5% selection. 
For constant selection pressure of 5%, 25%, and 50% (as shown in Figure 5), as the 
encounter percentage was increased, the distribution of the mean number of hawks 
after replication (across all iterations) appeared to stabilize. But the ESS served as a 
potentially useful point estimate of the mean population only for the relatively slight 
selection pressure of 5%. Note that as the mixing level was reduced the results typi-
cally became more variable. Moreover, the directionality of the variability was not 
consistent (i.e., low mixing at low selection pressure generated a low mean number of 
hawks, while low mixing and medium and high selection pressures generated a high 
mean number of hawks). 

3.3   Discussion of Evolutionary Unstable Strategies 

These results, as well as those in [50], provide evidence that the equilibrium condi-
tions associated with ESSs may not be stable in simple evolutionary games involving 
finite populations and random payoffs based on individual encounters. (The essential 
aspects of the research have also been replicated in [52, 53], with a thorough analysis 
of the mathematics that generates the observations.). The simulation demonstrated the 
potential for generating qualitatively different results than would be expected under 
the assumption of an infinite population simply by varying fundamental characteris-
tics such as the selection pressure and mixing rate. Cavalieri and Kocak [54] showed 
that in a model simulation study with parameter values based on field data, a popula-
tion undergoing regular periodic cycles can become chaotic in the absence of changes  
 



 The Burden of Proof: Part II 215 

 

Fig. 4. A scatterplot of the mean fraction of hawks after replication for each of 100 trials at 
each level of selection pressure (i.e., the percentage of the population that is eliminated at each 
generation) using a population of 60 players. Coincident points are represented by larger star 
symbols. As the selection pressure was increased, the mean behavior of the population after 
replication tended to diverge away from the ESS (the horizontal line). At and above 5% selec-
tion, the mean behavior of the population tended to drift sharply away from the ESS. 

in environmental factors. Analysis by Dieckmann et al. [55] also indicated that evolu-
tionary limit cycles may be a natural outcome to coevolutionary dynamics, as opposed 
to points of stability. 

If attention is given to the long-term behavior in equilibrium of the hawk-dove game 
in the framework of the finite population simulations indicated above, there is an obvi-
ous congruence between the equilibrium conditions and the ESS for the classic game 
with an infinite population. Indeed, the definition of an ESS follows the concept of put-
ting strategies into equilibrium conditions [56, p. 162]. The ergodic equilibrium condi-
tions for the simulations conducted here can be determined in a manner similar to [56]. 

Given H hawks in a population of size N, and therefore N – H doves, the expected 
payoff to each hawk and dove under panmictic conditions is: 

 

E(H) = –25(H – 1) + 50(N – H) 
E(D) = 0(H) + 15(N – H – 1) 
 

Note that each individual cannot play against itself. At equilibrium: 
 

–25H + 25 + 50N –50H = 15N – 15H – 15  
 

thus  
 

– 60H = –35N – 40 
 

and 
 

H/N = 7/12 + 2/(3N). 
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Fig. 5. A series of scatterplots of the mean number of hawks after replication for each of 100 
trials with the mixing level held constant and selection pressure varying in a population of size 
60. Each data point is the mean of 200 iterations in independent trials. Plots (a)-(e) are for mix-
ing levels (encounter percentage) of 100%, 75%, 50%, 25%, and 5%, respectively, with selec-
tion percentage ranging from [1, 50] in increments of five units. At mixing levels of 75% (b) 
and 100% (a), for selection pressure greater than 5%, the distribution of results drifts away 
from the ESS. At mixing levels of 25% (d) and 50% (c), the ESS is not a useful point estimate 
of the distribution of results even at selection pressures of only 5%. When the mixing level is 
lowered to 5% (e), the distribution takes on a nonmonotonic characteristic as selection pressure 
is increased. Note that in plots (a)-(d), a vast majority of trials at the 1% selection level never 
deviated from the ESS (e.g., for the case of mixing level of 100% (a), 99 of 100 trials remained 
at the ESS). 

H/N defines the proportion of hawks in the population, and as N tends to infinity, this 
ratio tends to 7/12, which is the ESS for the infinite population case.  

Space does not allow a complete review of the additional experiments described in 
[50, 51, 52]. These experiments used larger population sizes (100 and 600) and stud-
ied various levels of selection pressure and mixing within the population, as well as 
forms of selection, including both truncation and proportional selection. For trunca-
tion selection, there was no tendency for a population to stay at an ESS. For propor-
tional selection, the mean fraction of hawks could vary by as much as 3% from the 
ESS even at populations as large as 500. Most field studies involve populations on the 
order of 100 or fewer individuals, thus calling into question the utility of ESSs as an 
explanation of observed behaviors. If an ESS cannot be relied upon as an explanation 
of the dynamics of something as simple as the hawk-dove game, there would seem to 
be little reason to expect it to be reliable in predicting the dynamics of more compli-
cated real-world settings. Indeed, chaos and limit cycles have been observed in these 
settings [54, 55, 57]. 
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Fig. 6. Scatterplots of the mean number of hawks (see Figure 5) for the cases where selection 
pressure is held constant. As the mixing level is increased, (a) 5%, (b) 25%, (c) 50%, the distri-
bution of trials appears to stabilize, but the ESS is only useful as a point estimate in the case of 
5% selection pressure (a). For low mixing levels, none of the results shows reasonable agree-
ment with the ESS. 

Much of the work in ESSs relates only to mathematical problems posed under a va-
riety of factors (in other words, “in theory”), such as mate desertion [58], individual 
condition and tactic frequency [59], renewing resources [60], learning rules [61], and 
others. Many of these efforts make analogies to real organisms but unfortunately no 
real data are offered in support of the derived models. 

In many cases where field data are offered, the population sizes have been rela-
tively small. For example, Brockmann et al. [62], Davies and Halliday [63], Gross 
and Charnov [64], Gross [65, 66], and Sinervo and Lively [67], each relied on field 
data from an effective population size numbering less than 500, and in most cases less 
than 100. The current results suggest that such population sizes are insufficient to 
verify or falsify the existence of an ESS (cf. [19, 68]). Further, the simulations re-
ported in this chapter were conducted over 200 generations. In contrast, in most field 
studies, only a very few generations are ever observed. Certainly, this smaller sample 
size must also lead to greater variability in the mean behavior of a population and 
leads to even greater skepticism concerning the general utility of ESSs. 

There have been at least two longstanding misconceptions within the literature of 
evolutionary stable strategies. First, Brockmann et al. [62] suggested that two alterna-
tive strategies cannot coexist in a population unless they are equally successful on the 
average. The experiments reported here demonstrate that this assumption is not cor-
rect: Two alternative strategies can co-exist under conditions in which, on average, 
one strategy is more successful than the other. Second, Brockmann and Dawkins [69] 
offered that populations should be expected to be found in evolutionary stable states 
because little time is required in the dynamic process of evolving toward stable states. 
The experiments do not support this claim. They instead actually provide evidence  
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rejecting the premise: populations may not only spend a great deal of time in transi-
tion, they may not even make a transition toward stable states at all; they may in fact 
diverge from the state associated with evolutionary stable strategies. 

At the core of the problem lies that fact that the philosophical framework of evolu-
tionary stable strategies represents essentialistic reasoning1. The outcomes of encoun-
ters between individuals are viewed solely on the basis of their expectations. In the 
hawk-dove game, when two hawks meet, one receives 50 points while the other loses 
100 points. The average payoff to a hawk meeting another hawk is −25 points. How-
ever, no individual hawk can ever receive such a payoff in any encounter. Worse  
perhaps, the expected end state for the population would be the same for any pair of 
payoffs in the hawk-hawk encounter such that the mean were −25 points. That is, if 
the hawk-hawk payoffs were not (50, −100) but rather (0, −50) or even (−25, −25), 
the evolutionary stable strategy would be the same. Yet these different payoffs repre-
sent distinctly different games and altogether different population trajectories should 
be expected under these circumstances. Natural selection always acts against the spe-
cific individual, not against the average individual, or even further removed, not 
against the mere concept of an “average individual.”  

4   Expecting the Unexpected at the El Farol 

By their very nature, complex adaptive systems are difficult to analyze and their be-
havior is difficult to predict. These systems, which include ecologies and economies, 
involve a population of purpose-driven agents, each acting to obtain required re-
sources in an environment. The conditions these agents face vary in time both as a 
consequence of external disturbances (e.g., weather) and internal cooperative and 
competitive dynamics. Moreover, such systems are often extinctive, where those 
agents that consistently fail to acquire necessary goods (e.g., food, shelter, monetary 
capital) are eliminated from the population. The essential mechanisms that govern the 
dynamics of complex adaptive systems are evolutionary: random variation of agents’ 
behavior (this in contrast to the hawk-dove game described earlier) coupled with  
selection in light of a nonlinear, possibly chaotic, environment. By consequence, re-
ductionist, linear piecemeal dissection of complex adaptive systems rarely provides 
significant insight. The behavior of each agent is almost always more than can be as-
sembled from the “sum of its parts” and interactions with its predators and prey, its 
enemies and allies. The fabric of these complex systems is tightly woven, and no ex-
amination of single threads of the fabric in isolation, no matter how exacting, can 
provide a sufficient understanding of the integrated tapestry. 

One such complex system that has received considerable attention is the market 
economy [70, 71]. The traditional view of human behavior as being completely ra-
tional has given way to an alternative perspective of bounded rationality [72]. It is 
                                                           
1 Essentialism was the view that variations in individuals were nothing more than “errors” 

around mean values. In contrast “populational thinking” stresses the uniqueness of everything 
in the living world. Differences between individuals are real, whereas mean values are human 
constructs. See Mayr [84] for a historical discussion of these views. As Mayr [84, p. 47] of-
fered “Darwin could not have arrived at a theory of natural selection if he had not adopted 
populational thinking.” 
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recognized that economic decision making, like most human judgment, is made in the 
face of incomplete knowledge both of the extrinsic market conditions and the ex-
pected actions of other entities. The cascade of suppositions about how other actors in 
the environment will react to current and projected circumstances might be best de-
scribed as an “arms race of uncertainty.” Rather than expect a stable outcome in the 
face of perfect information that is available globally to all agents, where each reasons 
correctly that there is only one best allocation of resources and each allocation is ob-
vious to all involved, the more likely outcome for such market dynamics would seem 
to be characterized by chaotic transgressions and instability. 

Surprisingly then, one simulation of inductive reasoning and bounded rationality 
that gained attention evidenced no such chaotic behavior [73]. Instead, the “economy” 
varied consistently around a stable point, and it was conjectured that aggregate behav-
iors in complex adaptive systems serve to bring about “mutual attractors” where these 
systems will tend to return to a stable point when disturbed from equilibrium. If true, 
this would be a remarkable insight because it would imply that that it may be possible 
to leverage traditional analytic tools of evolutionary stable systems [19] and game 
theory [74] to determine the equilibrium conditions of complex adaptive systems. 
Being aware of the preceding results regarding the instability of so-called “evolution-
ary stable strategies,” this insight would be all the more remarkable. Unfortunately, 
experiments in [75] indicate that this is unlikely to be the case. 

4.1   The El Farol Problem 

The economic system under investigation is an idealized model of agents who must 
decide whether or not to commit a resource in light of the likely commitment of other 
agents in the environment. Commitment is time dependent, iterated over a series of 
interactions between the agents in which previous behavior can affect future deci-
sions. To distill the essential aspects of the model, Arthur [73] suggested the follow-
ing setting based on a bar, the El Farol in Santa Fe, NM, which offers Irish music on 
Thursday nights. 

Let each of N Irish music aficionados choose independently whether or not to go to 
the El Farol on a certain Thursday night. Further, suppose that each attendee will en-
joy the evening if no more than a certain percentage of the population N is present, 
otherwise the bar is overcrowded. To make the considerations specific, let N = 100 
and let the maximum number of people in the bar before becoming overcrowded be 
60. Each agent interested in attending cannot collude with others to determine or es-
timate the density of the bar a priori; instead, they must predict how busy the bar will 
be based on previous attendance. Presume that data on prior weeks’ attendance are 
available to all N individuals. Based on these data, each person makes a prediction 
about the likely attendance at the bar on the coming Thursday night. If the prediction 
indicates fewer than 60 bargoers then the person will choose to attend; otherwise the 
person will stay home. The potential for paradoxical outcomes is clear: If everyone 
believes that the bar will be relatively vacant then they will attend, and instead it will 
be crowded; conversely if everyone believes that the bar will be crowded, it will be 
empty. Of interest are the dynamics of attendance over successive weeks. 

Arthur [73] offered the following procedure for determining this attendance. Each 
individual has k predictive models and chooses whether or not to attend the bar based on 
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the prediction offered by its current best (or active) model measured in terms of how 
well it fit the available weekly attendance. The active model is dependent on the histori-
cal attendance, and in turn the attendance is dependent on each individual’s active 
model. It is evident that the class of models used for predicting the likely attendance can 
have an important effect on the resulting dynamics. The specifics in [73] are not clear on 
which models were used, but some were suggested, including (1) use the last week’s 
attendance, (2) use an average of the last four weeks, (3) use the value from two weeks 
ago (a period two cycle detector), and so forth. Starting from a specified set of models 
assigned to each of the N individuals, the dynamics were completely deterministic. The 
results indicated a consistent tendency for the mean attendance over time to converge to 
60 (see Figure 7). Curiously, a mixed strategy of forecasting above 60 with probability 
0.4 and below 60 with probability 0.6, which would engender a mean attendance of 60 
individuals, is a Nash equilibrium when the situation is viewed in terms of game theory 
[74]. This result implies that traditional game theory may be useful in explicating the 
expected outcomes of such complex systems.  

But people do not reason with a fixed set of models, deterministically iterated over 
time. Indeed, inductive reasoning requires the introduction of potentially novel mod-
els that generalize over observed data; restricting attention to a fixed set of rules ap-
pears inadequate. A more appropriate model of the El Farol problem would therefore 
include both a stochastic element, in which new models were created by randomly 
varying existing ones, and a selective process that served to eliminate models that 
were relatively ineffectual. Individuals would thereby improve their predictive models 
in a manner akin to the scientific method and evolution [76]. The results of this vari-
ant on the method of [73], published in [75], were quantitatively different and did not 
reflect any tendency toward stability in the limit or on the average. 

 

Fig. 7. Bar attendance in the first 100 weeks of simulated time in [73] using unspecified deter-
ministic models for predicting the attendance 

4.2   Experimental Methods 

Following [73], N was set to 100 and the bar was considered overcrowded if atten-
dance exceeded 60. Each individual was given k = 10 predictive models. For simplic-
ity, these models were autoregressive (AR) with their output made unsigned and 
rounded. For the ith individual, its jth predictor’s output was given by: 
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where x(n – t) was the attendance on week (n – t), lij was the number of lag terms in the 
jth predictor of individual i, ai

j(t) was the coefficient for the lag t steps in the past, and 
ai

j(0) represented a constant bias term. Taking the absolute value and rounding the 
model’s output ensured nonnegative integer values. Any predictions greater than 100 
were set equal to 100 (predictions greater than the total population size N were not al-
lowed). For each individual, the number of lag terms for each of its ten models was cho-
sen uniformly at random from the integers {1, …, 10}. The corresponding lag terms 
(including the bias) were uniformly distributed over the continuous range [−1, 1]. 

Prior to predicting the current week’s attendance, each individual evolved its set of 
models for 10 generations. This was arbitrary, but was chosen to allow a minimal 
number of iterations for improving the existing models. Details of the evolutionary 
process are offered in [75]. In general, each parent model created an offspring model 
with potential variation of both the number of lag terms and the associated coeffi-
cients of the lags. Each of the 20 models was evaluated based on the sum of its 
squared errors made in predicting the attendance at the bar over the past 12 weeks. 
The 10 models with the best fit were selected to be parents of the next generation. 
When all generations were exhausted, the best model (lowest error) was used to make 
a prediction about the attendance and an action to go or stay home was taken. The 
first 12 weeks of attendance were generated by sampling from a Gaussian random 
variable with mean 60 and standard deviation of 5. This was meant to start the system 
with a sufficient sample for each individual’s predictors while not biasing the mean 
away from the previously observed average [73]. The simulation was run 300 times 
independently, each trial being executed over 982 weeks (18.83 years) in order to 
observe the long-term dynamics of the evolutionary system. 

4.3   Results of Evolving Predictors for the El Farol Problem 

Figure 8 shows the mean weekly attendance at the bar averaged over all 300 trials. 
The first 12 weeks exhibited a mean close to 59.5 resulting from the random initiali-
zation. For roughly the next 50 weeks, the mean attendance exhibited large oscilla-
tions. This “transient” state transpired completely by about the 100th week, with 
weeks 101-982 displaying more consistent statistical behavior. For notational conven-
ience, consider this period to be described as the “steady state.” The mean attendance 
for the steady state was 56.3155, with a standard deviation of 1.0456. This is statisti-
cally significantly different (P < 0.01) from the previously observed mean attendance 
of 60 offered in [73]. Further, as a mean over 300 trials, the variability depicted in 
Figure 8 is more than an order of magnitude lower than that of each single trial and 
the individual dynamics of each trial have been averaged out. Figure 9 depicts the 
results of a typical trial having a mean steady-state attendance of 56.3931 and a  
standard deviation of 17.6274. None of the 300 trials showed convergence to an equi-
librium behavior around the crowding limit of 60 as observed in [73], nor were any 
obvious cycles or trends apparent in the weekly attendance. The introduction of evo-
lutionary learning to the system of agents had a marked impact on the observed be-
havior: The overall result was one of chaos and large oscillations rather than stability 
and equilibria. Indeed, describing the dynamics of a system with behavior as shown in 
Figure 9 in terms of its mean does not appear useful. 
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Fig. 8. The mean weekly attendance in the evolutionary El Farol simulation averaged across 
300 trials 

 

Fig. 9. The attendance observed in a typical trial of the evolutionary simulation of the El Farol 
problem  

4.4   Discussion on El Farol Results 

The system studied here is only slightly more complex than that offered in [73]. It is 
certainly a highly idealized simulation of a market economy. Each agent in a con-
stant-size population was only allowed linear predictive models with an AR form and 
a window into the past that was restricted to no more than three months. Moreover, 
the process for generating new models was a relatively simple mutation of existing 
coefficients and model structure. One could easily imagine variations that allowed 
agents to migrate to and from the city, employ generalized nonlinear predictive mod-
els, collaborate or collude with other agents, and so forth. Yet none of these more 
sophisticated procedures were required to generate statistically significantly different 
behavior from that obtained in [73].   

Arthur [73] recognized the potential deficiency of mandating strictly deterministic 
models: 
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“It might be objected that I lumbered the agents in these experi-
ments with fixed sets of clunky predictive models. If they could 
form more open-ended, intelligent predictions, different behavior 
might emerge. We could certainly test this using a more sophisti-
cated procedure, say genetic programming … . This continually 
generates new hypotheses – new predictive expressions – that adapt 
‘intelligently’ and often become more complicated as time pro-
gresses. But I would be surprised if this changes the above results in 
any qualitative way.” 

 

It is said that the most information is gained when a scientist finds a surprising result. 
In retrospect, however, there really should be no surprise here. In every case of simu-
lating complex adaptive systems, the emergent properties are strictly dependent on the 
“rules” preprogrammed by the investigator. Unfortunately, the results of the interac-
tions of agents in light of even mildly complicated rules can lead to behaviors that are 
“surprising.” This merely reflects our own ignorance, our own inability to foresee 
what was predestined. This inability is heightened when faced with stochastic as op-
posed to deterministic models. Consequently, the traditional approach in such circum-
stances is to either assume away the noise or average it out of consideration (as is 
done in the evolutionary stable strategies approach, both by assuming away mutation 
and averaging out random payoffs). When random effects are known to exist in the 
physical system being modeled, there must be compelling reasons for abstracting out 
that randomness in simulation; otherwise, the results should be viewed with caution, 
if not skepticism. 

5   Conclusions 

All human activities are subject to human bias and human error. Science is not im-
mune from this law. Our reservoir of knowledge advances due to the endeavor of sci-
ence, and it also at times suffers from that endeavor. With a goal of maximizing ad-
vances and easing suffering, it is necessary always to take a skeptical view of hy-
potheses and ask if the burden of proof has been met. This skepticism is especially 
important for those who are offering the hypotheses, and not just to those who may be 
viewed as “critics,” for it is most often those who offer the hypotheses who are in the 
best position to be critical of them. Hubris is one of the greatest of human errors. 

Several recent scientific activities have not done well in measuring up to this goal. 
In part that is because of what may best be described as the “politics of science,” but 
in part it is because things that seem simple are often deceptively complex. Why 
should it be so difficult to discover the true effects of salt on human blood pressure? 
Salt has been around a long time, and so have observations of blood pressure. It 
would be easy and reasonable to believe that science should have this figured out by 
now; however, the system that is the human body is remarkably complex, with re-
markable individual variation.  

To date, the vast majority of Phase III medical assays have been based on showing 
a mean deviation from a control result (e.g., based on a placebo) across a large sample 
of individuals. To the extent that variations in individuals are truly present but acting 
in opposite directions, such variations will likely never be detected by this approach, 
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because they are averaged out. Fortunately, personalized medicine based on the  
genetic composition of individuals may offer a significant advance in this regard. Yet, 
it will take innovative actions to move away from the traditional large-sample ap-
proaches to testing for efficacy to smaller and carefully selected samples of people. In 
the meantime, because of a perceived need to prove things “on the average,” many 
people will suffer who might have otherwise been helped by the more rapid advance-
ment of knowledge. 

The concept of averaging out noise is ubiquitous in engineering. Sometimes it is 
done actively [77] to reduce background interference. Sometimes it is done merely for 
convenience to be able to use statistical tools that rely on known distributions of sums 
of random variables. When studying a complex adaptive system, however, averaging 
out randomness offers at best a restricted view of the system’s dynamics. At worst it 
leads to a highly misleading view. The level of illusion can be amplified by iterating 
the system’s average dynamics, expecting the system to reach an equilibrium, thereby 
compounding deception as a function of time. The level of illusion can be stepped up 
even further by incorrectly assessing the nature of the agents’ goals, taken on the  
average, and iterated over time. 

In complex adaptive systems, agents act to achieve goals while interacting with 
other agents and the environment. Individual variation is a key component to the be-
haviors of these systems as a whole. The agents never stop searching for better ways to 
achieve their goals. Behaviors reflect randomized exploration. Rewards reflect random 
happenstance. Mathematicians may compute “rational” outcomes from the interactions 
of agents’ behaviors, “solutions” for which any deviation would yield a lower payoff. 
Yet we often observe real behaviors (human and otherwise) that deviate considerably 
from this supposed rational end-point. There is a certain beauty in a mathematically 
rational solution. The beauty of a mathematical solution is irrelevant to whether or not 
that solution is right. Nature is right. The models are wrong. All models are wrong 
because they leave out details of the true system (else they would be just as compli-
cated as the system itself), but some models are more useful than others [78]. 

As identified here, two modeling concepts that deserve a great deal more scrutiny 
are expectations and equilibrium: more directly, the use of iterated expectations to 
arrive at a future predicted end state of a system and the notion that once in such an 
end state, a condition of equilibrium will prevail. These two concepts are central to 
much of the thought in mathematical biology, particularly in animal behavior, but 
they are now also central to concepts in ecology, economics, sociology, and other 
fields as well. As observed in the case studies offered here, the notion that an ex-
pected payoff can be used iteratively to determine the probabilities or percentages of 
adopting alternative behaviors in natural settings is suspect. So too is a notion that any 
of these natural settings involving adaptive purpose-driven organisms will be found in 
equilibrium. As John Holland is said to have offered so insightfully: “If you find a 
complex adaptive system in equilibrium, it is probably dead.” 

Thousands of papers have been published on evolutionary stable strategies (ESSs) 
in the past 40 years. Yet, it is truly difficult to find articles that use these concepts to 
provide verifiable in-the-blind predictions about what real organisms will do. Within 
the field of computational intelligence, there are common notions of training, testing, 
and validation. By way of analogy, comparably few examples of testing are available 
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in use of ESSs, and even fewer of validation. Evolutionary stable strategies have been 
accepted too easily as explanations of observed data.  

For example, Davies and Halliday [63] studied competitive mate searching in male 
toads (Bufo bufo). During migration to a spawning pond, 363 males and 77 females 
were observed. Males obtained females by (1) encountering an available female and 
pairing up (riding her back), or (2) dislodging a paired male. Consideration was given 
to modeling the likelihoods for successful pairing by searching at a spawn site or 
away from a spawn site, with the belief that the individuals act to equalize these prob-
abilities. Predictions from the equilibrium model suggest the percentage of males to 
utilize either location on a daily basis over 12 days. Davies and Halliday [63] recog-
nized the ability of the model to predict a seasonal trend for a increase in the percent-
age of males searching at the spawn site, yet also described the overall fit to the ob-
served data as “reasonably good,” despite 3 or 4 of the 12 observations undershooting 
and overshooting the actual percentages in the range of 10-25%. This “reasonably 
good” variability leads naturally to the question of what level of variability would 
have been required to falsify the predictive model. Many other examples could be 
indicated. 

The central problem of evolutionary stable strategies is the use of expected out-
comes in place of outcomes taken from an appropriate temporal probability density 
function. Recall in the hawk-dove game that when two hawks met, both were consid-
ered to receive a penalty of −25 points, instead of one hawk gaining a resource (+50) 
and the other getting injured (−100). In the real world, when you get injured, not only 
do you generally not get some part of the reward you would have received had you 
not gotten injured, you also do not compete as effectively in future contests. For ex-
ample, in some spiders, male competition leaves the combatants with fewer legs, and 
by consequence handicapped for future jousts with other males [79] (also see [80]). It 
cannot be surprising that “averaging out” these considerations would lead to dispari-
ties between a given model and the reality it seeks to explain. What would be surpris-
ing is if a model actually explained that reality in spite of averaging out such  
important details. 

Ficici et al. [53] noted that the use of truncation selection in the models examined 
here (from [49, 50, 51]) mirrors truncation processes in nature (i.e., natural selection) 
but, importantly, the specific choice of how truncation is implemented is relevant to 
how plausible a model may be in explaining a particular observed set of behaviors in 
nature. Simply replacing the proportional selection that is found in evolutionary game 
theory with an arbitrary choice of truncation selection is not sufficient to give confi-
dence that such a modified evolutionary model will do better in explaining natural 
phenomena. Coevolutionary models can be sensitive to choices of how selection is 
implemented [53]. It is important to recognize that it would be just as misleading to 
model a natural setting with a hawk-dove game using expected payoffs and some ide-
alized level of truncation selection pressure as it would be to model that setting with 
expected payoffs and proportional selection. The experiments provided here do not 
seek to explain any real-world condition; instead, they seek only to provide a counter-
example to claims that evolutionary stable strategies, as offered consistently in the 
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scientific literature, are likely to be sufficient models for complex animal behaviors, 
particularly in small populations. 

Models that rely on successive iterations of expected outcomes, particularly under 
stochastic effects (but even under deterministic effects) appear in various forms. 
Skepticism regarding models of evolutionary stable strategies also leads to skepticism 
about models of parental investment and kin selection. In each case, a random vari-
able is collapsed into an expectation and iterated. The random variable in question 
pertains to the degree of relatedness that a parent has with an offspring, or that any 
individual has with another. For example, in kin selection, there is a concept that hu-
man siblings are related at 50 percent, denoted by r = 0.5. This is the same degree of 
relatedness that human children have with their parents, and also with their own off-
spring, owing to sexual recombination of each parents’ chromosomes. But this is just 
an expectation. The real degree of relatedness between any two siblings, or a parent 
and child depends on the random variation that occurs during the assortment of chro-
mosomes, as well as the degree to which a father and mother are themselves related 
(sharing genes in common). That is, relatedness is a random variable. Unraveling this 
thread further, skepticism extends immediately to the entire philosophy of selfish ge-
netics [40], for which parental investment and kin selection are merely special cases. 

If all this modeling activity were used only to estimate the number of people who 
might hear Irish music on a Thursday night in Santa Fe, New Mexico, it would not be 
very important. We could get everything wrong and it would not matter. It would not 
matter if we assumed that these music aficionados tried to minimize their expected 
losses, or if they tried to be “happy” on average, or if they even decided not to listen 
to Irish music anymore and started listening to Gershwin. But we face matters of con-
siderable consequence in diverse areas.  

Species are going extinct at an alarming rate. The economies of some nations are 
booming while others are waning, or in shambles. The Earth’s climate is changing. 
Problems sometimes literally cry out for solutions. It is critical that before we imple-
ment “solutions” to address these matters that we understand not only the systems in 
question but also the effects that those solutions will have. All models are wrong, but 
we cannot afford to get these models wrong by too much. The unintended conse-
quences of some solutions may be worse than no solution at all (see [81, 82, 83]). If 
we are to do our best to avoid these undesirable outcomes, the scientific method must 
be allowed to be practiced freely, without trepidation. 

The fields of complex adaptive systems and evolutionary games are not immune to 
human bias and human error. On the contrary, there are many examples. The exam-
ples include cases in which a hypothesis that could be falsified is instead taken as a 
given. This chapter presents a very few of these cases, indicating that the assumptions 
that have guided previous study of each particular problem in question are in fact not 
assumptions but beliefs that can be shown to be false. The cases are not exhaustive of 
all such examples and are intended only to provide inspiration for more critical analy-
sis of all scientific endeavors within these fields and others, and a constant need to ask 
“How do we know what we think we know?” In asking this question – asking it often, 
without hesitation or fear – we may arrive at better answers, and with that knowledge 
help create a better future. 
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Abstract. In this document we examine the evolutionary methods that
may lead to the emergence of altruistic cooperation in robot collectives.
We present four evolutionary algorithms that derive from biological the-
ories on the evolution of altruism in nature and compare them systemati-
cally in two experimental scenarios where altruistic cooperation can lead
to a performance increment. We discuss the relative merits and draw-
backs of the four methods and provide recommendations for the choice
of the most suitable method for evolving altruistic robots.

1 Altruistic Cooperation in Nature

The competition for survival and reproduction postulated by Darwin seems at
odds with the observation that some organisms display cooperative behaviors. In
order to understand the evolutionary conditions when cooperation can emerge,
Lehmann and Keller [14] suggested to distinguish between two types of cooper-
ation (figure 1), namely the situations where a cooperator does not pay a fitness
cost from helping other individuals and the situations where a cooperator must
pay a fitness cost for helping other individuals. Let us remember that in biology
fitness benefits and costs translate into the number of genetic copies that an
individual can produce or loose with respect to its baseline reproduction rate.

The situation where cooperation generates a fitness benefit without any cost
to the cooperator is relatively common in nature. This situation can be further
divided in two cases, when the benefit is immediate or direct and when the
benefit is indirect. Examples of cooperation with direct benefits include nest
building and group hunting. Whenever a cooperator obtains an immediate and
direct benefit from helping another individual, cooperation will always evolve
and remain stable, no matter whether the receiving individuals belong to another
species or have never been seen before.

If the benefit is indirect, i.e., the act of helping is not immediately recipro-
cated or the benefit appears only in the long term, cooperation evolves only if
individuals have an initial tendency to cooperate, interact together several times,
and can both recognize the partner and remember the outcome of previous in-
teractions. If these conditions are satisfied, cooperation will always evolve and
remain stable even if cooperating individual belong to different species.

It has also been shown that recognition of other individuals and memorization
of the outcomes of the interactions is not necessary if there is a reputation system
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Fig. 1. Conditions for the evolution of cooperation according to the classification sug-
gested by Lehmann and Keller [14]. When there is no cost for the cooperator, cooper-
ation can evolve if there is direct reciprocation or indirect reciprocation (in the latter
case, a reputation system may help). When there is a cost for the cooperator, cooper-
ation can evolve if individuals have a high level of genetic relatedness or if they both
have greenbeard genes. The pattern indicates the genetic similarity between individ-
uals. The size change after cooperation indicates the cost or benefit of cooperation.
Figure loosely inspired by figure 5.9 in [29].

that informs how cooperative an individual is [21]. The way in which animals
and people decide to cooperate has been studied extensively in game theory,
notably within the framework of the Prisoner’s Dilemma game.

On the other hand, the situation where cooperation implies a fitness cost for
the cooperator is less common. Cooperation with a cost is also known as altruism
because the cooperator helps other individuals at its own expense. Parental care
is an instance of altruism directed towards offspring of the individual because it
implies an energetic cost for the parent. The specialization of ant colonies into
large numbers of sterile workers (for food collection, nest defense, rearing of the
pupae of the queen, etc.) is yet another instance of altruistic cooperation where
the helping workers incur the highest fitness cost because they cannot reproduce.

Building on earlier intuitions by Haldane [10], Hamilton [11] suggested that
altruism can evolve if the cooperator is genetically related to the recipient of help.
In this case, even if the cooperator cannot propagate its own genes to the next
generation, its altruistic act will increase the probability that a large portion of
those genes will be propagated through the reproduction of the recipient of the
altruistic act. Hamilton [11] proposed the notion of inclusive fitness, which is the
sum of the individual fitness and of the fitness effects caused by its own act on
the portion of genes shared with other individuals. The portion of shared genes
between two individuals is known as genetic relatedness. He [11] predicted that
altruistic cooperation will evolve if the inclusive fitness of the helper is larger
than zero

rb − c > 0 (1)

where r is the coefficient of genetic relatedness, b is the fitness benefit of the
recipient(s) of help, and c is the fitness cost of the helper. To use an example
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suggested by Haldane, in the case of brothers, where r = 1/2, an individual
may be willing to sacrifice its own life and thus pay the maximum cost c = 1 if
its act increases more than twice b > 2 the fitness of the brother. For cousins,
where r = 1/8, an individual may be willing to pay the maximum cost if its act
increases the fitness of the cousin more than eight times.

Hamilton’s inequality applies to average genetic relatedness over the entire
genotype and population, i.e. it is not restricted to the sharing of a specific set
of genes. It also applies to the case where the act of cooperation benefits multiple
individuals with various degrees of relatedness. The theory of kin selection [16],
which developed from Hamilton’s model, predicts that the ratio of altruistic indi-
viduals in a population is related to the degree of kinship, or genetic relatedness,
among individuals. Although the theory is widely accepted, its quantitative vali-
dation in nature has not yet been done because it is difficult to precisely measure
the values of the three variables in equation 1.

For evolution of altruism to occur, helping should be directed towards re-
lated individuals. This is more likely to happen when individuals share the same
geographical space, such as a nest, for social activities. Indeed, most cases of
altruistic cooperation are found in families of social insects [12]. Kin selection
does not require that individuals recognize kin individuals or know their de-
gree of genetic relatedness. As long as the act of altruism preferentially benefits
genetically-related individuals, altruism will spread throughout the population
and remain stable.

A particular case of altruism occurs when individuals share few specific genes
that favor cooperating behaviors only between individuals having a specific phe-
notypic character, such as a green beard [7], and that express the same pheno-
typic character. However, altruism due to greenbeard effects can be disrupted if
the linkage between the genes responsible for the green beard and the genes re-
sponsible for altruistic behavior is disrupted. For example, a mutant individual
with a green beard but without the altruistic behavior will have larger inclu-
sive fitness than individuals who have both types of genes; consequently, it will
spread in the population and destroy altruistic cooperation [14].

The four conditions for the evolution of cooperation, direct or indirect reci-
procity, genetic relatedness and greenbeard genes, which can all be included
within a single model [14], hold only if cooperation brings a net fitness advan-
tage to the individuals. In some societies, the actual values of benefits and costs
are distorted by means of coercion and punishment to ensure maintenance of
cooperative behavior.

Yet another explanation for the evolution of altruistic cooperation is provided
by the theory of levels of selection, which argues that altruistic cooperation may
also evolve in colonies of genetically unrelated individuals that are selected and
reproduced all together at a higher rate than the single individuals composing
the colony [31]. This could happen in situations where the synergetic effect of
cooperation by different individuals provides a higher fitness to the group with
respect to other competing groups.
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However, the colony-level selection has been criticized because genetic muta-
tions at the level of the individual are more likely and frequent than mutations
at the level of the colony, thus creating stronger competition among individu-
als than among colonies. It has also been argued that the transition from uni-
cellular to multi-cellular organisms can be explained by kin selection because
all cells share the same genotype [30]. Although proponents of colony-level se-
lection respond to these criticisms by pointing to evidence for the evolution of
colony-level features that decrease individual conflict (such as a reduced muta-
tion rate of individual organisms or cells that compose the colony), the theory of
colony-level selection is still widely debated. Furthermore, colony-level selection
may eventually lead to high genetic relatedness, thus making the disambiguation
between the original driving forces that led to altruistic cooperation even more
difficult.

2 Artificial Evolution of Cooperation

In robotics, the evolution of collective behaviors has been studied in several
experiments, but often without attention to whether it involves only behavior
coordination or also cooperation and whether cooperation involves a cost for the
individuals. In those situations where cooperation is explicitly mentioned, it is
described as a situation where robots obtain an advantage by working together
rather than working in isolation.

When it comes to evolving teams of robots, the experimenter is presented
with two design choices: 1) whether robots should be genetically identical or
different; and 2) whether the fitness used for selection should take into account
the performance of the entire group or only that of single individuals. These
two choices are analogous to the issues of genetic relatedness and of level of
selection that were discussed above in the context of the biological literature.
If we consider only the extreme cases of each design choice, robots in a team
can be genetically homogeneous (clones) or heterogeneous (they differ from each
other); and the fitness can be computed at the level of the team (in which case,
the entire team of individuals is reproduced) or at the level of the individual (in
which case, only individuals of the team are selected for reproduction).

Biological theory tells us that the evolution of genetically related robots should
lead to cooperative behaviors, but the question of the appropriate level of selec-
tion, or fitness computation, is still open for discussion. Furthermore, biological
theory does not make any prediction on the comparative performances that we
may expect from robots evolved under different conditions.

The majority of current approaches to the evolution of multi-agent systems use
genetically homogeneous teams evolved with team-level selection (a comparative
survey can be found in [27]). Where the reasons for the choice of genetically
homogeneous teams are made explicit, it is argued that homogeneous teams are
easy to use [3,26], require fewer evaluations [15,25], scale more easily [6], and
are more robust against the failure of team members [6,24] than heterogeneous
teams.
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Fig. 2. A swarm-bot composed of four interconnected s-bots in chain formation

The choice of level of selection is rarely discussed explicitly despite the fact
that fitness distribution leads to credit assignment problems [9,19] in many coop-
erative multi-agent tasks because individual contributions to team performance
are often difficult to estimate or difficult to monitor [23].

Let us consider the case of evolving control systems for a population of
identical robots, the s-bots shown in figure 2, which can self-connect to form
a swarm-bot [20]. In a simple case, a swarm-bot of four s-bots assembled in
chain formation were evolved for the ability to move coordinately on a flat
terrain. Each s-bot was provided with a neural controller where sensory neu-
rons were directly connected to the motors neurons that controlled the desired
speed of the tracks. The sensory neurons received information from distance
sensors around the body of the robot and from a torque sensor that measured
the amount of torsional force exerted by other robots. In this case, all s-bots in
the swarm-bot were genetically identical and the fitness measured the progress
of the entire swarm-bot on the ground. Evolved controllers were also capable of
producing coordinated movement also when the swarm-bot was augmented by
additional s-bots and re-organized in different shapes. Swarm-bots also dynam-
ically rearranged their shape so as to effectively negotiate narrow passages and
were capable of moving on rough terrains over holes or slopes that could not
be passed by a single robot. Such robots also collectively avoided obstacles and
coordinated to transport heavy objects [1,2,26].

The choice of team-level selection in this case was imposed by the difficulty to
assign fitness values to individual s-bots that composed the swarm-bot. However,
the choice of genetically related teams was not duly justified because it may have
prevented the emergence of specialized individuals.

The question therefore remains of what is the best performing set of choices
for tasks that benefit from cooperative behaviors when there is both a choice
between genetic relatedness and level of selection. In the remainder of this chap-
ter, we will describe the systematic comparison of these design choices for two
sets of experiments that can benefit from the evolution of altruistic cooperation.
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Fig. 3. Four conditions for the evolution of robot collectives. A population (large oval)
is composed of several teams (medium ovals), each of which is composed of several
robots (small circles). Genetic team composition is varied by either composing teams of
robots with identical genomes (homogeneous, identical shading), or different genomes
(heterogeneous, different shading). The level of selection is varied by either measur-
ing team performance and selecting teams (team-level selection) or measuring indi-
vidual performance and selecting individuals independently of their team affiliation
(individual-level selection).

2.1 Evolutionary Conditions

We compared four evolutionary conditions (figure 3): genetically homoge-
neous teams evolved with team-level selection; genetically homogeneous teams
evolved with individual-level selection; genetically heterogeneous teams evolved
with team-level selection; and genetically heterogeneous teams evolved with
individual-level selection. Team-level selection (akin to colony-level selection)
consisted of computing the fitness of the team and reproducing the robots in
the best teams to create a new population of robot teams. Individual-level selec-
tion instead consisted of computing the fitness of individual robots (notice that
even robots with identical genomes can obtain different fitness because they are
exposed to different situations) and reproducing the best ones independently of
their team affiliation to recreate new teams.

The comparisons were carried out in situations where both selfish and altru-
istic behaviors could produce fitness increments over generations, but altruistic
behavior corresponded to larger fitness increments, that is to a larger quantity
of work accomplished by the team of robots. In a first set of experiments, we re-
sorted to simplified behaviors and simulated environments in order to disentangle
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NEST

Fig. 4. A team of artificial ants is foraging for food tokens. Small food tokens can be
transported by a single ant and are consumed by that ant when it manages to get to
the nest. Large food tokens require the cooperation of two ants to be transported to
the nest, but they are shared by the entire team. However, the share of a large food
token provides less food intake to each individual than a small token. For the sake of
simplicity, in this figure we are only showing 10 artificial ants.

fitness differences due to the effects of the evolvability of control systems in sit-
uated environments from the effects of the four evolutionary conditions. In a
second set of experiments, we resorted to neural controllers in real and simu-
lated robots.

2.2 Altruistic Foraging

In the first set of experiments, we used an agent-based model of a team of ar-
tificial ants performing a foraging task (figure 4). The agents or artificial ants
(e.g., robots) are supposed to look for food items randomly scattered in a for-
aging area. There are two kinds of food items, small food items which can be
transported by single agents to the nest, and large food items, which can only be
transported if two ants cooperate. When a cooperative foraging ant happens to
find a large food item, it sends a local message asking for help. Given the local
nature of the help message, another cooperative individual will only be able to
help the first one if it happens to be close to it and hear its message. For sake
of simplicity large food items can only be transported by a pair of ants and we
have not included a pheromone-like communication among ants.

Each ant is endowed with a set of three genes encoding three threshold values
that are used to determine if one or more predefined behaviors (b0, b1 or b2) are
activated at each step of a foraging trial, as shown in the table.
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b0 b1 b2 Behavioral strategies
0 0 0 do nothing
1 0 0 if a small food item is found, bring it to the nest, ignore

large food items, and do not help other ants
0 1 0 if a large food item is found, stay and ask for help, ignore

small food items, and do not help other ants
0 0 1 if a help message is perceived, go and help, ignore small and

large food items
1 1 0 if a small food item is found, bring it to the nest, if a large

food item is found ask for help, but do not help other ants
1 0 1 if a small food item is found, bring it to the nest, help

other ants, but ignore large food items
0 1 1 if a large food item is found, stay and ask for help, ignore

small food items, and help other ants
1 1 1 if a small food item is found, bring it to the nest, if a large

food item is found, stay and ask for help, and help other ants

The expression of a given behavior bi depends on the number of foragers
already engaged in that behavior and is mediated by the thresholds values that
are genetically encoded, as suggested by the response threshold value of [4]. For
example, if the proportion of members of the team having activated a given
behavior j is smaller than the corresponding threshold of ant k, behavior bk

j is
set to ’1’ (i.e., it is activated).

The agents were not physically simulated; the model assumed a random walk
and took into account the probability of finding a food token at each time step,
which decreased in proportion to the number of token collected by the agents.
The model also included a probabilistic function of perception and action.

We used 20 agents foraging for 4 large food tokens and 4 small food tokens. The
performance of the robot teams was measured using the average score obtained
during 20 foraging trials. The small food items provided a score of 1.0 to the
single ant who transported it to the nest, while the large food items provided
a total score of 16.0. However, since the large food items were shared with the
whole team, each individual obtained a score of 0.8 for any large food item taken
to the nest. According to these payoffs, all individuals, including those that do
not cooperate, can get 0.8 points for every large food item transported by other
individuals of the team, whereas the individuals that cooperate in foraging for
large food items, pay a cost of 0.2 points compared to the score 1.0 that they
would made if they foraged on small food items. The total performance of the
team, or total energy brought to the nest, was highest when individuals were
altruist rather than selfish.

Performance differences appeared to be cause mainly by genetic relatedness
(figure 5). Homogeneous colonies displayed significantly higher mean fitness
than heterogeneous colonies. The difference between homogeneous and hetero-
geneous fitness depends on the relative cost and benefit ratios, as postulated by
Hamilton’s inequality. However, there was no significant difference between the
mean performance of homogeneous colonies evolved using team-level selection
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Fig. 5. Evolution of the mean performance of homogeneous and heterogeneous colonies
under individual and team-level selection (each curve is the average over 10 different
evolutionary runs of mean population fitness)

and mean performance of homogeneous colonies evolved using individual-level
selection.

The use of pre-defined behaviors allowed us to precisely measure the amount
of altruistic individuals in the evolving teams in each of the four evolutionary
conditions (figure 6). We considered an individual to be “altruistic” when it
expressed behaviors that did not “pay attention” to small food items and con-
centrated only on large food items, either by searching for large food items or
by helping other individuals to transport large food items (see table above).

As expected, the frequency of altruistic individuals within populations of het-
erogeneous teams evolved using individual-level selection remained below 10%.
However, in all other three conditions we observed a gradual dominance of al-
truistic individuals in the population. In particular, the resulting number of
altruistic individuals is higher when using team-level selection (Figure 6b and
Figure 6d). This is understandable because team-level selection favors the indi-
viduals that work for the team and not the ones that specialize in the foraging
of small food items for their own benefit.

This set of experiments indicated that homogeneous teams were conducive
to higher performances in a scenario that could benefit from altruistic behav-
ior and that team-level selection tended to produce more altruistic individuals
than individual-level selection. Therefore, it came with no surprise that teams of
heterogeneous individuals evolved with individual-level selection produced very
few altruistic individuals and obtained lower fitness. The question however re-
mained of why heterogeneous teams evolved with team-level selection produced a
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Fig. 6. Evolution of the frequency of altruistic individuals in the simulated ant popu-
lations (average of 10 runs) given the following experimental setups: (a) Heterogeneous
teams, individual-level selection, (b) Heterogeneous teams, team-level selection, (c) Ho-
mogeneous teams, individual-level selection, and (d) Homogeneous teams, team-level
selection

majority of altruistic agents, but did not result in better fitness than heteroge-
neous teams evolved with individual-level selection.

We will get back to this issue in the next set of experiments where we repeated
our comparison of the four evolutionary conditions in a more realistic scenario
both with physics-based robot simulations and with real robots.

2.3 Altruistic Communication

The evolution of communication is a particularly challenging problem both in
biological and in robotic systems because efficient communication requires tight
co-evolution between the signal emitted and the response elicited [17]. Further-
more, most communication systems are also costly because of the energy required
for signal production [32] and/or increased competition for resources resulting
from the transmitted information. For example, if organisms decide to commu-
nicate the location of a limited food source, individuals may pay a cost due to
decreased food intake. In these situations, communication is another example of
altruism and its evolvability and efficiency may depend on the four evolutionary
conditions mentioned above.

We therefore set up an experimental scenario for comparing the four evolu-
tionary conditions where communication provides both benefits and costs [8].
We used teams of 10 s-bots that could forage in an environment containing a
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Fig. 7. A team of s-bots engaged in cooperative communication. A team of four s-bots
feed on the food objects while they are lit up in blue color. Two s-bots in white color
are attracted by the blue signal and move away from the poison object.

food and a poison source that both emitted red light (figure 7). Under such
circumstances, foraging efficiency could potentially be increased if robots trans-
mitted information on food and poison location. However, such communication
also incurred direct costs to the signaler because it resulted in higher robot den-
sity and increased competition and interference nearby the food (i.e., spatial
constraints around the food source allowed a maximum of 8 robots out of 10 to
feed simultaneously and resulted in robots sometimes pushing each other away
from the food). Thus, while beneficial to other team members, signaling of a
food location effectively constituted a costly act because it decreased the food
intake of signaling robots. This setting thus mimics the natural situation where
communicating almost invariably incurs costs in terms of signal production or
increased competition for resources.

The experiments were conducted multiple times using a physics-based simula-
tor which accurately models the dynamical properties of the s-bots. The results
were then verified by running a single evolutionary experiment for each of the
four conditions with the physical robots. The robots had a translucent ring
around the body that could emit blue light and a 360◦ vision system that could
detect the amount and intensity of red and blue light. A circular piece of gray
paper was placed under the food source and a similar black paper under the
poison source. These paper circles could be detected by infrared ground sensors
located between the tracks underneath the robot and thus allowed discrimination
of food and poison.

The robots were equipped with a neural network to process the visual in-
formation and ground sensor input in order to set the direction and speed of
the two tracks and control the emission of blue light accordingly every 50ms
cycle. During each cycle, a robot gained one performance unit if it detected
food with its ground sensors and lost one performance unit if it detected poi-
son. The performance of each robot at the end of a trial was computed as the
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Fig. 8. The neural network architecture used in the experiments on communication

sum of performance units obtained during that trial (1200 sensory motor cycles
of 50ms) and the robot performance was quantified as the sum of performance
units over all 10 trials. Team performance was equal to the average performance
of all robots in the team.

The feed-forward neural controller had 10 input and 3 output neurons (fig-
ure 8). Once a robot had detected the food or poison source, the corresponding
neuron was set to 1. This value decayed to 0 by a factor of 0.95 every 50ms,
thereby providing a short-term memory even after the robot’s sensors were no
longer in contact with the gray and black paper circles placed below the food
and poison. The remaining 8 neurons were used to encode the 360◦ visual input
image, which was divided into four sections of 90◦ each. For each section, the
average of the blue and red channels was calculated and normalized within the
range of 0 and 1, such that one neural input was used for the blue and one
for the red value. The activation of each of the output neurons was computed
as the sum of all inputs multiplied by the weight of the connection and passed
through the continuous tanh(x) function (i.e., their output was between −1 and
1). Two of the three output neurons were used to control the two tracks, where
the output value of each neuron gave the direction of rotation (forward if > 0
and backward if < 0) and velocity (the absolute value) of one of the two tracks.
The third output neuron determined whether to emit blue light, which was the
case if the output was greater than 0. The genotype of an individual encoded the
synaptic weights of the neural network in a bit string. Each synaptic weight was
encoded in 8 bits, giving 256 values that were mapped onto the interval [−1, 1].

For each of the four conditions, we ran 20 independent evolutionary exper-
iments with 100 colonies of 10 robots. Furthermore, as a control situation, we
repeated all experiments (4 times 20 runs) by disabling the light ring of the
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Fig. 9. Mean (+ S.D.) performance of robots during the last 50 generations for each
condition when robots could versus could not emit blue light (20 experiments per
condition)

robots, but the neural architecture and genotype were the same as in the normal
condition.

To compare team performance between treatments, we calculated the average
performance of the 100 colonies over the last 50 generations for each of the
20 experiments per condition (figure 9). In evolving teams where robots could
produce blue light, foraging efficiency greatly increased over generations and
was significantly greater compared to control experiments for all evolutionary
conditions, except for the condition of heterogeneous teams under individual-
level selection. An analysis of the robot behavior revealed that this performance
increment in the three conditions of genetic relatedness or team-level selection
was associated with the evolution of effective systems of communication [8].

In teams of genetically related robots with team-level selection, two distinct
communication strategies evolved. In 12 of the 20 evolutionary experiments,
robots preferentially produced light in the vicinity of the food and were attracted
by blue light (figure 10, left). Instead, in the other 8 evolutionary experiments,
robots tended to emit light near the poison and were repulsed by blue light
(figure 10, right). Teams of robots that signaled food resulted in higher team
performance. Interestingly, once one type of communication was well established,
there was no transition to the alternate and more efficient strategy. This was
because a change in either the signaling or response strategy would completely
destroy the communication system and result in a performance decrease. Thus,
each communication strategy effectively constituted an adaptive peak separated
by a valley with lower performance values.

Heterogeneous teams evolved with team-level selection reliably established
communication protocols and displayed increased performance with respect to
the control situation. However, their performance was similar to that of hetero-
geneous teams evolved with individual-level selection, who did not communicate.
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This result was analogous to the previous example where heterogeneous team
evolved with team-level selection displayed a high number of altruistic foragers,
but their performance was similar to that of heterogeneous teams evolved with
team-level selection, who had very few altruistic foragers.

3 Conclusion

We have presented four algorithms for evolving robot collectives that are pre-
sented with situations where altruistic cooperation can lead to a performance
increment. Only three of the four algorithms lead to altruistic cooperation,
as predicted by kin selection and levels of selection. Heterogeneous teams of
robots evolved with individual-level selection do not display altruistic coopera-
tion and consequently result in lower fitness values in tasks that require altruistic
cooperation.

Heterogeneous teams evolved with team-level selection represent a special
case because in both examples they did evolve stable altruistic cooperators, but
their fitness was lower than that of homogeneous teams. We think that this
was due to the fact that after making copies of the individuals belonging to the
best teams, those individuals were mated with individuals from other teams and
randomly re-grouped in new teams. Although this was biologically plausible and
necessary to prevent the genetic convergence of inbreeding teams, which would
have rapidly led to homogeneous teams and thus confused the experimental
design, it resulted in sub-optimal performance because combinations of well-
integrated diverse individuals were disrupted at every generation.

From a practical perspective, homogeneous teams evolved with team-level
selection are recommended for tasks that can benefit from altruistic cooperation.
Not only do they bring together both conditions for the emergence of reliable
altruism and thus result in higher performance, but they also do not require the
need for separately computing the individual performance of each individual in
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a team. This is particularly useful in robotic tasks where only the resulting work
of the team is known, but not what each robot in the team did and how.

We would like to emphasize that the results described in this chapter are
specific to the case where there is an opportunity for altruistic cooperation and
where altruistic cooperation results in higher fitness. We are currently expanding
this line of investigation into three directions. First, we systematically compare
the four evolutionary conditions described in this paper across experimental
scenarios that require different degrees of cooperation, ranging from simple co-
ordination to cooperation without a cost all the way to altruistic cooperation.
Second, we compare these evolutionary conditions with other evolutionary meth-
ods in tasks that can benefit from non-trivial division of labor. Third, we compare
the four evolutionary conditions in situations where the individuals in the team
have a specific identity and can recognize each other, which was not the case in
these experiments.

The study of the evolution of robotic collectives is not only promising for
developing efficient control systems and testing biological hypotheses, but may
also have an impact in a larger number of areas that require an optimal trade-
off between the good of the individual and that of the society, such as internet
agents, plant optimization, logistics, and economics.
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Abstract. Evolutionary Algorithms (EAs) as one important sub-
domain of Computational Intelligence (CI) have conquered the field of
experimental as well as difficult numerical optimization despite the lack
of addresses of welcome half a century ago. Meanwhile, they go with-
out saying into the toolboxes of most practitioners who have to solve
real-world problems. And an overwhelming number of theoretical results
underpin at least parts of the practice. More recently, even vector opti-
mization problems can be tackled by means of specialized EAs. These
multiobjective evolutionary algorithms (MOEAs or EMOAs) help deci-
sion makers to reduce the number of design possibilities to the subsets
that make the best of the situation in case of conflicting objectives. This
article briefly describes the problem setting, the most important solution
approaches, and the challenges that still lie ahead in their improvement.
Most sophisticated algorithms in this domain have somehow lost their
character of mimicking natural mechanisms found in organic evolution.
That is why a couple of more bio-inspired aspects are mentioned in the
second part of this contribution that may help to diversify further re-
search and practice in multiobjective optimization (MOO) without for-
getting to foster the interdisciplinary dialogue with natural scientists.

1 Introduction

For sure, organic evolution is confronted with a couple of difficulties that are
nightmares for traditional optimization algorithms. Among those difficulties are
situations in which survival demands the ability to affront not only one peril, but
several ones at the same time. More often than not some of the survival criteria
are in conflict with each other. Evolutionary algorithms, which have entered
successfully the market of solving difficult optimization problems, therefore have
been extended to the more general class of multiple criteria optimization - not
from the very beginning, but al least during the last decade.

The first part of this article tries to present an overview of different approaches
that have been proposed, implemented, analyzed, and used in practice.

The question is then raised, whether these approaches, though successful,
reflect mechanisms that are found in nature, so that they can be called bio-
inspired - or not. If not, the next question is, how organic evolution deals with
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multiple objectives, represented for example by different predator species or chal-
lenges like diseases and environmental stresses and even different opportunities.
Though no final answers can be presented, the attempt is made to highlight at
least one direction of further efforts to create algorithms that both solve multi-
criteria problems effectively and deliver an explanation how organic evolution
really works.

2 Characteristics of Multiobjective Optimization

The main difference between single- and multi-objective optimization rests on
the fact that two elements are not guaranteed to be comparable in the latter case.
To understand the problem to full extent it is important to keep in mind that the
values f1(x), . . . , fd(x) of the d objective functions represent incommensurable
quantities that cannot be minimized simultaneously since they are conflicting.
While f1 may measure production costs, f2 may measure the capacity of a
battery, f3 the pressure of some boiler, and so forth. As a consequence, the
notion of the “optimality” of some solution needs a more general formulation
as in the single-criterion case. It seems reasonable to regard those elements as
being optimal which cannot be improved with respect to one criterion without
getting a worse value in another criterion. Elements with this property are said
to be Pareto-optimal in this context. This concept will be formalized next.

Definition 1. Let F be a set. A reflexive, antisymmetric, and transitive relation
� on F is termed a partial order relation whereas a strict partial order relation
≺ must be antireflexive, asymmetric, and transitive. The latter relation may be
obtained by the former relation by setting a ≺ b ⇔ a � b ∧ a �= b. ��

Here, the set F = {f(x) : x ∈ X ⊆ R
n} is formed via the vector-valued objective

function f : X → R
d with d ≥ 2. The partial order relation is given by

f(x) � f(y) ⇔ ∀i = 1, . . . , d : fi(x) ≤ fi(y) .

Evidently, in case of the strict order relation at least one component must fulfill
the strict inequality. It is easy to see that there are pairs of distinct elements
a, b ∈ F that are not comparable, i.e., we have neither a � b nor b � a. In
this case the elements are termed incomparable, denoted by a ‖ b. After these
preparations we can turn to the concept of optimality.

Definition 2. Let X ⊆ R
n and f : X → R

d with d ≥ 2. The task

f(x) → min! s.t. x ∈ X

is called the multiobjective optimization problem (MOP). A solution x∗ ∈ X is
called Pareto-optimal if there is no x ∈ X with f(x) ≺ f(x∗). In this case f(x∗)
is termed efficient. If f(x) ≺ f(y) then we say that x dominates y and also that
f(x) dominates f(y). The set of all Pareto-optimal solutions is called the Pareto
set whereas the set of all efficient points is termed the efficient set or the Pareto
front. ��
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For later purpose we introduce the sets

B(z0) = {z ∈ F : z � z0} (”better”)
I(z0) = {z ∈ F : z ‖ z0} (”incomparable”)
W (z0) = {z ∈ F : z � z0} (”worse”)

where B(z0) denotes all points that are better than z0, I(z0) denotes all points
that are incomparable to z0 and W (z0) denotes all points that are worse than z0.

3 Evolutionary Multiobjective Optimization (EMO)

During the last decade the field of multiobjective optimization (MOO) via evolu-
tionary computation has received considerable attention in theory and practice
which is witnessed by a rapid increase in the number of publications. Therefore
the overview presented in this section cannot be complete. Rather, it is intended
to sketch the main line of developments and the current trends as a preparation
of the discussion in the subsequent sections. For a more comprehensive overview
see for example [1].

Evolutionary algorithms (EAs) for MOO usually pursue the so-called a poste-
riori approach, i.e., the MOEA (multiobjective evolutionary algorithm) approx-
imates the Pareto front before the decision maker selects an efficient solution
from the approximated Pareto front. Needless to say, this approximation should
fulfill some conditions: The points should be as close as possible to the true
Pareto front, they should be a complete cover of the true Pareto front and they
should be uniformly distributed. These three goals are not easy to achieve and
several mechanisms have been developed for this purpose.

3.1 Individual-Based Approaches

The simplest approach uses a single individual that is changed at random and
accepted if it is better than the current solution. It can be rejected if it is worse.
But what should be done with solutions that are incomparable? Moreover, since
each run yields only one solution at the end, we have to archive all solutions
found before we filter out all dominated solutions in the final step.

3.1.1 Multiobjective (1+1)-Evolutionary Algorithm
The (1+1)-EAknown from optimization of a single objective function is easily gen-
eralized for multiobjective optimization [2]: We can keep the mutation operation
unchanged and the selection operation simply uses a different comparison opera-
tion. In the pseudo code below, mk denotes the mutation vector at iteration k ≥ 0.

choose x0 ∈ X at random; set k = 0
repeat

yk = xk + mk

if f(yk) ∈ B(f(xk)) then xk+1 = yk

otherwise xk+1 = xk

k = k + 1
until stopping condition fulfilled
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Evidently, any point that is better than the current point is accepted whereas
worse and even incomparable points are rejected. It is clear that this algorithm
gets stuck prematurely if we have many objectives since the cone of potential
better solutions takes only a fraction of 2−d in the objective space. And since the
cone of potential worse solutions covers only a fraction of 2−d in the objective
space, almost all objective space is incomparable to a current solution! As a
consequence, something useful should be done with incomparable solutions. The
version analyzed in [3] also accepted incomparable solutions in a randomized
manner:

choose x0 ∈ X at random; set k = 0
repeat

yk = xk + mk

choose an index i ∈ {1, . . . , d} at random
if fi(yk) < fi(xk) then xk+1 = yk

otherwise xk+1 = xk

k = k + 1
until stopping condition fulfilled

This kind of selection is equivalent to accepting a point if it is better, and if it is
incomparable then we accept the point with probability 1/d. This approach also
works for large d but the distribution of solutions found has several accumulation
points along the Pareto front even for simple problems.

3.1.2 Multiobjective Threshold Accepting
The threshold accepting technique also accepts point that are slightly worse than
the current point. The version for the multiobjective case could work as follows:

choose x0 ∈ X at random; set k = 0
repeat

yk = xk + mk

if f(yk) ∈ B(f(xk) + Tk) then xk+1 = yk

otherwise xk+1 = xk

Tk+1 = γ(Tk), k = k + 1
until stopping condition fulfilled

Here, Tk is a sequence of vectors where each component decreases to zero via
some function γ(·), for example γ(T ) = c · T with some constant c ∈ (0, 1) ⊂ R.
But as soon as the threshold Tk is close to zero this algorithm behaves almost
identically to the simple (1+1)-EA and inherits its deficiencies. A remedy might
be as follows: Let δi = fi(yk) − fi(xk) and accept yk if

d∑
i=1

wi · δi ≤ Tk

for some convex combination of positive weights wi. Apparently, these ideas have
not been tested or analyzed until now.
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3.1.3 Multiobjective Simulated Annealing
Another way to handle incomparable and worse points is realized in multiobjec-
tive versions of simulated annealing [4,5].

choose x0 ∈ X at random; set k = 0
repeat

yk = xk + mk

if f(yk) ∈ B(f(xk)) then xk+1 = yk

if f(yk) ∈ W (f(xk)) ∪ I(f(xk))
if u < exp(−Δk /Tk) then xk+1 = yk

otherwise xk+1 = xk

Tk+1 = γ(Tk); k = k + 1
until stopping condition fulfilled

Here, Δk = max{fi(yk)−fi(xk) : i = 1, . . . , d} or some other formula proposed
in [4] and Tk → 0 as k → ∞. As soon as Tk gets close to zero, the algorithm
behaves practically like the multiobjective (1 + 1)-EA inheriting the problems
already discussed.

3.1.4 Deployment of an Archive
Since all these individual-based approaches have problems to generate a well-
spread approximation of the Pareto-front it is useful to add an archive to the
algorithm [6] that records the non-dominated solutions previously found. This
archive is used as a reference set against which each mutated individual is being
compared. In this manner, a better distribution of efficient individuals can be
achieved. The overhead to maintain the archive, however, grows exponentially
with the number of objectives.

3.2 Population-Based Approaches

3.2.1 Early Approaches
The earliest population-based approaches date back at least to the mid-1980s,
when Schaffer [7] introduced the vector-evaluated genetic algorithm (VEGA):
Here, the population is partitioned into d subpopulations and each subpopulation
Pi runs a single-objective GA with objective function fi for i = 1, . . . , d. After
some generations the individuals of all subpopulations are collected, shuffled,
and assigned to new subpopulations at random.

Kursawe [8] ran a (μ, λ)-ES (evolution strategy) with a randomly weighted
sum of objectives and used an archive to record non-dominated individuals.
Other early approaches [9,10,11,12] used different concepts like fitness sharing
and niching to end up with a population that is a good representation of the
Pareto front. These approaches were important steps toward more efficient and
effective MOEAs described next.
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3.2.2 Established Approaches
Currently, the probably most popular MOEA is NSGA-2 [13]. The population
is partitioned in a hierarchy of anti-chains (i.e., sets of mutually incomparable
solutions) as suggested by Goldberg [14] already. This technique guarantees that
solutions at the boundary of the current approximation of the Pareto front are
not deleted if a dominating super-individual is found. In order to achieve a uni-
form distribution, the so-called crowding distance is used to decide which element
should be deleted from the population among individuals of equal quality.

Another popular MOEA is SPEA-2 [15], which combines several ideas from
other MOEAs. It uses an external archive and assigns a so-called strength to
each individual that is based on the number of individuals dominated and a
nearest-neighbor density estimation value yielding a scalar measure to rank and
select the best individuals.

These MOEAs have been used extensively in practice. Recently it was rec-
ognized that these approaches work well up to three objectives but as soon
as more than three objectives are to be optimized the performance decays
rapidly [16]. The conjectured reason for this behavior is seen in the ranking
of individuals according to the Pareto partial order: As soon as the number d
of objectives increases almost all individuals become incomparable and there
is not enough selection pressure to drive the population towards the Pareto
front. As a consequence, other selection schemes and/or progress accelerators are
necessary.

3.2.3 Current Trends
There are several indicators to measure and assess the quality of a population
achieved in a run of an MOEA. But if these measures should attain a maximum
value at the end of the run then it is probably a good idea to use these indi-
cators to select those individuals from parents and offspring that optimize this
indicator value [17]. A well established indicator is the S-metric or dominated
hyper-volume. This leads to the SMS-EMOA [18,19], which does not have the
performance problems for more than three objectives. Recently, this algorithm
was extended by calculating the gradient [20] of the S-metric value that is based
on all individuals. Once this gradient is known all individuals can be changed
simultaneously by moving them into the direction of the gradient. Numerical
tests have shown a rapid increase in performance.

Another idea to speed-up the evolution towards the Pareto front is the use of
the covariance matrix adaptation method [21] known from single-objective opti-
mization. Recent numerical tests [22] have shown that this approach accelerates
the convergence rate to the Pareto front considerably.

Summing up, the EMOAs (evolutionary multi-criterion optimization algo-
rithms) become more and more sophisticated by integrating mathematical tools
to increasing extent. As a consequence, EMOAs experience a steady loss of their
biological inspiration and ideas. It might be fruitful to explore tools and princi-
ples of nature for new ideas to improve EMOAs.
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4 More Bio-inspired Algorithms

Already at their first appearance, EAs had not only been thought of as optimiza-
tion tools, but also as simulation models of organic evolution - simplified models,
of course. Choosing the proper level of abstraction has always been one of the
most challenging choices for modeling systems and processes of the real world,
and Darwin has ingeniously found the right one to enhance the understanding
of evolutionary processes on the level of individuals and species.

John Holland [23] has not become tired to emphasize this side of GAs, and
Hans-J. Bremermann [24] as well as Lawrence Fogel [25] had introduced their
evolutionary adaptation / optimization models sometimes explicitly as simu-
lated evolution. Looking onto contemporary incarnations of evolutionary opti-
mization tools, one must admit that this aspect has more or less disappeared.
Many features have been added to the basic operators of variation and selection
that do not have analoga in nature, for example long term archives and tedious
arithmetic operations. The question may be raised, whether more sophisticated
models of organic evolution cannot be both successful optimizers and helpful
in understanding natural phenomena. Some examples of such models adding
features found in nature to basic EAs are:

4.1 Diploid Genomes

In a first attempt to create an evolution strategy for vector optimization with
conflicting objectives, individuals were equipped with a diploid genome. This
helped in keeping up the necessary diversity in the population throughout the
whole search. Intermediate best solutions were gathered in an external archive
that finally presented the sought for answer to the problem of finding non-
dominated positions in the search space and the Pareto front in the space of
objectives [26].

4.2 Multicellular Individuals

In binary optimization one may attach individual mutation rates to all bits and
represent them in the individuals’ genomes as well as the bits themselves. Mul-
ticellular individuals may then be conceived as being composed of clusters of
cells or tissues that develop from one genetically coded stem cell via several cell
duplications. Somatic mutations - according to the also genetically coded muta-
tion rates - lead to tissues containing a mix of cells of both types, e.g. black and
white, with the result of a lighter or darker grey tissue. The consequence of this
setting is, that for those bits which need to be inverted during the optimization
process the mutation rates increase until the corresponding bit flips, and there-
after rapidly decrease again so that the genotype of object bits stabilizes in its
proper state. Object bits that need not be altered receive mutation rates rapidly
falling below a dangerous level if necessary [27].
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4.3 Gene Duplication and Gene Deletion

A variable length genome had already been used for an early application of the
simplest evolution strategy, a (1+1)-ES, for the experimental optimization of a
supersonic one-component two-phase nozzle, the length of which could thus be
conceived to be variable besides of the diameters at different positions [28]. More
recently, gene deletion and gene duplication has shown up to be important not
only at the level of the decision or object variables, but even more so on the
level of so-called strategy variables, i.e., the number of active search directions.
Not changing all the object variables at a time, but a varying subset only, has
turned out to be advantageous in highly multi-modal optimization tasks, where
one likes to end up at the global optimum or at least at a very good local one [29].

4.4 Gender Dimorphism

Constrained optimization problems often have solutions with one or more active
constraints at the optimum, i.e., in narrow corners of the feasible region, so that
accessing the goal with precision turns out to be very difficult if one does not
accept infeasible search points in the interim. To overcome this difficulty, one
idea has been to split the population into two ‘sexes’, which underlie different se-
lection procedures, so that one of them can approach the goal from the subspace
of infeasible solutions, whereas the other is forced to maintain feasibility. Inter-
mediary recombination of parents in pairs of both sexes are expected to lead to
better approximations of the problem than their ancestors. Though some open
questions remain, the idea seems to work, in general [30].

4.5 Predators and Prey

There are good reasons for leaving the traditional scheme of consecutive genera-
tions with sequential phases for mating selection, recombination, mutation, and
environmental selection. A predator-prey approach to evolutionary optimization
is not only more natural, but also serves two goals as pinpointed below.

In the following, we concentrate on the latter way of adding realism to
(μ, κ, λ, ρ) evolution strategies (ESs) with mutative self-adaptation of standard
deviations for gaussian mutations of real-valued decision variables [31]. There
are μ parents in pairs of 1 ≤ ρ ≤ μ - most often ρ = 2 - that produce λ > μ
offspring by means of recombination and subsequent mutation. Originally, μ out
of the whole set of μ parent and λ offspring individuals are selected according
to their age, measured in reproduction cycles, and their fitness. This has been
a generalization of the elitist (μ + λ)-ES version, in which parents could survive
forever, if no offspring with better fitness were found, and the (μ, λ)-ES, where
parents are not allowed to produce grand-children, i.e., they live for just one
generation or reproduction cycle only. Now, 1 ≤ κ ≤ ∞ is the maximal number
of cycles an individual can participate in the game if no offspring outperform
it earlier already. The extreme cases κ = 1 and κ = ∞ resemble the plus- and
comma-ES versions, respectively, a (μ+1)-ES usually being called a steady state
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procedure. Small values of κ are helpful in rapidly changing environments. Even
more important for all (μ, κ, λ, ρ) versions are genetically represented param-
eters, perhaps like introns, that do not influence the phenotypes, but control
the variation process, mainly the mutation strength, either one common or even
individual ones for each object variable.

Such generational scheme has a big disadvantage in case of fitness tests (ob-
jectives and constraints) that require vastly different computational effort, which
is often the case when simulation tools are used to evaluate the feasibility and
the quality of the tested design parameter settings. The generation cannot be
completed before the last offspring has finished its simulation phase. Especially
parallelized versions of this strategy suffer from idling processors under such
conditions.

Trying to escape from wasting computer power leads to look for some kind
of asynchronous procedure and thus to think of breaking the traditional genera-
tional cycle. Offspring production and selection could take place simultaneously
on different processors as soon as these have finished their preceding task. In
nature, birth and death processes also take place at the same time, but at differ-
ent places. Just think of predators hunting prey at some place and (other) prey
giving birth to children at some other place.

Immediately, this scheme can be expanded with respect to the number of
different types of predators, each type challenging the prey according to its
specific criterion. In this sense, diseases and environmental conditions can be
thought of as some kind of predators, as well.

4.5.1 First Predator-Prey Approach Toward MOO
A first step into the direction of predator and prey ES was taken already ten
years ago [32], with prey individuals inhabiting a toroidal grid and predators
performing random walks on that grid. But, since each act of killing (eating) a
prey individual by the predator was followed by filling the emptied grid place
by means of creating an offspring from neighboring survivors, this strategy re-
sembled a steady-state EA and, consequently, disabled the self-adaptation of
mutation strengths from working properly, because reductions of step sizes were
always rewarded via inevitably higher survival probabilities (which go up to
50% with vanishing standard deviations of normally distributed mutations on
continuously differentiable response surfaces).

4.5.2 Further Improvements
The latter phenomenon can be avoided through alternating phases of partly emp-
tying and subsequently refilling grid places and using several predators of each
type as selectors [33]. This does not mean to return to the generational scheme,
because different phases can happen at the same time but at different locations.
Since the population underlies pressures toward the set of non-dominated re-
gions of the search space, it was expected to finally assemble on the Pareto front
in the space of objectives. Without an archive of so far best solutions the pop-
ulation size has to be large enough to present sufficiently dense points on that
front, of course. No tests are necessary to predict that panmictic recombination is
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prohibitive for the outcome wanted. Besides an uneven spread of the individuals
on the Pareto front, another danger is premature stagnation before reaching the
front with sufficient accuracy. The latter can be more or less avoided by means
of sufficient birth surplus and finite life span of the prey. Observations during
this kind of artificial evolution show a rather good spread shortly before reaching
the Pareto front with sufficient precision, but thereafter the prey form clusters
closer to the front and with gaps in between.

4.5.3 Open Questions
Many kinds of tricks to enhance the approximation quality and the uniform
distribution at the same time have been proposed and tested already, see e.g. [34],
but at lot of open questions still remain for currently preferred algorithms. The
same holds for predator-prey approaches [35].One wants to know, for example:

1. Should the predators all roam on the whole grid, or should they own par-
ticular hunting grounds - possibly modeled by means of a gaussian hunting
frequency around a fixed home place? In the latter case one could expect
that the prey specialize and concentrate on subsets of the Pareto set, which
would nicely fit into the well-known allopatric speciation scheme observed
in nature. Instead of a simple population-based search, this would resemble
a multi-species approach.

2. On what kind of grid should the prey reside, and should they also move
around or not? A toroidal grid is not necessarily the best choice, because
selfish ends of the Pareto front may need more isolated species. The best way
to design the prey’s habitat may finally depend on the number of objectives,
too.

3. Should recombination be confined to mating in the neighborhood only or at
least mainly, but with less frequent exemptions?

It will be fascinating to see forthcoming attempts of inventing bio-inspired
and effective versions of multi-objective evolutionary algorithms.

5 Conclusions

The ideas presented above are obviously half baked and not yet proven to work
as expected, neither theoretically nor by exhaustive tests. They are presented
here to enhance the broadness of future efforts, since even the most advanced
versions of multi-criteria EAs are still far from being perfect [34]. Many features
of these strategies are superficial and not gleaned from nature. That would not
matter from the perspective of optimization alone, but from the other perspec-
tive of understanding organic evolution by means of properly modeling natural
processes. Especially situations with multiple selection criteria might enhance
mutual understanding among biologists and algorithm engineers. One old mis-
understanding resulted from ignoring that vector optimization with a whole set
of solutions instead of just one single outcome is the general case both in technical
as well as economical settings - and in nature. Another unnecessary controversy
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sometimes arose from seeing a fundamental difference between adaptation and
optimization. This is unnecessary because a change from well adapted to bet-
ter adapted is amelioration or a step toward optimization, of course under the
given circumstances and perhaps only for a while until environmental condi-
tions change. We hope to have given some stimulation toward a better mutual
understanding and further fruitful discussions.
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D.B., Schwefel, H.P., Bäck, T., Yao, X. (eds.) Proc. Fifth IEEE Conf. Evolutionary
Computation (ICEC 1998), Anchorage AK, pp. 1–8. IEEE Press, Piscataway NJ
(1998)



Simulated Evolution under Multiple Criteria Conditions Revisited 261

28. Klockgether, J., Schwefel, H.P.: Two-phase nozzle and hollow core jet experiments.
In: Elliott, D.G. (ed.) Proc. Eleventh Symp. Engineering Aspects of Magnetohy-
drodynamics, Pasadena CA, California Institute of Technology, pp. 141–148 (1970)

29. Schmitt, K.: Using gene deletion and gene duplication in evolution strategies. In:
Beyer, H.-G., et al. (eds.) Proc. Genetic and Evolutionary Computation Conf
(GECCO 2005), Washington D.C, vol. 1(poster), pp. 919–920. ACM Press, New
York (2005)

30. Kramer, O., Schwefel, H.P.: On three new approaches to handle constraints within
evolution strategies. Natural Computing 5, 363–385 (2006)

31. Schwefel, H.P., Rudolph, G.: Contemporary evolution strategies. In: Morán, F.,
Merelo, J.J., Moreno, A., Chacon, P. (eds.) ECAL 1995. LNCS, vol. 929, pp. 893–
907. Springer, Heidelberg (1995)

32. Laumanns, M., Rudolph, G., Schwefel, H.P.: A spatial predator-prey approach to
multi-objective optimization. In: Eiben, A.E., Bäck, T., Schoenauer, M., Schwefel,
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Abstract. Evolutionary algorithms are stochastic search methods that
are efficient and effective for solving sophisticated multi-objective (MO)
problems. Advances made in the field of evolutionary multi-objective
optimization (EMO) are the results of two decades worth of intense
research, studying various topics that are unique to MO optimization.
However many of these studies assume that the problem is determinis-
tic and static, and the EMO performance generally deteriorates in the
presence of uncertainties. In certain situations, the solutions found may
not even be implementable in practice. In this chapter, the challenges
faced in handling three different forms of uncertainties in EMO will be
discussed, including 1) noisy objective functions, 2) dynamic MO fitness
landscape, and 3) robust MO optimization. Specifically, the impact of
these uncertainties on MO optimization will be described and the ap-
proaches/modifications to basic algorithm design for better and robust
EMO performance will be presented.

1 Introduction

Multi-objective optimization is a challenging research topic because it involves
the simultaneous consideration of several complex objectives in the Pareto op-
timal sense and requires researchers to address many issues that are unique to
MO problems. Multi-objective evolutionary algorithms (MOEAs) are a class of
biologically-inspired optimization techniques that have been shown to be very
effective in solving multi-objective problems. The advances made in the field
of MOEA are the result of two decades of intense research examining topics
such as fitness assignment [23,50], diversity preservation [44], balance between
exploration and exploitation [6], and elitism [45] in the context of MO optimiza-
tion. However, as we start to apply evolutionary multi-objective optimization
(EMOO) to real-world problems [16,67], it is necessary to consider practical
challenges beyond those encountered in existing test functions.

One of the challenges faced in most optimization problems is the presence of
uncertainties. Interestingly, many researchers assume that the optimization prob-
lems are deterministic, and studies investigating the issues of uncertainties are
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only gaining attention from the EMOO community recently. The optimization
of solutions in uncertain environments is of particular importance in real-world
problems, such as scheduling, vehicle routing and engineering design optimiza-
tion, where certain characteristics of the environment may not be known with
absolute certainty, problem characteristics may be changing or the decision space
can be sensitive to parametric variations. In this chapter, we consider three dif-
ferent forms of uncertainties, depending on how they affect the optimization
process [40,54]: 1) noise, 2) robustness, and 3) dynamic fitness functions. Specif-
ically, the impact of these uncertainties on MO optimization will be described
and the approaches/modifications to basic algorithm design for better and robust
EMOO performance will be presented.

The organization of the chapter is as follows: Section 2 provides some back-
ground information on the concepts of multi-objective optimization. The rest
of this work is divided into three parts, with each part considering a different
form of uncertainties. Section 3 includes an overview of existing evolutionary
techniques for noisy multi-objective optimization and describes a heuristical ap-
proach from our previous work. The design issues of MOEAs in dynamic environ-
ments and a number of dynamic MOEAs are presented in Section 4. Simulation
results demonstrating the effectiveness of the competitive-cooperative paradigm
for tracking the dynamic solution set is also presented. Section 5 begins with a
discussion of the ideal properties of robust MO test functions followed by the
description of a robust multi-objective test suite. An overview of a number of
existing approaches for robust optimization is also provided. Subsequently, a hy-
brid multi-objective evolutionary algorithm which is capable of finding robust
routes for the vehicle routing problem with stochastic demands is presented.
Conclusions are drawn in Section 6.

2 Background Information

Many real-world tasks involves the simultaneous optimization of several compet-
ing specifications, and instances of such multi-objective problems can be found
in diverse fields ranging from engineering to economics. These problems are
typically represented by its mathematical model and the specification of multi-
objective criteria captures more information about the modeled problem as sev-
eral problem characteristics are taken into consideration. Without any loss of
generality, a minimization problem is considered in this chapter and the multi-
objective problem can be formally defined as

min
x∈Xnx

f(x) = {f1(x), f2(x), ..., fM (x)} (1)

s.t. g(x) ≥ 0, h(x) = 0

where x is the vector of decision variables bounded by the decision space, Xnx

and f is the set of objectives to be minimized. The terms “solution space” and
“search space” are often used to denote the decision space and will be used
interchangeably throughout this work. The functions g and h represents the
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set of inequality and equality constraints that defines the feasible region of the
nx-dimensional continuous or discrete feasible solution space.

One of the key differences between single-objective and multi-objective opti-
mization is that multi-objective problems constitute a multi-dimensional objec-
tive space, F M . The conventional notion of optimality is no longer applicable
and the concepts of Pareto dominance and Pareto optimality are fundamental in
multi-objective optimization. There are three possible relationship between the
solutions that are defined by Pareto dominance.

Definition 1: Weak Dominance:f1 ∈ F M weakly dominates f2 ∈ F M , denoted
by f1 � f2 iff x1,i ≤ x2,i ∀i ∈ {1, 2, ..., M}
Definition 2: Strong Dominance: f1 ∈ F M strongly dominates f2 ∈ F M ,
denoted by f1 ≺ f2 iff x1,i ≤ x2,i ∀i ∈ {1, 2, ..., M} and x1,j < x2,j ∃j ∈
{1, 2, ..., M}
Definition 3: Incomparable: f1 ∈ F M is incomparable with f2 ∈ F M , denoted
by f1 ∼ f2 iff x1,i > x2,i ∃i ∈ {1, 2, ..., M} and x1,j < x2,j ∃j ∈ {1, 2, ..., M}

3 Noisy MO Optimization

Noise stems from several sources, including sensor measurement errors, incom-
plete simulations of computational models and stochastic simulations. Apart
from these external sources, noise can also be intrinsic to the problem. A good
example is the evolution of neural networks where the same network structure
can give rise to different fitness values due to different weight instantiations
[40,30]. A distinctive feature of noisy fitness function is that each evaluation of
the same solution results in different objective values. The noisy multi-objective
optimization can be written as

min
x∈Xnx

F (x) = {f1(x) + δ1, f2(x) + δ2, ..., fM (x) + δM} (2)

where δi is a scalar noise parameter added to the original objective function of
fi and F is the resultant objective vector. The optimization of noisy problems
is greatly influenced by the noise model adopted and the level of noise intensity.
Most studies of evolutionary optimization in single-objective noisy environments
[1,3,7,8,12,26,53,58,61,62] are done on the basis of Gaussian noise. The investiga-
tion conducted by Arnold and Beyer [2] revealed significant differences between
the influence of Gaussian, Cauchy and χ2 distributed noise on the performance
of (μ/μ, λ)-ES. In the context of multi-objective optimization, Teich [68] con-
siders a uniform noise model while Buche et al [14] incorporates the effects of
outliers on the optimization process.

Extensive studies have been performed in [27] to examine the impact of noisy
environments in evolutionary multi-objective optimization, particularly on the
population dynamics of fitness and diversity. It has been observed that the im-
pact of noise on MOEA is different for the various benchmark problems, i.e.,
MOEA tends to evolve better solutions for some of the problems in the presence
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Fig. 1. Search range of an arbitrary decision variable for ZDT1 at (a) 0% and (b)
20% noise. The thick line denotes the trace of the population mean along an arbitrary
decision variable space, while the dashed line represents the bounds of the decision
variable search range along the evolution.

of low-level noise, while the evolutionary optimization process degenerates into
a random search under increasing level of noise. Based on the observation of
the decision errors made over time, it seems that the selection process is more
reliable in the early stage of evolution. Furthermore, Fig. 1 shows that the evolu-
tion defines a population distribution with a mean value that remains relatively
invariant in the decision space despite the different environmental conditions.

3.1 Handling Noisy Multi-Objective Optimization

Based on the literature, three basic approaches have been proposed to suppress
the detrimental effects of noise [40], 1) explicit averaging, 2) implicit averaging,
and 3) selection modification. In explicit averaging, each solution is evaluated
a number of times and averaged to compute the expected objective values. In-
creasing the number of samples (H) reduces the degree uncertainty by a factor
of

√
H at the expense of higher computational cost. Intead of re-evaluating and

averaging the objective values over a number of samples, a large population is
used in implicit averaging. When population size is large, there are many similar
solutions and the influence of noise is compensated as the algorithm revisits the
same region repeatedly. In selection modification, the ranking and selection pro-
cedures are modified such that a solution is judged better than another solution
only if it satisfies certain conditions.

The ideas behind these three approaches can be easily applied to multi-
objective optimization to suppress the effects of noise. But no matter which
approach is adopted, it is necessary to consider how noise affects the selec-
tion, elitism and diversity presevation processes in MOEA. There are two ways
in which an inferior solution can be chosen over a better one in the selection
process. Firstly, the selection mechanism can perceive an inferior solution to
dominate a superior solution under the influence of noise. Secondly, as long as
the inferior solution appears to be nondominated, it can be selected by virtue
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of a better perceived degree of diversity measure. Similarly, the archive can be
deceived into storing inferior solutions. Not only can these archived solutions
drive out superior solutions, they can also prevent good solutions from entering
the archive. Recall that most state-of-the-art MOEAs are elitist in nature. The
worst problem is that these archived inferior solutions can mislead the entire
optimization process, resulting in suboptimal or unrealistic solution sets.

The straight forward approach is to remove elitism completely. However, there
is no indication that non-elitist MOEAs will perform significantly better for noisy
problems, and we can identify two difficulties in the absence of elitism. Firstly,
good solutions will be lost along the evolution and we can expect slower conver-
gence since elite solutions are not exploited. Furthermore, when noise intensity is
sufficiently high, what will happen is that the MOEA will favor a particular set
of solution in one generation while favoring another set of solutions in another
generation. This will result in the algorithm oscillating between different regions
in the search space without ever converging.

With noise affecting how the solutions are perceived, it is highly probable that
the selection pressure is directed towards inferior solutions while the truly good
solutions are lost quickly along the evolution. Babbar et al [4] incorporates the
explicit averaging approach into the nondominated sorting genetic algorithm II
(NSGAII) and modified the nondominated sorting procedure to allow seemingly
dominated solutions into the first nondominated front. This modified NSGAII
also incorporates a procedure to remove unreliable solutions from the final set of
nondominated solutions. Although explicit averaging can reduce the uncertainty
of the selection process, it is not feasible to use a large number of samples. There-
fore it is highly likely that the first nondominated front will comprise of both
dominated and nondominated solutions. To prevent the loss of potentially use-
ful solutions, Babbar et al suggested a clustering mechanism to induce solutions
from the inferior nondominated fronts into the first layer. This mechanism works
by comparing the distance between solutions from the first nondominated front
and the other fronts, and re-assigning a higher ranked solution to the first non-
dominated front if the perceived inferior solution is located in close proximity to
a perceived nondominated solution. At the end of the evolutionary process, the
clustering mechanism is applied once again. However, in this instance, it is ap-
plied to remove solutions that are significantly different from the other archived
solutions.

Teich [68] proposed the estimate strength Pareto evolutionary algorithm
(ESPEA), which is extended from the strength Pareto evolutionary algorithm
(SPEA) [79]. The general algorithmic stucture of SPEA is retained in ESPEA
and the main difference is that each noisy objective value is described by a
property interval. A probablity of dominance is defined such that a solution
F a dominates solution F b when the worst case F a is better than the best case
F b. On the other hand, F a does not dominate F b as long as the upper bound
fU

b,i is smaller than the lower bound fL
a,i for any one objective. When there is

an overlap between the property intervals of both solutions overlap, F a � F b
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with a certain degree of probability. The probability of dominance allows dom-
inated solutions in the deterministic scheme a chance to enter the archive. The
idea is to ensure that all solutions with a decent probability of being nondomi-
nated are copied into the archive while solutions with high probability of being
dominated are removed from the archive.

Hughes [36,37] suggested a multi-objective probabilistic selection evolutionary
algorithm (MOPSEA) which also employs probabilistic dominance to account
for noise. The probability of dominance introduced by Hughes is different from
that implemented by Teich in the sense that noise is assumed to be normally
distributed. However, the standard deviation of noise, σn, is typically not known
a priori and it can only be estimated during the optimization process. If com-
putational resources and time permits, σn can be estimated for each and every
solution by evaluating the solution over a few samples. But this is not the case
for many real-world applications. If variance is assumed to be constant through-
out the search space, Hughes suggested estimating σn from a random solution at
the start of the optimization process and using it for all subsequent comparisons.
Fieldsend and Everson [24] considered the efficient computation of probabilistic
ranking and suggested an online Bayesian learning algorithm to estimate the
noise variance σn. More significantly, it is demonstrated that the algorithm is
capable of tracking noise variance under different conditions such as unknown
noise properties, independent noise for each objectives and etc. MOPSEA main-
tains only one evolving population on which genetic operations are performed
to generate new solutions. Elitism is implemented by retaining a significant por-
tion of the best solutions. Nonetheless, Hughes suggested (but did not simulate)
an unique approach of using a probabilistic tournament selection to update an
archive in [38]. The basic algorithmic structure of MOPSEA is kept simple, with
stochastic universal sampling, intermediate crossover and uniformly distributed
mutation operators, probably to highlight the contributions of probabilistic dom-
inance in noisy MO optimization.

To reduce the influence of inferior archived solutions on the optimization
process, Buche et al [14] modified the archive updating mechanism of the SPEA
[79]. Buche et al particularly concerned about the influence of outliers, which are
the result of instrumentation failure and it can be of several magnitudes larger
than measurement noise. Under the influence of an outlier, an inferior solution
may be perceived to be unrealistically good, driving out the true nondominated
solutions and misleading the optimization process. To this end, the NTSPEA
incorporates the notion of a lifetime to all archived solutions so the impact of
inferior solutions on the optimization process will be limited. The lifetime of
each nondominated individual is dependent on the fraction of archived solutions
it dominates. At every generation, nondominated solutions with expired lifetime
are removed from the archive, added to the evolving population and re-evaluated.
After the re-evaluation, it is unlikely that an outlier will remain nondominated
and, hence, it will not be updated into the archive again. On the other hand, a
good solution is likely to remain nondominated.
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Limbourg [48] extended a probabilistic theory known as the Dempster-Shafer
framework of evidence to model epistemic uncertainties, and suggested a set of
guidelines for the design of selection and archive updating mechanisms in noisy
multi-objective optimization. Associated with this probabilistic framework is the
notion of belief and plausibility, which are used to characterize the lower and
upper bounds of the k-nearest neighbour distances calculated during density es-
timation. A weak uncertain dominance relation is used in the selection process.
Although probability of making the wrong decision increases with the degree of
overlap between the objective intervals, this relation has a low degree of indif-
ference. The rationale of making the accuracy tradeoff is that a high degree of
indifference in the comparison of solutions will result in a random search. On
the other hand, in the archiving process, all solutions that are not dominated in
the strong certain sense are added to the archive. Note that such an updating
scheme allows both perceived dominated and nondominated solutions exist in
the archive simulataneously and we can expect the archive to be filled up quickly
with solutions. When the size of the archive reaches the limit, truncation is per-
formed to keep the archive size under control. As in the case of MOEAs for
deterministic optimization, only solutions located in the least crowded regions
are kept. Density assessment is estimated using the k-th neighbour distance ac-
cording to the values of belief and plausibility. After calculating the belief and
plausibility pairs for all the solutions in the archive, binary tournament selec-
tion is conducted to remove the more crowded solutions. During the tournament
selection, two solutions are chosen at random and their k-th neighbour distance
intervals are compared using the uncertain dominance criterion. The winner of
the tournament remains in the archive while the loser is removed. In the event
that the belief and plausibility pair of the two solutions are indifferent, the sur-
vivor is selected randomly.

Basseur and Zitler [5] considered how noise can be handled in indicator-based
evolutionary algorithms (IBEA). In this particular implementation of IBEA, it
is a steady-state algorithm and the ε+-indicator is used to guide the evolutionary
process and the expected indicator values are used as fitness values to improve
robustness. In IBEA, each solution is associated with a probability distribution
over the objective space and the expected indicator value is calculated based on
the average of indicator values with respect to the set of objective vectors. One
drawback is that the calculation of expected Iε+ for each solution is computa-
tional expensive. To minimmize the computation cost, the authors exploited that
fact that the minimun Iε+ value determines the actual value, and hence, not all
combinations of objective vectors have to be considered. They suggested using
a bucket sort to reduce computational complexity of the sorting performed.

3.2 Multi-Objective Evolutionary Algorithm with Robust Features

We suggested three noise-handling features [27] and incorporated them into
a simple MOEA, which we call MOEA-RF. The three features include two
heuristics, namely the experiential learning directed perturbation (ELDP) which
exploits better decision-making at the early stage of evolution and the gene
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Fig. 2. Search range defined by divergence model

adaptation selection strategy (GASS) which exploits the observation that the
mean location of archived individuals remains relatively constant under differ-
ent noise conditions. The third feature is the possibilistic archiving methodology
which helps to perform effective archiving of noisy objective vectors.

In ELDP, changes in chromosome are ordered and variation can be performed
either in genotype or phenotype space. The actual adaptation in ELDP is based
on posterior knowledge of favorable movements in the search space and it is
inspired by the role of momentum term in back-propagation for neural net-
works; accelerating movement in the direction of improvement while restricting
movement otherwise. The ELDP defines a two-mode operation to impose the
necessary control for directed variation in the phenotype space and to perform
bit-flip mutation in the genotype space for genetic diversity. ELDP operates as a
bit-flip mutation, either when the magnitude of directed perturbation is too large
or too small, ensuring that a new search direction is initiated through bit-flip
mutation to reduce the impact of outliers or whenever the evolutionary search
process has stalled.

The GASS attempts to manipulate population distribution so that the evolu-
tionary algorithm exhibits certain desirable search characteristics. It first builds
a posterior model of the desired population distribution and then adapts part
of the selected individual’s chromosome. Under the influence of noise, the evo-
lutionary process may degenerate into a random search which is characterized
by a non-convergent population distribution. The aim of the model is to reduce
stochastic change in gene structure due to random selection of individuals by
providing a stable search range as shown in Fig. 2. Note that the interval spec-
ifying the location of new individuals is only a rough deduction of the search
region based on the available information.

The possibilistic archive includes two archiving models namely, the necessity-
possible (NP-) model and necessity (N-) model, which are based on the concept of
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Fig. 3. Region of dominance based on (a) NP-dominance relation, and (b) N-dominance
relation. The shaded region represents the area dominated by the individual marked
by a circle.

possibilistic Pareto dominance relation. Fig. 3 illustrates the different dominance
relation for a minimization problem. The NP -model behaves similarly to exist-
ing archiving models, but allows decision-maker to reject certain non-dominated
individuals in the evolution if necessary. This archiving model compares and
updates individuals according to the NP -dominance relation. As shown in Fig.
3(b), the width of the fuzzy membership function associated with the i-th objec-
tive is denoted by Li, which represents the tolerance level of inferiority for each
objective. As Li tends to zero, the behavior of NP -dominance approaches that
of Pareto-dominance relation. The pruning criterion is based upon some degree
of crowding or niche count, which helps to maintain population diversity in the
archive. A tagging system is implemented to allow both the archiving models to
co-exist in the situation where the uncertainty level is low. Each individual is
assigned either a NP -tag or N -tag that defines the behavior it will experience
during the archiving process, e.g., an individual assigned with the NP -tag is
regarded as if only the NP -model is implemented. The assignment of tags is
based on a probability distribution. Intuitively, the probability of being assigned
a N -tag increases with noise.

3.3 Simulation Results

In this section, a comparative study is conducted between MOEA-RF, NTSPEA,
MOPSEA, SPEA2, NSGAII and PAES is presented. A basic MOEA incorpo-
rated with explicit averaging is also included in the study. Fig. 4 shows that the
performance of the algorithms deteriorates with the increase of noise level; par-
ticularly there is a drastic performance change in PAES when the noise level is
increased to 5%. Fig. 4(c) shows that the MOEA-RF, NTSPEA and MOPSEA
are capable of evolving better solutions in a noisy environment as compared to
algorithms without any noise compensation techniques. With the exception of
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RMOEA, most algorithms encountered no problem in converging and maintain-
ing a diverse set of solutions for ZDT1 under noiseless environment. Among the
conventional MOEAs, i.e., SPEA2, NSGAII and PAES, it is apparent that the
PAES is worst affected by the noise. MOEA-RF, NTSPEA and MOPSEA pro-
duce competitive results since various features are included in these algorithms
to deal with the noise. On the other hand, the performance of RMOEA is the
worst among all algorithms except for PAES. As can be observed in Fig. 4,
the MOEA-RF is capable of evolving a more diverse and uniformly distributed
Pareto front for ZDT1 in the presence of noise as compared to other algorithms.

4 Dynamic Multi-Objective Optimization

Apart from noise, many real-world problems involve time-dependent compo-
nents. Instances of such problems can be found in the areas of control, schedul-
ing, vehicle routing, autonomous path planning, and economics, just to name a
few. For such problems, it is unlikely that the optimal Pareto set and the Pareto
front will remain invariant and the previous solution must be adapted to reflect
the current requirements. Therefore, the optimization goal is not only to evolve
a near optimal and diverse PFA but also to track it as it changes with time.

The fitness topology of dynamic multi-objective problems may change but
the objective value is deterministic at any one time. In this context, the term
static is more appropriate than deterministic for denoting multi-objective prob-
lems without explicit consideration of its dynamism. For dynamic multi-objective
problems, the PF∗ and the PS∗ is unlikely to remain invariant and the optimiza-
tion algorithm must be capable of tracking the PS∗ over time. The dynamic
multi-objective problem can be described as

min
x∈Xnx

F (x, t) = {f1(x, t), f2(x, t), ..., fM (x, t)} (3)

where t is typically measured in terms of solution evaluations. The terms PF∗
t

and PS∗
t refer to the desired Pareto front and solution set at time t while the

set of tradeoffs and nondominated solutions evolved by the dynamic MOEA at
time t will be termed as PFA

t and PSA
t respectively.
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4.1 Handling Dynamic Multi-Objective Optimization

In a certain sense, the dynamic MO problem can be considered simply as the con-
secutive optimization of different time-constrained MO problems with varying
complexities. On the other hand, one of the challenges of evolutionary dynamic
optimization is to exploit past information to improve tracking performance. It
is simply inefficient to restart the optimization process everytime a change in
landscape is detected, especially when the new PS∗ is somewhat similar to the
previous solutions. It is also imperative that the MOEA must be capable of high
convergence speed in order to find the optimal solution set before it changes.
However, when MOEA converges to the PS∗, the problem is that there will be a
lack of search space diversity necessary to explore the search space for the new
PF∗ and PS∗ when landscape changes.

The application of MOEAs to dynamic multi-objective problems is explored
only recently. Nonetheless, from the available literature, it is clear that EAs for
dynamic optimization in any problem domain must be capable of detecting the
change in fitness landscape and maintaining diversity within the evolving popu-
lation. Many dynamic EAs also incoporate some form of memory to store past
solutions in anticipation of eventual reuse to improve performance. Adaptation
to the MOEA design must be made to account for outdated elitist solutions
and diversity loss. One potential problem of MOEAs in dynamic environment is
their exploitation of nondominated solutions. For the former issue, the current
solution set may not be indicative of the optimal Pareto front and will misguide
the optimization process when the landscape changes. For the latter issue, di-
versity preservation tehniques are adopted in MOEAs only to maintain diversity
in the objective space to obtain a well-distributed and well-spread solution set.
Unless the new optimal solution set is within the vicinity of the previous optimal
solution set, it is unlikely that MOEA is able to track any landscape changes.
Different techniques proposed to handle the issue of diversity are based on the
following three classes, namely diversity introduction, diversity maintainance,
and multiple population.

In diversity introduction, diversity is introduced using techniques such as ran-
dom restart or reinitialization upon the detection of landscape change [15,32,73].
This approach can be easily extended to MOEAs. The main drawback is that
information gained is lost after the introduction of diversity. The approach of di-
versity maintainance sought to maintain diversity throughout the run [25,31,52].
While the conventional MOEA tends to converge quickly to PS∗

t , the incorpora-
tion of a diversity maintainance scheme will ensure the presence of individuals
in other regions of the search space. One of the techniques that can be easily
incorporated in MOEAs is the random immigrant. Diversity preservation tech-
niques such as niching and crowding can also be used to encourage the growth
of unique solutions. Applying the multiple population approach allows the al-
gorithm to conduct simultaneous exploration in different regions to track any
change or emergence of new optimal solutions [13,72,74]. Typically, this ap-
proach involves a population which exploits the current optimal solution while
the other populations are encouraged to explore the search space.
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Farina et al [22] suggested a hybridization between evolutionary strategies
(ES) and deterministic local search to improve the speed of convergence to track
the dynamic PS∗t and PF∗t . This direction-based dynamic evolutionary multi-
objective optimization algorithm (DB-DEMOA) involves a two-stage optimiza-
tion procedure. The first stage searches for the payoff matrix, utopia and nadir
points of the PF∗t while the second stage searches for a set of uniformly dis-
tributed solutions among the Utopia points.

Deb et al [20] extended the NSGAII for the online optimization of a dynamic
hydro-thermal power scheduling problem. The dynamic NSGAII (DNSGAII)
randomly selects and re-evaluates 10% of the parent population in each gener-
ation to detect possible changes in the fitness landscape. In the event of land-
scape variation, all parent solutions are re-evaluated before combining with the
offspring population. The authors explored two means of introducing diversity
into the evolving population, either by inserting new individuals or perform-
ing mutation on existing solutions. The two schemes have their own strength
and weakness. Reinitializing new solutions will allow DNSGAII to adapt faster
to drastic changes in the landscape but performs poorly in environments with
small changes. On the other hand, mutating existing solutions will not introduce
too much diversity into the population. But this will allow NSGAII to handle
small variations in the problem quickly at the expense of poor performances
when faced with great changes in the environment.

Zeng et al [75] suggested a dynamic orthogonal multi-objective evolutionary
algorithm (DOMOEA) that incorporates orthogonal design methodology to im-
prove convergence. Periodic checks are performed to detect landscape changes
and the DOMOEA treats the dynamic multi-objective problem as a new prob-
lem instance after every landscape change. However, it exploits past information
by using the PSA

t prior to change as the new initial population. The selection
process of DOMOEA is very similar to the crowding-sort procedure of NSGAII.
However, the clustering algorithm of SPEA is adopted instead of crowding. The
DOMOEA applies two crossover operators, namely, the linear crossover and or-
thogonal crossover operator. Diversity is maintained in the evolving population
through the linear crossover operator, which generates an offspring different from
its parents. On the other hand, the orthogonal crossover is used to perform local
fine-tuning and can give very good results if the region bounded by the parents
is linear or quadratic.

Hatzakis and Wallace [35] presented a dynamic queuing multi-objective opti-
mizer (D-QMOO) which exploits past information to predict the future behavior
of the dynamic multi-objective problem. An autoregressive model is employed to
estimate the location of PS∗

t+1 and the predicted individuals are used to seed the
population when a change in the problem landscape is detected. Diversity is also
maintained throughout the evolution. The D-QMOO is based on a fairly elab-
orate algorithm, the queuing multi-objective optimizer. Clustering is performed
in the decision space to promote diversity and to handle the possible presence of
multiple discontinuous fronts. Both clustering and ranking are only performed
periodically to reduce computational cost. Genetic operators to be executed on
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each individual are also embedded as parameters within the chromosome as in
the case of mutation strength in evolutionary strategies.

Zhang [76] suggested an immune algorithm approach for dynamic multi-
objective optimization. The multi-objective immune algorithm (MOIA) employs
different cell types, 1) antigens (Ag) models the dynamic problem 2) B-cells
represents the potential solution to the problem, 3) Th cells represents the non-
dominated or archived solutions and 4) memory cells are the collection of all
previous nondominated solutions. Upon a landscape change, the MOIA searches
the environmental memory for nondominated solutions of past environments
that satisfy two conditions, 1) the solutions have the same number of objectives
with the current environment, and 2) the solutions exhibit similar behavior in
it’s previous and current environment. The MOIA first searches the memory for
past solutions with the same dimensions with the current enviornment. If such
solutions are found, the first set of solution that is also located within the neigh-
borhood will be used to seed the new population. In the event that no suitable
solutions are found, the evolving population will be re-initialized.

Most algorithms presented here maintains a mechanism to re-evaluate solu-
tions periodically to check for discrepancies as indications of problem variation.
Since sufficient diversity is the key to tracking the dynamic solution set, all dy-
namic MOEAs incorporate some form of genetic operator to perform exploration
immediately after a problem change. In addition, the DB-DEMOA and the DO-
MOEA implements local search operators that exploits similarities between the
landscape prior and after change. The D-QMOO also applied an autoregressive
model to predict the location of the next solution set to improve convergence.

4.2 Competitive-Cooperative Coevolution for Dynamic
Multi-Objective Optimization

The coevolutionary paradigm, inspired by the reciprocal evolutionary change
driven by the cooperative [56] or competitive interaction [60] between different
species, has been demonstrated to provide high speeds of convergence and
diversity for multi-objective optimization recently [17,39,43,49,51,65]. However
successful implementation of coevolution requires appropriate problem decom-
position. The best way of handling problem decomposition may not be known
a priori and may change with time in dynamic multi-objective problem. To
solve this issue, we suggested a dynamic competitive-cooperative coevolutionary
algorithm (dCOEA) [64] that incorporates both competitive and cooperative
mechanisms observed in nature to track the Pareto front in a dynamic envi-
ronment. The main idea of competitive-cooperation coevolution is to allow the
decomposition process of the optimization problem to adapt and emerge rather
than being pre-defined at the start of the optimization process. Each species
subpopulation will compete to represent a particular subcomponent of the multi-
objective problem while the eventual winners will cooperate to evolve the better
solutions. Through this iterative process of competition and cooperation, the
various subcomponents are optimized by different species subpopulations based
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on the optimization requirements of that particular time instant, enabling the
MOEA to handle the dynamic multi-objective landscape.

Competitive-Cooperative Coevolution. Cooperative process: The cooper-
ative mechanism exhibits a fine-grained search capability desirable in many ap-
plications and maintains good diversity across the subpopulations. At the start
of the optimization process, the i-th subpopulation is initialized to represent
the i-th variable. Concatenation between individuals in Si and representatives
from the other subpopulations is necessary to form a valid candidate solution
for evaluation. To illustrate the cooperative process, consider the example of an
3-decision variable problem where subpopulations, S1, S2 and S3, represent the
variables, x1, x2 and x3, respectively. When assessing the fitness of an individual
in S1, it will combine the individual with the representatives of S2 and S3 to form
a valid candidate solution. Archive updating is conducted after the evaluation
of each individual. The Pareto ranking and niche count of each individual are
then calculated with respect to the archive. This cooperative process is carried
out for all subpopulations in an iterative manner. Before proceeding to the eval-
uation of next subpopulation, the representative of the assessed subpopulation
is updated to improve the speed of convergence. This updating process is based
on a partial order such that ranks will be considered first, and followed by niche
count if there is a tie in the rank. The rationale of selecting a nondominated rep-
resentative with the lowest niche count is to promote diversity of the solutions
via the approach of cooperation among multiple subpopulations.

Competitive process: One simple approach of conducting the competitive pro-
cess is to allow the different subpopulations to take up the role of each problem
subcomponent in a round-robin fashion. The most competitive subpopulation
is then determined and the subcomponent will be optimized by the winning
species in the next cooperative process. Ideally, the competition is performed
such that all individuals from a particular subpopulation compete with all other
individuals from the other subpopulations in order to determine the extent of its
suitability. However, such an exhaustive approach requires extensive computa-
tional effort that is often practically infeasible. A more practical approach is thus
to conduct competition with only selected individuals among a certain number
of competitor subpopulations to estimate the species fitness and suitability.

For the i − th variable, the representative of the associated subpopulation
is selected along with random competitors from the other subpopulations to
form a competition pool. These competitors will then compete via the coop-
erative mechanism described above to determine the extent of the cooperation
achieved with representative of the other subpopulations. The winning species is
determined by checking the originating subpopulation of the representative after
the representative update. At the end of the competitive process, the subpopu-
laion representing variable i will remain unchanged if its representative wins the
competition. In the case that a winner emerges from other subpopulations, the
subpopulation will be replaced by the individuals from the winning subpopula-
tion. The rationale of replacing the losing subpopulation instead of associating
the winning subpopulation with the decision variable directly is that different
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variables may have close but not identical properties. Therefore it is more ap-
propriate to seed the losing subpopulation with the desirable information and
to allow it to evolve independently.

Introducing Diversity via Stochastic Competitors. The competitive pro-
cess provides a natural conduit in which the introduction of diversity into the
subpopulations can be regulated. Instead of re-initialization or subjecting the
entire subpopulation to hypermutation, a set of stochastic competitors are in-
troduced together with the competitors from the other subpopulations. The idea
is to compare the potential of new regions in the search space and the past in-
formation to decide whether the subpopulation should be initialized. In the case
that stochastic competitor emerges as the winner, the particular subpopulation
is reinitialized in the region that the winner is sampled from. Hence, diversity is
introduced into the subpopulations only when it presents an advantage over the
current information at hand.

Handling Outdated Archived Solutions. If there is any environmental
change in the evolution, it is likely that the archived solutions will not remain
nondominated, and these outdated archived solutions will keep out the nondom-
inated solutions if they are being left unchecked. A simple approach is to simply
discard all the archived solutions but useful information about past PFt cannot
be exploited in the case where PS∗

t is cyclic in nature. In order to store the poten-
tially useful information in dCOEA, an additional external population denoted
as the temporal memory is used in conjunction with the archive. To store the
outdated solutions, a fixed number Rsize of the archive is added to the temporal
memory upon a landscape change. When the upper bound of the temporal mem-
ory is reached, the oldest set of Rsize outdated solutions is removed for newer
solutions. To select the Rsize outdated solutions, the dCOEA stores the extreme
solutions along each dimension in the objective space. In the case where Rsize

is greater than the number of extreme solutions, the rest of the solutions to be
stored are randomly selected from the archive. On the other hand, if Rsize is
smaller than the number of extreme solutions, then Rsize extreme solutions will
be randomly selected into the temporal memory.

4.3 Simulation Results

Two different dynamic MOEAs built upon a basic MOEA and the cooperative-
coevolutionary evolutionary algorithm (CCEA) [65], are applied and compared
against the dCCEA on the test function of FDA1. In both the dynamic MOEA
(dMOEA) and dynamic CCEA (dCCEA), a fixed number of archived solutions
are re-evaluated in every generation. In the case where a change in the land-
scape is detected, the temporal memory described previously will be applied,
and random restart is incorporated to generate diversity within the evolving
population. FDA1 challenges the dynamic MOEAs’ ability to track and converge
towards the PF∗

t with every landscape change. One interesting characteristic of
this problem is that the distribution and diversity of the solutions along the PFt
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Table 1. Performance of MOEA, dCCEA and dCOEA for FDA1 at different settings
of τT and nT . The best results are highlighted in bold only if it is statistically different
based on the KS test.

VDoffline MSoffline

(τt, nT ) MOEA dCCEA dCOEA MOEA dCCEA dCOEA

1st quartile 0.666 0.243 0.107 0.789 0.829 0.939
(5,10) Median 0.683 0.255 0.110 0.801 0.834 0.944

3rd quartile 0.695 0.264 0.113 0.801 0.841 0.953

1st quartile 0.489 0.154 0.034 0.870 0.863 0.963
(10,10) Median 0.508 0.163 0.038 0.878 0.873 0.970

3rd quartile 0.521 0.167 0.039 0.890 0.882 0.977

1st quartile 0.485 0.080 0.001 0.876 0.926 0.979
(25,10) Median 0.528 0.091 0.002 0.894 0.939 0.985

3rd quartile 0.583 0.102 0.003 0.914 0.947 0.989

1st quartile 1.008 0.135 0.020 0.535 0.857 0.973
(10,1) Median 1.031 0.149 0.022 0.585 0.866 0.981

3rd quartile 1.064 0.156 0.025 0.599 0.883 0.984

1st quartile 0.542 0.152 0.039 0.847 0.858 0.970
(10,20) Median 0.584 0.162 0.042 0.868 0.875 0.975

3rd quartile 0.606 0.171 0.044 0.881 0.888 0.979

are not affected by the landscape change. The simulation results for the metric
of V Doffline and MSoffline with different settings of τT and nT are summarized
in Table 1. In general, the coevolutionary paradigm is shown to be more appro-
priate than canonical MOEAs in handling dynamic landscapes. As can be seen,
the dCOEA outperforms dCCEA in both the aspect of tracking and finding a
diverse solution set. Table 1 also shows a better convergence and diversity per-
formance of dMOEA, dCCEA and dCOEA for larger value of τT or less frequent
landscape changes. Although the dMOEA gives a better convergence for larger
value of nT or less severe landscape changes, it is observed that better results of
dCCEA and dCOEA can be obtained with a more severe landscape change.

5 Robust Multi-Objective Optimization

Real-world applications may also involve the simultaneous optimization of sev-
eral competing objectives thhat are susceptible to decision or environmental
parameter variation which results in large or unacceptable performance varia-
tion. Apart from the multi-objective optimization goals of evolving a set of near
optimal, diverse, and uniformly distributed Pareto solution set, robust multi-
objective optimization sought to find a set of tradeoff solutions that is robust
or reliable [19]. A robust solution can be defined as a solution that provides
satisfactory performance in the face of parametric variations, i.e it is insensitive
to small variations in design and/or enviroment variables.
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In order to reduce the consequences of uncertainties on optimality and prac-
ticality of the solution set, factors such as decision variable variation, environ-
mental variation, and modeling uncertainty have to be considered explicitly.
Therefore, the minimization of multi-objective problem is redefined as follows,

min F (x, δx, δe) = {f1(x, δx, δe), f2(x, δx, δe), (4)
..., fM (x, δx, δe)}

s.t. g(x, δx, δe) ≥ 0, h(x, δx, δe) = 0

where δx and δe represent, respectively, the uncertainties associated with x and
environmental conditions. Both forms of uncertainties may be treated equiva-
lently. Different noise models such as normal, Cauchy, and uniform distributions
have been considered in the literature.

The optimal robust Pareto front and solution set are dependent on the noise
model and the robust measure. Therefore, the notation should reflect the noise
model and the robust measure used. In this chapter, the optimal robust Pareto
front and optimal solution set are denoted as PF∗

rm,δ and PS∗
rm,δ, respectively.

The terms rm and δ refers to the robust measure and noise model in consider-
ation, respectively. Accordingly, PFA

rm,δ refers to the final set of non-dominated
solutions evolved by robust MOEA based on the robust measure, rm and noise
model, δ.

Table 2. Empirical Results of NSGAII and SPEA2 for the different robust multi-
objective test functions

NSGAII SPEA2
Ratio Space Maximum Ratio Space Maximum

Spread Spread

2-D 0.8867 0.5411 1.0 0.7280 0.6582 1.0
rMOP1 5-D 0.0 0.5431 1.0 0.0 0.6783 1.0

10-D 0.0 0.5626 0.9999 0.0 0.6773 0.9999

2-D 0.9947 0.5314 1.0 0.9890 0.6362 1.0
rMOP2 5-D 0.9883 0.5369 1.0 0.9840 0.6278 1.0

10-D 0.9850 0.5781 0.9999 0.9807 0.6849 0.9999

2-D 0.9853 0.5332 1.0 0.9833 0.6354 1.0
rMOP3 5-D 0.7193 0.4965 1.0 0.6203 0.6484 1.0

10-D 0.0 0.5039 0.9999 0.0 0.6268 1.0

2-D 0.5250 0.5066 0.9999 0.4243 0.6500 0.9999
rMOP4 5-D 0.0920 0.5012 0.9997 0.0 0.6442 0.9999

10-D 0.0 04900 0.9997 0.0 0.6174 0.9998
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Table 3. Definitions of the GTCO test suite

Problem Type Definition

GTCO1 Class 1

f1(xD1) = x1

g(x) = 1 +
∑|xD2|

i=2

{
(xD2,i

− 0.4)2 + b(xR, xD2,i
)
}

h(f1, g) = 1 −
√

f1
g

b(xR, xi) = 1 − 1
|xR|

∑
j∈xR

exp
[
(

x5
R,j

−E(σ,s)

W (xi)
)2

]
W (xi) = 0.1 + 0.1 cos

(
20(xi − 0.4)π

)
·
(
1 − |xi − 0.4|

)5

E(σ, s) = U(−σ, σ), xD1, xD2, xR ∈ [0, 1]

GTCO2 Class 2

f1(xD1) = x1

g(x) = 1 + b(xR)

h(f1, g) = 1 −
√

f1
g

b(xR) = 1 − 1
|xR|

∑
i∈xR

max
{
0.8 exp

[
(

xR,i
−0.25E(σ,s)

0.1 )2
]

, exp
[
(

xR,i
−0.75E(σ,s)

0.1 )2
]}

E(σ, s) = 1 + U(−σ, σ), xD1, xR ∈ [0, 1]

GTCO3 Class 3

f1(xD1) = x1

g(x) = 1 + 10(
∑|xD2|

i=2

xD2,i

|xD2|−1 )
1.25−b1(xR1)

+ b2(xR2)

h(f1, g) = 1 −
√

f1
g

b1(xR1) = 1 − 1
|xR1|

∑
i∈xR

exp
[
(

x5
R1,i

−E1(σ,s)

0.05 )2
]

b2(xR2) = 1 − 1
|xR2|

∑
i∈xR2

max
{
0.8 exp

[
(

xR2,i
−0.25E2(σ,s)

0.1 )2
]

, exp
[
(

xR2,i
−0.75E2(σ,s)

0.1 )2
]}

E1(σ, s) = U(−σ, σ),
E2(σ, s) = 1 + U(−σ, σ), xD1, xD2, xR1, xR2 ∈ [0, 1]

GTCO4 Class 6

f1(xD1) = x1

g(xD2) = 1 + 10
∑|xD2|

i=2 xD2,i

h(f1, g,xR) = 1 − ( f1
g

)α

α = 0.5 + b(xR)

b(xR) = 1 − 1
|xR|

∑
i∈xR

max
{
0.8 exp

[
(

xR,i
−0.25E(σ,s)

0.05 )2
]

, exp
[
(

xtextR,i−0.75Eij (σ,s)
0.05 )2

]}
E(σ, s) = 1 + U(−σ, σ), xD1, xD2, xR ∈ [0, 1]

GTCO5 Class 7

f1(xD1) = x1

g(x) = 1 +
∑|xD2|

i=2

{
xD2,i

+ 5b1(xR1)
}

h(f1, g) = 1 + 2b2(xR2, f1) −
√

f1
g

b1(xR1, xi) = 1 − 1
|xR1|

∑
i∈xR1

exp
[
(

xR1,i
−E(σ,s)

W1(xi)
)2

]

b2(xR2, f1) = 1 − 1
|xR2|

∑
i∈xR2

exp
[
(

xR2,i
−E(σ,s)

W2(f1) )2
]

W1(xi) = 0.2, if xi < 0.05
W1(xi) = 0.1xi + 0.05, otherwise
W2(f1) = 0.2 · (1.1 −

√
f1)

E(σ, s) = U(−σ, σ), xD1, xD2, xR1, xR2 ∈ [0, 1]
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Table 4. Characteristics of the GTCO test suite

Problem PF∗ change PS∗ change Feature change

GTCO1 - - Increasing multi-
modality

GTCO2 - Global to local -
GTCO3 - Global to local Decreasing density of so-

lutions near PF∗

GTCO4 Increasing nonconvexity Global to local -
GTCO5 Decreasing coverage of PF∗ Range of x1 reduces Linear to deceptive

5.1 Robust Multi-Objective Problem Test Suite

Several desirable properties of deterministic benchmarks and test suites have
been suggested in the EA literature. In addition to these guidelines, the following
issues should be considered in the development of robust benchmark problems
in the context of multi-objective optimization:

– Robust multi-objective problems are essentially multi-objective problems
and guidelines for the construction of multi-objective benchmark problems
established in the existing literature should be taken into account;

– The robust multi-objective test problems should not have any bias towards
PS∗

rm,δ;
– Some test problems should contain noise-induced features that pose more

difficulty to the optimization algorithm;
– The benchmark problem component which determines how the problem be-

haves in the presence of noise should be scalable;
– Some test problems should contain possible tradeoffs between robustness and

the different objectives.

Empirical investigations conducted in [29] to analyze the behavior of four
existing benchmark problems found in the literature showed that many test
functions may suffer from strong bias towards PS∗

rm,δ. Three of the problems
studied are extended from single-objective benchmark problems in [11,9,55] us-
ing the ZDT framework [?], which allows the easy incorporation of problem
characteristics that hinder MOEA progress to the Pareto front. The fourth is a
robust multi-objective problem proposed in [18]. The simulation results of NS-
GAII and SPEA2 with respect to the metrics of ratio of convergence, spacing (S)
and maximum spread (MS) are shown in Table 2. All four problems are charac-
terized by at least one local Pareto set that becomes more desirable than PS∗

det

when noise is introduced. Nonetheless, the failure to find PS∗
det clearly indicates

that the two algorithms can converge to more robust regions readily even with-
out the incorporation of any robust handling mechanism. This is because PS∗

det

is located at a much narrower region and hence harder to locate as compared
to the broader dips corresponding to the more robust solutions. This implies
that rMOP1, rMOP3, and rMOP4 are not suitable for the evaluation of robust
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MOEA techniques since it is not possible to ascertain whether robust solutions
are found due to the adopted robust measures or due to the algorithms’ failure
to locate PS∗

det in the first place.
In Goh et al, we present a framework for the construction of robust continuous

MO test functions characterized by different noise-induced features. These noise-
induced features can pose different difficulties to the optimization algorithms and
do not suffer the limitations of bias and scalability. The fundamental component
of the robust test problems is a Gaussian landscape generator that facilitates
the specification of robust optimization-specific characteristics such as noise-
induced features, fitness landscape, and decision space variation. One further
desirable property of the construction guidelines is that it provides a means
to extend existing multi-objective test problems to robust multi-objective test
functions without changing the original problem characteristics. The rationale
is to allow researchers to investigate the impact of robust optimization on test
functions with different characteristics such as deception, multi-modality and
discontinuities. The test functions designed using this landscape generator are
different from most previous works in two aspects:

– Any solution space or objective space transformation is a consequent of envi-
ronmental variation. Although environmental parameter variation is rarely
considered in the literature, it is definitely more flexible compared to deci-
sion parameter variation when it comes to the design of different possible
scenarios.

– The basin of attraction of the various troughs to be very similar. This ensures
that there is no initialization bias towards any particular region of the search
space.

The definitions and characteristics of the proposed test suite are summarized in
Table 3 and Table 4, respectively.

5.2 Evolutionary Robust Optimization Techniques

While MOEAs have been demonstrated to be capable of discovering good trade-
off solutions for various multi-objective problems, it is necessary to ensure that
these solutions are implementable in practice. Conventional MOEAs, without
the necessary mechanisms to identify robust solutions, are not capable of finding
PS∗

rm,δ unless it coincides with PS∗
det. Therefore, the selection of an appropriate

robust measure is of utmost importance in robust optimization.
It can be noted that studies on evolutionary robust optimization are mainly

conducted in the domain of robust single-objective optimization. Nevertheless,
the robust measures and uncertainty handling mechanisms adopted in these
works are generally applicable for robust multi-objective optimization. Specific
issues such as diversity preservation and fitness assignment must be considered
in robust MOEA design.
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Based on the state-of-the-art, EAs for robust optimization can be classified
into single-objective and multi-objective approaches depending on how the var-
ious measures are incorporated into the EA.

1. The single-objective approach optimizes the selected robust measures in place
of the original objectives.

2. The multi-objective approach considers the selected robust measures as ad-
ditional objectives to be optimized.

As noted by Jin and Branke [40], the former is the more popular approach. This is
perhaps because of its ease of implementation whereas there is a need to consider
the implications brought about by the increase in problem dimensionality for the
latter.

Single-objective approach. Since it is usually difficult to compute the various
robust measures analytically, this approach is also characterized by the stochas-
tic evaluation of the adopted robust measure to account for uncertainties, i.e.
these measures are usually estimated over a number of randomly sampled per-
turbations. The optimization of the expected objective values estimated from the
mean of the sampled points is also known as explicit averaging and has been ap-
plied successfully for robust multi-objective optimization [18]. In the same work,
the effects of sample size and noise level on PFA

eff,δ
are investigated. On the

other hand, Hughes [36] introduced a probabilistic approach for Pareto ranking
scheme to account for the presence of uncertainties.

Although simple to implement, stochastic evaluation is computationally in-
tensive since additional solution evaluations are required. It can be expected
that this situation would be exacerbated by the presence of multiple objectives
in multi-objective problems. Therefore, suitable methods for reducing the num-
ber of evaluations will be required to lower the computational cost. To this end,
the Latin hypercube sampling is applied by [10,18] to get a more efficient fitness
estimate. Other methods in the robust single-objective optimization literature
that are appropriate for reducing computational cost of robust MOEAs include:

– Allocation of more computational resource for the evaluation of Pareto op-
timal solutions,

– Use of similar individuals evaluated in the past to estimate the expected
fitness,

– Adaptation of computational resource allocation for evaluation through the
evolutionary process, and

– Use of approximate models in place of the original objective functions.

A viable option for the efficient optimization of expected objective values
is the method of implicit averaging [71,69] where each solution is perturbed
once before evaluation. This approach is based on the concept that solutions
are implicitly averaged over a set of perturbed samples as the MOEA tends to
revisit promising regions of the search space. Tsutsui and Ghosh also showed, by
means of the Schema theorem, that an EA with infinite population size working
on perturbed evaluations has the same effects as one working on the effective
fitness.
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Multi-objective approach. The multi-objective approach involves both de-
terministic and stochastic evaluation of the various objectives and robust mea-
sures, respectively. Therefore, computational cost is also an important issue as
in the case of the single-objective approach. When the multi-objective approach
is applied to solve robust single-objective problems, it allows us to consider the
tradeoff between robustness and solution quality. On the other hand, when it is
applied to solve robust multi-objective problems, this approach poses an inter-
esting decision-making exercise particularly if there are also tradeoffs between
the robustness of the different objectives. Furthermore, the scaling capability of
the MOEA becomes extremely important, for example, a five-objective problem
can become a ten-objective problem if the effective performance of each objective
is considered explicitly.

At present, there are two variants of the multi-objective approach for ro-
bust MOEA. The first approach optimizes the selected robust measures on top
of the existing deterministic objective functions and sought to discover the in-
herent tradeoff between optimality and robustness. This is also known as the
multi-objective approach [42] and various combinations of different measures
such as expected fitness and variance-based measures have been applied in the
evolutionary robust single-objective optimization literature. In [59], Ray utilized
three objectives, the nominal objective value, the effective objective value, and
the standard deviation, to evolve designs that remain feasible under decision
variable variations.

More recently, Goh and Tan [28] extended this method to evolve the tradeoff
between Pareto optimality and the robust measure of worst case performance
for constrained multi-objective problems. In order to improve computational
efficiency, the mechanisms of Tabu-restriction and μGA are implemented for
the computation of the worst case performance and constraint violation. Apart
from the nominal objective values, Li et al [46] applied the concept of the worst
case sensitivity region (WCSR) and sought to maximize the radius of this region.
The WCSR approximates the worst violation that a particular design can absorb
before it violates some predetermined threshold on performance variation.

In [47], Lim et al also presented a single-objective/multi-objective inverse
evolutionary optimization methodology for robust design. In contrast to conven-
tional forward robust optimization, the inverse approach avoids making assump-
tions about the uncertainty when insufficient field data exists for estimating its
structure. Apart from the objectives of nominal fitness and robustness, Lim et
al considered the possible benefits as the uncertainty prevails by introducing an
opportunity criterion in the inverse search scheme as the third objective.

The second variant is proposed by Deb and Gupta [18] as a more practical ap-
proach to the single-objective method and treats the selected robust measures as
hard constraints. Adopting a similar approach in an independent work, Gunawan
and Azarm [33] considers a designer specified WCSR radius as a constraint to
be satisfied. Therefore, in both works, the goal is to evolve the best PFA

det that
satisfies the tolerable bounds on performance deviation.
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5.3 Solving Vehicle Routing Problem with Stochastic Demand

The vehicle routing problem with stochastic demand (VRPSD) as an instance
of real-world robust multi-objective problem. The VRPSD differs from its de-
terministic counterparts in that the actual cost of a particular solution to the
VRPSD cannot be known with certainty before the actual implementation of
the solution. Optimization of the VRPSD deterministically may yield very good
route schedules which are very sensitive to variations in customer demand. In
[66], a hybrid MOEA is applied to solve the VRPSD problem. The algorithm
incorporates two heuristics which exploits knowledge of the VRPSD route struc-
tures to improve algorithmic performances. In addition, an intuitive route simu-
lation method (RSM) which is an elaborate form of explicit averaging is proposed
to address the issue of evaluating the expected costs of solutions.

Local Search Heuristic. The role of local search is vital in multiobjective evo-
lutionary optimization in order to encourage better convergence and to discover
any gap in the Pareto front. The local search approach can contribute to the
intensification of the optimization results, which is usually regarded as a com-
plement to the evolutionary operators that mainly focus on global exploration.

1) Shortest Path Search: Shortest Path Search is designed to exploit the fact
that route failures are more likely to occur at the end of a route. The SPS
attempts to rearrange the order of customers in a particular route. For example,
given a route that contains five customers, a new route is built by choosing the
customer that is furthest from the depot as the first customer in the route, while
the customer that is nearest to the depot is chosen as the last customer of the
route. Next, the customer that is nearest to the first customer is chosen as the
second customer, while the customer that is nearest to the last customer is chosen
as the second last customer of the new route. This step continues until all the
customers in the original route are re-routed. The new route will be compared
against the original one and the better route will be retained. By re-routing
customers in such a manner, customers that are further from the depot will be
at the beginning of the route whereas those that are nearer to the depot will be
at the end of the route. The rationale is to reduce the additional transportation
cost that will be incurred by the recourse policy.

2) Which Directional Search: Which Directional Search (WDS) is designed to
exploit the fact that the expected transportation cost of a route is dependent on
the traversed direction. In contrast, for the deterministic VRP, the transporta-
tion cost of a route is the same regardless of the direction in which the route is
traversed. To be specific, given a route, the WDS builds a new route that runs
in the opposite direction. Similarly, the new route will replace the original one
if it is better.

Route Simulation Method. One of the main difficulties of solving the
VRPSD is in finding an objective function that is able to define properly the
expected transportation cost of a solution. The route simulation method (RSM)
is an elaborate form of explicit averaging to evaluate the expected costs of so-
lutions. Fig. 5 will be used to illustrate the operation of the RSM. The figure
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Fig. 5. Example illustrating the operation of the RSM

shows a route sequence, Depot→2→3→5→4→1→6→Depot. The solid arrows
indicate the route that the vehicle will take if this were a deterministic VRP.
In the VRPSD, due to the recourse policies in the event of a route failure, the
actual route taken by the vehicle cannot be known with certainty before the
route is actually implemented. However, the implementation of the route can be
simulated by generating a set of demands of all the customers based on their
demand distributions and treating these demands as if they were the real de-
mands revealed when a vehicle first arrives at the customer. The set of demands
generated is tabulated in Fig. 5. For this particular example, it is assumed that
the vehicle capacity is 15 and each arrow indicates a unit of distance.

The vehicle first leaves the depot and arrives at customer 2. It is able to satisfy
its demand with a remaining capacity of 9. The vehicle then travels to customer
3 and satisfies its demand. The capacity of the vehicle is 7 when it reaches
customer 5. The vehicle then finds that it is unable to satisfy the demand of
customer 5, so it unloads all remaining goods and makes a return trip to the
depot to restock. This recourse is indicated by the dashed arrows between the
depot and customer 5. The vehicle then unloads two units of goods and leaves
customer 5 for customer 4 with a capacity of 13. After serving customer 4,
the vehicle is empty and returns to the depot to restock. Since the demand of
customer 4 has been satisfied, the vehicle travels to customer 1 from the depot.
The vehicle then satisfies the demands of customers 1 and 6 and returns to the
depot. From this simulation, the total distance traveled by the vehicle (10 units
for this example) and the remuneration for the driver for a particular realization
of the set of customer demands can be obtained.

Due to the stochastic nature of the cost considered, there is a need to sample or
repeat the above operation H times for every route of a particular solution, using
a different set of demands randomly generated based on the demand distributions
of the customers each time and then taking the average to obtain the expected
transportation cost of the solution.

Simulation Results. Simulation studies are conducted using HMOEA to solve
for three instances of the VRPSD. The PFA

det for each of the test problems is
obtained by treating the mean demand of each customer as its deterministic
demand when evaluating the expected costs of solutions. This approach converts
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Fig. 6. Pareto fronts for VRPSD1 (first column), VRPSD2 (second column), VRPSD3
(third column) test problems. The first row shows the 3-dimensional Pareto fronts, the
second row shows the same fronts along travel distance (Cd) and driver renumeration
(Cm), the third row shows the same fronts along Cd and number of vehicles (Cv) and
the fourth row shows the same front along Cm and Cv. ◦ denote solutions evolved using
averaging while � denote solution evolved deterministically. • and filled � represent
the implementation costs of the corresponding solutions.

the stochastic problem into a deterministic one. On the other hand, the PFA
eff,σ

is obtained by evaluating a VRPSD solution multiple times (H=10), each time
using a different set of customer demands randomly generated based on their
demand distributions. The costs are then averaged and taken as the expected cost
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of the solution. In Fig. 6, the filled points correspond to the respective fronts
obtained immediately after the optimization process. These points are what
the logistic manager sees when he is deciding which one of the solutions along
the front to implement. The hollow points are obtained by implementing the
corresponding filled points on 100 sets of randomly generated customer demands
and then taking the average to get the implementation cost. This cost would
be a good indication of the quality of the solution and the Euclidean distance
between corresponding filled and hollow points would give an indication of the
robustness of the solution. From Fig. 6(a)-(c), it is obvious that the solutions
along PFA

eff,σ
are more robust than those along PFA

det since their expected cost
values do not differ much from their implementation costs and would provide
the logistic manager with more accurate information about the quality of the
solutions based on which decision will be made.

In order to further examine the behaviors of the PFA
det and PFA

eff,σ
for each of

the VRPSD test problems, separate two-dimensional graphs, each time consid-
ering only two of the objectives, are plotted in Fig. 6(d)-(l). It can be observed
from the figures that the PFA

eff,σ
considering the expected and implementation

costs have the same shape. The spacing between corresponding solutions is also
uniform. This implies that all the solutions along PFA

eff,σ
have almost equal lev-

els of robustness. This cannot be said of the solutions along PFA
det. The front

for the expected costs changes shape in most cases when the implementation
costs of the solutions along the front are considered. In Fig. 6(f), the front for
the expected costs is horizontal but curves upwards when the implementation
costs are considered. This shows that solutions with higher driver renumeration
(Cm) are less robust. Similarly, it can also be seen from Fig. 6(h), 6(i), 6(k), and
6(l) that solutions for the Type-CS and Type-RCS test problems become more
robust as the number of vehicles (Cv) increases. It is also observed from Fig.
6(g) that the robustness of the solutions for the Type-RS test problem is the
worst when there are four or five vehicles. All these observations point to the
fact that the deterministic approach is not reliable in solving the VRPSD. This
finding demonstrates that the stochastic nature of the problem is not trivial and
that inadequate handling of the problem will give the logistic manager a false
understanding of the situation at hand.

6 Conclusion

This chapter has provided a comprehensive treatment on multi-objective op-
timization in three different uncertain environments, namely, noise, dynamic
and robustness. The three forms of uncertainties affect MOEA design in dif-
ferent ways, and the various MOEA design issues are discussed. Additionally,
for noisy MO optimization, we have further described heuristical approaches to
noise suppression and demonstrated it’s effectiveness. In the case of dynamic
MO optimization, we presented the effectiveness of the competitive-cooperative
coevolutionary algorithm in tracking the dynamic solution set. On the topic
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of robust MO optimization, we highlighted some possible limitations of exist-
ing robust optimization test functions and presented a set of robust MO test
problems with various noise-induced features. Finally, we described a hybrid
multi-objective evolutionary algorithm which is capable of finding robust routes
for the vehicle routing problem with stochastic demands.
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Abstract. All clustering algorithms partition data into a specified or algorithmi-
cally determined number of clusters, whether or not that number of clusters ac-
tually exists in the data. Therefore, identifying a "best" solution amongst a set 
of candidate partitions is an important step in the clustering process. This paper 
presents a visual technique for comparing found partitions with a pre-clustering 
VAT (Visual Assessment of cluster Tendency) image of the unlabeled input 
data. The method is developed independent of any particular clustering algo-
rithm, and then illustrated with numerical examples that use the fuzzy c-means 
clustering method. The experiments use samples from mixtures of bivariate 
normals, a bivariate uniform, and a small real data set to illustrate the efficacy 
of the method. 

Keywords: cluster validity, cluster analysis, visual assessment of cluster ten-
dency, visual cluster validty. 

1   Introduction 

Researchers have long recognized the challenge of determining how many clusters to 
look for in a set of unlabeled data.  In 1953, R. L. Thorndike [1] asked, “How then 
shall we decide upon the value of k – the number of families or clusters? And 
once k has been determined, how shall we decide upon the boundaries and the cen-
troids of the various clusters?”  After considering these questions, Thorndike went on 
to say “Let us start with the second problem first [finding the clusters], because it 
looks somewhat more docile and amenable to attack [than deciding how many to look 
for]…” The technique that Thorndike employed (and which is still frequently used 
today) was to enumerate candidate solutions by applying a clustering algorithm to 
data for different values of k.  Referring to this technique, Thorndike stated, “One 
would like some type of significance test of the change in the criterion as k increases 
from 2 to 3 to 4, and so on.  But I am unable to produce such a test.” 

In effect, Thorndike raised two issues related to clustering:  i) how can we assess 
the number of clusters in a data set prior to clustering? and ii) how can we validate 
solutions produced by a clustering algorithm post clustering). Assessment and validity 
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have attracted much attention ever since, but continue to be problematical areas for 
clustering.   

Consider a set of n objects O = {o1,...,on}. The objects might be types of fish,  
malignant tumors, edible tubers, cigars, motorcycles - virtually anything. Numerical 

object data has the form     X = {x1,…, xn} ⊂ ℜ p , where the coordinates of xi provide 
feature values (e.g., weight, length, alcohol content, wrapper shape, exhaust pipes, 
etc.) describing object oi. The second data structure commonly used to represent the 
objects in O is numerical relational data, which consist of n2 similarities (or dissimi-
larities) between pair of objects in O, represented by an nxn relational matrix Rn = [Rij 
= (dis-)similarity(oi, oj) | 1 ≤ i, j ≤ n]. We can always convert X into dissimilarity data 

Dn = Dn(X), where  
    
dij = x i − x j  in any vector norm on  ℜ p , so most relational clus-

tering algorithms are (implicitly) applicable to object data. However, there are both 
similarity and dissimilarity relational data sets that do not begin as object data, and for 
these, we have no choice but to use a relational algorithm.  We will refer to these two 
types of data sets as X and Dn. 

Clustering in unlabeled data X or Dn is the assignment of labels to the objects in O. 
To consider possible solutions for the clustering problem, let (c) be an integer, 1 ≤ c ≤ 
n (our c is Thorndike's k; amazingly, the use of an integer other than k for this dummy 
variable still causes controversy). We include c = 1 and c = n so that algorithms such 
as the SAHN clustering methods, which begin or end with singleton clusters (c = n) or 
the universal cluster (c = 1) are included in the general discussion.  The c-partitions of 
X are sets of (cn) values {uik} that can be conveniently arrayed as a  c × n matrix U = 

[uik] . There are three sets of partition matrices: 

   Mpcn = {U ∈ ℜcn | 0 ≤ uik ≤ 1∀ i, k;∃ i ∋ uik > 0∀ k} (1) 

 
  
Mfcn = {U ∈ Mpcn | uik

i=1

c
∑ = 1∀ k} (2) 

   Mhcn = {U ∈ Mfcn | uik ∈ {0,1}∀ i, k} (3) 

Equations (1-3) define, respectively, the sets of non-degenerate possibilistic, con-
strained fuzzy or probabilistic, and crisp c-partitions of X.  So, there are four kinds of 

label vectors (the k-th column of U is a label vector in  ℜc for object ok in O); and 
hence, four kinds of partitions, corresponding to the four types of models we use for 
clustering. But only three of the four kinds are mathematically distinct. (Fuzzy and 
probabilistic label vectors and c-partitions are mathematically indistinguishable, hav-
ing entries between 0 and 1 that sum to 1 over each column. However, the assump-
tions we make and methods we use as a basis for these two kinds of clustering is very 
different.) If the label vectors are hard (crisp), we hope they identify c natural sub-
groups in X. 

Each run of a clustering algorithm produces one or more U's in some Mpcn (this cov-
ers all cases, since   Mhcn ⊂ Mfcn ⊂ Mpcn ). For example, if Dn contains n*(n-1)/2 dis-

tinct dissimilarities, applying the single linkage algorithm to Dn produces exactly one 
U in Mhjn, j=n, n-1, …1. Or, fixing all control and model parameters except c, applying 
relational fuzzy c-means to Dn produces one U in Mfjn for each j=2, 3, …,n-1.  
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Other runs on Dn with variations of these or other clustering algorithms may pro-
duce other U's for consideration. Now we collect all the candidate partitions into a set 
CP(Dn), and ask: which of these U's is the most satisfactory explanation of substruc-
ture in O? This is the cluster validity (more simply, "validation") problem. In what 
follows we refer to CP(X) or CP(Dn) more briefly as CP, the data set underlying any 
set of candidate partitions being understood.  

The validation question is in a sense ill-posed, for we can easily demonstrate that 
more than one U in CP may be the "best answer". For example, how many clusters are 
there in a deck of cards, each object being one of 52 cards in a standard deck? Well, if 
the defining property of the clusters is card color, then c=2 (with 26 objects in each 
cluster); if the property is suit, c=4 (with 13 objects in each cluster); if rank, c=13 
with 4 objects in each cluster. And so on. We will put this annoying complication 
aside for now, but will have more to say about it in the concluding section. 

Visually validating the cluster structure suggested by some U in CP is possible only 
for U in Mhcn (crisp partitions), only for object data, and only for p ≤ 3 (i.e., only 
when the data can be plotted on one-, two-, or three-dimensional graphs).  So, direct 
visual validation is far too limited to be generally useful. Consequently, many re-
searchers rely on mathematical techniques for validation.  

One group of mathematical techniques uses validity functionals,   ν : Dν a ℜ , 
where Dν, the domain of ν, depends on the particular function at hand, but always 
depends on at least U in CP. The values of ν are computed, and then used to rank the 
attractiveness of the candidates in CP. Usually, the minimum or maximum value of ν 
points to the preferred choice.      

When Dν = Mhcn, ν is a direct validity measure because ν(U) assesses properties of 
crisp (real) clusters identified by U in the data set; otherwise, it is indirect.  Bear in 
mind that these are mathematically defined clusters in a data set chosen to represent 
the {ok} - we hope the corresponding clusters in O are useful, but this still need not be 
the case. There have been countless studies of direct and indirect validity indices for 
crisp, probabilistic, fuzzy and possibilistic clustering methods [2-13]. Some establish 
theoretical properties of a particular index; others offer simulations that compare vari-
ous candidates.  There are seemingly countless methods because when X is not la-
beled, the true parameters of any model attempting to represent substructure in it are 
(and always will be) unknown. Consequently, validity functionals have little chance 
of being generally useful for identifying the "best" clustering solution, even within a 
restricted class of models and/or data processes. More typically, they are relied upon 
to eliminate egregiously wrong solutions; so, they are usually used as part of the proc-
essing done prior to final validation by humans and/or rule bases. Put another way, 
since none of us knows the right answer for the overwhelming majority of all unla-
beled data, there is no set of parameters against which we can measure the "fit" of a 
set of clusters, nor is there structure we can assess visually. Nonetheless, many impor-
tant applications (such as image segmentation, data mining and knowledge discovery) 
will tolerate a "best under these circumstances" solution, so we continue to study, and 
hopefully improve, methods based on validity indices. However, the technique we 
present here lies in a different direction. 

Here is a preview of the new method. The VAT algorithm (Visual Assessment of 
cluster Tendency, [14]), reorders the row and columns of any  n × n matrix R (where 
rij is a scaled dissimilarity value between objects oi and oj) with a modified version of 
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Prim’s minimal spanning tree algorithm.  If the image I(R*) of the reordered version 
of R has c dark blocks along its main diagonal, this suggests that R contains c (as yet 
unfound) clusters. The size of each block may even indicate the approximate size of 
the suggested cluster. VAT is well defined for X or Dn, has been generalized to n of 
arbitrary size (scalable sVAT, [15]), and can also be used for assessment of possible 
clusters in rectangular relational data (co-clusters coVAT, [16]). 

After determining any set of candidate partitions of the objects by any method what-
soever (the U's can be crisp or soft, from data set X or Dn of any size), we re-order  
the columns of each U to     

) 
U   (this amounts to permuting the objects in O) using  

the index array of R*. Next, we transform each   
) 
U  to the square matrix 

      U* = 1n − (
) 
U T

) 
U / max{(

) 
U T

) 
U )ij}) . Finally, we (visually) compare the fixed image I(R*) 

derived from the data before clustering to the images in the set of (modified) partitions, 
{I(U*): U∈CP}. Finally, we visually compare I(R*) to each I(U*). Our heuristic is that 
a good (visual) match indicates a "good" set of candidate clusters.  In other words, if 
the clustering algorithm performs well, we expect I(U*) to show well-defined dark 
blocks down the main diagonal, similar those seen in the VAT image I(R*).  

The remainder of this article is organized as follows. In Section 2 we review the 
VAT algorithm. Section 3 describes our approach for converting the partition matrix, 
U, to an nxn image matrix I(U*). Section 4 has several numerical examples. Section 5 
contains our summary, and some ideas for future research.  

2   The VAT Image 

The VAT algorithm displays a grayscale image I(R*), where each element of I(R*) 
is a scaled dissimilarity value between objects oi and oj.  Being dissimilarity meas-
ures, each element on the diagonal is zero. Off the diagonal, the scaled values range 
from 0 to 1.  Values close to 0 represent small dissimilarities, and values close to 1 
represent strong dissimilarities.  If an object is a member of a cluster, then it also 
should be part of a submatrix of “similarly small” values, whose diagonal is super-
imposed on the diagonal of the image matrix.  These submatrices are seen are dark 
blocks along the diagonal of the VAT image. We next give a concise statement of 
the VAT algorithm.  In general, the functions arg max and arg min, in Steps 1 and 2, 
are set-valued, and when the sets contain more than one pair of optimal arguments, 
any optimal pair can be selected.   Throughout, we will suppress n, the size of R or 
D, we will denote the result of applying VAT to R as R*=VAT(R), and we call the 
displayed output image I(R*). 

 
Algorithm VAT: Visual Assessment of Cluster Tendency in Square Dissimilarity 
Data [14] 
Input: An n × n matrix of dissimilarities R = [rij] satisfying, for all 1 ≤ i, j ≤ n: rij = 
rji, rij ≥ 0, and rii = 0. 

 
Step 1. Set I = ∅; J = {1,2,…,n}; P = (0, 0, …, 0) 

 Select (i,j) ∈ 
  
arg max
p∈J,q∈J

{rpq} ; Set P(1) = j; Replace I  I ∪{j} and  J  J – {j}. 
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Step 2. For t = 2,…, n: 
 Select (i,j) ∈ 

  
arg min
p∈I,q∈J

{rpq} : Set P(t) = j;  Replace I  I ∪{j} and  J  J – {j}.  

 Next t.  

Step 3. Form the ordered dissimilarity matrix 
 
R* = [rij

* ] = [r
P(i)P( j)

]  for 1 ≤ i,j ≤ n. 

Output: Image  I(R*), scaled so that 
 
max

i, j
[rij

* ]{ }corresponds to white and 
  
min

i, j
[rij

* ]{ }to 

black.                            

Figure (1a) is a scatterplot of n=1000 data points in  ℜ2  drawn from a mixture of five 
normal distributions.  The means, mixing proportions, and number of samples in each 
cluster (i.e., cardinality ni, i = 1, 2, 3, 4, 5) are listed in Table 1.  The covariance matri-
ces are Σ1 = Σ2 = Σ3 = Σ4 = Σ5 =  σ2 I, where I is the 2 × 2 identity matrix and σ2 = 1.2.   

These object data were converted to a 1000x1000 dissimilarity matrix R by com-
puting 

    
rij = x i − x j  with the Euclidean norm. The c = 5 visually apparent clusters in 

Figure (1a) are suggested by the 5 distinct dark diagonal blocks in Figure (1c), which 
is the VAT image I(R*) of the data after reordering. Comparing this to view (1b), 
which is the image I(R) of the dissimilarities in input order, it is clear that reordering 
is necessary to reveal the structure of the underlying data.  Notice that nothing can be 
inferred about the cluster structure from the image I(R) of the unordered matrix R.  

>>> 

 
(1a) Scatterplot of input data (1b) Unordered image I(R) 

 
(1c) VAT-ordered image 
I(R*) 

Fig. 1. An example of VAT that indicates c = 5 clusters reside in the data in view (1a) 

Table 1. Data Set X shown in Scatterplot view, Figure (1a) 

Mean mixing 
proportions 

ni 

μ1 = (0,0) α1 = 0.21 225 
μ 2 = (8,8) α2 = 0.21 203 
μ 3 = (16,0) α3 = 0.21 197 
μ 4 = (0,16) α4 = 0.21 200 
μ 5 = (16,16) α5 = 0.16 175 
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3   Transforming the Partition Matrix 

Let U be a cxn partition matrix generated by any clustering algorithm.  Then UTU is 
an nxn matrix whose elements measure of the relationship between pairs of objects in 
each of the c clusters. To see this, recall that ust is the membership of object ot in clus-
ter s, so (ukiukj) = (membership of oi in cluster k)(membership of oj in cluster k). The 

ij-th element of UTU sums this product over the c clusters in U, 
 
(UTU)ij = ukiukj

k=1

c
∑ , 

and hence, is a measure of the binding between objects i and j over all c clusters. If U 

is crisp (in Mhcn), its elements are all 1's or 0's, and the c products comprising   (U
TU)ij 

will all be zero unless objects i and j are in (say) the k-th cluster, in which case the ij-
th entry will have the value 1. (See [17] for a more complete discussion of this idea 
for crisp and soft partitions.) 

 
 
 
 
 
 
 
 
 
 
 

(2a) Scatterplot of input data 

 
(2b) VAT image I(R*) showing 2 primary and 3 
secondary clusters 

Fig. 2. Five data points and the resulting VAT image 

To illustrate, consider the 5 object vectors X shown in Figure (2a). Converting X to 
dissimilarity data R with the Euclidean norm enables us to construct the VAT image 
of R, shown in Figure (2b). This view suggests that the primary (or first order) inter-
pretation of substructure in X is that c=2; and the secondary (or second order) inter-
pretation shown by the imbedded  2 × 2  block in the upper  3× 3 block is for c=3. 
Visually, this agrees with the input data; the primary partition is {x1, x3, x4}∪{x2, x5}, 
whereas the secondary partition is {x1}∪{x3, x4}∪{x2, x5}.   

A crisp clustering algorithm such as single linkage would generate the 2 - partition 

  
U = 1 0 1 1 0

0 1 0 0 1
⎡ 
⎣ ⎢ 

⎤ 
⎦ ⎥ 
 on X. Taking UTU, we have 

     UTU = 

 

1 0
0 1
1 0
1 0
0 1

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
⎥ 
  

1 0 1 1 0
0 1 0 0 1
⎡ 
⎣ ⎢ 

⎤ 
⎦ ⎥ 
= 

 

1 0 1 1 0
0 1 0 0 1
1 0 1 1 0
1 0 1 1 0
0 1 0 0 1

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
⎥ 

                                     (4) 

x1 

x4 x3 
x2 

x5 X
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It is well known that some reordering of this matrix will yield a matrix with diago-
nal sub-blocks that are all 1's, corresponding to the (matrix of) the unique equivalence 
relation which is in 1-1 correspondence with this 2-partition of the 5 objects [17].  (If 
we denote the equivalence relation by ~, then (UTU)ij=1⇔ xi~xj, that is, if and only 
objects oi and oj, are in the same cluster.)   For this simple example, the permutation 
array from the VAT reordering shown in Figure (2b) is exactly the reordering that 
reveals this block matrix. Applying the VAT permutation to (4), (UTU)perm =  

  

1 1 1 0 0
1 1 1 0 0
1 1 1 0 0
0 0 0 1 1
0 0 0 1 1

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
⎥ 

.  Finally, to produce an image which is visually comparable (black 

is 0, white is 1) to the VAT image, we subtract UTU from the nxn matrix 1n (all ones):  

U* = 15x5 - (U
TU)perm=  

 

0 0 0 1 1
0 0 0 1 1
0 0 0 1 1
1 1 0 0 0
1 1 0 0 0

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
⎥ 

. 

Comparing the ordered image of the transformed partition matrix I(U*) to the VAT 
image I(R*), we see very similar dark blocks along the two diagonals.  This means 
that objects which were relationally close in the VAT analysis are placed in the same 
clusters during the partitioning process.  Thus, we have a visual validation that the 
partition found is consistent with our pre-clustering estimate.  This example captures 
the essentials of our new method, but we make two modifications of the procedure 
just described that make it more efficient and useful for soft partitions of data. 

 
(3a) Unordered image I(UTU) (3b) Ordered image I(U*) 

 

(3c) VAT image I(R*) 

Fig. 3. Transforming a crisp partition to a VAT-like image 

First, we point out that the end result of constructing U* by reordering UTU with 
the VAT permutation will be identical to that found by permuting U before obtaining 
UTU. This second method is more efficient than the first because we permute only the 
n columns of U, instead of the n rows and columns of UTU. And second, when the 
partition U is not crisp, we normalize the values in UTU to obtain values in U* that 
will provide visually comparable images. The normalization we choose is to divide 
UTU by its maximum element. We summarize the overall transformations: 
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  (Xor R) VAT permutation σ v⎯ → ⎯ ⎯ ⎯ ⎯ ⎯ ⎯ R* → (Pr e−Clustering ) Assessment Im age⎯ → ⎯ ⎯ ⎯ ⎯ ⎯ ⎯ ⎯ ⎯ ⎯ ⎯ I(R*).              (5a) 

      

(X or R) Clustering⎯ → ⎯ ⎯ ⎯ U σ v⎯ → ⎯ 
) 
U → 1n −

) 
U T

) 
U 

i, j
max{(

) 
U T

) 
U )ij}

⎛ 

⎝ 

⎜ 
⎜ 
⎜ 

⎞ 

⎠ 

⎟ 
⎟ 
⎟ 

⎛ 

⎝ 

⎜ 
⎜ 
⎜ 

⎞ 

⎠ 

⎟ 
⎟ 
⎟ 

= U * Partition Im age⎯ → ⎯ ⎯ ⎯ ⎯ I(U*)

 
                                                                                        (5b) 

We illustrate the application of equations (5) for the same set of five objects shown 
in Figure (2a). A fuzzy c-means partition of X (m = c = 2, Euclidean norm) is 

  
U = 0.84 0.13 0.91 0.91 0.09

0.16 0.87 0.09 0.09 0.91
⎡ 
⎣ ⎢ 

⎤ 
⎦ ⎥ 
. Whence 

 

      

U* = 1n −
) 
U T

) 
U 

i, j
max{(

) 
U T

) 
U )ij}

⎛ 

⎝ 

⎜ 
⎜ 
⎜ 

⎞ 

⎠ 

⎟ 
⎟ 
⎟ 

⎛ 

⎝ 

⎜ 
⎜ 
⎜ 

⎞ 

⎠ 

⎟ 
⎟ 
⎟ 

=

0.13 0.70 0.08 0.07 0.74
0.70 0.08 0.76 0.76 0.04
0.08 0.76 0.01 0.01 0.80
0.07 0.76 0.01 0.01 0.80
0.74 0.04 0.80 0.80 0.00

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
⎥ 

.    (6) 

The image of this transformed partition matrix will have dark gray intensities for 
numbers significantly close to zero and lighter gray intensities for numbers approach-
ing one.  The results are shown in Figure 4.  Visual comparison of I(R*) to I(U*) in 
Figures (4b) and (4c) again suggests that the pre- and post-clustering results are in 
close agreement, allowing us to conclude that U is a fairly accurate representation of 
cluster structure suggested by VAT in X. A formal statement of the new visual cluster 
validity (VCV2) algorithm is nothing more than the use of equations (5) on a found 
partition coupled with the pre-clustering VAT image of the input data. 

 
(4a) I(U) before reordering 

 
(4b) I(U*) after reordering 

 
(4c) The VAT image I(R*) 

Fig. 4. Visual validation of a fuzzy partitioning of X in Figure (2a) 

Algorithm VCV2: Visual cluster validity  
Inputs: An unlabeled object data set 

    
X = {x1,…, xn} ⊂ ℜp → R = [rij ] = x i − x j ,1 ≤ i, j ≤ n (or) 

 An unlabeled dissimilarity data set  R = [rij ] ⊂ ℜnn  satisfying, for 1 ≤ i, j ≤ n: 

rij = rji, rij ≥ 0, and rii = 0 

 The VAT permutation array P = σv of indices of R and VAT image I(R*) 

 



 VCV2 – Visual Cluster Validity 301 

Compute: 

      

(X or R)
Clustering
A lg orithm⎯ → ⎯ ⎯ ⎯ U σ v⎯ → ⎯ 

) 
U → 1n −

) 
U T

) 
U 

i, j
max{(

) 
U T

) 
U )ij}

⎛ 

⎝ 

⎜ 
⎜ 
⎜ 

⎞ 

⎠ 

⎟ 
⎟ 
⎟ 

⎛ 

⎝ 

⎜ 
⎜ 
⎜ 

⎞ 

⎠ 

⎟ 
⎟ 
⎟ 

= U * Partition Im age⎯ → ⎯ ⎯ ⎯ ⎯ I(U*)  

Compare : I(U*) to I(R*).             

If the dark blocks along the diagonal of I(U*) are not consistent with the dark blocks 
in the VAT image I(R*), we know that a problem exists either (i) prior to clustering, 
in the VAT assessment cluster tendency; or (ii) in the partition U of the data found by 
the chosen method of clustering.  Different algorithms are used to generate I(R*) and 
I(U*), so visually similar images buoys our confidence in both processes. There is no 
doubt, however, than VAT and/or VCV2 can fail, and if the comparison reveals very 
different images, we may be sure that something is amiss, cueing us to investigate 
more fully. 

4   Numerical Examples 

To test the VCV2 algorithm, we consider four data sets, including one that has no 
visual cluster structure.  We will generate a set CP of candidate partitions in each ex-
ample by partitioning the object data with “correct” and incorrect numbers of clusters. 
All candidate partitions are generated by the fuzzy c-means (FCM) algorithm with m 
= 2, the Euclidean norm for the objective function, and various values of c.  For each 
data set, the initial partition was chosen (somewhat arbitrarily) by assigning the jth 
object to the ith cluster using the formula i = mod(j,c)+1.  The stopping tolerances 
were ε = 0.00001.  The relational data inputted to VAT for each of these four test sets 

were computed with a scaled Euclidean norm, nj,i1,
max

]r[R
ji

j,i

ji
ij ≤≤

−

−
==

xx

xx
, 

where j
T
iji xxxx =− .   

Example 1: Five distinct clusters 
The data for this example are the same as those shown in Figure (1a) and discussed in 
Section 2, Table 1. The statistics from the FCM runs are provided in Table 2. Figures  
(5a) and (5b) are Figures (1a) and (1c), repeated here for ease of visual comparison. 
The VAT image of the data, Figure (5b), clearly shows five dark blocks along the 
diagonal, suggesting again that the data possess c=5 clusters.   

For the VCV2 images at c = 2 and c = 4, the dark blocks differ visibly from those 
in the VAT image, so we reject these two candidates. When we compare the VCV2 
images in Figures (5e) and (5f) to the VAT image I(R*), we see (almost) the same 
dark blocks along the diagonal at c=5 and c=6. The principal difference between these 
two images is that the center block in the image for c=6 is somewhat lighter in color. 
This discrepancy between the number of blocks (6) and the number of clusters (5)  
 



302 J.M. Huband and J.C. Bezdek 

Table 2. FCM Statistics for the Five Distinct Clusters 

c Number  
of  

iterations 

Step size at 
termination 

2 114 9.8426e-006 
4 34 5.841e-006 
5 16 8.6705e-006 
6 71 9.0335e-006 

may indicate that a very small subset of points (possibly a singleton) was chosen as 
the sixth cluster.  (Recall that a clustering algorithm will force a partition to exhibit 
the prescribed number of clusters.)  This interesting result suggests that overestimates 
of c are less pervasive in obscuring substructure than underestimates are; the VCV2 
image continues to suggest that c=5 is the preferred solution.  Because the number 
(and even the relative size) of the dark blocks is the same in the VAT and VCV2 im-
ages for c=5, we are most confident that among the four choices in this set of CPs, the 
FCM partition found at c=5 is the best choice.   

 
(5a) Input data (cf. (1a)) 

 
(5b) VAT- ordered image 
I(R*) 

 

(5c) VCV2 image I(U*) at 
c=2 

 
(5d) VCV2 image I(U*) at c=4 (5e) VCV2 image I(U*) at c=5

 

(5f) VCV2 image I(U*) at 
c=6 

Fig. 5. VAT image I(R*) and VCV2 images I(U*) at c=2, 4, 5 and 6 for the Five Clusters  
dataset 

Example 2: Three blended clusters 
Next, we consider data where the clusters are not as distinct as those in Example 1.  

Figure (6a) shows a data set containing 5000 points in  ℜ2  that form three blended 
clusters, drawn from a mixture of c=3 bivariate normal distributions with the following 
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component parameters:  mixing proportions α1 = 0.15, α2 = 0.35 α3 = 0.50; means μ1 = 
(0,0), μ2 = (3,4), μ3 = (6,0); covariance matrices Σ1 = Σ2 = Σ3 =  σ2 I, where I is the  
2 × 2 identity matrix and σ2 = 1.5.  The statistics from the FCM runs are provided in 
Table 3. The VAT image I(R*) of the data, Figure (6b), shows three (somewhat) dark 
blocks along the diagonal, with medium gray off the diagonal.  Because the VAT im-
age lacks strong black and white intensities, we know that the three clusters are not as 
compact and well separated as those in Example 1. Instead, they are relatively close to 
each other, and most likely have a high degree of overlap. Nonetheless, the estimate of 
c suggested by I(R*) is c=3. Figures (6c)-(6f) show I(U*) for each of four candidate 
partitions found by FCM at c=2, 3, 4 and 5.  

Table 3. FCM Statistics for the Three Blended Clusters 

c Number of 
iterations 

Step size at 
termination 

2 18 7.1991e-006 
3 23 3.9098e-006 
4 158 9.8369e-006 
5 265 9.9233e-006 

When we compare the VCV2 images to the VAT image, the most attractive visual 
match is Figure (6d) at c = 3. We see the same dark blocks along the diagonal, but 
more noticeable on the VCV2 image are the L-shaped gray bands edging the middle  

 

 
(6a) Scatter plot of the data 

 
(6b) VAT image I(R*) 
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(6c) VCV2 image I(U*) at 
c=2 
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(6d) VCV2 image I(U*) at c=3 
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(6e) VCV2 image I(U*) at c=4
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(6f) VCV2 image I(U*) at c=5 

Fig. 6. VAT image I(R*) and VCV2 images I(U*) at c = 2, 3, 4 and 5 for the three clusters 
dataset 
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and bottom-right dark blocks.  These bands are formed when data points are equally-
likely (or near equally-likely) to belong to each of the clusters. The VCV2 images 
associated with the FCM partitions at c = 2, 4 and 5 all show some affinity to indicate 
that c = 3. Again, visual display of candidate partitions with overestimates (c = 4 and 
c=5) do not deteriorate into images with rough approximations to 4 and 5 diagonal 
blocks.  

Example 3: Real-World data with an unknown number of clusters 
Our next example involves a data set from the UCI Machine Learning Repository 
which is available at http://www.ics.uci.edu/~mlearn/MLSummary.html. The data are 
generated from the Congressional Voting Records Database, and consist of the 1984 
records of the 435 United States House of Representatives on 16 key votes.  We will 
refer to this data as the VOTE data set.  The data in the original database consist of 
“y” for yea, “n” for nay, and “?” for unknown disposition. Also, the two identified 
classes are Republican (54.8%) and Democrat (45.2%), but this does not guarantee 
that the numerical data contain two geometrically well-defined clusters.  

To represent the data numerically, we chose the values 0.5 for yea, -0.5 for nay, 
and 0 for unknown disposition.  Thus, the voting record of each Congressman is rep-

resented using an object data vector in  ℜ16.  Because the data representing each ob-

ject (a representative) are column vectors in  ℜ16, we cannot plot the raw data to look 
for clusters.  But, we can use the VAT image at Figure (7a) to estimate the number of 
clusters.   The relational data needed by the VAT algorithm to construct I(R*) are 
generated from the object data vectors as pair-wise squared Euclidean distances.  The 
statistics from the FCM runs are provided in Table 4.   

Table 4. FCM Statistics for the VOTE data 

c Number of 
iterations 

Step size at 
termination 

2 20 5.6706e-006 
3 79 9.4474e-006 

For this data set only, we used the square of the Euclidean norm to generate the re-
lational data, simply to improve contrast intensity for visual acuity. In Figure (7a), we 
see two distinct dark blocks along the diagonal and a gray area forming an L-shaped 
band along the bottom and right edge of the image.  Again, assuming that the  
L-shaped gray band indicates data which do not clearly belong to any known cluster, 
we guess that there are two first-order clusters in the data.  The VCV2 images I(U*) 
of FCM partitions of this data at c=2 and c=3 confirm our belief that the VOTE data 
consist of  two clusters. Our conjecture is that the two apparent clusters correspond to 
Democrats and Republicans, and the badly defined regions in the bottom right corner 
of all three images correspond to voters crossing party lines.  

Example 4: Data with no clusters 
To understand what the VCV2 algorithm might suggest when candidate partitions for 
clusters that are not present in the data, we generated a set of 1000 points uniformly 
distributed in  [0,1]× [0,1] . Suppose that for these data, scatter plotted in Figure (8a),  
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(7a) VAT image I(R*) 
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(7b) VCV2 image I(U*) at 
c=2 

 
(7c) VCV2 image I(U*) at 
c=3 

Fig. 7. VAT image I(R*) and VCV2 images I(U*) at c = 2 and 3 for the VOTE data 

we have only the VAT image in Figure (8b) upon which to base an estimate of the 
number of clusters that may exist in the data.  It looks as if there are several dark 
blocks in the lower right corner, so you might speculate that there is some type of 
cluster substructure in the data, albeit weak and perhaps, not distinguishable by the 
reordering procedure used by VAT.   

The data were submitted to the FCM algorithm with c = 3, 5, 10, and 20.  The sta-
tistics from the FCM runs are provided in Table 5.  The VCV2 image at c = 3 in Fig-
ure (8c) is not a good visual match to the VAT image. What happens for larger values 
of c? Figures (8d), (8e) and (8f) show VCV2 images at c= 5, 10 and 20. Each of these 
images hints at substructure for c=4, but they are also increasingly composed  
of a nondescript shade of gray, indicating that most data points are neither distinct  

 

 

(8a) The Uniform data 
 

(8b) VAT image I(R*) 
 

(8c) VCV2 image I(U*) at c 
= 3 

 
(8d) VCV2 image I(U*) at c=5 

 
(8e) VCV2 image I(U*) at c=10

 
(8f) VCV2 image I(U*) at 
c=20 

Fig. 8. VAT image I(R*) and VCV2 images I(U*) at c = 3, 5, 1 and 20 for the Uniform data 
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Table 5. FCM Statistics for the no-cluster data 

c Number  
of  

iterations 

Step size at 
termination 

3 200 9.8357e-006 
5 109 9.7402e-006 

10 290 9.7516e-006 
20 487 9.8234e-006 

members, nor nonmembers, of the given clusters.  And the main point is that they also 
are increasingly less attractive matches to I(R*). Our conclusion is, and should be, 
that the data possesses no distinct clusters. 

5   Discussion and Conclusions 

We have developed and demonstrated VCV2, a visual cluster validity technique for 
validating a partition of any type generated by any clustering algorithm. The method is 
basically one of image matching. The base image is the pre-clustering VAT image 
I(R*). We use the VAT permutation to reorder each partition matrix in any set of can-
didate partitions of the data, and then transform each matrix into a VAT-like image 
I(U*).  The images of candidate partitions are visually compared with the VAT image; 
the stronger the visual match, the more confident we are that the candidate partition is a 
useful representation of substructure in the data. Four numerical examples were given 
to illustrate VCV2.  The first two examples used samples from mixtures of bivariate 
normals to demonstrate the differences in the images when we have distinct clusters 
versus overlapping clusters.  The third example applied the VCV2 algorithm to real-
world data (the VOTE voting records of 435 Congressmen).  The fourth example used 
a sample from the bivariate uniform distribution verify that the algorithm will illustrate 
inconsistencies when we try to forcibly partition data that have no clusters. 

Perhaps the most important advantage VCV2 offers is a common framework and 
method for comparing partitions of the same data set made by different clustering 
algorithms. For example, the set CP might contain partitions made by any of the  
c-means algorithms, any of the linkage algorithms, Gaussian mixture decomposition, 
spectral clustering, and so on. VCV2 can be used to evaluate every  U ∈ CP ⊂ Mpcn  
against I(R*). This overcomes a significant limitation of cluster validity indices 

    ν : Dν a ℜ , viz., that the domain Dν varies with the clustering algorithm used. For 
example, the Xie-Beni index [12] cannot be used for single linkage partitions, since 
single linkage cannot include cluster centers amongst its outputs. In other words, as a 
validation method, VCV2 "levels the playing field". 

A first question concerns our conjecture that VCV2 provides evidence for the  
correct partition when the presented partition contains more clusters than seem cor-
rect. This agrees with a general "rule of thumb" in the clustering community - that 
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overestimation of c is less disastrous than underestimation. Could VCV2 be used to 
add computational gravitas to this tribal knowledge? 

A second interesting and important question is how to extend VCV2 so that it still 
works on very large (VL or unloadable) data sets.  Specifically, what happens if we 
cannot generate I(R*) and I(U*) for the complete data set?  Can subsets of the data be 
used for the images?  How do we know that a subset is representative of the entire 
data?  These are all questions that require more investigation and experimentation. 

Finally, we add this caveat to our comments. It is scientifically impossible to assert 
that a generally applicable validation procedure cannot be found. However, examples 
such as the deck of cards are pretty discouraging. How discouraging? Well, we 
shouldn't abandon the search for increasingly reliable and robust validation methods. 
But we should harbor realistic expectations about what we can accomplish in this do-
main. VCV2 is a clear improvement over current methodologies if only because it is 
equally applicable to all candidates. But we know it will fail, because we know clus-
tering can fail. Moreover, we are certain that VAT can provide false estimates of c 
prior to clustering, but we have not been able to characterize situations when it might 
be expected to fail. And when VAT fails, VCV2 cannot succeed. So, can we devise a 
way to know a priori that VAT and/or VCV2 will lead us astray? If we could, then the 
validity problem would be "solved". 
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Abstract. The self-organizing map (SOM) is an automatic data-
analysis method. It is widely applied to clustering problems and data
exploration in industry, finance, natural sciences, and linguistics. The
most extensive applications, exemplified in this paper, can be found in
the management of massive textual data bases. The SOM is related to
the classical vector quantization (VQ), which is used extensively in digi-
tal signal processing and transmission. Like in VQ, the SOM represents a
distribution of input data items using a finite set of models. In the SOM,
however, these models are automatically associated with the nodes of a
regular (usually two-dimensional) grid in an ordered fashion such that
more similar models become automatically associated with nodes that
are adjacent in the grid, whereas less similar models are situated farther
away from each other in the grid. This organization, a kind of similarity
diagram of the models, makes it possible to obtain an insight into the
topographic relationships of data, especially of high-dimensional data
items. If the data items belong to certain predetermined classes, the
models (and the nodes) can be calibrated according to these classes. An
unknown input item is then classified according to that node, the model
of which is most similar with it in some metric used in the construction
of the SOM. A new finding introduced in this paper is that an input
item can even more accurately be represented by a linear mixture of a
few best-matching models. This becomes possible by a least-squares fit-
ting procedure where the coefficients in the linear mixture of models are
constrained to nonnegative values.

1 Introduction

There is no end in view in the production and proliferation of masses of in-
formation in electronic media. For their automatic organization, analysis, and
retrieval, new methods will be necessary.

Notwithstanding, the mass information not only consists of texts but also of
statistical data, measurements, images, and acoustical signals as well. Appar-
ently, no traditional indexing is possible for these. Still some sort of directory
would be necessary for their identification, retrieval, and browsing.

One traditional approach to that end is to cluster the (natural or experimen-
tal) data items with respect to some similarity or distance measure. If then an
unknown item is given, the best-matching stored item is identified first, e.g., by
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an exhaustive comparison of the given item with all of the stored ones, after
which the wanted number of more or less similar items can be traced from the
local cluster structure.

The classical clustering algorithms [2], [16], [18], [61], however, are usually
rather heavy computationally, since in most approaches, every data item must
be compared with all of the other ones, maybe reiteratively. For masses of data
this is obviously no longer possible. A remedy is to represent the set of all
data items by a much smaller set of models, each of which stands for a subset of
similar or almost similar data items. In the classification of the input data items,
their comparison with the models can be at least an order of magnitude lighter
operation. This idea was already applied in the classical vector quantization
(VQ), as described in [12], [13], [40], [42], and [69]. However, the VQ method
as such is not yet suitable for the management of large data bases. This paper
discusses innovations to the latter problem.

2 The Classical Vector Quantization (VQ)

In the classical vector quantization (VQ), the space of vector-valued input data
is partitioned into a finite number of contiguous regions, and each region is rep-
resented by a single model vector, called the codebook vector in the VQ. (The
latter term ensues from digital signal transmission, where the VQ is used for
the encoding and decoding of the transmitted information.) In an optimal par-
titioning, called (in two- or three-dimensional spaces) the Dirichlet tessellation
[10] and for arbitrary dimensionalities the Voronoi tessellation [66], the code-
book vectors are constructed such that the mean distance of each input data
item from its respective closest codebook vector is minimized, i.e., the average
quantization error is minimized.

The general principle of the VQ learning may be expressed, without a detailed
mathematical analysis, as follows:

Principle 1 (The VQ learning principle): Every input data item shall select and
modify only the codebook vector that matches best with it, in such a direction
that the degree of matching is increased.

Steps of the above kind shall be reiterated for all of the input data items.
With time, when all of the inputs have been applied reiteratively, eventually a
great number of times, the codebook vectors will have converged to reasonably
good approximations of the optimal values.

If the set of the input data items is finite, a batch computation method is also
feasible. It is called the Linde-Buzo-Gray (LBG) algorithm [40]. First a copy of
each input data item is added to a list associated with the codebook vector that
matches best with it. After that, the mean of each list obtained in this way is
taken for the new value of the respective codebook vector. These steps shall be
reiterated until the values of the codebook vectors become steady. Usually this
takes only a finite and relatively small number of batch iterations.

As mentioned above, the vector-quantization method has been applied exten-
sively and with great success in digital signal transmission. Its main disadvantage
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from the point of view of data organization and retrieval is that the set of code-
book vectors obtained in this way is not yet ordered, so the codebook vectors are
not able to reflect any structures of the data. It also has a principal characteris-
tic weakness: the final state may depend, even significantly, on the initialization
of the codebook vectors in the above updating process. That is, the optimum
thereby reached is generally not yet global but only local. It may be mentioned
that the SOM method discussed in this paper can be used, among many other
applications, for the definition of the initial values of the vector quantization in
a robust way.

It may also be noted that certain much-credited competitive-learning neural-
network models implicitly apply VQ principles that were invented in digital
signal processing almost a decade earlier.

3 The Self-Organizing Map (SOM)

3.1 General

Around 1981-82 this author introduced a new method, called the self-organizing
map (SOM), which otherwise resembles the VQ, but in which the models (corre-
sponding to the codebook vectors) become spatially ordered [22], [23], [25], [27].
They are associated with the nodes of a regular, usually two-dimensional grid
(Fig.1) such that more similar models will be associated with nodes that are
closer in the grid, whereas less similar models will be situated farther away in
the grid.

M

M

c

iX

Fig. 1. Illustration of a self-organizing map. An input data item X is broadcast to
a set of models Mi, of which Mc matches best with X. All models that lie in the
neighborhood (larger circle) of Mc in the grid match better with X than the rest.

3.2 Calibration of the SOM

If the input items fall in a finite number of predetermined classes, the different
models can be made to stand for these classes and be provided with correspond-
ing symbolic class labels. This kind of calibration of the models can be made in
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either of the following two ways: 1. If the number of input items is sufficiently
large, one can first study the distributions of matches that each input data item
makes with the various models. A particular model is labeled according to that
class that occurs in the majority of matches with this model. In the case of a
tie, one may carry out, e.g., a majority voting over a larger neighborhood of the
model. 2. If, in relation to the number of nodes, there is only a small number
of input data items available so that the above majority voting makes no sense
(e.g., there are only few hits of the input data items with the models, or no hits
at all with some of the models), one can apply the so-called k nearest neighbors
(kNN) method. For each model, those k input data items that are most similar
with it (in some metric) are searched. Usually the integer k is selected from the
range of half a dozen to a hundred, depending on the number of input data
items. At any rate, k must be much larger than unity but much smaller than the
number of input items. The majority voting and labeling are then carried out
among these k nearest neighbors. In the case of a tie, the value of k is increased
in this case until the tie is resolved.

When a new, unknown input item is compared with all of the models, it will
be identified with the best-matching model. The classification of the input item
is then regarded as that of the best-matching model.

3.3 Comparison and Classification of Input Items on the Basis of
Features

Before proceeding further, it will be necessary to emphasize a basic fact. An
input data item, often given as a set of structural elements such as pixels or
other pattern components, will usually not be applicable as such as an input
vector. Only in rare cases, e.g., when an input item is described by a set of
manually evaluated and carefully chosen statistical indicators, can the set of
the latter be used directly as the input vector. Contrary to that, it has been
realized a long time ago that, e.g., an image of, or a set of signals emitted by a
natural object as such does not yet constitute a good basis for the identification
of the latter. The natural variations in the observations are usually so wide that
a direct comparison of the objects on the basis of their appearances does not
make any sense. Instead, the classification of natural items should be based on
the extraction of their characteristic features, which must be as invariant as
possible with respect to natural transformations of the primary observations.
The biological sensory systems operate in this way. If one can describe the input
objects by a finite and rather small set of such features, the dimensionality of
the input representations, and the computing load are reduced drastically.

The selection of a set of characteristic features, and even the automatic extrac-
tion of such features from the primary observations must often be based on heuris-
tic rules. In biology, various feature detectors have been developed in the very long
course of evolution. Sometimes, however, certain mathematical functions or trans-
forms (e.g. spectra, principal components, or other orthonormal basis vectors) of
the input items may serve as reasonably good features [14], [68].
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So, also when constructing a SOM for natural items, the first task is to try
to extract a good set of features for each item and to use the vector formed of
them as the input vector to the SOM.

One intriguing question is whether one should normalize the feature scales
in any way. Experience has shown that a rather good first strategy is to scale
every feature dimension in such a way that the variance of every feature variable
becomes the same. Alternatively, one may make the range (from minimum to
maximum) of every feature variable the same.

When an ordered SOM has then been constructed, it can be directly used for
the statistical classification of the input items, or alternatively, it is applicable
as a directory or gateway to the files, in the searching or browsing of the data
items.

3.4 Main Application Areas of the SOM

Before looking into the details, one may be interested in knowing the justi-
fication of the SOM method. Briefly, by the end of the year 2005 we had
listed over 7700 scientific publications that analyze, develop, or apply the SOM
[21], [49], [51]. The following short list exemplifies the main application
areas:

1. Statistical methods
(a) exploratory analysis of multivariate statistical data at large
(b) statistical analysis and organization of texts, e.g. [32], [37]

2. Industrial analyses and control, cf. [30]
3. Telecommunications, cf. [30], [27]
4. Finance analyses at large [8]
5. Biomedical analyses and applications at large

In addition to these, one may mention some specific important applications,
e.g., retrieval of photographs from very large image data bases [35]. Another ex-
ample is the categorization of galaxies [46], whereby a classification scheme, still
unknown at the time when this project was launched, of thousands of galaxies
observed by the Hubble telescope at moderate red shifts (distances) emerged.
Further one may mention criminological applications, e.g. the system named the
CATCH for the computer-aided tracking of homicides and sexual assaults, as
developed by the Battelle Pacific Northwest Division in cooperation with the
Attorney General of the state of Washington.

It is not possible to give a full account of the theory, different versions, and
applications of the SOM in this article. We can only refer to the extensive lists
of publications [21], [49], [51] and to more than a dozen textbooks, monographs,
or edited books written on the SOM, e.g.[24], [25], [27], [1], [44], [47], [48], [53],
[57], [59], [60], [63]. In addition to these, numerous doctoral theses, many of them
published later as monographs, have concentrated on the SOM.
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4 Learning Principles of the SOM

4.1 General

It may be easier to understand the rather involved learning principles and math-
ematics of the SOM, if its central idea is first expressed as the following general
principle.

Principle 2 (The SOM learning principle): Every input data item shall select the
model that matches best with it, and this model, as well as a subset of its spatial
neighbors in the grid, shall be modified for better matching.

Like in the VQ, the modification of the models is thus concentrated on a
location in the grid where it is probably most effective. On the other hand, since
a whole spatial neighborhood in the grid is modified at a time, the degree of
local ordering of the models in this neighborhood, due to a smoothing action, is
increased. Due to successive corrections caused by different inputs in different
locations, the smoothing and ordering actions will take place in different subsets
of models, overlap, and are gradually propagated over the grid. This may be
intuitively clear, but the underlying real mathematical processes are somewhat
more complicated than that.

The actual computations to produce the ordered set of the SOM models,
like in the VQ, can be implemented by either of the following main types of
algorithms: 1. The models in the original SOM algorithm can be computed in
a stepwise, recursive approximation process in which the input data items are
applied to the algorithm one at a time, in a periodic or random sequence, for as
many steps as it will be necessary to reach a reasonably stable state. 2. In the
batch-type process, all of the available input data items can be applied to the
algorithm as one batch, and all of the models are updated in a single concurrent
operation. This batch process usually needs to be reiterated a few times, after
which it will usually be stabilized exactly. This requires normally an order of
magnitude less computations than the stepwise algorithm.

More detailed descriptions of the SOM algorithms will be given in the follow-
ing subchapters.

Many versions of these algorithms have been suggested over the years. They
are too numerous to be reviewed here; cf. the extensive bibliographies mentioned
as references [21], [49], [51]. On the other hand, while the basic SOM algorithms
were defined for real-valued vectors only, we shall see that there exist versions
for the ordering of symbolic data items as well. A special problem is connected
with how to make a self-organizing map for sequences (e.g., time series) of input
data items.

The two-dimensional organization of the models is usually already effective
for the representation of similarity relations of high-dimensional data items, like
in some earlier methods called the multidimensional scaling (MDS) [34], [56].
One should notice, however, that in the MDS methods, every data item must
be displayed geometrically, whereas the SOM uses only a relatively small set of
models that it displays on a regular grid. In this way, plenty of computations
will be saved.
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For special purposes, grids with dimensionality higher than two may be used,
too. Naturally, a simple rank ordering can be made to take place along a one-
dimensional grid. However, such a simple order will not be able to display any
more general topological relationships between the data items.

4.2 The Original, Stepwise Recursive SOM Algorithm

The original formulation of the SOM algorithm resembles a stochastic gradient-
step procedure [54]. It must be emphasized, however, that the stepwise recursive
version of the SOM algorithm was introduced only heuristically, when trying
to materialize the Principle 2 above. It has not yet been shown to be deriv-
able from any objective function. Its convergence to the globally ordered state
has been proven mathematically in some simple low-dimensional cases [6], [7],
while there also exists a proof for that a local order can be reached for more
general dimensionalities of the vectors, if the distribution of the input vectors
is discrete-valued [53]. Certain modified SOM algorithms [41], [17], [26] can be
shown to be derivable from energy functions, whereby their convergence is better
defined. Below, only the original form of the SOM is explained and used, because
it is computationally simplest and lightest, and in practice it will produce use-
ful results for input vectors of arbitrary dimensionality. One should also stress
the fact that there exist numerous methods for the analysis of the topological
correctness, optimality, and quality of the produced maps [27].

Consider again Fig. 1. Let now the input data items X in it stand for a
sequence {x(t)} of real n-dimensional Euclidean vectors x, where t, an integer,
defines a step in the sequence. Let {mi(t)} be another sequence of n-dimensional
real vectors that now represent the successively computed approximations of the
model denoted by Mi in Fig. 1. Here i is the spatial index of the grid node
with which mi(t) is associated. It is assumed that the following original SOM
algorithm converges and produces the wanted ordered values for the models:

mi(t + 1) = mi(t) + hci(t)[x(t) − mi(t)], (1)

where hci(t) is called the neighborhood function. This function resembles the
kernel that is applied in usual smoothing processes. The subscript c is the index
of a particular node in the grid, namely, the one with the model mc(t) (”winner”)
that has the smallest Euclidean distance from x(t) in the input space:

c = arg mini{||x(t) − mi(t)||}. (2)

Equations (1) and (2) define a recursive step where first the input data item
x(t), according to (2), defines or selects the best-matching model (”winner”) in
the grid. Then, according to (1), the models at this ”winner” node as well as
at its spatial neighbors in the grid are modified. The modifications always take
place in such a direction and with such a magnitude that the modified models
will match better with the input. The rates of the modifications at different
nodes depend on how the mathematical form of the function hci(t) is defined,
and that can be determined best experimentally. For an increasing step index
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t, this function shall always decrease monotonically. For i = c it shall attain
the maximum value in the grid, and the value shall decrease with the increasing
spatial distance of the nodes i and c in the grid. Moreover, in order to reach a
global ordering of the models as promptly as possible, the spatial width of the
neighborhood function ought to be rather large in the beginning, say, a little
less than half of the diameter of the grid. At the end of the process, when the
neighborhood function already attains small values and the corrections are small,
the width should be only a small fraction of the diameter of the grid in order to
define a ”map” with a high resolution. The detailed forms for the learning rates
and neighborhood functions can best be defined by experience.

A much applied choice for the neighborhood function hci(t) is

hci(t) = α(t)exp[−sqdist(c, i)/2σ2(t)], (3)

where α(t) is a monotonically (e.g., hyperbolically, exponentially, or piecewise
linearly) decreasing scalar function of t, sqdist(c, i) is the square of the geometric
distance between the nodes c and i in the grid, and σ(t) is another monotonically
decreasing function of t, respectively. Note that σ is proportional to the mean
radius of the neighborhood function. The true mathematical form of σ(t) is not
crucial, as long as the value of σ is fairly large (e.g. on the order of half of the
width of the grid) in the beginning, and decreases to a value that is a fraction
of the initial value, when a rough order of the models has been achieved (which
usually takes about 1000 steps or more).

On the other hand, after this initial phase of rough ordering, the final conver-
gence to nearly optimal values of the models takes, say, an order of magnitude
more steps. For a sufficient statistical accuracy, every model must be updated
sufficiently often.

For reasonably small grids, say, with a few hundred nodes, the radius of the
final neighborhood function can be one grid spacing, and then the number of
final convergence steps may be roughly 1000 times the number of nodes, totalling,
maybe, a hundred thousand recursive steps. For very large grids, such as those
used in Sec. 5.2, the final radius could be larger. Then, however, with very large
grids it is no longer reasonable to use the simple stepwise recursive algorithm,
but the batch computation explained in the next subsection.

What is said above may sound somewhat sophisticated, but the SOM method
and its details have gradually grown up from much simpler versions. These final
forms have been tested over many years in practice with numerous types and
dimensions of real-world data.

A special question concerns the selection of the initial values for the mi. It
has been demonstrated [27] that they can be selected even as random vectors,
whereas a much faster ordering and convergence follows if the initial values
are selected as a regular, two-dimensional sequence of vectors taken along a
hyperplane spanned by the two largest principal components of x [27]. With this
choice, the expression of hci can be chosen as simpler.

There are plenty of detailed aspects, not only associated with the parameter
values and the convergence, but also with the selection of the dimensionali-
ties of the vectors and the SOM grid to be taken into account. All of them
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cannot be surveyed here. The reader is strongly advised to use some of the
ready-made complete software packages such as the SOM PAK [31] or SOM
Toolbox [64], [65], where default values for the parameters are given to guar-
antee a good learning process of the SOM. Both of these packages are freely
downloadable from www.cis.hut.fi/research/, and especially the SOM Toolbox,
which uses Matlab functions, is provided with good graphics tools. On the other
hand, the SOM PAK, which is written in the C language, may be better suitable
for very large SOMs, such as those of extremely large document collections.

Also the following procedure for the batch computation of the SOM, which is
included in the SOM Toolbox, is a very viable alternative in practice, especially
since it contains fewer parameters than the stepwise recursive algorithm, and
converges faster, especially with a good initialization of the models.

4.3 The Batch Computation of the SOM

In the continuation we shall prefer the batch computation of the SOM. Then,
however, it will be very advantageous to initialize the mi as a regular two-
dimensional sequence along with the two largest principal components, as de-
scribed in the previous subsection.

Consider Fig. 2, where a two-dimensional hexagonal array of nodes, depicted
by the small circles, is shown. With each node i, a model mi is associated. Also
a list, containing copies of certain input vectors, is associated with each node.

Then consider the set of input data vectors {x(t)}, where t is the integer-
valued sample index of a vector. Compare each x(t) with all of the models and
make a copy of x(t) into the sublist associated with that node, the model vector
of which matches best with x(t) in the Euclidean metric.

When all of the x(t) have been assigned to the sublists in this way, consider
the neighborhood set Ni around node i. Here Ni consists of all of the nodes
up to a certain radius from the node i in the grid. Next, compute the mean of
the x(t) in Ni, that is, of all the x(t) that have been copied into the union of
all of the sublists in Ni. A similar mean is computed for every node i, i.e. over
the neighborhoods around all of the nodes. Updating of the mi is then carried
out in one concurrent computing operation over all of the nodes of the grid,
whereupon all of the old values of the mi are replaced by the respective means.
This concludes one updating cycle.

This updating cycle is reiterated, always distributing copies of the original
input vectors under those nodes, the (updated) models of which match best
with the due input vectors. The updated model values, sooner or later, become
steady and are no longer changed in continued iterations, whereupon the training
is stopped.

A process that complies even better with the stepwise recursive learning is
obtained if the means are formed as weighted averages, where the weights are
related to each other like the hci in (1). Here c is the index of the node, the model
of which is updated, and i stands for the indices of the nodes in its neighborhood.

The batch-computing method can be generalized for nonvectorial data, too, if
a generalized median over the samples x(t) can be defined. This kind of median
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Fig. 2. Illustration of one cycle in the batch process. The input data items x(t) are
first distributed into sublists associated with their best-matching models, and then the
new values of the models are determined as means, or more generally, as ”generalized
medians” over the sets of sublists, each one concentrated on the neighborhood Ni of
node i.

may be defined as an item that has the smallest sum of any defined distances
from the items in Ni. Where we earlier used the mean over the union of the
sublists in Ni, we shall now use the generalized median in the same role [33].
Such SOMs have been constructed, e.g., for protein sequences [33] and virus-type
DNA [50].

A discussion of the convergence and ordering of the above method has been
presented by Cheng [5].
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5 Applications of the SOM

5.1 Ordering of Countries on the Basis of Sets of Socioeconomic
Indicators

To start with, we take an example [19] in which a set of statistical indicators
directly defines an input vector to the SOM. Consider the following socioeco-
nomic data, obtained from the World Development Record of the year 1992, as
published by the World Bank [67]. There were 39 indicators, most of them given
relative to the population, that describe the welfare of the 126 countries listed.
Some of the indicators were economic, such as the gross national product per
capita, while others describe the social services such as the number of doctors
per capita. Some of the indicators describe the standard of education etc. All of
the input vectors formed of these features were normalized to unit length.

For 78 countries, 12 or more indicators were given, and these data were used
in the training of the SOM. In the calibration of the resulting SOM, the nodes
corresponding to these countries were labeled in Fig. 3 by capital symbols. The
symbols of the rest of the countries were written in lower case, and they were
not included in training, they were only mapped to the best-matching nodes.
Nonetheless, notice that the dimensionality of the models was always 39, cor-
responding to all of the 39 indicators. However, if some of the indicator values
were missing from an input data item, the comparison of this item with all of

Fig. 3. The welfare map of 126 countries, based on socioeconomic indicators published
by the World Bank in 1992. The symbols of the countries may be self explanatory; cf.
also [27]. One should emphasize that the distances between the countries on the map
are not proportional to any measure of dissimilarity. The ordering relations are only
reflected in the relative topographic positions of the items.
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the models was made on the basis of the given indicators only, i.e., with lower-
dimensional vectors.

For extra clarity, the nodes of the map (actually, the small areas around the
nodes) can be colored according to the so-called U matrix [62]. The shade of gray
indicates the average distance between neighboring vectors ; so if the neighboring
models are similar, the shade is light, whereas greater jumps in welfare, when
moving from one node to another, are indicated by a darker color. Fig. 3 shows
the resulting welfare map. It may be understandable that a two-dimensional
display gives a more qualitative insight into the relative status of the countries
than any socio-econometric measure can do, and the differences between coun-
tries that are adjacent in the map are usually determined by different subsets of
indicators in different areas.

5.2 SOMs of Very Large Document Collections

In this paper we shall emphasize the benefits of SOM methods in massive prob-
lems such as the organization of documents and searching of them from large
document corpora. For the identification of documents, the relative frequencies
of words and other terms (word combinations) in them have been found to con-
stitute a possible set of characteristic features. It may be necessary to forestall
eventual criticisms by stating that although semantic analyses of the texts would
be even more accurate for the classification of the true textual contents, we could
not afford such methods. Our objective was to deal with really large collections of
textual documents, whereupon the standard contemporary mainframe comput-
ers, albeit rather large and advanced ones, already had to operate at the limits
of their capacities. Our choice for the features then demonstrated the power
of the (weighted) word histograms as features, combined with the SOM, in the
statistical exploration of very large text collections.

The main problem with the use of word histograms as input feature vectors
is that the vocabularies are usually vast, often on the order of hundreds of
thousands of words. However, it is helpful to observe that the various words
have a very different power in distinguishing the texts [55]. If a word occurs in
many documents, eventually in all of them, it has a rather low distinctive value.
On the other hand, a word that occurs only in very few documents has a large
distinctive value. The words in a word histogram shall thus be provided with
different weights. Then, words with low weights, such as stopwords, can simply
be neglected, whereupon the dimensionality of the histogram of the remaining
words can already be acceptable for mass computations. The simplest choice
for the weight, which is often rather effective, is the so-called inverse document
frequency (IDF). The document frequency here means in how many documents
a particular word occurs.

A bit more developed weighting scheme, introduced by Manning and Schütze
[43], is the following. In it, the word w belonging to document d has the weight
Ww,d:

Ww,d = (1 + lnfd(w))ln(N/fw(d)), (4)



Data Management by Self-Organizing Maps 321

where fd(w) is the frequency of word w in document d, fw(d) (”document fre-
quency”) tells in how many documents word w appears, and N is the total
number of documents.

It is also possible to resort to the information-theoretic Shannon entropy (”ne-
gentropy”) in weighting. Let the corpus of the documents be divided into groups
g, g = 1, ..., N, which are of sufficient size so that the following probabilities can
be evaluated. Denote by Pg(w) the probability for word w belonging to group g.
Then the weight Ww of word w is (cf. [27])

Ww = lnN +
∑

g

Pg(w)lnPg(w). (5)

In all of the above three approaches, the dimensionality of the input feature
vector was reduced by reducing the number of words in the word histograms.
A quite different approach is to transform the set of histograms into another
basis that has a smaller dimensionality, without essential loss of the distinguish-
ing information. A traditional method is based on the so-called latent semantic
indexing (LSI) [9], in which an ordered set of factors is computed for the matrix
formed of the histograms. Only the most significant factors are used as features.

S. Kaski from our group found out [20] that a certain dimensionality-reducing
projection [52] of the word histograms is essentially as effective as the LSI but
it is computationally very much lighter, especially after finding shortcuts to the
computing operations [32]. Let R be a matrix, the elements of which are random
numbers such that each row has a constant norm. Let the number of rows in R be
much smaller than the number of columns. If we denote the original input vector
formed of the histograms, regarded as a column vector, by x′, then the matrix
transformation Rx′ produces the vector x with a much lower dimensionality,
but with only little loss in information content. Here R shall be the same for all
histograms.

In numerous applications, all of the above weighting strategies have produced
results, the accuracies of which do not seem very different in practice. It may be
emphasized that our main efforts were concentrated on proving that the SOM
principles can be used in exploratory document analysis.

The SOM of the Encyclopaedia Britannica. From the electronic version of
the Encyclopaedia Britannica, 68,000 articles were picked up. In addition, 43,000
textual entities such as summaries, updates, and other miscellaneous material
were collected. Very long articles were split into several sections. A total of
115,000 ”documents” were thus defined. An average ”document” contained 490
words.

These documents were first preprocessed to remove the HTML markups, links,
and images. Inflected word forms were converted to their base forms using a
standard morphological analyzer; otherwise, every inflected form would have
been regarded as a different word. The baseform words were then weighted by
the inverse document frequency. By ignoring words that had a very low IDF
value (such as stopwords), the size of the finally accepted vocabulary was 39,058
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words. After that, a random projection of each of the 39,058-dimensional feature
vectors onto a 1000-dimensional space was formed. This was the dimensionality
of the SOM models, too.

The size of the SOM grid in this application was 12,096 nodes. Several
speedups in the SOM computation were applied [32]: e.g., by first computing
an SOM with a much smaller grid, then introducing interstitial nodes to form a
larger grid, interpolating values for the approximations of their model vectors,
and finally carrying out a relatively short fine tuning of all of the models of the
larger grid.

When an SOM has been constructed [37] and the models have been fixed,
each document will be mapped into one and only one node, namely, the one
whose model vector matches best with the feature vector of the given document.
One can store the original documents in a separate database in the computer
memory system, and associate with each SOM node only an address pointer to
the respective document. Usually several documents will be mapped into each
SOM node, and all of them will be activated simultaneously when clicking this
node. There exist now several modes of use of this system.

The document map is presented as a series of HTML pages and clickable parts
of the images, which enable the exploration of the nodes of the grid. A mouse
click on a node brings to the view the links to all of the documents associated
with that grid node. However, a large map can first be zoomed electronically to
view parts of it with higher resolution. For the largest maps we have used several
zooming levels.

One simple mode of use of the SOM is browsing. When a particular node in
the zoomed display is clicked, all of the address pointers associated with that
node are activated, and the titles of the corresponding documents and eventually
some additional information such as descriptive words of the documents at this
node are written out. After that, the wanted document can be selected and read
out in full.

Fig. 4 shows a close-up view of a part of the large SOM. The keywords written
into the vicinity of some locations on the map have been determined by an
automatic procedure [36].

The map, also in the above example, is usually provided with a form field into
which the user can type a query. We shall demonstrate the use of the form field
in connection with the next example.

The SOM of nearly seven million patent abstracts. Next we explain how
a real content-addressable searching operation is implemented [32]. As mentioned
earlier, to that end the interface of the map must be provided with a form field
into which the user can type a query, e.g., in the form of a short ”document.”
The weighted vocabulary of this query is supposed to match, approximately at
least, with the vocabulary of some of the documents. Actually it will suffice that
the match, even a coarse one, is better for some documents than the others, and
this can certainly be guaranteed. In this sense, the query may even consist of a
few keywords only that are supposed to be characteristic of a document.
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 guira 
 Hawaiian honeycreeper 
 siskin 
 kingbird 
 chickadee

 cacique 

      bird, yellow, species, black, kingbird,
      hawaiian, bill, inch, family, have 

Descriptive words:

Articles:

 chondrichthian : General features 
 leopard shark 
 soupfin shark 
 shark 

 fox shark 
Articles:

 glowworm
 bagworm moth 
 caddisfly : Natural history 
 damselfly 
 lacewing 
 neuropteran : Natural history 
 mantispid 
 strepsipteran 
 homopteran : Formation of galls 

      shark, fish, species, ray, many,
      water, feed, have, attack, use

Descriptive words:

      insect, adult, lay, other, water
      larva, egg, female, species, aphid,

Descriptive words:

Articles:

 bull shark 

 Cambyses I 
 chondrichthian : Natural history 
 blacktip shark 

 shark : Hazards to humans. 

 shark : Description and habits. 

 chondrichthian : Economic value
       of rays

Fig. 4. A close-up view of the map of Encyclopaedia Britannica articles. When the user
clicks a node in the map region with the label ”shark,” he or she obtains the listing
of articles on sharks. The node ”larva” contains articles on insects and larvae, and a
node in the middle of the area of birds contains articles on birds. A bit more remote
areas (not shown here) contain articles on whales and dolphins, and areas beyond them
describe whaling, harpoons, and eskimos, which proves that the topics change smoothly
and continuously on the map. By clicking the searched titles, the complete articles can
be read out.

The text corpus in this example was about 16 times that of Encyclopaedia
Britannica. It consisted of 6,840,568 patent abstracts written in English. They
were available on some 200 CD ROMs and were obtained from U.S., European,
and Japan patent offices as two databases: the ”first page” database (1970-
1997), and the ”Patent Abstracts of Japan” (1976-1997). The average length of
the abstracts was 132 words, thus the number of documents was about 60 times
that in Encyclopaedia Britannica. The size of the vocabulary which was finally
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accepted after omission of stopwords, numerals, and very rare words was 43,222
words, and they were weighted by the Shannon entropy.

The size of the SOM was 1,002,240 nodes and the dimensionality of each
model (after having formed the random projections of the weighted word his-
tograms) was 500. In order to fit a map of this size into the central computer
of our laboratory, we could only reserve one byte for each vector component
of each model. With 500 vector components, however, this coarse accuracy was
still sufficient for statistical comparisons. This is the largest SOM that to our
knowledge has ever been constructed, and even though we used many different
speedup methods [32] that shortened the computation time by several decades, it
took six weeks to obtain the map. The searching operations, on the other hand,
can be accomplished in a few seconds, so the map can be used in real time.

After having found the starting points by the content-addressable search,
further items stored in the map and the collection as a whole can be explored
using a WWW browser. Fig. 5 exemplifies a case of the content-addressable
search.

6 Approximation of an Input Data Item by a Linear
Mixture of Models

An analysis hitherto generally unknown is introduced in this chapter. The pur-
pose is to extend the use of the SOM by showing that instead of a single winner
model, one can approximate the input data item more accurately by means of a
set of several models that together define the input data item more accurately.
It shall be emphasized that we do not mean k winners that are rank-ordered
according to their matching. Instead, the input data item is approximated by an
optimized linear mixture of the models, using a nonlinear constraint, which will
be shown to provide an improved description of it.

Consider the n-dimensional SOM models mi, i = 1, 2, . . . , p, where p is the
number of nodes in the SOM. Their general linear mixture is written as

k1m1 + k2m2 + . . . + kpmp = Mk, (6)

where the ki are scalar-valued weighting coefficients, k is the p-dimensional col-
umn vector formed of them, and M is the matrix with the mi as its columns.
Now Mk shall be the estimate of some input vector x. The vectorial fitting error
is then

e = Mk − x. (7)

Our aim is to minimize the norm of e in the sense of least squares. However,
the special constraint must then be taken into account.

6.1 Fitting with the Nonnegativity Constraint

Much attention has recently been paid to least-squares problems where the fitting
coefficients are constrained to nonnegative values. Such a constraint is natural,
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PATENT ABSTRACT:  The laser ablation appts includes 
a laser source, an optical ablation system, and an 
ablation region changing device. A cornea shape 
imaging  device images the desired shape of the 
optical zone of the cornea on which is superimposed 
the radiation through the optical ablation system. 
...

Content addressable search: 

...laser surgery 
on the cornea ...

Fig. 5. The document map of nearly 7 million patent abstracts is depicted in the
background, and the form field for the query is shown in the upper right-hand corner.
The query was ”laser surgery on the cornea,” and twenty best-matching nodes have
been marked with small circles. In the main map, these circles are fused together. An
enlarged portion of the map, in which the twenty nodes are visible separately, can
be obtained by digital zooming, as shown in the lower left-hand corner by the small
circles. By clicking a particular node, the list of the titles associated with this node is
obtained, and by clicking a selected title, the corresponding abstract can be read out.

when the negatives of the items have no meaning, for instance, when the input
item consists of statistical indicators that can have only nonnegative values,
or is a weighted word histogram of a document. In these cases at least, the
constraint contains additional information that is expected to make the fits more
meaningful.
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6.2 The lsqnonneg Function

The present fitting problem belongs to the broader category of quadratic pro-
gramming or quadratic optimization, for which numerous methods have been
developed in recent years. A much-applied one-pass algorithm is based on the
Kuhn-Tucker theorem (Lawson & Hanson, 1974), but it is too involved to be
reviewed here in full. Let it suffice to mention that it has been implemented in
Matlab as the function named the lsqnonneg. Below, the variables k, M, and x
must be understood as being defined in the Matlab format. Then we obtain the
weight vector k as

k = lsqnonneg(M,x). (8)

The lsqnonneg function can be computed, and the result will be meaningful,
for an arbitrary rank of the matrix M. Nonetheless it has to be admitted that
there exists a rare theoretical case where the optimal solution is not unique. This
case occurs, if some of the mi in the final optimal mixture are linearly dependent.
In practice, if the input data items to the SOM are stochastic, the probability
for the optimal solution being not unique is negligible. At any rate, the locations
of the nonzero weights are unique even in this case!

6.3 Description of a Document by a Linear Mixture of SOM Models

The following analysis applies to most of the SOM applications. Here it is ex-
emplified by textual data bases.

In text analysis, one possible task is to find out whether a text comes from dif-
ferent sources, whereupon its word histogram is expected to be a linear mixture
of other known histograms.

The text corpus used in this experiment was taken from a collection pub-
lished by the Reuters corporation. No original documents were made available;
however, Lewis et al. (2004), who have prepared this corpus for benchmarking
purposes, have preprocessed the textual data, removing the stop words and re-
ducing the words into their stems. Our work commenced with the ready word
histograms. J. Salojärvi from our laboratory selected a 4000-document subset
from this preprocessed corpus, restricting only to such articles that were assigned
to one of the following classes:

1. Corporate-Industrial.
2. Economics and Economic Indicators.
3. Government and Social.
4. Securities and Commodities Trading and Markets.

There were 1000 documents in each class. Salojärvi then picked up those
1960 words that appeared at least 200 times in the selected texts. In order to
carry out statistically independent experiments, a few documents were set aside
for testing. The 1960-dimensional word histograms were weighted by factors used
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by Manning and Schütze [43]. Using the weighted word histograms of the rest
of the 4000 documents as input, a 2000-node SOM was constructed.

Fig. 6 shows the four distributions of the hits on the SOM, when the input
items from each of the four classes were applied separately to the SOM. It is
clearly discernible that the map is ordered, i.e., the four classes of documents are
segregated to a reasonable accuracy, and the mappings of classes 1, 3, and 4 are
even singly connected, in spite of their closely related topics.

Fig. 6. Mapping of the four Reuters document classes onto the SOM. The densities of
the ”hits” are shown by shades of gray.

Fig. 7 shows a typical example, where a linear mixture of SOM models was
fitted to a new, unknown document. The values of the weighting coefficients ki in
the mixture are shown by dots with relative shades of gray in the due positions
of the SOM models. It is to be emphasized that this fitting procedure also defines
the optimal number of the nonzero coefficients. In the experiments with large
document collections, this number was usually very small, less than a per cent
of the number of models.

When the models fall in classes that are known a priori, the weight of a model
in the linear mixture also indicates the weight of the class label associated with
that model. Accordingly, by summing up the weights of the various types of
class labels one then obtains the class-affiliation of the input with the various
classes.
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Fig. 7. A linear mixture of SOM models fitted to a new, unknown document. The
weighting coefficients ki in the mixture are shown by using a coloring with a relative
shade of gray of the due models.

7 Discussion

The self-organizing map (SOM) principle has been used extensively as an ana-
lytical and visualization tool in exploratory data analysis. It has had plenty of
practical applications ranging from industrial process control and finance anal-
yses to the management of very large document collections. New, promising
applications exist in bioinformatics.The largest applications so far have been in
the management and retrieval of textual documents, of which this paper contains
two examples.

Several commercial software packages as well as plenty of freeware on the SOM
are available. This author strongly encourages the use of two public-domain soft-
ware packages developed by us, namely, the SOM PAK and SOM Toolbox, both
downloadable from our homepages at www.cis.hut.fi/research/. Both packages
contain auxiliary analytical procedures, and especially the SOM Toolbox, which
makes use of the Matlab functions, is provided with good and versatile graphics
as well as thoroughly proven statistical analysis programs of the results.

This paper has applied the basic version of the SOM, on which the majority
of applications is based. Nonetheless there may exist at least theoretical interest
in different versions of the SOM, where some of the following modifications have
been introduced.

Above the SOM grid was always taken as two dimensional and regular, prefer-
ably as hexagonal. This form of the array is advantageous if the purpose is to
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visualize the structure of the data base and to span the data distribution
smoothly by the SOM grid in the data space. One of the different versions
of the grid is cyclic, where the network formed of the nodes is either toroidal
or spherical [58]. These ”topologies” may have some meaning if the data them-
selves have a cyclic distribution, or if the purpose is to avoid border effects of the
rectangular array of nodes. This may be the case if the SOM is used for process
control, for the description of process states.

Another, often suggested version of the SOM is to replace the regular grid by
a structured graph of nodes, where the structure and the number of nodes are
determined dynamically, in an attempt to optimize the representation accuracy
[11]. There are cases in which this leads to interesting examples, especially if the
purpose is to describe the details of the data structure accurately. However, it
is then no longer possible to use a two-dimensional display for visualization, as
before.

An important task is to represent dynamic phenomena by the SOM. This be-
comes possible, if the models are made to represent dynamic states. A very impor-
tant discussion of dynamic SOMs has been presented by Hammer et al. [15].

Then, of course, there arises a question whether one could define a SOM-like
system based on quite different mathematical principles. One of the interesting
suggestions is the generative topographic mapping (GTM) [3], [4]. It is based
on direct computation of the topological relations of the nodes in the grid. A
different, theoretically deep approach has been made by Van Hulle [63], using
information-theoretic measures in the construction of the SOM topology.

Notwithstanding, we must also state that our original motivation of the SOM
research was actually an attempt to explain the many somatotopic and abstract
feature maps found in the biological central nervous systems. This aspect has
been totally ignored in the paper in presentation, not because it were unim-
portant, but mainly because the research on the detailed brain models is still in
progress. The primary goal in the recent SOM research has been to develop algo-
rithms and computational procedures for engineering and other practical appli-
cations. An example of modified approaches in the biologically relevant direction
is the attempt to explain the adaptive formation of visual feature detectors for
the models of biological vision, as described in [45].
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Abstract. Speech segregation, or the cocktail party problem, has proven
to be an extremely challenging problem. This chapter describes a compu-
tational auditory scene analysis (CASA) approach to the cocktail party
problem. This monaural approach performs auditory segmentation and
grouping in a two-dimensional time-frequency representation that en-
codes proximity in frequency and time, periodicity, amplitude modula-
tion, and onset/offset. In segmentation, our model decomposes the input
mixture into contiguous time-frequency segments. Grouping is first per-
formed for voiced speech where detected pitch contours are used to group
voiced segments into a target stream and the background. In grouping
voiced speech, resolved and unresolved harmonics are dealt with differ-
ently. Grouping of unvoiced segments is based on the Bayesian classifica-
tion of acoustic-phonetic features. This CASA approach has led to major
advances towards solving the cocktail party problem.

1 Introduction

The acoustic environment we live in consists of sound energy from multiple
sources. Take, for example, the first author’s “quiet” study where he is currently
writing this chapter: There are air blowing from the heater, a car passing by,
and voices in the house, not to mention the noise of the computer he is writing
on. The problem of hearing in such an environment is epitomized as the cocktail
party problem - the term coined by Cherry in 1953 [10].

One of our most important faculties is our ability to listen to, and follow,
one speaker in the presence of others. This is such a common experience
that we may take it for granted; we may call it “the cocktail party
problem.” ([9], p. 280)

Cherry further observed that “no machine has yet been constructed to do just
that.” ([9], p. 280). His assessment on machine performance is, unfortunately, as
accurate today in 2008 as it was back in 1957 (see also [16] [42]).
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Auditory perception is determined by the waveform that reaches our ears,
or more precisely the air vibration impinging on the eardrum inside the ear
canal. From this input of eardrum vibrations, how does the auditory system
solve the cocktail party problem? Decades of psychophysical research provides
much insight into this fundamental question. In particular, Bregman’s auditory
scene analysis theory gives the most coherent and comprehensive account to date
[4]. Auditory scene analysis (ASA) views the acoustic environment as a time-
frequency scene, and organizes the input into mental representations of sound
sources, called streams. In this context, the cocktail party problem is considered
the ASA problem for speech. Conceptually speaking, ASA takes place in two
main stages: Segmentation and grouping. In segmentation, the acoustic input is
decomposed into sensory elements or segments, each of which should primar-
ily originate from a single source. In grouping, the segments that are likely to
arise from the same source are grouped together. Segmentation and grouping
are guided by ASA cues that characterize intrinsic sound properties, including
harmonicity, onset and offset, and location, as well as prior knowledge of specific
sounds. ASA is divided into primitive organization and schema-based organiza-
tion. Primitive organization is regarded as an innate and bottom-up process,
relying on auditory features, whereas schema-based organization is regarded as
a top-down process relying on prior knowledge or trained models.

A solution to the cocktail party problem, or segregation of target speech from
background interference, is critically important for many applications, such as
automatic speech and speaker recognition, hearing aid design, and audio informa-
tion retrieval. Extensive research effort has been made to develop computational
systems for speech segregation. When multiple microphones are available, one
may use beamforming [26] or independent component analysis [24] to perform
spatial filtering that removes or attenuates interference from nontarget direc-
tions. Spatial filtering techniques are obviously not applicable when target and
interference originate from the same direction or close directions, or when only
monaural recordings are available. In monaural situations, one must consider
intrinsic properties of target or interference in order to distinguish and sepa-
rate them. Two main approaches for monaural speech segregation are speech
enhancement and computational auditory scene analysis (CASA). The speech
enhancement approach usually assumes certain properties (or models) of in-
terference and then enhances speech or attenuates interference based on these
assumptions [3]. This approach has limited capacity in dealing with the vari-
ability of interference. The CASA approach aims to perform speech segregation
based on ASA principles.

This chapter describes a monaural CASA approach to the cocktail party
problem. Section 2 gives a high-level introduction to CASA. Section 3 describes
peripheral analysis and feature extraction. Section 4 discusses auditory seg-
mentation. Sections 5 and 6 describe the methods for voiced speech and un-
voiced speech segregation, respectively. Further discussions are given in
Section 7.
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2 Computational Auditory Scene Analysis

CASA is the computational study of auditory scene analysis [42]. In the context
of this chapter, CASA may be viewed as the study of constructing a machine
system that achieves human performance in cocktail party processing. Compared
to other approaches to sound separation, a major advantage of CASA is that it
does not make strong assumptions about interference. A typical CASA system
is shown in Fig. 1, which has four stages: Peripheral analysis, feature extrac-
tion, segmentation, and grouping. Peripheral analysis processes the input signal
using an auditory peripheral model, resulting in a cochleagram which is a two-
dimensional time-frequency (T-F) representation. A cochleagram is composed of
T-F units, each of which corresponds to the response of a specific auditory filter
within a time frame. The second stage extracts auditory features, producing a
number of feature representations. In the segmentation stage, the system gen-
erates a collection of segments or contiguous regions in a cochleagram. On the
basis of extracted features and segments, the grouping stage produces streams
corresponding to individual sound sources. The grouping stage includes simul-
taneous grouping which organizes segments overlapping in time into simultane-
ous streams, and sequential grouping which organizes segments or simultaneous
streams across time into complete streams.
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Fig. 1. Schematic diagram of a typical CASA system. A mixture of speech and inter-
ference is processed in four stages until target speech is segregated.

An important notion in CASA concerns its computational goal. With the pe-
ripheral representation of a cochleagram, we have suggested that a main goal of
CASA system should be to retain the T-F units within which the target source is
more intense than interference and remove the other T-F units [18] [19] (see [39]
for an extensive discussion). In other words, the goal is to identify a binary T-F
mask, referred to as the ideal binary mask (IBM), where 1 indicates that target
is stronger than interference within the corresponding T-F unit and 0 otherwise.
The target source can then be resynthesized from the ideal binary mask by re-
taining the acoustic energy from T-F regions corresponding to 1’s and rejecting
the acoustic energy corresponding to 0’s. Fig. 2 illustrates the IBM notion. Fig.
2(a) and 2(b) show the cochleagram and the waveform of a speech utterance
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from the TIMIT database [15]. The cochleagram is generated using an audi-
tory filterbank with 128 gammatone filters and 20-ms rectangular time windows
with 10-ms window shift (see Section 3 for details). Fig. 2(a) shows the energy
distribution within T-F units, where a brighter pixel indicates stronger energy.
Fig. 2(c) and 2(d) show the cochleagram and the waveform of this utterance
mixed with a crowd noise, at the overall signal-to-noise ratio (SNR) of 0 dB.
Fig. 2(e) shows the ideal binary mask for the mixture in Fig. 2(c), where 1
is indicated by black and 0 by white. The speech resynthesized from the ideal
binary mask is shown in Fig. 2(f). By comparing Fig. 2(f) and Fig. 2(d) with
Fig. 2(b), it is clear that the speech resynthesized from the IBM is much closer
to clean speech than the mixture.

The concept of IBM is directly motivated by the auditory masking phe-
nomenon: Within a critical band, a weaker signal tends to be masked by a
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Fig. 2. Ideal binary mask. (a) Cochleagram of a female utterance, “Put the butcher
block table in the garage.” (b) Waveform of the utterance. (c) Cochleagram of the
utterance mixed with a crowd noise at 0-dB SNR. (d) Waveform of the mixture. (e)
Ideal binary mask where black regions indicate T-F units with the mask value of 1 and
white regions the mask value of 0. (f) Waveform resynthesized from the ideal binary
mask.
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stronger one [29]. Ideal binary masking leads to dramatic improvements in hu-
man speech intelligibility [32] [8] [1] and automatic speech recognition [12] [32].
Under certain conditions the ideal binary mask has the optimal SNR gain among
all the binary masks [39] [27].

Wang and Brown recently edited a book on CASA that gives a comprehensive
review on various CASA approaches, systems, and applications [42]. Instead of
another review, this chapter mainly describes our systematic effort on monaural
speech segregation.

3 Peripheral Analysis and Feature Extraction

We describe below early auditory processing that first decomposes the input in
the T-F domain, and then extracts auditory features corresponding to ASA cues.

A gammatone filterbank is used to perform peripheral analysis that decom-
poses the input in the frequency domain [30]. The impulse response of a gam-
matone filter centered at frequency f is:

g(f, t) =

{
bata−1e−2πbt cos(2πft), t ≥ 0,

0, else,
(1)

where a = 4 is the order of the filter, and b is the equivalent rectangular band-
width which increases as the center frequency f increases. For a filter channel c
with center frequency fc, its response to input signal x(t) is

x(c, t) = x(t) ∗ g(fc, t) (2)

where “∗” denotes convolution. The response of a filter channel can be further
processed by a model of auditory nerve transduction (see e.g. [28]), the output
of which represents the firing rate of an auditory nerve fiber, denoted by h(c, t).
The output of each filter channel is divided into 20-ms time frames with 10-ms
frame shift, producing a cochleagram as shown in Fig. 2(a) and 2(c).

A correlogram is a commonly used periodicity representation, composed of
autocorrelations of filter responses across all the filter channels. Let ucm de-
note a T-F unit for frequency channel c and time frame m. The corresponding
autocorrelation of the filter response is given by

AH(c, m, τ) =
∑

n

h(c, mT − n)h(c, mT − n − τ) (3)

where τ denotes the time lag, n denotes discrete time, and T the frame shift.
The above summation is over a time frame.

Cross-channel correlation measures the similarity between the responses of
two adjacent filter channels, which indicates whether the filters respond to the
same sound component. For ucm, its cross-channel correlation with uc+1,m is
given by

CH(c, m) =
∑

τ

ÃH(c, m, τ)ÃH(c + 1, m, τ) (4)
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where ÃH(c, m, τ) denotes AH(c, m, τ) normalized to zero mean and unity vari-
ance, and L the maximum delay for AH .

The amplitude modulation (AM) information can be captured by analyzing
a response envelope. A general way to obtain a response envelope is to perform
half-wave rectification and lowpass filtering. Since we are interested in the en-
velope fluctuations corresponding to target pitch, we perform bandpass filtering
instead, where the passband corresponds to the plausible F0 range of target
speech. Let hE(c, t) denote the resulting envelope. Given such a response enve-
lope, we can compute envelope autocorrelation, AE(c, m, τ), and cross-channel
correlation of response envelopes, CE(c, m), following (3) and (4), respectively.

Onsets and offsets correspond to sudden intensity increases and decreases. A
standard way to identify such intensity changes is to take the first-order deriva-
tive of the intensity with respect to time and then find the peaks and valleys of
the derivative. Because of intrinsic intensity fluctuations, many peaks and val-
leys of the derivative do not correspond to actual onsets and offsets. To reduce
such fluctuations, we smooth the intensity over time, which can be performed
through Gaussian smoothing [40] [21]. Onsets then correspond to the peaks of
the derivative above a certain threshold, and offsets the valleys below a certain
threshold.

4 Auditory Segmentation

Segmentation is an important stage in ASA. A segment as a contiguous region
of T-F units contains more global information of the source that is missing
from individual T-F units, and this information could be key for distinguishing
sounds from different sources. We describe two approaches below for auditory
segmentation.

Cross-Channel Correlation Based Approach

A speech signal lasts for a period of time, within which it has good temporal
continuity. Therefore, neighboring T-F units in time tend to originate from the
same source. In addition, because the passbands of adjacent channels have signif-
icant overlap, a harmonic usually activates a number of adjacent channels, which
leads to high cross-channel correlation. Therefore, one can perform segmentation
by merging T-F units based on temporal continuity and cross-channel correla-
tion [41] [19]. More specifically, only units with sufficiently high cross-channel
correlation (see Section 3) are aggregated, and neighboring aggregated units are
iteratively merged into segments. To account for AM effects of unresolved har-
monics, we separately aggregate and merge high-frequency units on the basis
of cross-channel correlation of response envelopes. The cross-channel correlation
based approach is suitable mainly for segmenting voiced speech.

Onset/Offset Based Segmentation

Unvoiced speech lacks harmonic structure, and as a result is more difficult
to segment. A different approach for segmentation that is applicable to both
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unvoiced and voiced speech is based on analyzing event onsets and offsets [21].
This method has three steps: Smoothing, onset/offset detection, and multiscale
integration. In smoothing, the intensity is first smoothed over time in order to re-
duce insignificant fluctuations and then over frequency to enhance synchronized
onsets and offsets across frequency. The degree of smoothing is referred to as the
scale [33]: A larger scale leads to smoother intensity. In the step of onset/offset
detection and matching, we detect onsets and offsets in each filter channel and
merge them into onset and offset fronts if they are sufficiently close in time. A
front corresponds to a boundary along the frequency (vertical) axis on a 2-D
cochleagram. Individual onset and offset fronts are matched, and a matching
pair encloses a segment. In the multiscale analysis step, we detect and localize
events at different scales. This step starts at a large scale and then gradually
moves to the finest scale. At each scale, the system generates new segments from
within the current background and locates more accurate onset and offset fronts
for existing segments.

Fig. 3 illustrates the bounding contours of obtained segments for the mixture
in Fig. 2(c). The background is represented by gray. Compared with the ideal
binary mask in Fig. 2(e), the obtained segments capture a majority of target
speech. Some segments for the interference are also formed. Note that the seg-
mentation stage does not distinguish between segments corresponding to target
and those corresponding to interference, which is the task of grouping described
in the next two sections.
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Fig. 3. Auditory segmentation. Obtained segments correspond to white regions with
black bounding contours, and the background is indicated by gray. The input is the
mixture shown in Fig. 2(c).

5 Voiced Speech Segregation

To group voiced speech, we use the segments obtained by the cross-channel
correlation based approach described in Sect. 4. An important task of voiced
speech segregation is to track pitch contours of the target speech. To perform
pitch tracking, we apply the Wang and Brown algorithm [41] in initial grouping.
The grouping in their algorithm is based on the dominant pitch of each time
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frame, and it eliminates many T-F units that unlikely belong to the target. With
this initial grouping, we track a target pitch contour by pooling autocorrelations
from the remaining T-F units. Although this initial grouping is not accurate in
the high-frequency range, we use it only for the purpose of pitch tracking, which
requires only a subset of harmonics. To further enhance the reliability of target
pitch tracking, we first determine the consistency of an estimated pitch based
on its coherence with the periodicity patterns of the retained T-F units in initial
grouping, and then use pitch continuity to interpolate unreliable pitch points on
the basis of reliable ones (for details see [19]). This pitch tracking algorithm can
be applied iteratively to handle a general situation when the target utterance
contains multiple pitch contours separated by unvoiced speech or silence [20].

Given pitch contours from the pitch tracking method described above, we
label each T-F unit as target dominant or interference dominant according to
detected target pitch. For a T-F unit, we first compare the periodicity of its
response with the estimated pitch. Specifically, a T-F unit ucm is labeled as
target if the correlogram response at the estimated pitch period τS(m) is close
to the maximum of the autocorrelation within the plausible pitch range, Γ :

AH(c, m, τS(m))
argmaxτ∈Γ AH(c, m, τ)

> θT (5)

The above criterion, referred to as the periodicity criterion, works well for re-
solved harmonics.

For T-F units responding to multiple harmonics, their responses are amplitude-
modulated, and the periodicity criterion does not work well. Based on the obser-
vation that the envelope of such a response fluctuates at the F0 rate of the source,
we label these T-F units by comparing their AM rates with the estimated pitch.
A straightforward way is to check the autocorrelation of response envelopes:

AE(c, m, τS(m))
arg maxτ∈Γ AE(c, m, τ)

> θA (6)

This criterion is referred to as the AM criterion.
The periodicity criterion is used to label T-F units that belong to segments

formed using the cross-channel correlation approach. Such units primarily cor-
respond to resolved harmonics. The remaining units are labeled by the AM
criterion.

With unit labels, we group a segment into the target stream if the acoustic
energy corresponding to its T-F units labeled as target exceeds half of the total
energy of the segment. Furthermore, significant T-F regions not labeled as target
are removed from further consideration. Finally, to group more target energy we
expand each target segment by iteratively grouping its neighboring units that
do not belong to any segment. When this expansion ends, the system yields a
target stream and its background that consists of the remaining T-F units.

Fig. 4(a) and 4(b) show the segregated target stream and the corresponding
resynthesized speech for the mixture in Fig. 2(d). Comparing to the IBM in
Fig. 2(e), this stream contains a majority of the T-F units where voiced target
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Fig. 4. Segregation results for the mixture in Fig. 2(d). (a) Binary mask corresponding
to segregated voiced target. (b) Waveform resynthesized from the mask in (a). (c)
Binary mask corresponding to final segregated speech. (d) Waveform resynthesized
from the mask in (c).

speech dominates. In addition, a relatively small number of units where intrusion
dominates are incorrectly included. The segregated speech waveform in Fig. 4(b)
within voiced speech sections is similar to that of the clean speech in Fig. 2(b).

The performance of our voiced speech segregation system has been evaluated
using a corpus of 100 mixtures composed of 10 voiced utterances mixed with
10 intrusions collected by Cooke [11]. This corpus has been used to test previ-
ous CASA systems [11] [6] [41] [13]. The intrusions have a considerable variety;
specifically they are: N0 - 1kHz pure tone, N1 - white noise, N2 - noise bursts,
N3 - “cocktail party” noise, N4 - rock music, N5 - siren, N6 - trill telephone,
N7 - female speech, N8 - male speech, and N9 - female speech. As discussed in
Sect. 2, our computational goal is to estimate the ideal binary mask. Therefore,
our evaluation compares the segregated speech, ŝ(n), against the speech wave-
form resynthesized from the ideal binary mask, s(n). We can measure SNR of
segregated speech in decibels:

SNR = 10 log10{
∑

n

s2(n)/
∑

n

[s(n) − ŝ(n)]2} (7)

The SNR for each intrusion averaged across 10 target utterances is shown in
Fig. 5, together with the SNR of the original mixtures and the results from
the Wang-Brown system [41], whose performance is representative of previous
CASA systems, and spectral subtraction [23], a standard method for speech
enhancement. Our system shows significant improvements. In particular, it yields
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Fig. 5. Results for segregated speech and original mixtures (from [20]). Black bars show
the SNRs of original mixtures, and white bars the SNR results from our system. Cross
bars and gray bars show the results from spectral subtraction and the Wang-Brown
system, respectively.

on average a 5.8 dB improvement over the Wang-Brown model and a 7.0 dB gain
over the spectral subtraction method.

6 Unvoiced Speech Segregation

In English, unvoiced speech is composed of a subset of stops, fricatives, and
affricates. With the exception of the fricative /h/, stops, fricatives, and affricates
are called obstruents in phonetics. To simplify terminology, we refer to all of them
as expanded obstruents. Unvoiced speech segregation is a more difficult problem
than voiced speech segregation because of two reasons. First, unvoiced speech
lacks the harmonic cue and is often noise-like acoustically. Second, sound energy
of unvoiced speech is usually much weaker than that of voiced speech; as a result,
unvoiced speech is more susceptible to interference. Our approach to unvoiced
speech segregation first segments an input mixture using the onset/offset based
method (see Sect. 4), which is applicable to both unvoiced and voiced speech,
and then groups segments dominated by unvoiced speech. Due to the lack of
an effective technique for sequential grouping, we focus on segregating unvoiced
speech from non-speech interference in this section.

A segment may be dominated by voiced target, unvoiced target, or interfer-
ence. Our goal is to group segments dominated by unvoiced target. As voiced
speech is expected to be easier to segregate, we first employ voiced speech seg-
regation described in the previous section and use its results to identify the
segments dominated by voiced speech. We consider a segment to be dominated
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by voiced target if more than half of its total energy is included in the voiced
time frames of the segment, and more than half of its energy in the voiced frames
is included in segregated voiced speech. All the segments dominated by voiced
target are grouped into a voiced stream. Note that the voiced stream may in-
clude some unvoiced speech because an unvoiced consonant is often strongly
coarticulated with a neighboring voiced phoneme, hence included in a segment
dominated by voiced target.

Once segments dominated by voiced speech are grouped, the remaining seg-
ments will be dominated by either unvoiced speech or interference. Consequently,
we formulate unvoiced speech segregation as a classification problem [43] [22].
Let s denote a remaining segment, which lasts from frame m1 to m2, and Xs =
[Xs(m1), Xs(m1 + 1), , Xs(m2)] its corresponding T-F region on the cochlea-
gram. H0(m1, m2) denotes the hypothesis that s is dominated by speech and
H1(m1, m2) the hypothesis that it is dominated by interference. Furthermore,
let H0,a(m1, m2) be the hypothesis that this region is dominated by an expanded
obstruent and H0,b(m1, m2) by any other speech sound. We classify s as domi-
nated by unvoiced speech if:

P (H0,a(m1, m2)|Xs) > P (H1(m1, m2)|Xs) (8)

Because the durations of segments are varied, direct evaluation of the probabil-
ities in the above inequality is unfeasible computationally. Therefore, we assume
that each time frame is statistically independent. With this frame independence
assumption, (8) becomes [22],

m2∏
m=m1

P (H0,a(m)|Xs(m)) >

m2∏
m=m1

P (H1(m)|Xs(m)) (9)

By applying the Bayes rule and a further assumption that the prior and the
posterior probabilities of a frame do not depend on the frame index within a
given segment, we have,

[
P (H0,a)
P (H1)

]m2−m1+1 m2∏
m=m1

p(Xs(m)|H0,a)
p(Xs(m)|H1)

> 1 (10)

The prior probability ratio of P (H0,a) and P (H1) obviously depends on the
SNR of the acoustic mixture, and this relationship can be approximated by a
linear function [17]. Moreover, one can estimate mixture SNR from segregated
voiced speech [17]. Specifically, the result of voiced speech segregation allows
us to estimate the total amount of interference by assuming that per-frame
interference in unvoiced frames is the same as that in voiced frames. The total
amount of speech can be approximated by estimating the average energy ratio
of unvoiced speech and voiced speech at the sentence level, which is 0.09 for the
training part of the TIMIT corpus [15].

In (10), the likelihood ratio between p(Xs(m)|H0,a) and p(Xs(m)|H1) is esti-
mated by training a multilayer perceptron (MLP) whose desired output is 1 if the
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corresponding frame is dominated by an expanded obstruent and 0 otherwise.
Note that the trained MLP gives a good estimate of the probability [5]. With the
MLP estimate of the likelihood ratio and the SNR-based estimate of the prior
probability ratio, (10) is used to label a segment as either expanded obstruent
or interference. All the segments labeled as unvoiced speech are grouped to the
voiced stream to produce the final segregated speech stream.

Fig. 4(c) and 4(d) show the final segregated target and the corresponding
synthesized waveform for the mixture in Fig. 2(d). Compared with the IBM in
Fig. 2(e) and the corresponding synthesized waveform in Fig. 2(f), our system
segregates most of the target energy and rejects most of the interfering energy.
The target utterance, “Put the butcher block table in the garage,” includes
8 stops (/p/ and /t/ in “put”, /b/ in“butcher”, /b/ and /k/ in “block”, /t/
and /b/ in “table”, and /g/ in “garage”), 2 fricatives (/T/ in two occurrences
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of “the”), and 2 affricates (/Ù/ in “butcher” and /Ã/ in “garage”). Unvoiced
parts of some consonants that are coarticulated with voiced speech, such as
/b/ in “block” and “table”, are segregated due to their inclusion in segments
dominated by voiced speech. The unvoiced consonants of /Ù/ in “butcher” and
/t/ in “table” and the affricate /Ã/ in “garage” are partly segregated during
segment classification. Some expanded obstruents, such as /p/ and /t/ in “put”,
are severely corrupted by the intrusion and therefore not segregated.

We have systematically evaluated segregation performance in terms of the
SNR metric of (7). The evaluation uses a test corpus containing 20 target utter-
ances randomly selected from the test part of the TIMIT database mixed with
15 nonspeech intrusions [22]. The intrusions have not been used during training,
and represent a broad range of nonspeech sounds encountered in typical acoustic
environments. Each speech utterance is mixed with every intrusion at the SNR
levels of −5 dB, 0 dB, 5 dB, 10 dB, and 15 dB. Hence the test corpus con-
tains 300 mixtures at each SNR level and 1500 mixtures in total. Fig. 6 shows
the systematic results at different SNRs. Fig. 6(a) and 6(b) display the average
SNR of segregated target and the corresponding SNR gain. Fig. 6(c) and 6(d)
display the results at unvoiced frames separately. The figure clearly shows that
our system produces significant SNR improvements. To put our performance in
perspective, Fig. 6 also shows the SNR results of a spectral subtraction method.
It is clear from the figure that our system performs substantially better for both
voiced and unvoiced speech than spectral subtraction, with the only exception
that occurs for unvoiced speech segregation at the input SNR of 15 dB. The
amount of improvement increases with decreasing mixture SNR.

7 Discussion

Our speech segregation system deals with voiced speech first, which is easier
to segregate than unvoiced speech, and uses its results to assist in unvoiced
speech segregation. The results of voiced speech segregation are used in several
parts of unvoiced segregation. First, segregated voiced speech marks the time
intervals in which unvoiced speech may occur. Second, the unvoiced speech that
is coarticulated with voiced speech tends to be segmented together, and grouped
with the voiced stream. Third, segregated voiced speech provides the basis on
which mixture SNR is estimated, and estimated SNR plays a significant role
in classifying unvoiced segments. Our study demonstrates that this two-stage
processing is an effective strategy for cocktail party processing.

We should point out that our approach to cocktail party processing is pri-
marily feature-based [40]. The features used by the system, such as periodicity,
AM, and onset, are general properties of sound. Our system does not employ
trained models of speech or interference, except in unvoiced speech grouping
where training is used as part of segment classification. Prior knowledge helps
ASA in the form of schema-based grouping [4]. Model-based organization is em-
phasized by Ellis [14], and is a subject of several recent studies [34] [2] [38] [36].
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These model-based approaches are expected to further enhance the performance
of a feature-based system.

A natural speech utterance contains silent gaps and other sections masked
by interference. In practice, one needs to group the utterance across such time
intervals. This is the problem of sequential grouping, and by assuming non-
speech interference we have sidestepped sequential organization in this chapter.
The assumption of nonspeech interference is obviously not applicable to mixtures
of multiple speakers. Recently, Shao and Wang proposed to perform sequential
grouping using trained speaker models [36], and reported promising results (see
also [35]). Room reverberation is another important issue that must be addressed
before speech segregation systems can be deployed in real world environments,
and recent studies have begun to address this challenging issue [31] [7] [25].

The speech segregation algorithm described in this chapter has been used by
Srinivasan et al. [37] in a speech separation and recognition challenge hosted in
the 2006 INTERSPEECH conference. The competition contains two tasks, one
on two-talker mixtures and another on mixtures of one talker and speech-shaped
noise (SSN) which is a stationary noise whose long-term spectrum matches that
of speech. Their system uses our segregation algorithm before performing auto-
matic speech recognition (ASR). For two-talker mixtures, they obtain uniform
ASR improvements for all the SNR levels specified in the challenge; for example,
at 0-dB SNR, Srinivasan et al.’s system increases ASR accuracy by 20% in ab-
solute terms. For the SSN task, the system produces even greater improvements
and gives the best performance in the competition. These evaluation results un-
derscore the progress made in CASA since Weintraub developed the first CASA
model in 1985, which did not show convincing ASR improvement [44].

In summary, we have described a monaural CASA approach to cocktail party
processing. Our approach first segregates voiced speech on the basis of periodic-
ity and amplitude modulation as well as temporal continuity. We then segregate
unvoiced speech by performing onset/offset based segmentation and segment clas-
sification. Evaluation results show that our approach performs well for both voiced
and unvoiced speech segregation. In particular, our study on unvoiced speech seg-
regation represents the first systematic effort on addressing this challenge.
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Abstract. Similarity is a key concept for all attempts to construct human-like 
automated systems or assistants to human task solving since they are very 
natural in the human process of categorization, underlying many natural 
capabilities such as language understanding, pattern recognition or decision-
making. In this paper, we study the use of similarities in data mining, basing our 
discourse on cognitive approaches of similarity stemming for instance from 
Tversky's and Rosch's seminal works, among others. We point out a general 
framework for measures of comparison compatible with these cognitive 
foundations, and we show that measures of similarity can be involved in all 
steps of the data mining process. We then focus on fuzzy logic that provides 
interesting tools for data mining mainly because of its ability to represent 
imperfect information, which is of crucial importance when databases are 
complex, large, and contain heterogeneous, imprecise, vague, uncertain or 
incomplete data. We eventually illustrate our discourse by examples of 
similarities used in real-world data mining problems. 

Keywords: similarity, data mining, categorization, prototype, fuzzy sets. 

1   Introduction 

Since similarities are very natural in the human process of categorization underlying 
many natural capabilities such as language understanding, pattern recognition or 
decision-making, they are naturally fundamental for all attempts to construct human-
like automated systems or assistants to human task solving, and particularly in data 
mining and information retrieval. 

Those domains are difficult to cope with for various reasons. First, most of the 
databases are complex, large, and contain heterogeneous, imprecise, vague, uncertain 
or incomplete data. Furthermore, the queries may be imprecise or subjective in the 
case of information retrieval; the mining results must be easily understandable by a 
user.  

Fuzzy logic provides interesting tools for such tasks, mainly because of its 
capability to manage imprecise categories, to represent imperfect information, for 
instance by means of fuzzy sets, graduality, measures of resemblance or aggregation 
methods.  
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We propose to explore the capabilities of similarities to interact with fuzzy 
methods in several steps of the data mining process, information retrieval or 
knowledge discovery, such as clustering, construction of prototypes, utilization of 
expert or association rules or fuzzy querying, for instance.  

With this object, we present a view of the concept of similarity rooted in 
cognitive psychology, and we discuss its utilization in the framework of fuzzy data 
mining. The paper is organized as follows: in Section 2, we consider the cognitive 
point of view on similarity and the related categorization notion, pointing out the 
elements that could be of interest in data mining. In Section 3, we examine the use 
of similarity in the data mining framework, underlining its central role in all steps 
of this process. In Section 4, we focus on the case of fuzzy logic: after recalling 
existing measures, we describe a general framework for comparison measures that 
is compatible with the cognitive foundations, and state properties that can be 
desired from similarity measures. These properties provide guides for selecting a 
measure appropriate for a given problem. In Section 5, we eventually present some 
real-world applications where these paradigms have been exploited among others to 
manage various types of data, such as image retrieval or risk analysis. 

2   Similarity and Categorization in Cognitive Science 

Similarities, in a general sense, have been widely studied in cognitive psychology, 
from different points of view, and in particular for the categorization task. The latter 
aims at reducing the amount of information in order to decrease our cognitive effort 
and at reflecting the structure of the real world [1][2]. Data mining issues are 
connected to these objectives: likewise, it aims at extracting, from large data bases, 
relevant information that still reflects the structure of the whole base. 

 If bridges have been made between data mining and cognitive science regarding 
similarity, many aspects studied by one of the communities remain unknown by the 
other one. In this section, we would like to point out some of the elements raised on 
the subject of similarities that could be of interest in data mining and related topics. 
Our purpose in this brief cursory glance at similarities in cognitive psychology is to 
show the various possible angles we can choose to treat them and to leave doors open 
to new visions of similarities in the data mining domain. 

The concepts of categorization, similarities and prototypes are intrinsically 
connected, even though their relationships are not uniformly accepted and various 
approaches of these concepts intertwine. For the sake of simplicity, we consider them 
successively, pointing some of their interrelations. 

2.1   Categorization 

In psychology, several approaches of categorization [3] can be distinguished, 
according to the underlying structure of the categories they assume: one approach 
assumes that there exist rules used for the recognition of categories; another one is 
based on the knowledge of properties shared by members of a category. A third one 
considers that categories are based on the recognition of similarities. 
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One vision of categorization supposes an all-or-none relationship between 
categories and objects: an object belongs to a category or it does not. This way, 
categories are defined in terms of necessary conditions, and not of similarities. For 
instance [4] points out the existence of categories that are based on explicit 
definitions, such as the category of triangles defined by a list of geometric properties, 
or on an ad hoc process gathering objects for a given purpose, such as Valentine's day 
gifts.  

Under the assumption that similarities are the basis of natural categorization, there 
exists a variety of points of view. The notion of family resemblance introduced by 
Wittgenstein [5] in 1953 (for instance the family of games) does not use an explicit 
definition of the similarity involved in the categorization but a subjective judgment, 
which may be dependent on the context.  

Exemplar models [4] can be regarded along the same lines and consider that 
categories are represented in terms of individual instances. A new object or element is 
then classified in a category if it is more similar to elements already stored in this 
category than to elements of other categories. This theory does not take into account 
any representative of a category.  

On the opposite, another stream dealing with family resemblance considers a 
category by means of a central representative of the category called a prototype, and a 
graded structure around it [2], formed by objects similar to the prototype. 
Furthermore, a category can be associated to several prototypes in case of a diversity 
of subcategories.  

More precisely, Rosch [2] considers that an object can better represent its category 
than another one. The typicality of an object for a given category depends on its 
resemblance to the other members of the category and its differences to the members 
of other categories. In other words they are spread on a scale, or a gradient, of 
typicality: the more typical an object, the more attributes it shares with other members 
of its category and the less attributes it shares with members of the other categories. 

Kleiber [6] extends Rosch’s approach, underlining the notion of fuzzy frontiers and 
the fact that the belonging to a category is based on the degree of similarity with the 
prototype of this category. Furthermore, the notions of typicality degree and 
membership degree are clearly distinct whereas they were not in Rosch’s approach. It 
means that, even if an object is less typical of a category than another one, it does not 
necessarily belong to this category to a smaller extent: although an ostrich is not a 
typical bird, it still totally belongs to the bird category. This example moreover 
highlights the fact a category can be binary defined and still characterized in terms of 
typicality.  

In the studies regarding similarity and typicality, there have been several attempts 
to prove that a differentiation can be made between them [3]. One reason is that 
frequency of instantiation can be regarded as involved in the identification of 
typicality in addition to similarity. The extreme option considers that frequency is the 
most important factor in typicality [7]. Familiarity with exemplars may appear to be 
involved in the construction of a graded structure of a category [8], and familiarity is 
both related to frequency and context. Another reason to differentiate similarity and 
typicality deals with causality, and takes into account the variability and the existence 
of changes in the identification of categories, for instance related to the history of 
changes, with a consideration of time in the identification of categories [9]. 
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It can be considered that human beings naturally form concepts through this 
prototype mechanism. For instance Posner [10] considers that prototypes play a part 
in the formation of abstract ideas, taking into account the variability of instances 
expressed in terms of distances between patterns.  

A different view of categories can be based on intrinsic coherence, regarded as the 
existence of links between properties that constitute a kind of conceptual core [4]. 
This view is not incompatible with the notion of typicality but it describes atypical 
elements by means of the non-existence or co-existence of some properties. This leads 
to the identification of hybrid categories and does not accept any graduality. There is 
no explicit reference to similarities in such a theory. Category variability [11] is 
pointed out as a motivation for this different vision of categorization, since properties 
satisfied by a category may depend on the context.  

2.2   Similarity 

As it is accepted that most natural categories are structured in terms of family 
resemblance or centered around prototypes, similarity plays a central role in category 
structure.  

The seminal work by Tversky [12] rejects the classic assumption of the need of a 
metric space to define similarities. He assumes in particular that symmetry is not  
a necessity for a similarity judgment, since an observed object can be compared to a 
reference object in an asymmetric way due to the status of the two objects. He also 
rejects the necessity of the transitivity property. He introduces the so-called contrast 
model, defining a measure of similarity of two objects as a function increasing with 
respect to the features common to these objects and decreasing with respect to their 
distinctive features. He suggests more properties to require from measures of 
similarity, and he mentions the importance of context, reducing it to a choice of 
features. He observes that similarity has two faces: the first one is causal in that it 
serves as a basis for the classification of objects, and the second one is derivative as it 
is influenced by the existing classification.  

He proposes the so-called ratio model as a particular case of the contrast model, 
defining similarity measures by the following form, for two given non-negative 
parameters α  andβ : 

)AΘ'A(fβ)'AΘA(fα)'AA(f

)'AA(f
)'A,A(s β,α ++∩

∩=  (1) 

It is to be noted that Tversky considers features as basic granules of the description 
of objects: for instance, for the description of a human face, a feature can be the 
presence or absence of a smiling mouth, a frowning mouth or a straight eyebrow. A 
particular case corresponds to features considered as attributes with values in 
universes of discourse, for instance "mouth" with values {smiling, frowning, neutral}.  

A more shaded approach [13] suggests that one can observe a difference between 
similarity judgments and categorization tasks when deeper features than perceptual 
elements are used for the categorization and this difference could be rubbed out if 
several levels of similarity were taken into account, from perceptual similarities to 
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conceptual similarities based on domain theories. This approach does not seem to 
have been much explored. 

Recently, attempts to take into account changes and variations of categories in time 
have given rise to a dynamic similarity processing formalization [14] as opposed to 
the classical static similarities we described above. Several views of dynamic 
similarities are possible [15], either concerned by the history of perceptual patterns, or 
approaching previsions of categories expected in the future, for instance through an 
adaptation process. 

2.3   Related Concepts 

There exist various interpretations of the general concept of similarity; words like 
similarity, analogy, proximity or closeness are often used in an undifferentiated way, 
even though they refer to different definitions. 

In a cognitive sense, analogy is formalized in a simple representation by "as A is to 
B, so C is to D", and is based on an identity of relations between situations or objects 
which can be of a completely different nature, involving the idea of structure or 
function. On the contrary, similarity, simply expressed as "A is similar to B", 
identifies a resemblance between two objects. Similarity and analogy are still 
connected in several aspects. The most obvious connection lies on the fact that the 
recognition of analogy is often based on similarities. Furthermore, the so-called 
alignment model of similarity [16] is based on the assumption that mental 
representations are structured and evaluating the similarity between elements or 
objects takes into account relations in the structure, for instance relations between 
perceptual units or classic semantic relations such as meronymy or holonymy 
relations. This model stems from representations of analogy in addition to semantic 
descriptions. 

The concepts of proximity and closeness are related to distance measures. In many 
cases, a similarity measure can be defined as the dual of a dissimilarity measure or a 
distance, on the basis of a rule of the form "the less distant, the more similar". 
Nevertheless, similarity and dissimilarity are concepts which can be considered as 
antinomic or complementary, depending on the angle: dissimilarities, called 
differences, are recognized as different from the opposite of similarities by Tversky 
[12], whereas in the case of prototypes, similarity and dissimilarity are two 
complementary components of a global approach of classification.  

Inclusion is another related concept that has been mainly attached to the idea of 
implication or inference in cognitive psychology. It is involved in the identification of 
similarities, for instance in a property-based categorization [4]. 

3   Similarities in Data Mining 

Similarities (or dissimilarities) have been widely used in artificial intelligence. 
Rissland [17] points out their importance and underlines their central role, explaining 
it by the difficulty of representing real-world concepts. She considers that real-world 
concepts are “messy” in the sense that they have grey areas of interpretation, which 
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leads to an open-textured property, they change and are submitted to a non-stationary 
property and they have exceptions. She suggests that representing messy concepts in 
artificial intelligence presents a challenge that can be braved thanks to the notion of 
similarity. We complete this assumption in claiming that these properties of real-
world concepts lead to fuzzy–set based representation. 

3.1   Standard Data Mining 

The well-known description of the data mining process given by Fayyad [18] presents 
a succession of four steps:  

(i) from databases or data warehouses, a selection process extracts relevant data, 
(ii) these relevant data are submitted to cleaning or transformation operations in 

order to construct a training set, 
(iii) on this training set, a machine learning method is used to elicit a model of 

information, 
(iv) this model is submitted to an interpretation in order to obtain knowledge 

understandable from the user or expert. 

Now all these four steps can benefit from the use of some types of similarities.  
In step (i), the selection can be achieved thanks to a matching between query and 

data, on the basis of similarities.  
In step (ii), data cleaning and data reduction strategies are various and similarities, 

among others, bring solutions to these processes. There exist for instance various 
approaches to the management of missing data [19], and some of them exploit the 
notion of similarity or distance, especially those based on the use of clusters of similar 
observations to assign a value replacing a missing one [20] [21]. Methods to simplify 
data by means of attribute selection and dimensionality reduction can also be based on 
the use of distances. 

In step (iii), many machine learning methods can be related to the concept of 
similarity. Clustering is for instance based on the principle of grouping elements as 
close as possible to each other with regard to attribute values and also (for some 
methods) as far as possible from elements of other groups. Statistical techniques such 
as Support Vector Machines lie on kernel functions that are nothing but similarities.  

Similarities are explicitly used in non-classical reasoning approaches, such as case-
based reasoning, analogical reasoning, similarity-based reasoning, where they constitute 
the core of the methods themselves. 

Inductive learning is an exemplar-based construction of rules describing categories 
and the similarity of instances belonging to a category is action-oriented, an action 
being either the identification of a class or a decision to make. In the case of decision 
tree construction, it can be considered that the conditional entropy used to elicit the 
rules corresponds to a probabilistic version of similarity. 

In step (iv), the passage from abstract models to knowledge needs an interpretation 
phase. In this part, again, similarities can be used for several purposes, for instance for 
rule base simplification [22]. 
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3.2   Similarities in Fuzzy Data Mining 

If we focus on data mining in a fuzzy set theory setting, specific needs of similarity 
management arise.  

In database management, similarities are useful to compare an approximate value 
involved in a query to all possible solutions stemming from the database.  

In the construction of a model, fuzzy association rules can be managed thanks to 
similarities [23]. In fuzzy inductive learning, the discretization phase splitting the 
attribute values in two or more fuzzy classes is based on similarities underlying this 
process of categorization [24]. The choice of the best attribute in the construction of a 
fuzzy decision tree relies on the optimization of a measure of the discriminating 
power of an attribute with regard to a class: the measure of classification ambiguity 
[25] proposed by Yan and Shaw is for instance based on fuzzy similarities. 

When fuzzy decision trees are used to classify an example, similarity is used to 
compare its attribute values to those associated with edges of the tree, whereas a 
simple binary matching step is applied if a standard decision tree is used [26].  

At the final level of the interpretability, expressivity of rules can be improved  
by means of linguistic modifiers closely related to similarities [27][28] or for a 
linguistic expression of categories [29]. In the case of a model taking the form of if-
then rules for instance, similarities can be used to merge several rules and to simplify 
the model [30].  

We have presented examples of situations where measures of similarities are 
useful. This is the reason why we present how they are represented in a fuzzy setting. 

4   Similarities in a Fuzzy Setting 

From the rapid presentations of similarity and categorization issues in psychology 
described in Section 2, the links with fuzzy sets appear clearly. The recurrent 
occurrence of variability in categories and their graded structure incline us to take 
advantage of the graduality and flexibility inherent in fuzzy sets to define measures of 
similarity and to model categories. 

This has obviously been achieved from the early beginning of fuzzy set theory 
since L.A. Zadeh [31] has introduced the concept of similarity relation as an extension 
of equivalence relation, that presents the advantage of providing a crisp partitioning of 
data on the basis of a fuzzy knowledge of their relations. It should be remarked that 
the introduced softness is limited, properties inherited from classic relations such as 
transitivity and symmetry being preserved. Attempts to go further in the flexibility 
have led to indistinguishability relations [32] accepting a version of transitivity less 
constrained than similarity relations.  

Such a fuzzy relation is defined on a given universe and provides the degree of 
similarity of any pair of elements in this universe. For instance, if a discrete universe 
of colors is considered, orange is more similar to red than to blue. In the case where 
one wants to compare fuzzy sets of the universe rather than precise elements, we can 
use extensions to sets of fuzzy sets of these similarity or indistinguishability relations. 
For instance, compared colors are regarded as fuzzy sets of a continuous universe. In 
this framework, measures of similarity or resemblance have been proposed.  
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4.1   Measures of Similarity 

Measures of similarity (or dissimilarity) have obviously been introduced out of the 
scope of fuzzy set theory in a wider framework. The measures proposed by Jaccard 
[33], Dice [34] or Ochiai [35] have been extensively used in many domains, and they 
belong to a set-based view of similarities, taking into account the numbers of 
elements common to the compared objects or distinct between them.  

Many set-theoretical measures actually correspond to particular cases of Tversky 
ratio model [12], as defined in Equation (1), Jaccard coefficient being for instance 
associated with parameters 1βα == , and Dice with parameters 1βα == /2. 

Besides, many distances have also been introduced in a geometric vision of the 
descriptions of objects to compare (e.g. Minkowski, Chebychev, Hausdorff, 
Mahalonobis) and they have been used in various areas. 

Such measures have given rise to a variety of measures of comparison of fuzzy 
sets, evaluating either their resemblance or their difference. Many attempts have been 
made to compare them  [36] and to get them into some kind of order, in such a way 
that they could efficiently be used in practical domains, such as image processing, 
pattern recognition or data mining [37][38][39][40]. Most of the proposed 
classifications are based on a distinction between set-theoretic and geometric 
procedures, and some of them add the third class of logic-based procedure [41].  

A thorough analysis of the existing so-called measures of similarity points out very 
different forms of measures of comparison of fuzzy sets, going farther than the simple 
notion of similarity. The most common are distances, measures of dissimilarity and 
inclusion. Generic terms such as compatibility measures [41], comparison indices 
[42], are proposed to take into account all measures of "matching" between fuzzy sets.  

Tversky's contrast model is sometimes mentioned to study set-theoretic similarity 
measures in a fuzzy framework [41], and fuzzy versions of Tversky's contrast model 
have been proposed [43][44][45] in specific areas. In the following section, we 
describe a different connection between Tversky's approach and similarity of fuzzy 
sets, in which a general classification framework for comparison measures is 
introduced. 

4.2   General Framework for Measures of Comparison 

Working with various real-world applications requiring diverse measures to evaluate 
how fuzzy descriptions of objects differ or are similar, we have had a double concern: 
first, to help to classify such measures, embracing as many kinds as possible in a 
unique framework, in order to propose to the user the most convenient solutions to his 
problem; secondly, to remain compatible with cognitive psychology views of 
measures of similarity. Tversky's model has been chosen because of its degree of 
generality and the wide spectrum of potential instantiation. So-called general 
measures of comparison [46][47] have been introduced, encompassing the main 
measures of similarity, dissimilarity, satisfiability, resemblance, inclusion.  

We briefly recall the principles of this framework before showing how it has been 
used in practical applications. 

Let Ω  be a given universe and )(F Ω the set of its fuzzy sets, equipped with the 
classical inclusion ⊆ , a fuzzy set measure +ℜ→Ω)(F:M , such that such that 
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0)(M =∅ and M is monotonous with regard to ⊆ , and two operations on )(F Ω , 
namely an intersection ∩ and a difference Θ such that BA ⊆  implies ∅=BΘA . 
We define a measure of comparison on Ω  as a mapping:  

[ ]1,0)(F)(F:S →Ω×Ω  . (2) 

of the form: 

( ))BA(M),AB(M),BA(MF)B,A(S S ΘΘ∩= , (3) 

for a mapping [ ]1,0:F 3
S →ℜ .  

It must be remarked that they only follow the basic Tversky’s requirement of 
matching. Interesting properties may be required from measures of comparison in 
order to capture all necessary behaviors involved in the comparison of elements in 
practical applications. Reflexivity and symmetry are simple extensions of classical 
notions. Exclusiveness is satisfied if 0)B,A(S = for any A and B such that 

∅=∩ BA .  
Four main types of measures of comparison are identified to help the user in 

various kinds of processes. Regarding similarity assessments, three processes stem 
from the applications, in agreement with psychological studies: either an object is 
compared to a reference and measures of satisfiability or inclusion are introduced, or 
two objects with the same status are compared and measures of resemblance are 
presented. We also distinguish dissimilarity from the negation of similarity, 
introducing so-called measures of dissimilarity. The following classes are thus 
defined: 

• Measures of resemblance are reflexive and symmetrical, increasing in 
)BA(M ∩ , decreasing in )BΘA(M  and )AΘB(M . 

• Measures of satisfiability are reflexive, exclusive, and independent of )BΘA(M , 
not necessarily symmetrical, increasing in )BA(M ∩ , decreasing in )AΘB(M . 

• Measures of inclusion are reflexive, exclusive and independent of )AΘB(M , not 
necessarily symmetrical, increasing in )BA(M ∩ , decreasing in )BΘA(M . 

• Measures of dissimilarity are independent of )BA(M ∩ , non-decreasing in 
)AΘB(M  and )BΘA(M , such that 0)B,A(S =  for any A and B such that 
∅=BΘA and ∅=AΘB . They indicate the degree of difference between 

features.  

Measures of resemblance represent the "similarity" between elements of the same 
kind or level and can be used for instance in clustering or data mining, while 
satisfiability and inclusion measures evaluate the "similarity" of a new element with a 
reference. A satisfiability measure evaluates to which extent B is compatible with A 
and it can be used in decision trees or case-based reasoning, for instance. An inclusion 
measure evaluates to which extent B can be considered as a particular case of A and it 
is useful when working on databases, semantic networks or relations between 
properties for instance. A dissimilarity measure is important for the construction of 
prototypes or in some clustering methods.  
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Measures of resemblance, satisfiability and inclusion are proved to be in agreement 
with Tversky’s requirements of monotonicity, independence, solvability, invariance 
[46] for measures of similarity. Although there exist measures of similarity in 
Tversky’s contrast model which are not in any of the above categories, the latter 
correspond to most of the needs in practical applications. For more details about this 
framework, see [46] [47][48]. 

Looking at Tversky’s similarity measures β,αr  as defined in Equation (1), it can be 

noted that they have properties of measures of resemblance when βα = , measures of 

satisfiability when 0α = , and measures of inclusion when 0β = . 

To point out the interest of differentiating those different measures, let us consider 
three particular measures, denoting fA the membership function of a fuzzy set A: 

• Measure of resemblance 

∫

∫=
∪

∩

Ω BA

Ω BA

du)u(f

du)u(f
)B,A(S  (4) 

corresponding to Jaccard coefficient in a classical framework. 
• Measure of satisfiability  

∫

∫= ∩

Ω B

Ω BA

du)u(f

du)u(f
)B,A(S  (5) 

• Measure of inclusion  

∫

∫= ∩

Ω A

Ω BA

du)u(f

du)u(f
)B,A(S  (6) 

The difference between them is very subtle for the user, and the two last ones can 
seem equivalent at a first glance. It must be noted that they have a very different 
nature and using one or the other is not neutral. 

4.3   Properties of Measures of Comparison 

Among all properties of measures of comparison that could be presented to help the 
user in his choice of one of them, we stress on two main studies providing guidelines 
to make a choice among the jungle of measures, concerning the discrimination power 
of measures on the one hand, ranking properties on the other hand. 

The sensitivity of measures of comparison with respect to small variations of the 
compared elements is an important component in the choice of one of them. Choosing 
a representation of similarity measures avoiding the scaling problem [49][50], it is 
possible to show differences of behavior between measures very discriminating for 
small feature values variations, or for large feature values. Based on this study of the 
discriminating power of similarity measures [49], a new measure of similarity has 
been defined, the so-called Fermi-Dirac measure defined as follows: 
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+ℜ∈Γ and [ ]2/Π,0φ0 ∈  are parameters balancing the selectivity of Fermi-Dirac 

measure. It presents the particular property of being discriminating around the 
specific value ϕ0 chosen by the user, with an intensity defined by the Γ parameter.  

The second property of measures of comparison we put forward is more specific of 
problems where values of a similarity measure are not important as such, and where 
only the induced order matter [43]. This for instance occurs in the case of document 
retrieval systems, where the user is interested in the list of documents more similar to 
his request, ignoring the similarity score of each document [51]. Likewise, in case-
based reasoning, the n first candidates are of importance, irrespective on their 
similarity values.  

Classes of measures of resemblance providing the same ranking have been pointed 
out [52]. Three definitions of the equivalence of resemblance measures have been 
proposed, which appear to be themselves equivalent. 

Given a reference object A, two resemblance measures S and 'S  are order 
equivalent if and only if any element B provides a value )B,A(S  greater than the 

value S(A, C⎪  ) corresponding to another object C⎪     whenever )B,A('S is greater than  

S⎪   

 (A, C⎪  ). Formally, this can be written as:  

)C,A('S)B,A('S)C,A(S)B,A(S,C,B,A ≤⇔≤∀ . (9) 

Such a condition is equivalent to the existence of a strictly increasing function 
from the image of S to the image of 'S : 

)'SIm()SIm(:f → . (10) 

such that: 

Sf'S o=  (11) 

Another equivalent definition of the equivalence of measures of resemblance can 
be considered, based on a common structure in level sets for S and 'S , in such a way 
that, for any α  in the image of S, there exists a unique β  in the image of 'S  such that 

the α -level set of S is identical with the β -level set of 'S . 

It is to be remarked that, if we use a threshold α  to select all objects B best 
resembling A at a level at least equal to α , the collection of objects we obtain is 
different if we use S or 'S . If S and S’ are equivalent, we obtain the same collection 
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of objects if we consider a threshold α  when using S and a threshold )α(fβ = when 

using 'S . If we fix the cardinality of the collection of objects we look for, we obtain 
the same collection when using equivalent resemblance measures.  

If resemblance measures S and 'S  are not equivalent, for a given value of 'S , there 
may exist several values of S, which means that for one object resembling A at the 
level β for 'S , it is possible to find several objects resembling A when using S. 

Considering the basic measures we have recalled, Jaccard (see Equation (4)) and 
Fermi-Dirac (see Equation (7)) measures are for instance equivalent, while Jaccard 
and Ochiai are not equivalent. Moreover, Tversky’s measures β,αs  and 'β,'αs  (1) are 

equivalent whenever β'.α'β.α =  [51]. 

4.4   Similarity-Based Prototypes 

Beyond similarity, the fuzzy setting makes it possible to implement other notions 
related to similarity and categorization in the cognitive framework. In particular, 
prototypes, viewed as significant representatives of the categories, can be built in 
agreement with the cognitive principles mentioned in Section 2.1, on the basis of 
similarity judgments. Since the graded character of prototypes has been emphasized, 
it is indeed natural to choose a fuzzy knowledge-based representation of prototypes, 
avoiding the choice of crisp representatives of a category such as the mean value for 
an attribute.  

Several approaches have been proposed since the seminal one introduced by Zadeh 
[51], for instance based on fuzzy expected values [54] or fuzzy summaries [55]. 
Fuzzy prototype construction has often been considered as identical with fuzzy 
clustering, which is yet somewhat different. Fuzzy clustering forms categories of 
objects similar with regard to attribute values, while fuzzy prototypes propose abstract 
representatives of categories, generally not belonging to the categories of objects, 
associated with the most representative fuzzy value of each attribute. An extensive 
study of fuzzy prototypes has been presented in [56]. The principles of their 
construction are summarized [46][57], coherent with Rosch’s vision of prototypes [1].  

The basic concept is the degree of typicality of an object with respect to a category. 
It can be regarded as the aggregation of a degree of internal resemblance measure of 
an attribute value with regard to all other values of the same attribute for objects of 
the same category on the one hand, and a degree of external dissimilarity measure of 
this value with regard to all other values of the attribute for objects of other categories 
on the other hand.  The most typical value of the attribute for a category corresponds 
to the maximum degree of typicality. A prototype is then an abstract object 
characterized by the most typical value of each attribute. 

The variety of aggregation operators used to combine internal resemblance and 
external dissimilarity provides a flexible definition of a prototype balancing the 
relative importance of the common points of the category members and their 
distinctive properties as opposed to other categories. 

It is also possible to consider objects globally and not attribute by attribute. The 
same principle leads to the computation of the internal resemblance of an object with 
respect to other members of the same category, and the external dissimilarity of this 
object with respect to members of other categories [58].  
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The particular case of numerical data has been considered in [58][59]. Exceptions 
have been less studied in cognitive science. They can be regarded as elements with a 
small typicality degree in all categories. Taking them into account in the construction 
of categories is a difficult problem and they are often considered as a nuisance in 
clustering methods. Some real-world problems require them to be considered as very 
informative elements and clustering methods have been settled to take them into 
account [60].  

5   Examples of Utilization in Real Word Applications 

Similarities and prototypes have been extensively used in fuzzy data mining. 
Similarity measures are obviously present in most of the systems based on fuzzy 
learning, fuzzy rule-based systems or fuzzy database management, for the evaluation 
of the degree of matching between a reference (attribute value in a decision tree, a 
rule, a query…) and all possible instances, examples or answers. We focus on systems 
in which the management of similarity is more complex. 

To illustrate the above-mentioned use of similarities and dissimilarities, we will 
restrict this section to real-world applications that have been tackled in our research 
team [61]. We will distinguish mining in large amounts in data from information 
retrieval. 

5.1   Image Interpretation 

An example of environment where prototypes have been used to represent imprecise 
knowledge usually managed by medical doctors is the identification of microcalci-
fications [46][62]. Prototypes have been used to establish a link between linguistic 
criteria used by specialists to describe spots in mammographical images, for instance 
“round” or “small”, and technical attributes, such as surface, convexity or elongation 
of the objects. Prototypes of “round” spots can for instance be described  by fuzzy 
values of attributes [62], with simplified interpretations of the form “circularity is 
approximately 5 or 6, no more than 10” and “circumference is either approximately 6 
or approximately 12” and…”  

The resemblance measure that has proven to be the most successful with regard to 
the tests of classification is the following: 

( ))BA(M/)BAsup()BA(M2arctan)B,A(S
π
2 ∪∩∗∩∗=   (12) 

where M is the surface under the membership function. 

5.2   Defect Forecasting 

Fuzzy association rules can be chosen to extract knowledge from large databases. We 
have used this approach to forecast defects in gas pipelines. In-line inspections by 
means of smart pigs are used by gas operators, but they are not satisfying with regard 
to the exact dimensioning of the defects  and real defects do not exactly correspond to 
those forecasted by the smart pig. We have used association rules to compare 
forecasted defects and real ones [23]. Fuzzy descriptions have been introduced to 
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represent linguistic expertise. A measure of satisfiability has been chosen to compare 
observed data and fuzzy descriptions, as follows: 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ ∩=
)AΘB(M

)BA(M
arctan)B,A(S π

2  (13) 

5.3   Risk Rating 

Risk prediction and analysis is a complex topic, subject to imprecision and 
uncertainty in data and to linguistic expert knowledge. We have faced the problem of 
country risk ratings and a methodology to assess internal conflict risk has been 
proposed, with various components [63]. In the case of dynamic early warning, 
scenarios have been elaborated, taking into account temporal constraints, on the basis 
of human expertise [64]. For a given piece of information regarding a country, a 
satisfiability measure is used to compare its description with a scenario and the 
obtained results provide hypotheses that will be confirmed or refuted in the future. In 
order to obtain automatically elements of the scenarios, prototypes have been 
constructed and the following resemblance and dissimilarity measures have been 
chosen for the quality of the obtained results: 
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The interpretation of a prototype of the category “ethnic conflict” is for instance of 
the form “number of extended military aid approximately between 3 and 4, and 
number of ultimatum approximately between 4 and 5, and …” The obtained fuzzy 
descriptions provide a prototypical vision of the category. 

5.4   Web Usage Mining 

Web usage mining requires recording and management of large amounts of web log 
files. A method has been conceived to select informative data and to construct 
prototypes of the activity of users on a website in order to provide a meaningful 
visualization of categories of users with similar navigation behavior [65].  Such a tool 
can help to improve the quality of a website through a better understanding of the 
expectations of prototypical users, or to provide an adaptive pedagogical support to 
learners according to the category they belong to, if the website is used in e-learning 
for instance. 

In this case, the considered data are not fuzzy, thus the applied similarity measure 
does not belong to the framework described in the previous section. More precisely, 
the similarity must compare user web sessions, described in terms of the accessed 
web pages: two sessions are then considered as similar if they access similar pages. 
The similarity between web pages is based on their url addresses, and not on their 
content, so as to avoid an extraction and indexation step with high computational cost. 
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This approach relies on the assumption that the structure of the web site directory 
reflects its content. The similarity between two urls Surl(u1,u2) is computed as the 
weighted sum of the elements identical in both paths. The normalized similarity 
between two sessions, s1 and s2, is then defined as  
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It is to be noticed that although the considered data are not fuzzy, the fuzzy 
similarity-based typicality framework can be used to identify the most typical user of 
each cluster, to characterize the identified clusters, i.e. the identified navigation 
behaviors. 

5.5   Content-Based Image Retrieval 

Image retrieval on large databases can be based on annotated documents or on a 
comparison of images on the basis of their content. An experimental platform has 
been proposed [66] for a retrieval of images similar to a given one considered as a 
reference. This image is automatically segmented into regions; attributes of regions 
such as colour or position in the image are taken into account. Colour histograms can 
be regarded as fuzzy sets of a universe of colors. The user chooses the regions of the 
reference image he wants to retrieve, to indicate the attributes he wants to consider 
and their importance in his query. Various measures of satisfiability were proposed 
and the result of the query was a list of images satisfying the query in a decreasing 
order of the satisfiability degree. This result was obviously dependent on the 
equivalence class of satisfiability measures [46], allowing the choice of a measure by 
the user to be restricted to those providing distinct orders. 

6   Conclusion 

Studies about similarity are countless and artificial intelligence takes advantage of 
studies in cognitive science in the construction of automated systems. In particular, 
the main streams of research on similarity and categorization in psychology have 
given rise to interesting foundations for developments in data mining. Because of the 
graded structure of natural categories and their variability, fuzzy set theory has been a 
privileged component of formalized versions of similarities and categories. 

Our purpose has been to point out the richness of the concepts of similarity and 
category and some of their utilizations in fuzzy data mining. More directions remain 
to be explored.  

Some of them have already been approached in artificial intelligence. 
Wittgenstein’s concepts [5] in linguistics have been used by M. Sugeno and his 
colleagues as a semiotic base of an everyday language computing system, for instance 
in [67].   

Let us just mention two other directions worth to develop in fuzzy data mining, 
dealing with dynamic similarities presented in Section 2.  
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In document retrieval, the choice of a similarity providing interesting answers to a 
user’s queries is not simple. This choice is generally left to the expert. Determining 
the best measure of similarity for a user can also be done in an adaptive manner, on 
the basis of his interactions with the system. An example of such a method is based on 
a representation of retrieved images by means of Self Organizing Maps and a manual 
assignment of images to classes by the user [63]. The system learns such assignments 
to adapt its behaviour to the user’s preferences, in an adaptive similarity management.  

Another utilization of dynamic similarities concerns evolving categories. Methods 
of novelty detection, incremental classification methods or adaptive classification 
algorithms are based on the reorganization of classes or clusters according to the 
incoming data, in [69][70][71]for instance. 
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Abstract. Self-adaptive systems autonomously change their behavior
to compensate for faults or to improve their performance. Evolvable
hardware, which combines evolutionary algorithms with reconfigurable
hardware, is often proposed as the cornerstone for systems that use self-
adaption for fault recovery. Although evolvable hardware was first intro-
duced over 15 years ago, there are few, if any, fault tolerant self-adaptive
systems in operation today. One primary reason why these unfortunate
circumstances have arisen is many designers—and not limited to just
designers from the computational intelligence community—do not really
understand how to build a basic fault tolerant system, let alone a self-
adaptive fault tolerant system. This chapter describes how fault tolerant
systems are built. A model for designing fault tolerant systems that rely
on evolvable hardware for fault recovery is presented.

1 Introduction

Embedded systems are frequently used in remote and harsh operational environ-
ments. Examples include deep-space probes, unmanned aerial vehicles, deep-sea
exploration and remote sensor systems on the battlefield. Embedded systems are
often used in safety critical applications. Proper operation, over extended time
periods, require these systems to be fault tolerant, which means they can au-
tonomously recover from faults and continue to provide some level of operation.
These requirements pose particular challenges for engineers.

Unfortunately, many people do not fully understand what is involved in de-
signing a fault tolerant system. Simply providing spare resources or reconfig-
urable hardware is not enough to claim a system is fault tolerant. Yet, this
belief persists throughout the computational intelligence community and is even
occasionally found among engineers in industry.

The purpose of this chapter is to dispel the myths associated with design-
ing fault tolerant systems. The reader will learn how fault tolerant systems are
designed and what fault recovery methods are appropriate in specific circum-
stances. The benefits and limitations of evolvable hardware (EH) as a fault
recovery method are particularly scrutinized.
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2 Background

EH is the primary fault recovery method addressed in this chapter. This method
can only be properly implemented if the real-time aspects of fault tolerance
systems are considered. A brief overview of both topics is given in this section.
More detailed information on EH and real-time systems can be found in [1] and
[2] respectively.

2.1 Basics of Evolvable Hardware

Essentially we can think of EH as

EH = reconfigurable hardware + reconfiguration method

Genetic search on a population of
chromosomes

1.  select the best designs from a population
2.  reproduce them with some variation
3.  iterate until the performance goal is
       reached

Evolutionary Algorithm
Conversion

Responses
Circuit 

to a circuit
description

response
Target

& fitness assessment
Response evaluation

Control
bitstrings

Simulator

Chromosomes

(e.g., SPICE)

Hardware
Reconfigurable

10110011010
01110101101

intrinsic

evolution
extrinsic

evolution

Fig. 1. Intrinsic versus extrinsic evolution of a circuit

Reconfigurable hardware can be just an electronic device, such as a field-
programmable gate array, or it can be an entire system. But it doesn’t even have
to be an electronic device at all. For example, Linden [3] used EH techniques
to design antennas for wireless communications systems. The reconfiguration
method must intelligently search for a good configuration. Almost exclusively
this method is some type of evolutionary algorithm (EA).

EH can be used for original design applications (synthesis) or for adapting
existing designs to improve performance or correct faults. Adapting hardware—
particularly in FT applications–can be tricky because that adaption is done on
faulty hardware or in a hostile and largely undefined operational environment.
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Under such conditions it is not possible to know a priori what type of perfor-
mance evolution can achieve. Nevertheless, evolving a new circuit configuration
may be the only viable means of restoring some operation.

The evolution can be done intrinsically (in hardware) or extrinsically (in soft-
ware). Most circuit synthesis work done today relies on simulators. Unfortunately
simulators do not always scale well, which makes extrinsic design poorly suited
for large designs. Fault recovery has to be done intrinsically in deployed em-
bedded systems. (This aspect is discussed in depth later in the chapter.) The
difference between intrinsic and extrinsic reconfiguration is shown in Figure 1.

2.2 Real-Time Systems

Definition: (real-time system)

Any system that is both logically and temporally correct [2].

Logical correctness means the system correctly performs all of its assigned tasks
and functions without error. Temporal correctness means the system is guaran-
teed to perform those functions within explicit timeframes.

Real-time systems are classified as hard or soft. These classifications indi-
cate the consequences if temporal correctness requirements are not met. In
soft systems degraded performance is the only consequence of missing a dead-
line. Conversely, in hard systems missing a deadline could have catastrophic
consequences—up to and including complete system destruction. The exact clas-
sification for fault tolerant systems depends on the nature of the faults and the
consequences for failing to detect and correct them in a timely manner.

Consider an unmanned underwater vehicle (UUV) exploring the ocean bot-
tom. Suppose any over-pressure condition can be tolerated for no more than ten
minutes or the UUV self-destructs. Clearly fault recovery must be completed
within ten minutes to prevent the impending loss of the UUV. This qualifies
as a hard system. However, suppose after five minutes a particular fault causes
only a minor loss of some sensor data, but this lost data could be recovered us-
ing extrapolation techniques. Fault recovery in this case could take considerably
longer than five minutes without any dire consequences. This qualifies as a soft
system.

3 What Is Fault Tolerance?

All systems eventually fail. Some failures cause no perceptible affect on the sys-
tem’s behavior whereas in other cases failures can produce very obvious changes
ranging from mild annoyance to total system destruction. The best way to im-
prove system availability is to make the system fault tolerant (FT).

Definition: (fault tolerant)

A system is considered fault tolerant if it can continue to operate in the
presence of failures (albeit, with perhaps degraded performance).
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Making a system FT means it can identify when errors occur and it can do
something about them. It may not always be possible to completely restore all
of the behavior that existed prior to the failure, but some level of restoration is
always better than none.

The terms “fault” and “failure” are often used interchangeably although these
terms mean different things. Undesirable events, called hazards, can cause defects
somewhere in a system. Component defects are commonly called faults. Left
untreated, faults eventually lead to component failures, where the component can
no longer perform as designed. In the worst case failures can propagate, leading
to even more failures until a total system breakdown occurs. Catastrophic system
breakdowns—i.e., where severe damage or injury happens—are called mishaps.
The various terms just described are related by

fault → failure → hazard → mishap

where “→” indicates a causal relationship.
It is often not possible to make a system mishap-free. In other words, there is

always some level of mishap risk and there may be little a designer can do about
it. (There is no way to guarantee a car will never be in an accident. However, the
risk is negligible with a good driver.) Some examples of hazards include complete
loss of flight control in a spacecraft or the release of a hazardous material such
as a toxic gas or liquid. Failures do not always cause hazards. For example,
diagnostic circuitry failures may no effect on a system’s performance when it is
in normal operating mode. In most cases, however, failures result in undesirable
system behavior where something must be done to correct the problem.

Fault tolerant systems must perform two independent functions: fault detec-
tion and isolation (FDI) and fault recovery (FR). FDI operations determine that
a fault has occurred and attempt to isolate the fault to a particular subsystem
or (hopefully) component within a subsystem. FR methods attempt to correct,
mitigate or, in the worst case, at least contain the failure so no further problems
can happen. One important characteristic of all fault tolerant systems is FDI and
FR operations execute autonomously—i.e., without any human intervention.

Since FDI and FR inherently have deadlines, FT systems naturally qualify as
real-time systems. For example, a fault must be detected and isolated within a
certain period of time after it occurs, and the fault must be corrected within a
certain period of time after it is detected, otherwise the failures might propagate.
Fault recovery may also have an expected start time.

3.1 Some Common Myths

Myth #1:

A fault tolerant system can survive any failure (otherwise, you couldn’t
call it “fault tolerant”).

Fault tolerant systems can withstand some pretty adverse conditions, but
claiming they can survive any failure is overly optimistic. Complex systems have
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many potential failure modes. Some failures produce nearly immediate effects.
Since fault recovery cannot happen in zero time, failures have an opportunity
to propagate, possibly causing even more failures. It is not hard to imagine a
situation where a succession of failures quickly overwhelms any fault recovery
method.

Don’t forget there are also situations where the event leading to a fault is com-
pletely external to the system and is therefore unaffected by any FR method local
to that system. For example, consider an amplifier circuit, equipped with a very
sophisticated FDI scheme and a comprehensive FR method capable of dealing
with any single component failure. But suppose a component fails because of an
over-temperature condition caused by a cooling system failure. The FR method
is designed only to handle on-board component failures and was never intended
to deal with cooling system failures. Components will continue to fail so long
as the over-temperature condition persists, rendering the amplifier’s local FR
method ineffective.

Fig. 2. Basic concept of redundancy as a FR method. Under normal circumstances
switch A and A′ are closed and system #1 is online. Should that system fail, switches
A and A′ are opened and switches B and B′ are closed, which makes the spare system
#2 the online system. Systems #1 and #2 are functionally identical.

Myth #2:

Redundancy is always the most effective fault recovery method

Redundancy is probably the best known FR method. The concept is simple:
the faulty system is taken offline and a spare, duplicate system is then brought
online (See Figure 2). Redundant hardware has several benefits when used as a
FR recovery method. First, it performs FR very quickly, taking only as much
time as necessary to switch the bad hardware offline and switch the new opera-
tional hardware online. Second, since it is an exact duplicate of the failed system,
it can recovery from any internal failure mode. But like most systems there are
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design tradeoffs to consider. Spare hardware occupies space, which is not always
available. Indeed, severe space and weight restrictions in many embedded sys-
tems preclude even considering redundancy as a viable FR method. Moreover,
redundancy is completely ineffective when the hazard conditions are external to
the system. The over-temperature condition described above is a good example.

Myth #3:

Fast ⇐⇒ Real-Time

The whole concept of real-time is habitually misunderstood. Many researchers
(and more or less everyone in a marketing department) believe real-time means
really, really fast. This interpretation is completely wrong. Real-time does not
necessarily mean fast and fast does not necessarily mean real-time. The real-
time system definition does not say something has to be done really, really fast.
Temporal correctness only requires the event take place by a specified deadline.
Nothing more. A simple example should help clear up any confusion.

Suppose a document must be sent from Chicago to London and two deliv-
ery systems are available: surface mail with a guaranteed 3-day delivery time or
e-mail with a guaranteed 5-minute delivery time. Note that both delivery sys-
tems guarantee delivery so logical correctness holds. Now we need to verify that
temporal correctness holds. The e-mail delivery is orders of magnitude faster
than surface mail, but that does not necessarily mean it qualifies as a real-time
delivery system and the surface mail delivery system does not. It is the required
delivery deadline that determines if temporal correctness is satisfied. Both de-
livery systems qualify as real-time systems if the deadline is six days because
both systems are temporally correct. However, neither one is a real-time system
if the deadline is three minutes because neither one is temporally correct.

Myth #4:

Reconfigurable =⇒ Fault Tolerance

The ability to reconfigure hardware does not, by definition, make a system FT.
This misconception is all too common in the computational intelligence commu-
nity. Reconfiguration is nothing more than one of many possible FR methods.
Remember FR is just one piece of a FT system. Fault tolerance is a much
broader concept that also includes FDI and real-time considerations. Reconfigu-
ration should be considered as a viable FR method if—and only if—it can meet
any temporal requirements. This aspect will be discussed in detail shortly.

4 Putting Fault Tolerance into Practice

To set the stage for an in-depth discussion of FDI and FR it helps to consider a
typical embedded system. Figure 4 shows a typical embedded system. The com-
puter, usually a microprocessor or microcontroller, issues commands to the plant
under control through actuators and measures the plant’s response through the
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Fig. 3. Sensor-Input/Effector-output Module failure detection

sensors. Both sensors and actuators are analog devices so some type of interface
circuitry is required. For example, the sensors (or transducers) convert physi-
cal quantities such as position or velocity into electrical voltages. These voltages
must be converted into binary strings to be processed by the computer. Similarly
binary commands issued by the computer must be converted into high voltages
or currents to drive the actuators.

4.1 Fault Detection Methods

The onset of a failure normally causes some undesirable behavior change. How-
ever, FT systems do not have to wait for failures to physically occur before
taking corrective action. Many systems have on-board diagnostics that are run
periodically to help identify potential problems. They can also be run when a
failure is suspected to exist. There are a variety of diagnostic programs that can
be run to detect computer system failures. For example, checksums are often
used to detect memory system failures. Sensor and effector failures are detected
using wraparound and end-around tests (see Figure 3). The basic idea is simple.
For sensor failures a known input signal is input on a spare channel. This signal
could be a constant DC voltage from a zener diode. Since the signal is known,
its expected data value processed by a correctly operating sensor input module
is also known. Any deviation would indicate a sensor input module problem. To
check effector problems, the diagnostic software generates a known command
to a spare channel on the effector output module. This output signal is routed
to a spare input on the sensor input module where it can be compared with a
stored value. The actual effector output signal that is sent to the application
can be similarly routed to a spare sensor input module channel for comparison.
As before, any deviations from an expected value would indicate an effector or
effector output module problem.
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Fig. 4. A typical embedded system

It is also possible to use state estimators to check for sensor failures (see
Figure 5). The commanded state (Xc is the desired state of the application—
e.g., the position of a robot arm. This commanded state is furnished to the
control equations, which generates the effector commands using the effector out-
put module circuitry. The state estimator, implemented in software, uses the
same commanded state Xc input and estimates what the output should be from
the sensor input module. This estimate is compared against the actual output.
Any excessive difference is flagged as an error. Of course the efficacy of this fault
detection approach depends on the accuracy of the state simulator computer
model.

4.2 Fault Recovery Methods

Fault recovery methods try to fix the failures. Perhaps the most widely used
method for hardware fault recovery is redundancy [4], where a faulty component
is replaced with an identical, fully operational spare component. One of the
common myths is redundancy is always an effective FR method. (That myth
was dispelled earlier).

Another fault recovery method—and this is where EH particularly excels—is
reconfiguration. Reconfiguration methodically changes the failed system’s de-
sign, both in component values and component interconnections, until a desired
functionality is restored. Although there is no guarantee full functionality can
be restored in all cases, reconfiguration is a viable and powerful fault recovery
technique. In particular, reconfiguration can adapt existing hardware to work in
unanticipated and potentially hostile environments—something redundant hard-
ware can’t do.

Some recent work has shown EH can be quite effective for reconfiguring ex-
isting hardware to overcome faults [6,7,8]. But the ability of EAs to find good
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Fig. 5. Sensor fault detection using a state estimator. The state command signal (Xc)
is applied to both the normal control equations and the state estimator. The estimated
sensor value (XE) is compared against the actual sensor value (XA). The difference is
the error. Notice the partition between software and hardware implementations.

reconfigurations is not at issue here. Instead, the issue is time. Most EH-based
studies rely on device simulators rather than physical hardware. Simulators,
which are used for extrinsic reconfigurations, hide the actual time it takes to
conduct fitness evaluations, which can be considerable. For example, a numer-
ical simulation can compute a circuit’s settling time quite rapidly1. Intrinsic
reconfigurations can take a significant amount of time. For instance, settling
times of two minutes are not unheard of [11].

In this paper I restrict the discussion to evolving new hardware configurations
implemented by reprogrammable devices. These include field-programmable gate
arrays (FPGAs) and field-programmable analog arrays (FPAAs). An evolution-
ary algorithm, perhaps running on a microcontroller dedicated to other tasks
in the embedded system, searches for a device configuration that constitutes
a FR. Either extrinsic or intrinsic evolution could be used. However, in many
instances intrinsic evolution is necessary because the only real way to evaluate
a configuration is to implement it and have it actually operate in the physical
environment.

Online systems—particularly safety-critical online systems—cannot operate
indefinitely with faults. It is imperative that any faults be detected promptly
and fault recovery operations commence before other things can go wrong. Evo-
lutionary algorithm running time now becomes a factor in choosing the fault
recovery method. This suggests EH, despite its power and flexibility, may not
always be the best choice for a fault recovery method. It all depends on whether
or not the EH approach can meet the recovery deadline.

1 Settling time is the time it takes for any oscillation to die out. Normally the system
is considered to have settled if the output is within a few percent of its final value.
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It is not difficult to estimate the intrinsic reconfiguration time. The EA manip-
ulates a genome that encodes all of the information needed to create a hardware
configuration. During each generation λ offspring are created and each must un-
dergo a fitness evaluation. There are three primary factors that contribute to
the running time of a generation: (1) the time to program the reconfigurable
device (tpgm), (2) the time to conduct the fitness evaluation (tfit), and (3) the
overhead time of the EA (toh). By far tfit is the predominant factor, particularly
for analog systems. Hence, the discussion that follows will be restricted to just
tfit. (The interested reader should see [10] for a discussion on the contribution
of tpgm and toh).

In an intrinsic evolution tfit is the test time, which is application dependent.
The total intrinsic reconfiguration time for an EA run for k generations while
procreating λ offspring per generation is

Tr(k, λ) = (k)(λ)(tfit) (1)

Of course Tr says nothing about the quality of the circuits produced after k
generations.

tfit is responsible for the rather long search times often encountered in analog
applications. The fitness evaluation lasts as long as it takes for the analog circuit
to process an input signal and reach some stable state where measurements can
be taken. Even if this lasts only a few milliseconds per reconfiguration, it won’t
hake a very large population size nor a large number of generations to make a
reconfiguration last for hours or even days.

Example:

An FPAA is used to compensate for aging effects in a control system
responsible for positioning a satellite’s communications antenna. A gen-
erational GA run for 500 generations with a population size of 100 does
the reconfiguration search. The system’s step response is measured to
determine if the compensation is correct. This step response test takes
tfit = 625 milliseconds to conduct. Hence, λ = 100, k = 500. Substi-
tuting into the above Eq. (1) yields an intrinsic reconfiguration time of
approximately 8.7 hours.

Reconfiguration times are meaningless until they are put into context. For
instance, take the example above. Suppose brief communication sessions with
the satellite are scheduled at 10-hour intervals. A session may be skipped, but
skipping two sessions in a row is not permitted. If a fault is detected just prior
to a scheduled session, and if the error results in missing the session, then the
fault recovery deadline is 10 hours. This is the worst-case scenario2. An almost
9 hour reconfiguration time may seem quite long, but in this case it is perfectly
acceptable because it is less than the mandatory 10 hour requirement. On the

2 Missing one session is permitted. If the fault were detected just after a scheduled
session, the fault recovery deadline would be 20 hours.
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other hand, it would not be acceptable if communication sessions were scheduled
at 6-hour intervals.

The only way to determine if there is a problem is to compare the reconfig-
uration time against the fault recovery deadline. This latter quantity is system
dependent. No problem exists so long as the reconfiguration time is less than
the recovery deadline. Reconfiguration becomes a real-time process whenever it
is used as a fault recovery method. It does no good for researchers to talk about
how an EA is able to restore a circuit’s functionality. Such statements may show
logical correctness, but without comparing the reconfiguration time against a
deadline they say nothing about temporal correctness. Just reporting an algo-
rithm’s running time doesn’t say anything about temporal correctness either.
The key point is expressed by the following first principle:

First Principle of Fault Recovery

No fault recovery method can legitimately proclaim efficacy until it
is proven to be both logically and temporally correct

The validity of this principle is easy to see. If the recovery method isn’t log-
ically correct, then the problem can’t be fixed. If it isn’t temporally correct,
then the problem can’t be fixed soon enough to prevent other things from going
wrong. Without proving logical and temporal correctness, there is no basis for
claiming any fault recovery method is effective.

It is easy to prove if a fault recovery method is logically correct—try it and
see if it fixes the problem. Proving temporal correctness, however, is more com-
plicated. Fortunately one outcome of any failure analysis is the effects those
failures produce in the system, and how long before those effects take place, be-
come known. That knowledge naturally defines the recovery deadlines. Temporal
correctness is proven if a logically correct recovery is guaranteed to finish prior
to the recovery deadline. Unfortunately, no intrinsic EH-based fault recovery
method is temporally correct.

Comment: The reader is cautioned not to draw any premature conclu-
sions from this last sentence. Indeed, I will shortly show how EH-based
techniques can satisfy just about any FR deadline associated with a
specific mishap.

4.3 Fault Masking

Fault masking is not a traditional FT method in the sense it does not use FDI
nor fault recovery. Nevertheless, it is discussed here for completeness.

The main concept is shown in Figure 6. Typically three hardware systems—
functionally identical but not necessarily configured identically—all receive the
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Fig. 6. Fault masking uses at least three functionally equivalent hardware configura-
tions. Each subsystem performs the same function on the same input (x). Subsystem
#3 has a failure and therefore generates an output different from the other correctly
operating subsystems. Only the majority output is delivered.

same input. The individual outputs are presented to a “voter circuit” that out-
puts the majority value. The system continues to operate as designed so long as
a majority of the systems are fault-free. Notice failures are allowed to persist.
Indeed, no fault recovery takes place. This can have severe consequences: left
untreated, some failures can propagate thereby inducing even more failures.

Fault masking is rarely (if ever) used in embedded systems. It is simply too
expensive to provide triple-redundancy hardware. Besides, space is often at a
premium, which means room for spare hardware is seldom available.

5 How to Design a Fault Tolerant System

The first step in designing a FTS actually has nothing to do with fault detection
or fault recovery methods. This statement may seems somewhat surprising given
the topics discussed so far, but any talk about detection methods or tradeoffs
among FR methods is way too premature at this point.

Definition: (failure mode)

Any way in which a component or system can fail to perform its designed
functions.

Hardware failure modes are inherent to the component and system. They are
properties of the devices used and arise from their physical makeup. For example,
diodes short-circuit and relay contacts weld together when they see excessive
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current flows. Several active devices undergo parametric changes when subjected
to nuclear radiation. The two types of software failure modes are commission
failures (where it did something it wasn’t supposed to do) or omission failures
(where it did not do something it was supposed to do).

There is one fundamental difference between hardware failure modes and soft-
ware failure modes: hardware failure modes are inherent while software fail-
ure modes are not. Software “bugs” are not inherent properties of a software
module—they are design errors committed by the programmer. A hardware de-
sign error, such as miscalculating a resistor value, is not considered a failure
mode either. Hardware component failure modes are physical properties of the
component itself. Good design practices can reduce the likelihood of hardware
failure modes from occurring, but they can’t prevent them.

The first step in designing a fault tolerant system is to find out how the system
can fail—i.e., its failure modes—and the resultant effects of those failures. Only
then can one make informed decisions about the best way to detect failures
and an effective way to recover from them. Simply put, you have to know what
can go wrong with something before you talk about ways to fix it. There are
several ways of identifying and evaluating failure modes and the interested reader
can find more comprehensive information elsewhere (e.g., Dunn [14] contains an
excellent introduction). Here I will only give a brief overview.

Systems are normally evaluated with one of the following methods:

– failure modes and effects analysis (FMEA) A bottom-up method that looks
at each component’s failure modes and how those failures affect system per-
formance.

– fault tree analysis (FTA)
A top-down method that assumes a specific failure has happened and then
analyzes each subsystem to look for the cause.

Figure 7 shows a typical FMEA spreadsheet. The analysis begins at the lowest
level, the component level. Every possible failure mode for a component is listed
in the spreadsheet. Engineers then analyze the circuit to see how a given com-
ponent failure mode affects the circuit behavior. All possible effects are listed in
the spreadsheet. If there is no effect, that too is indicated. Each effect is scruti-
nized to see what possible faults might be induced in other components. Often
a risk is associated with each failure mode to indicate how crucial that partic-
ular failure is with respect to a total system failure. The analysis proceeds to
higher levels in the design until either the search terminates (no more faults are
induced) or a mishap is identified. It should be obvious conducting a thorough
FMEA is time-consuming. Nevertheless, it is sometimes necessary particularly
when dealing with safety-critical systems.

FMEAs are normally conducted for each system operating mode and in the con-
text of a specific operational environment. This author, while working for the El-
dec Corporation in Seattle, Washington, conducted a complete FMEA on a power
switching amplifier used to control the tail-fins on a Tomahawk cruise missile. The
purpose of this FMEA was to see how the amplifier behaved in a particular (clas-
sified) nuclear radiation environment. It is well known that passive components,
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Fig. 7. A typical FMEA spreadsheet. All failure modes for each component are listed
along with their effects on the system behavior. Null effects must still be identified.
The risk category indicates how destructive the effect is on overall system behavior.
Failure modes with high risk are targeted for fault recovery.

such as carbon resistors, are immune to radiation whereas active component pa-
rameters are heavily effected. For instance, the input offset voltage and current of
operational amplifiers increase in high radiation environments. The gate-to-source
voltage switching levels for MOSFETs are also affected [12].

The FTA is a top down approach where you start with a defined mishap
and then work down through the various subsystems to identify all possible
faults that could have caused that specific mishap. Figure 8 shows a portion
of a fault tree. Notice the root node has a specific mishap identified and lower
levels in the tree show only those components (both hardware and software)
that are relevant to that specific mishap. A separate fault tree is needed for each
individual mishap.

Some people claim FMEAs can analyze software modules [16,17,18,19], but a
survey of the technical literature shows a dearth of any concrete examples. The
problem is the FMEA is a bottom-up approach starting at the component level,
which is the lowest level in the design hierarchy. All hardware components have
inherent failure modes that can be independently studied to determine their
effect on the overall system. Any causal relationships can be quickly identified.
Software components, on the other hand, have failure modes that lack any signif-
icance unless considered in context with the hardware system status—something
hard to describe while working at the component level. (That old expression “you
can’t see the forest for the trees” is apropos here.) It therefore should come as
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Fig. 8. A typical fault tree showing a specific mishap at the root node and possible
causes at lower levels. The OR-gate and AND-gate symbols have their normal disjunc-
tion and conjunction interpretations. For example, looking at the left side of the tree,
it takes both an interlock failure and a spurious command not detected to cause a valve
HV commanded open situation. Blocks with a bubble at the bottom are terminal and
have no lower tree levels. Triangular blocks point to continuations on other drawings.
Notice that the mode of the system is always identified.

no surprise that, in practice, FMEAs are only conducted on hardware or on pro-
cesses (e.g., manufacturing) [20]. Conversely, the FTA works well with systems
that have both hardware and software components because it is a top-down ap-
proach. A top-down approach naturally defines the hardware environment as it
works down the fault tree. Hence, any software components encountered will be
analyzed in the context of a specific operational and/or hardware environment.

For hardware only systems the FMEA and FTA should, in principle, produce
the same results. Done properly, either one should identify all potential faults
and their effects on system performance [15]. One advantage of the FMEA is it
can identify mishaps never envisioned by the design engineer.

Be that as it may, the FMEA is often not worth the time and effort! Not
all failure modes ultimately lead to mishaps. It is therefore not necessary—nor
cost-effective—to provide FR for every possible failure mode. More often than
not the design engineer has a specific mishap (or a small set of mishaps) in mind
that must be avoided at all costs if the system is going to be operational when
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Fig. 9. Two FR methods where the fault in the plant is not directly corrected. In (a)
the reconfigurable hardware is directly inserted into the command path while in (b) it
is switched in to augment an existing controller (shown as a PID controller). In both
cases the reconfigurable hardware only alters the plant input to compensate for the
fault. The reconfigurable hardware, shown here as an FPAA, is intrinsically evolved,
while online, by a microprocessor which was omitted for clarity.

needed. It is far more efficient and cost-effect to develop FR methods only for
those critical failures that lead to those critical, predefined mishaps. Besides,
the FTA is the only analysis method useful for systems with both hardware and
software components. It is for these reasons I believe the FTA is much better
than the FMEA for designing FT systems.

Once the FTA or FMEA is completed, critical mishaps that must be dealt with
are known and their root causes identified. Now is the time—and not before—to
tradeoff various FR techniques. Whichever FR method is chosen, it must be both
logically and temporally correct. Both the FTA and FMEA entail conducting
an effects analysis for each fault. It is during this effects analysis that temporal
deadlines are determined. For example, one failure mode for a MOSFET is a
short circuit between the drain and source. Suppose the effects analysis shows
this failure overloads the power supply and five minutes afterwards the power
supply itself fails. Clearly any FR method dealing with the MOSFET failure has
a five minute deadline.
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One fundamental question remains: how do you prove a particular FR method
is both logically and temporally correct? That’s where the failure modes and ef-
fects testing (FMET) comes into play. The concept is simple. The test engineer
physically injects a failure into the system and then observes what the effect
is. This testing is normally conducted in a laboratory where the operational
environment can be regulated and any undesirable effects can be strictly moni-
tored and controlled. Once the failure is injected, the FR method is executed to
ascertain its logical and temporal correctness.

5.1 How Evolvable Hardware Supports Fault Recovery

Circuit reconfiguration is one way of handling failures and it can be a very ef-
fective FR method. For instance, Keymeulen et al. [6] successfully reconfigured
a field-programmable transistor array to restore functionality that had deterio-
rated when the device was placed in a high temperature environment. Reconfigu-
ration should also be effective for countering gradual behavioral changes such as
those caused by aging effects or a slowly changing operational environment. But
in general the thought of reconfiguring already failed circuitry suffers from one
potentially fatal flaw: it assumes a new configuration exists that restores some
level of acceptable behavior, if we can just find it. With unanticipated failures—
i.e, failures never envisioned by the original designers—that assumption may not
be valid. There is no way of knowing a priori if the search space contains any
circuit configurations that could effectively deal with the existing failure. If not,
an evolutionary algorithm could expend a great deal of computational effort and,
in the end, accomplish nothing.

One way of dealing with unanticipated failures is to “work around” the failure
instead of trying to physically remove it. The basic idea, shown in Figure 9, is
analogous to compensation in linear control systems. The plant, where the failure
exists, is left intact and EH tries to adjust the input to neutralize the failure
effects. Of course this method won’t handle hard plant failures, but it can deal
with aging effects and other minor behavioral changes in a general way [9].

Intrinsic reconfiguration has one big advantage and one big disadvantage. It
allows a system to deal with not just known mishaps, but also unanticipated or
poorly defined fault conditions (the advantage). But, the running time can be
large, making it hard to meet a recovery deadline (the disadvantage). There is,
however, a way to get the advantage without the disadvantage.

As stated previously, engineers already know what mishap conditions to avoid.
For each mishap condition an FTA can be conducted to determine the root
cause(s). Now the engineer can tradeoff various FR methods including both ex-
trinsic and intrinsic EH. Clearly extrinsic reconfiguration poses no real problem
with running time because only computer models are involved, although the is-
sue remains as to whether or not the models can accurately capture the plant
failure. Intrinsic reconfiguration is therefore preferred because there are no com-
puter models to deal with. An FMET setup is used to inject the fault and start
the intrinsic reconfiguration process. The evolutionary algorithm running time is
no longer a factor because the process is conducted in a regulated environment
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where failure effects can be controlled and any physical damage can be repaired.
Once a logically correct configuration is found, it can be stored for later use.
(Temporal correctness will be covered shortly.) This process is repeated for each
mishap, thereby creating a database of circuit configurations developed specifi-
cally for fault recovery.

Each configuration in the database is stored as a programming stream in
non-volatile memory. Of course, configurations don’t have to be stored for just
failures that lead to mishaps. Configurations can be stored for any failure no
matter what its effect is. The only limitation is the size of available memory.

This database of circuit configurations forms the heart of a fault tolerant em-
bedded system and is deployed along with the embedded system into a remote
operating environment. FDI operations are conducted as normal—i.e., executed
whenever faults are suspected. Fault recovery is now very straight forward. Once
the fault is isolated, the system goes to the database and downloads the appro-
priate circuit configuration for that particular failure. Programming time is ex-
tremely short (typically a few milliseconds at best), which should easily comply
any finite recovery deadline. Hence, temporal correctness is as good as guaran-
teed with this approach.

Of course creating a database of configurations probably isn’t going to work if
the embedded system has to contend with unanticipated failures. On-board, full
intrinsic reconfiguration may be the only viable FR method. But that introduces
some new challenges not previously discussed.

A survey of recent publications describing EH research shows the majority
of work is done in a laboratory environment. The EA typically runs on a com-
puter with a clock speed exceeding 1 GHz and with virtually limitless memory.
Unfortunately, few deployed embedded systems have computing platforms even
approaching these capabilities, particularly if that deployed system operates in
a hostile environment. For example, an upcoming (2009) NASA mission to Mars
uses an instrument with a rad-hard 8051 microcontroller [21]—a processor with
a maximum clock speed of 20 MHz and which can only address 64 KB of ex-
ternal data memory. This type of processor poses two problems: (1) the slow
clock speeds makes the reconfiguration time long, which in turn makes it diffi-
cult to meet a short recovery deadline, and (2) the limited memory means large
EA populations cannot exist, which affects the search ability. This latter issue
also increases the reconfiguration running time. The solution here may entail
using reduced population EAs such as the mini-pop GA[22] or even a compact
GA[23]. Some preliminary work has been done these reduced population EAs
and it appears like the compact GA may show some promise[24].

6 Conclusions

In this chapter I have discussed what makes a system fault tolerant and how
these type of systems are designed. FDI cannot be ignored because it is an
integral part of any FT system. Several FDI methods were discussed.
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Of particular importance to the computational community is the requirement
that FT systems be treated as real-time systems. Both FDI and FR have dead-
lines. This imposes strict logical and temporal requirements on the fault recovery
method, which possibly limits intrinsically evolved approaches as a FR method.
However, a very promising approach, at least for recovery from anticipated faults,
is to create a database of intrinsically evolved configurations. An FMET can be
used to verify logical and temporal correctness. Fortunately, very few systems
have to contend with unanticipated fault recovery, so the described approach
should have broad appeal.
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