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Preface

Asia Information Retrieval Symposium (AIRS) 2008 was the fourth AIRS confer-
ence in the series established in 2004. The first AIRS was held in Beijing, China,
the second in Jeju, Korea, and the third in Singapore. The AIRS conferences
trace their roots to the successful Information Retrieval with Asian Languages
(IRAL) workshops, which started in 1996.

The AIRS series aims to bring together international researchers and devel-
opers to exchange new ideas and the latest results in information retrieval. The
scope of the conference encompasses the theory and practice of all aspects of
information retrieval in text, audio, image, video, and multimedia data.

We are pleased to report that AIRS 2006 received a large number of 144 sub-
missions. Submissions came from all continents: Asia, Europe, North America,
South America and Africa. We accepted 39 submissions as regular papers (27%)
and 45 as short papers (31%). All submissions underwent double-blind review-
ing. We are grateful to all the area Co-chairs who managed the review process of
their respective area efficiently, as well as to all the Program Committee mem-
bers and additional reviewers for their efforts to get reviews in on time despite
the tight time schedule. We are pleased that the proceedings are published by
Springer as part of their Lecture Notes in Computer Science (LNCS) series and
that the papers are EI-indexed.

We thank Cheng Niu for managing the tutorials and Xueqi Cheng for coordi-
nating demonstrations. The Publications Co-chairs, Guodong Zhou and Tetsuya
Sakai, put in a lot of effort to compile the camera-ready papers and liaise with
the Springer publisher. We thank Ting Liu and Youqi Cao, who chaired the local
organization efforts. We also thank Muyun Yang for local management; Wanxi-
ang Che for maintaining the AIRS 2008 website; Tetsuya Sakai and Dawei Song
for publicity; and Le Sun and Munkew Leong for overseeing the financial as-
pects of the conference. We are particularly thankful to Jun Xu for managing
the submission website and provide the necessary technical support.

We are grateful to Harbin Institute of Technology for hosting the confer-
ence and to Sheng Li for accepting to be the honorary Conference Chair. We
thank Microsoft Research Asia for sponsoring the conference and Springer for
publishing the conference proceedings.

Finally, we acknowledge, and are inspired by, the many authors who submit-
ted papers and who continue to contribute in this Asia community of IR research
and development.

Wei-Ying Ma
Kam-Fai Wong

Hang Li
Jian-Yun Nie
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Abstract. Expertise recommenders that help in tracing expertise rather
than documents start to apply some advanced information retrieval tech-
niques. This paper introduces an odds ratio model to model expert en-
tities for expert finding. This model applies odds ratio instead of raw
probability to use language modeling techniques. A raw language model
that uses prior probability for smoothing has a tendency to boost up
“common” experts. In such a model the score of a candidate expert in-
creases as its prior probability increases. Therefore, the system would
trend to suggest people who have relatively large prior probabilities but
not the real experts. While in the odds ratio model, such a tendency is
avoided by applying an inverse ratio of the prior probability to accom-
modate “common” experts. The experiments on TREC test collections
shows the odds ratio model improves the performance remarkably.

1 Introduction

Traditionally, recommender systems are an approach to solving problems of in-
formation overload. But in large organizations, they become one technology that
assists to efficient locate people with needed expertise [4]. Such expertise rec-
ommender systems are gaining increasing importance as organizations continue
to look for better ways to exploit their internal knowledge capital and facilitate
collaboration among their employees for increased productivity [11]. As infor-
mation technology advances, expertise recommendation approaches have moved
from employing a database housing the knowledge of each employee to auto-
mated mining expertise representations in heterogeneous collections [5],[10].

The core of expertise recommender systems is expert finding that searches
appropriate experts for recommendation. Increasing interest in expert finding
led to the launch of an expert search task as a part of the enterprise track at
TREC in 2005 [3]. It formulated the problem of expert finding as a retrieval task
to rank people who are candidate experts given a particular topical query. Most
systems that participated in this task applied advanced information retrieval
(IR) approaches, such as language modeling techniques. Typically, a two-stage
language model proposed by Cao et al. [2] showed excellent performance in
2005, and then became popular at TREC 2006. In this model, each document is
represented as both a bag of topical words and a bag of expert entities. So for each
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document, a language model of topical words which is called a relevance model
is created, as well as a language model of expert entities called co-occurrence
model. The probabilistic score of a candidate expert is then calculated from these
two kinds of language models by assuming conditional independence between the
candidate and the query. A general representation of this method is

P (e|q) =
∑

d

P (d|q)P (e|d) (1)

where e denotes a candidate expert, q a topical query, and d a document. A
similar model was introduced by Balog et al. [1] as their Model 2.

In this paper, we analyze the language modeling approach to expert find-
ing, taking the two-stage model as an example. As the relevance model P (d|q)
can be devised as a simple document retrieval system using language modeling
techniques, the smoothing methods applied in this model have been studied in
[12]. In this paper, our focus is on the co-occurrence model P (e|d) which models
expert entities. Our study reveals that the interpolation smoothing used in the
co-occurrence model over-magnifies the affection of expert prior probability to
give the model a tendency to prefer “common” experts. To avoid this short-
coming, we present an approach that uses odds ratio, a relative value of the
smoothed probability to the prior probability, to replace the smoothed probabil-
ity itself. We also present a more general model by modeling expertise on a set
of documents in which it occurs.

2 Modeling Analysis

2.1 Language Model for Expert Finding and Its Smoothing

The problem of identifying candidates who are experts for a given topic can
be stated as “what is the probability of a candidate e being an expert given
the topical query q”. That is, we rank candidates according to the probability
P (e|q). The candidates in the top are deemed the most probable expert for the
given topic.

For expert ranking, language modeling techniques are applied to estimate the
likelihood that one is an expert to a given topic. Such probability is computed
based on the document collection which both the candidate and the topic are
associated to, in a two-stage manner.

P (e|q) =
∑
d

P (e, d|q)

=
∑
d

P (d|q)P (e|d, q) (2)

where d denotes a document and P (d|q) is the same as a traditional document
retrieval.

In the following discussion, we focus on P (e|d, q) which models the candi-
dates. P (e|d, q), as the co-occurrence model, captures the association between a
candidate and a document. For simplification, people usually assume the query
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and the candidate are conditionally independent. Then we get equation (1).
Therefore, we can treat each candidate identifier as a term and model it us-
ing language modeling techniques to get the probability P (e|d). The maximum
likelihood estimate of this probability is

Pml(e|d) =
tfe,d

|d| (3)

where tfe,d is the raw term frequency of candidate e in document d, |d| is the
total frequency of candidates in d. Usually, the empirical estimator Pml(e|d) is
not accurate enough when dealing with sparse data like candidate identifiers. It
needs smoothing.

Most smoothing methods make use of two distributions, a model used for
“seen” words that occur in the document, and a model for “unseen” words that
do not [12]. We use Ps(e|d) for “seen” candidates and Pu(e|d) for “unseen”
candidates. The probability P (e|q) can be written in terms of these models as
follows

P (e|q) =
∑

d:tfe,d>0

P (d|q)Ps(e|d) +
∑

d:tfe,d=0

P (d|q)Pu(e|d) (4)

The probability of an unseen candidate is typically taken as being proportional
to the collection language model of the candidate, i.e. Pu(e|d) = λP (e|C). In
interpolation smoothing, the probability of a seen candidate is represented as

Ps(e|d) = (1 − λ)Pml(e|d) + λP (e|C) (5)

where λ is constant parameter. In this case, we get

P (e|q) =
∑

d:tfe,d>0

(P (d|q) × (1 − λ)Pml(e|d)) +
∑

d

(P (d|q) × (λP (e|C))) (6)

As the query is supposed to be created from the collection, we can just define∑
d

P (d|q) = 1. Then equation (6) becomes

P (e|q) =
∑

d:tfe,d>0

(1 − λ)P (d|q)Pml(e|d) + λP (e|C) (7)

It can be seen that the smoothing term is only proportional to P (e|C). It seems
to be similar with the language model used to retrieve documents. However,
they have different effects. In the language model of topical words, the task is
ranking documents; whilst in the language model of expert entities, the task
is ranking experts. So the smoothing in the former is aimed to accommodate
common words to reduce their affection, but in the latter there is an inverse
effect that gives more weight to “common” experts.

How comes such a conclusion? Let us assume that a candidate whose prior
probability is small has a big maximum likelihood probability in a document
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while another candidate whose prior probability is large has a small maximum
likelihood probability in that document. Apparently, the first person would be
more likely an expert of the document than the second one. But the second
person would possibly get a larger score if we use (7) for ranking. That smoothing
strategy over-magnifies the affection of P (e|C) and the results would be given
a bad tendency to the candidates with a relatively lager prior probability. The
influence of the smoothing is shown in Fig. 1. It makes the results decline. Balog
et al.’s Model 2 which only applies maximum likelihood estimate gets the best
performance.

Fig. 1. The performance of the interpolation smoothing in expert finding systems.
Note that the average precision results are normalized using the maximum likelihood
estimate result (λ = 0). And that result would be reported as MLE in our experiments
in next section.

2.2 Using Odds Ratio

To avoid the flaw that boosts up “common” experts, we try to reduce the affec-
tion of the prior probability. Furthermore, it is better to make the prior proba-
bility hold an inverse effect that accommodates “common” experts as it dose in
document retrieval. So one of the most effective solutions is to apply a ratio of
the seen probability and the collection background probability. That is what we
called odds ratio in this paper, shown as

P (e|q)
P (e|C) =

∑
d:tfe,d>0

P (d|q)(1 − λ)Pml(e|d)
P (e|C) + λ

∝
∑

d:tfe,d>0

P (d|q)Pml(e|d)
P (e|C)

(8)

Note that λ is the const parameter which does not affect the results, so we use
∝ here to show the same ranking. The underlying meaning of the odds ratio
is how much a document votes to a candidate depends on how this document
is relatively important to the candidate but not just their association. So it
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would act as the “idf” in vector model to accommodate the experts who occur
commonly in every documents.

From equation (8), we can see the score of a candidate expert is only associated
with the documents in which it occurs. So it is better to just consider these
documents and model the expert on them to get a more general model. Thus,
the model is like

P (e|q)
P (e|C) =

∑
d:tfe,d>0 P (d|q)Ps(e|d)

P (e|C)

=
∑

d:tfe,d>0

P (d|q)
(
(1 − λ)Pml(e|d)

P (e|C) + λ
)

(9)

Note that equation (9) becomes (8) when the parameter λ is 0. This is our
general model that applies odds ratio to improve language modeling techniques
for expert finding. For convenience, in the experiments next section, we will not
explicitly give the results of (8) but mention them as included in the results
of (9).

3 Experimental Evaluation

We now present an experimental evaluation of the improved model for expert
finding. First of all, we address the following research questions. We have re-
ported the experimental results of the original model, we then use its best set-
ting (i.e., maximum likelihood estimate) for comparison. The question is how
the improved model compares with the original model. We also state an interpo-
lation smoothing model which models a candidate on the documents it occurs.
We compare this model with the improved model to show the effectiveness of the
odds ratio in a range of settings. We then describe the experiments on TREC
collections.

W3C corpus comprises 331,037 documents crawled from the public W3C
(*.w3c.org) sites in June 2004 [3]. This heterogeneous repository contains sev-
eral types of web pages, such as emails, personal homepages, wiki pages and so
on. All of such pages were processed in our experiments. The evaluation was
on Ent05 collection, which included W3C corpus and queries EX1-EX50, and
Ent06 collection, which included W3C corpus and queries EX51-EX105. Queries
EX1-EX50 contain only a “title” section; whilst queries EX51-EX105 contain
“title”, “description” and “narrative” sections.

We implemented our approach on version 4.2 of the Lemur Toolkit [9] which
was used for the relevance model. First of all, the named entities of the candidates
were extracted. We employed a list of 1,092 candidates, including full name and
email. It is a specialized named entity recognition task, for which Rule-based
name matching mechanisms described in [7] were applied. In practice, 795 of
1,092 candidates were found in the corpus and they appeared 8,587,453 times.
When building index, we ignored case, stemmed with Krovetz’s algorithm, and
removed useless words by a list of 571 stop words. The same pre-processing
was applied to the queries. We built another index for expert candidates, just
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treating each entity as a term. Language modeling approach was implemented
on this index too.

We compared three expertise modeling approaches: maximum likelihood esti-
mate (MLE), interpolation smoothing (IS) and odds ratio (OR). The OR model
was formulized in (9). The MLE model would be stated as

P (e|q) =
∑

d:tfe,d>0

P (d|q)Pml(e|d) (10)

and the IS model is

P (e|q) =
∑

d:tfe,d>0

P (d|q) ((1 − λ)Pml(e|d) + λP (e|C)) (11)

As all the models described above are general, they need to be detailed in the
experiments. For convenience, we just applied the specific formula introduced by
Cao et al. [2].

P (e|d) = (1 − λ)
tfe,d

|d| + λ

∑
d′:tfe,d′ >0

tfe,d′

|d′|

dfe
(12)

Here Dirichlet prior were used in smoothing of parameter λ:

λ =
κ

|d| + κ
(13)

where κ is average length of term frequency of candidates in the collection. In
our experiments, it is 10,801. Note that we use a flexible λ which is assumed to
fit the general models.

The performances were tested on using top n documents retrieved by the rele-
vance model as we found the performances would change according to returning
different subsets of documents. We tried different value of n and got the result
curves in Fig. 2. It reveals that the performance of the OR model is significantly
better than the other two. In average, the OR model exceeds the MLE by over
12.0 percentage points. And if only the specific model of (8) is considered, it
would exceed the MLE by about 10.6 percentage points in average. Meanwhile,
the OR model exceeds the IS model by about 16.9 percentage points. The more
significant improvement was supposed to be due to the IS model uses the prior
probability for interpolation smoothing.

So is the OR model better than the IS model in any settings? To answer it, we
relaxed the specification of λ in the two models and tested them by tuning λ, based
on the condition of returning 200 documents as relevant. Such is the condition on
which IS model almost gets its best results. Fig. 3 shows the results. It reveals
that on all values of λ the OR model outperforms the IS model. Something inter-
esting in Fig. 3 is that the OR model outperforms the IS model more significantly
on Ent05 than Ent06. When looking into it, we found that such difference may
be caused by the different ways how the judgements of these two collections cre-
ated. In Ent05, the queries are the names of W3C groups and the judgements are
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Fig. 2. The comparison of the three approaches on different subset of relevant docu-
ments. At the top is on Ent05 and at the bottom is on Ent06. Note that the size of the
subset is not proportionally increasing.

Fig. 3. The comparison of the IS model and the OR model on different value of λ
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independent of the documents. But in Ent06, the judgements are contributed by
the participants according the information from the documents. As a result, the
judgements for Ent06 would show more preference to the experts who occur more
times in the corpus, i.e., the “common” experts. So there seems less improvement
for Ent06 because the IS model gets more benefit from the judgements.

Comparing our best results with the official results of the TREC Enterprise
track, we found that using OR model improves the performances from the fifth
best to the third best in TREC 2005 and 2006. As it is much harder to improve
a top 5 system, we believe that is an obvious improvement. Also consider that it
is a general model for expert finding, so its performance can be further improved
by applying some elaborate mechanisms.

4 Conclusion

We analyzed the language modeling approach in expertise recommender sys-
tems. Taking the two-stage expert finding system as an example, our study was
focused on the language model created for expert entities. In such a model, the
smoothing is different from that used in the language model for retrieving docu-
ments. It wrongly uses expert prior probability which would be supposed to act
as the “idf” in vector model to accommodate “common” experts. As a result,
people who have relatively larger prior probability become more probable to be
an expert. To avoid such a bias, we suggested an odds ratio model that applies
odds ratio instead of raw probability to build the association between experts
and documents. Additionally, we modeled one’s expertise on a set of documents
related to that person to get a general model. Our experiments on TREC collec-
tions reveals notable improvement using the odds ratio model. Compared with
other systems that participated in TREC, the odds ratio model is promising.

Though our study showed that the two-stage expert finding system boosts up
“common” experts, we believe the problem also exists in other kinds of language
modeling approaches to expert finding. We will further study several other expert
recommender systems to prove this assumption.
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Abstract. TF·IDF has been widely used as a term weighting schemes in today’s 
information retrieval systems. However, computation time and cost have be-
come major concerns for its application. This study investigated the similarities 
and differences between IDF distributions based on the global collection and on 
different samples and tested the stability of the IDF measure across collections. 
A more efficient algorithm based on random samples generated a good ap-
proximation to the IDF computed over the entire collection, but with less com-
putation overhead. This practice may be particularly informative and helpful for 
analysis on large database or dynamic environment like the Web. 

Keywords: term weighting, term frequency, inverse document frequency, sta-
bility, feature oriented samples, random samples. 

1   Introduction 

Automatic information retrieval has long been modeled as the match between docu-
ment collection and user’s information needs. In any implementation based on this 
model, the representation of document collection and users’ information need is a 
crucial consideration. Two main questions are involved in the representation: decision 
on what terms to include in the representations and determination of term weights [1]. 

TF·IDF is one of the most commonly used term weighting schemes in today’s in-
formation retrieval systems. Two parts of the weighting were proposed by Gerard 
Salton [2] and Karen Spärck Jones [3] respectively. TF, the term frequency, is defined 
as the number of times a term in question occurs in a document. IDF, the inverse 
document frequency, is based on counting the number of documents in the collection 
being searched that are indexed by the term. The intuition was that a term that occurs 
in many documents is not a good discriminator and should be given lower weight than 
one that occurs in few documents [4]. The product of TF and IDF, known as TF·IDF, 
is used as an indicator of the importance of a term in representing a document. 

The justification for and implementation of IDF has been an open research issue in 
the past three decades. One thread of research focuses on IDF calculation itself and 
proposes alternative IDF computation algorithms [5]. The other thread of research 
seeks theoretical justifications for IDF and attempts to understand why TF·IDF works 
so well although TF and IDF exist in different spaces [6]. 
                                                           
∗ These authors contribute equally to this paper. 
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There have been a vast number of studies on distribution of word frequencies and 
other man made or naturally occurring phenomena. Studies found that these phenom-
ena often follow a power-law probability density function and a Zipf or a Poisson 
mixture frequency rank distribution [7, 8]. However, there are different opinions on 
values of the parameters in the distribution function. It was also noted that the pa-
rameters might change across genre, author, topic, etc. [7]. Finally, many early ex-
periments were conducted on abstracts rather than full text collections. The language 
patterns in the full text can be very different from the abstracts. 

This study does not intend to test the term frequency distributions, or to derive the 
estimators for distribution parameters. Instead, it aims to investigate the similarities 
and differences between IDF distributions based on the global collection and on dif-
ferent samples and to test the stability of the IDF measure across collections. The 
study examines how IDF varies when it is computed over different samples of a 
document collection, including feature-oriented samples and random samples. As 
Oard and Marchionini [9] pointed out, estimates of IDF based on sampling earlier 
documents can produce useful IDF values for domains in which term usage patterns 
are relatively stable. 

The motivation of this study comes from the observation that advance knowledge 
of IDF is either impossible for a real world collection or too expensive to obtain. The 
practical aim of the study is to develop a more efficient algorithm that requires less 
computational time/cost, but at the same time, generates a good approximation to the 
IDF computed over the entire collection. In a dynamic world where new information 
is added accretionally to a collection, it would be informative to understand how col-
lection based weights will evolve when new information is added. With this under-
standing, we may make recommendations such as if the collection size increases by 
more than x percent, then the IDF weights should be updated. A recommendation like 
this will be particularly useful in a dynamic environment like the Web. 

2   Methods 

The experiments were conducted on a 1.16GB collection of full text journal articles 
published mostly between 1997 and 2006. The articles came from 160 journals and all 
of them were available in XML format. In order to allow for comparison of IDF com-
puted from different components of articles (title, abstract, reference and table or 
figure caption), articles which missed any of the above four components were dis-
carded. After the pruning, 15,132 articles were left and used for experiments. The rest 
of this section describes the pre-processing and the statistical methods. 

2.1   Preprocessing 

The pre-processing of the collection consists of four steps: extracting, tokenizing, 
removing stop words, and stemming. The first step was to extract from each docu-
ment the information that would be used in analysis. First, information from the fol-
lowing XML tags was extracted: journal ID, journal title, article identifier, article 
title, abstract, titles of cited works and table/figure captions tags. If a cited work was a 
journal article, the title of the article was used. If a cited work was a book, the book 
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title was used. Then, for the <body> section which contained the text of the articles, 
all information was extracted unless it was under headings which were non-topic in 
nature (e.g., those for structural or administrative information). Since there was varia-
tion across articles and across journals in the use of headings, we manually examined 
all the headings that appeared five times or more in the collection and identified non-
topic headings for removal. We also sorted the headings alphabetically and identified 
variants of these headings and occasional misspellings. 

The second step of pre-processing was to stripe off XML tags and tokenize the ex-
tracted parts into terms. We used space as the delimiter; therefore, only single words 
(instead of phrases) were considered. The tokenizer removed all the punctuation. In 
specific, this means that all hyphenated terms were broken into two. Next, we applied 
a basic stop word list called Libbow Stop Word List [10] which we expanded by add-
ing all-digit terms, such as “100” and “1000”, and octal control characters, such as 
“&#x0002b”. We also removed all the DNA sequences (strings of 8 characters or 
longer which were formed solely by letters a, c, g, and t) and information in the 
<inline-formula> tags, which contained noise. 

Finally, we used the popular Porter stemming algorithm [11] to stem the words. All 
the stemmed words were stored into a table in the Oracle database. For each stemmed 
term, the article ID and source (‘T’ for title, ‘A’ for abstract, ‘C’ for caption, ‘R’ for 
reference, and ‘B’ for body) were stored. Body is the part of an article other than the 
title, abstract, table/figure and reference. Headings are regarded as part of the body. 

In sum, the experiment collection consisted of 15,132 full text articles of 3,000 
words long on average. Each article contained a title, an abstract, a body, some ta-
ble/figures and a list of references. For tables and figures, we were only interested in 
their captions, so we discarded table/figure contents. For references, we were only 
interested in titles of cited works (either book titles or titles of journal articles) and did 
not consider other information, such as authors and journal names. The vocabulary 
size was 277,905, which was the number of unique stemmed terms in the collection. 

2.2   Statistical Methods 

Various ways have been proposed to calculate IDF. A basic formula was given by 
Robertson [4]. A later discussion between Spärck Jones [12] and Robertson resulted 
in the following formula of IDF: 

1)(log)(log1)(log)( 222 +−=+= i
i

i nN
n

N
tidf  (1) 

where N is the total number of documents in the collection and ni is the number of 
documents that contain at least one occurrence of the term ti. 

For a particular collection (fixed N), the only variable in the formula is ni, the 
number of documents in which the term ti appears. Let us call it document frequency 
(DF). IDF is then a monotone transformation to the inverse of the document fre-
quency. When a different collection is used, the IDF will differ only by a constant, 
log2(N/N’).Therefore, we can approach the IDF comparison problem by comparing 
the document frequency distribution in the global collection and in each of the sub-
sampling collections. 
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There were 14 collections involved in the analyses: the global collection, four fea-
ture oriented sub-sampling collection (title, abstract, caption and reference) and nine 
random sample collection (from 10% to 90% at 10% interval). Each collection can be 
represented as N feature-value pairs with the feature being a term in the vocabulary 
and value being the document frequency of the term. Formally, the document fre-
quency representation of a collection is: DF_xx {(term1, df1), (term2, df2), …, 
(term277905, df277905)}, with xx being G (global), T (title), A (abstract), C (caption), R 
(reference), 10 (10% random sample), …, 90 (90% random sample). For example, the 
global collection document frequency is represented as: DF_G {(a, 10), (a0, 17), …, 
(zzw, 1), (zzz, 2)}. When a term was missing in a sub-sampling collection, its docu-
ment frequency was defined as 0. 

With the above representation, the problem of comparing document frequency fea-
tures of two collections (the global collection and a sub-sampling collection) was 
abstracted as comparing two data sets, DF_G and DF_sub, and asking if they follow 
the same distribution. 

For each data set, we first summarized the data by plotting document frequencies 
against their ranks and showing a histogram of document frequency distribution. 
Some summary statistics were also reported to characterize the distribution. 

To compare the two data sets, we first looked at their histograms to visually com-
pare the shapes of the distributions. Then we generated scatter plots and computed 
correlation coefficients to estimate the strength of the linear relationship between the 
two data sets. As the data were by far not normally distributed, we used Spearman 
Rank Order Correlation Coefficient, instead of Pearson’s Correlation Coefficient. 

Finally, we computed the Kullback-Leibler distance between the two distributions 
as a numeric characterization of how close the distribution of the sub-sampling data 
set was from the distribution of the global data set. The Kullback-Leibler distance, 
also called the relative entropy [13], between the probability mass function based on  
a sub-sampling collection p(x) and that based on the global collection q(x) was de-
fined as: 
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in which X was the vocabulary space, x was a term in the vocabulary space, p(x) and 
q(x) were the document-wise probability that the term occurred in the sub-sampling 
collection and the global collection, respectively. Specifically, p(x) was computed as 
ni/∑ni, so all p(x) added up to 1. q(x) was computed in a similar way for the global 
collection. Note that in this definition, the convention (based on continuity arguments) 
that 0log(0/q)=0 was used. As Cover and Thomas [13] pointed out, the Kullback-
Leibler distance is not a true distance between distributions since it is not symmetric 
and does not satisfy the triangle inequality; nonetheless, it is a useful and widely used 
measure of the distance between distributions. 

Although there are many studies on the distribution of word frequency and fre-
quency rank, it remains unclear which distribution and which parameters are the most 
appropriate for what type of collection. In this study, we used non-parametric meth-
ods without assuming any particular form of distribution. 
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3   Results 

3.1   Feature Oriented Samples 

We carried out the first set of experiments on feature based sub-sampling collections. 
We started with calculating document frequency, ni in formula (1), for each stemmed 
term. The vocabulary size (i.e., the number of rows in the df_xx table) for the global 
collection and each of the special feature collections are summarized in Table 1. 

Table 1. Vocabulary size for each collection 

Data Set Code Global T A C R 
Collection Name Global Title Abstract Caption Reference 

Size 277,905 16,655 44,871 71,842 94,007 

 
Figure 1 displays the scatter plots between the global DF and sample DFs. When a 

term was missing from a sub-sampling collection, its sample DF was defined as 0. 
The plots showed that the linear relationship between the global DF and any of the 
sample DFs was not very strong. The Spearman Correlation Coefficients were 0.5691 
(global vs. reference) > 0.5373 (abstract) > 0.4669 (caption) > 0.3845 (title). 

 

 

 

Fig. 1. Scatter plots between global DF and DF of Title (upper left), Abstract (upper right), 
Caption (lower left), Reference (lower right) collections 

To help understand why the linear relationship was not very strong, we replotted 
the four pairs of DFs, but on a log-log scale. The plots are displayed in Figure 2. 
Since the logarithm function has a singularity at 0, these plots excluded all the terms 
that only appeared in the global collection, but not in a sub-sampling collection. 

From these plots, we could easily see that the deviation from linear relationship 
happened more with terms that had low document frequencies in the sub-samp- 
ling collections. For example, in the upper left plot, y value of 0 (i.e., DF_T=1)  
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Fig. 2. Scatter plots between global DF and DF of Title (upper left), Abstract (upper right), 
Caption (lower left), Reference (lower right) collections on a log-log scale (base 10) 

corresponded to a wide range of x values from 0 up to about 4 (i.e., DF_Global from 
1 to 9,950). This means that a term that only appeared once in document titles ap-
peared somewhere else in 9,950 documents. 

Next, we computed the relative entropy for each of the feature-oriented samples 
compared to the global collection. Recall that the relative entropy was defined as: 
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in which X was the vocabulary space and x was a term in the vocabulary space. For 
each term ti, p(x) and q(x) were computed as ni/∑ni with ni being the document fre-
quency for term ti in the sub-sampling collection and in the global collection, respec-
tively. The results were: 0.2565 (abstract) < 0.3838 (caption) < 0.3913 (reference) < 
0.7836 (title). This means that the abstract data set distributed most similarly to the 
global data set, followed by the caption data set and the reference data set. Note that 
this order was different from the order for Spearman Correlation Coefficients. 

In summary, the above analyses compared the four sample distributions with the 
distribution of the global data set from different approaches. All five sets of data were 
heavily skewed. The scatter plots and the correlation coefficients showed that the 
linear relationships between the sample data sets and the global data set were not very 
strong. So, IDFs calculated based on those samples may not be very good estimates 
for those of the global collection. In particular, the title was probably too crude to be a 
good compression of the full text. Besides, qualitative analyses suggested that there 
were some systematic missing of terms in the title and reference collections. In other 
words, their language patterns were not the same as the rest of the collection. Fur-
thermore, distribution distance measures led to different results than the correlation 
coefficients. The disagreement might be an indication that there were more complex 
relationships in the data. 
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Fig. 3. Scatter plots between global DF on x-axis and DF of random 10% to 90% collections on 
y-axis (from left to right, then top to bottom) 

 

 

 

Fig. 4. Scatter plots between global DF and DF_10 to DF_90 (from left to right, then top to 
bottom) on a log-log scale (base 10) 

 
 



 Exploring the Stability of IDF Term Weighting 17 

3.2   Random Samples 

In this set of experiments, we used random samples of the collection. For a 10% sam-
ple, we randomly picked 1,513 articles out of the 15,132 articles and built the data set 
with terms that came from this subset of articles. The vocabulary size for the global 
collection and each of the random sample collections are summarized below. 

Table 2. Vocabulary size for the global collection and each of the random sample collections 

Data Set 10% 20% 30% 40% 50% 
# articles 1,513 3,026 4,540 6,053 7,566 

Vocabulary 68,724 102,208 130,001 158,318 181,041 
Data Set 60% 70% 80% 90% Global 
# articles 9,079 10,592 12,106 13,619 15,132 

Vocabulary 202,236 222,170 241,675 260,225 277,905 

 
In Figure 3, we display the scatter plots between the global DF and random sample 

DFs. When a term was missing from a random sample collection, its sample DF was 
defined as 0. The plots showed that the linear relationship between the global DF and 
any of the random sample DFs was stronger than those between the global DF and 
DFs of feature oriented samples. As the sample size increased, the Spearman Correla-
tion Coefficient kept increasing from 0.5591 (10%) to 0.9299 (90%). It should be 
noted that although all these scatter plots look much closer to a straight line than the 
previous set, the smallest Spearman Correlation Coefficient between the random data 
set and the global data set [Corr(DF_10, DF_Global)=0.5591] was actually smaller 
than the largest one between the feature oriented data set and the global data set 
[Corr(DF_R, DF_Global)=0.5691]. We attributed this to the fact that Spearman Cor-
relation Coefficient was rank based statistic while our data sets were seriously skewed 
and had a significant portion of “ties” in DF rank. Therefore, the scatter plots might 
be better descriptions of the relationship between data sets than simply looking at the 
correlation coefficients. 

We also plotted the nine pairs of data sets on a log-log scale (base 10). The plots 
are displayed in Figure 4. Again, these plots excluded all the terms that only appeared 
in the global collection, but not in a sub-sampling collection. 

The deviation from the linear relationship happened again with terms that had low 
document frequencies in the sub-sampling collections. However, unlike the title and 
reference collection in the first experiment, we did not notice any systematic missing 
of terms in the random samples. For example, the terms which were missing from the 
10% collection while appearing in the largest numbers of documents in the global 
collection (number in parenthesis) were: array (64), darwin (62), bisulfit (59), sub-
graph (57), repercuss (56), Shannon (56), notochord (53), peyer (52), ced (51), puc 
(50). These numbers were also much smaller than those associated with the feature 
oriented samples. 
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Next, we computed the relative entropy for each of the random sample data set dis-
tribution compared to the global data set distribution. The values went down consis-
tently as the sample size increased, from 0.0883 (10%) to 0.0025 (90%). Also, all of 
these relative entropies were much smaller than those we obtained in the previous 
section. 

Overall, the results suggested that compared to distributions of feature oriented 
sample data sets, distributions of random sample data sets were much more similar to 
that of the global data set. IDFs calculated based on those samples should be better 
estimates for the global IDF. It is not exactly clear how large a sample will be “suffi-
cient” to represent the whole; however, it is clear that terms that have low document 
frequencies in the sub-sampling collections are less stable then those that appear in a 
lot of the documents in the samples. In other words, we can safely use high-DF terms 
in a sample collection to predict the DF or IDF in the global collection, while we are 
much less confident in using low-DF terms. 

Finally, back to the ultimate task of using sample data to predict global IDF, we 
ran a simple linear regression of IDF Global on IDF_10 to IDF_90. The regression 
equations are: 

IDF_G = -2.4096 + 1.3661 • IDF_10 
IDF_G = -1.9296 + 1.2615 • IDF_20 
IDF_G = -1.5332 + 1.1957 • IDF_30 
IDF_G = -1.2108 + 1.1507 • IDF_40 
IDF_G = -0.9306 + 1.1134 • IDF_50 
IDF_G = -0.7199 + 1.0850 • IDF_60 
IDF_G = -0.5164 + 1.0595 • IDF_70 
IDF_G = -0.3171 + 1.0366 • IDF_80 
IDF_G = -0.1614 + 1.0179 • IDF_90 

R-Squares for the regressions ranged from .8076 (10%), .9211 (40%), .9555 
(60%), to .9907 (90%). This means that on average IDFs calculated with 10% of the 
sample can predict 80 percent of the variation in IDFs calculated with the entire col-
lection. We did not use the same model for feature based sampling data sets because 
we found that the error distributions were seriously non-normal for those data sets. 

4   Conclusions and Discussions 

This study explored the relationship between IDF distributions (via DF distributions) 
in sub-sampling collections and in the global collection with the intention to derive an 
optimal sampling method that used a minimal portion of the entire collection, but 
generated a satisfactory approximation to the IDF generated over the whole collec-
tion. We looked at two different sampling methods, feature based sampling and ran-
dom sampling. Feature based sampling resulted in four sample data sets: title,  
abstract, caption, and reference. Random sampling resulted in nine sample data sets: 
from 10% to 90% at 10% intervals. Several strategies were used to compare the dis-
tribution of each of the sample data sets with the distribution of the global data set. 
Each data set was first summarized using two graphs: a plot of ranked document fre-
quency against the rank and a histogram of the document frequency. The relationship 
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between the two data sets in question was then characterized in three ways: a scatter 
plot, a Spearman Correlation Coefficient, and a Kullback-Leibler distance between 
their distributions. Finally, for random sampling data sets, we performed simple linear 
regression models to predict global IDFs from sample IDFs. 

The results suggested that IDFs computed on random sample collections had 
stronger association with the global IDF than IDFs computed on feature based sample 
collections. On average, the IDF computed on the 10% random sample could explain 
about 80% of the variations in IDFs calculated with the global collection. We also 
noted from scatter plots that high DF terms in the samples (i.e., terms which appeared 
in a lot of articles in the sample collection) were much more reliable than low DF 
terms in predicting global DFs. 

At the beginning of the study, we were interested in finding out an optimal sam-
pling method which would begin with a collection as small as possible, but generate 
IDFs close enough to the global IDF that no significant difference can be found in 
their distributions. This then became a hypothesis testing problem: “can we disprove, 
to a certain required level of significance, the null hypothesis that two data sets were 
drawn from the same population distribution function?” It required establishing a 
difference measure and choosing a test statistic so that we could compare the differ-
ence to a critical value of the test statistic distribution. 

To achieve this goal, we considered two goodness-of-fit tests: the Chi-square 
goodness-of-fit test and the Kolmogorov-Smirnov test. The Chi-square test is used to 
test if a sample of data came from a population with a specific distribution [14]. The 
Kolmogorov-Smirnov test has a similar purpose, but is based on the maximum dis-
tance between two cumulative distribution functions. The test statistics will tell us 
whether the sample DF follows the same distribution as the global DF. 

The Chi-square test could potentially be carried out at three levels. At the first 
level, we could look at the raw data, i.e., the document frequency of each individual 
term, and directly compared the distribution of DF_G and DF_Sub. This was like 
measuring the association between two categorical variables, each having 277,905 
categories. The frequency count in each cell was simply the document frequency of 
the term in that collection. 

At the second level, we could look at the summary data of document frequency 
versus the number of terms with that document frequency. The method put the data 
into bins, each bin corresponding to a unique value of the document frequency. Then 
it counted the number of terms that fell into each bin. We can think of this as generat-
ing a histogram and forcing each bar to be of unit width. So, the feature space became 
unique document frequency values (not necessarily consecutive) and the value was 
the number of terms with that feature. 

At the third level, we could form wider bins for either of the first two methods. 
Binning for the second method was easy to understand and was what statistical soft-
ware would do by default (choosing an optimal bar width to plot the histogram), but 
grouping “bag of words” in the raw data, as at the first level, could only be arbitrary. 

There were problems with each of the three levels. For the first level, there were 
two serious problems. Firstly, all the data sets contained significant proportion of low 
DF terms, which translated into cells with low frequency in the bivariate table. An 
appropriate Chi-square test would require that expected frequencies in each cell be at 
least 5 (possibly allowing a few exceptions if there are a large number of categories). 
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Obviously, our data do not meet the requirement. Secondly, it is argued that a Chi-
square test should only be used when observations are independent, i.e., no category 
or response is dependent upon or influenced by another [15]. This assumption is seri-
ously in jeopardy in our data. It is well known that some words turn to occur together, 
e.g., forming a phrase, while other words rarely co-occur. The test results would be 
very unreliable if we ignored this important linguistic phenomenon and assumed that 
term frequencies were independent. A direct consequence of working with dependent 
data was the difficulty in choosing the appropriate number of degrees of freedom, 
which was determined by the number of independent observations in the data.  

The second and the third methods, both looking at distribution of data, instead of the 
raw data, introduced another problem. To give a simple example, assume there were 
two terms in the vocabulary. In the global collection, Term 1 appeared in 100 docu-
ments (DF_Global1=100) and Term 2 appeared in 10 documents (DF_Global2=10). In 
one sub collection (SubOne), DF_SubOne1=9 and DF_SubOne2=1. In another sub 
collection (SubTwo), DF_SubTwo1=1 and DF_SubTwo2=9. If we looked at the raw 
data, we would probably conclude that the SubOne collection had closer document 
frequency distribution with the global collection than the SubTwo collection. However, 
if we only looked at the summary data, the histograms of the two sub collections were 
identical. What was missing in the summary data was the mapping of terms between 
the global collection and the sub-sampling collection. Even if we found that the sum-
maries of two data sets had same or similar distributions, we could not know for sure if 
the raw data had similar distributions. 

Compared with the first and the second method, the third method should eliminate 
low count cells, but as in any other statistical methods, binning involves a loss of 
information. Plus, as we mentioned above, binning based on the raw data was very 
arbitrary. 

Due to these problems, we felt that it was inappropriate to use Chi-square tests on 
the current data. The Kolmogorov-Smirnov test would be inappropriate either due to 
the dependency of terms. The Kolmogorov-Smirnov test is based on cumulative den-
sity functions. Since the probabilities of some terms are dependent on each other, the 
cumulative density functions generated from the data are unreliable. 

To address the term dependence problem, we will consider in a future study using 
the principal component analysis (PCA) technique to project the original term space 
into an orthogonal space and use the principal components (linear combination of 
terms) to compute correlation coefficients and relative entropies, and perform good-
ness-of-fit tests. Analyses in that space should be more reliable than what has been 
done with the current data sets. 

We are also aware of other possibilities for a future study. Instead of using simple 
random sampling to form the random sample collections, we can consider stratified 
sampling methods such that the 10% sample collection is formed by 10% of articles 
from Journal 1, 10% of articles from Journal 2, etc. This would account for the possi-
bility that language patterns are different across journals. 

This study only considered single terms. Taking phrases into consideration in a fu-
ture study may better model the language use. In this study, we noted that terms that 
appeared in a lot of articles in the sample collection were more reliable than terms that 
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appeared in a few articles in predicting global DFs. It would be interesting to follow 
up this with a term level analysis and see if there are certain terms that are more or 
less stable. 
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Abstract. Passage retrieval has been expected to be an alternative method to re-
solve length-normalization problem, since passages have more uniform lengths 
and topics, than documents. An important issue in the passage retrieval is to de-
termine the type of the passage. Among several different passage types, the ar-
bitrary passage type which dynamically varies according to query has shown 
the best performance. However, the previous arbitrary passage type is not fully 
examined, since it still uses the fixed-length restriction such as n consequent 
words. This paper proposes a new type of passage, namely completely-arbitrary 
passages by eliminating all possible restrictions of passage on both lengths and 
starting positions, and by extremely relaxing the type of the original arbitrary 
passage. The main advantage using completely-arbitrary passages is that the 
proximity feature of query terms can be well-supported in the passage retrieval, 
while the non-completely arbitrary passage cannot clearly support. Experimen-
tal result extensively shows that the passage retrieval using the completely-
arbitrary passage significantly improves the document retrieval, as well as the 
passage retrieval using previous non-completely arbitrary passages, on six stan-
dard TREC test collections, in the context of language modeling approaches.  

Keywords: passage retrieval, complete-arbitrary passage, language modeling 
approach. 

1   Introduction 

Many retrieval functions are using the length-normalization to penalize the term fre-
quencies of long-length documents, since documents are diversely distributed in 
lengths and topics [1-4]. The pivoted length normalization has been the most popular 
normalization technique which was applied to traditional retrieval models such as 
vector space model and probabilistic retrieval model [1]. The length-normalization is 
inherent in the recent language modeling approaches as well, within its smoothing 
methods. However, the length-normalization problem is still a non-trivial issue. For 
example, term frequencies in documents having redundant information will be high in 
proportional to lengths of the documents, while term frequencies in topically-diverse 
documents may not be high in proportional to the lengths.  
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The passage-based document retrieval (we call it passage retrieval) has been re-
garded as alternative method to resolve the length-normalization problem. The pas-
sage retrieval uses a query-relevant passage in document, instead of using the entire 
document, and sets the similarity between the document and the query by the similar-
ity between the query-relevant passage and the query [5-8]. Different from docu-
ments, passages are more uniformly distributed in terms of length and topics. Thus, 
the passage retrieval has been the promising technique to appropriately handle the 
length-normalization problem.  

The most critical issue in the passage retrieval is the definition of passage; what 
type of passage should we use for providing a good retrieval performance? For this 
issue, several types of passages have been proposed; a semantic passage using a para-
graph or a session, a window passage which consists of subsequent words with fixed-
length, and an arbitrary passage which consists of subsequent words with fixed length 
starting at arbitrary position in a document. Among them, the arbitrary passage was 
the more effective [7]. From extensive experiments on the arbitrary passage, Kaszkiel 
and Zobel showed that as passage is less restricted, the passage retrieval becomes 
more effective [7]. Their result is intuitive, since as the passage is less-restricted, the 
more query-specific parts in a document can be selected as the best passage. General-
izing the Kaszkiel and Zobel’s result, a more query-specific passage provides better 
performance, while a more query-independent passage provides worse performance. 
At this point, Kaszkiel and Zobel’s arbitrary passage could be more improved, since 
their proposed arbitrary passage still has the restriction of fixing the passage-length 
such as using 50, 100, …, 600. If we drop this restriction, then a more query-specific 
passage could become the best passage, and thus could result in a more retrieval ef-
fectiveness.  

Regarding that, this paper proposes a new type of passage, namely completely-
arbitrary passages by eliminating all possible restrictions of passage on both lengths 
and starting positions which still has remained in original arbitrary passage. Continu-
ity of words comprising a passage is the only remaining restriction in the completely-
arbitrary passage. Since there is no further restriction to the passage, we can expect 
that a more query-specific passage can be selected as the best passage, resulting in a 
better retrieval effectiveness. 

As another advantage, completely-arbitrary passages can well-support the prox-
imity between query terms which has been a useful feature for a better retrieval per-
formance. Note that the length of passage can play a role for supporting the proximity 
(because the general scoring function of a passage is dependent on the length of the 
passage). Based on this passage length, original arbitrary passage cannot well-support 
the proximity feature, since original arbitrary passage has a lower bound on its length 
such as at least 50 words. On completely-arbitrary passage, extremely short passages 
including two or three terms only are possible, thus passages of query terms alone can 
be selected as the best passage. For example, suppose that a query consisting of 
“search engine”, and the following two different documents (Tao’s example [11]).  

D1: “…………… search engine …………………..”  
D2: “engine ………………….. search”.  
Normally, we can agree that D1 is more relevant than D2, since D1 represents more 

exactly the concept of the given query. When two query terms in a D2 are less-distant  
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than 50 words, Kaszkiel’s arbitrary passage cannot discriminate D1 and D2 at passage-
retrieval level. On the other hand, completely-arbitrary passage can discriminate 
them, since it can construct the best passage of the length of 2.  

Of course, we can directly model the proximity feature by using a function such as 
Tao and Zhai’s method (simply, Tao’s method) [11].  However, Tao’s method heuristi-
cally models the proximity, with an unprincipled way by using a function which cannot 
be naturally derived from the original retrieval model [11]. In addition, Tao’s method 
does not consider the importance of each query term, but simply representing a distance 
as the proximity-driven scoring function. At this naïve setting, when verbose queries 
including common terms are processed, the distance cannot be reasonably estimated, so 
that the effectiveness will not be improved. Compared to the direct method such as 
Tao’s method, the passage retrieval has an advantage that the importance of query terms 
can be considered, resulting in robustness even for verbose queries.  

When we use completely-arbitrary passages, an efficiency problem is raised since 
the number of completely-arbitrary passages is exponentially increasing according to 
the length of a document.  Regarding this, we further propose a cover-set ranking 
algorithm by which the ranking problem of completely-arbitrary passages can be 
efficiently implemented. We will provide a simple proof of equivalence between 
cover-set ranking and finding the best passage among the set of completely-arbitrary 
passages.  

Although the proposed passage retrieval can be utilized to any retrieval models, we 
apply it to the language modeling approach, since it is state of the art. Experimental 
result is encouraging, showing that the proposed passage retrieval using completely-
arbitrary passage significantly improves the baseline, as well as that using the previ-
ous arbitrary passage, in the most of test collections.  

Note that our work is the first successful passage retrieval in the context of lan-
guage modeling approaches. To our best knowledge, Liu’s work is a unique study for 
the passage retrieval in the language modeling approaches [8]. However, Liu’s work 
did not show the effectiveness of passage retrieval on test collections, resulting in 
worse performances over the baseline in some test collections.  

2   Complete Variable Passages and Cover-Set Ranking Algorithm 

2.1   Passage Retrieval Based on Best-Passage Evidence 

In this paper, we assume that the passage-level evidence is the score of the best pas-
sage, since it is well-motivated from the concept of passage retrieval and is empiri-
cally well-performed. Here, the best passage indicates the passage that maximizes its 
relevance to query. Let Score(Q, P) be the similarity function between passage P (or 
document P) and query Q. The passage-level evidence using the best passage is for-
mulated as follows:  

),(max),(
)(

PQScoreDQScore
DSPP

Passg ∈
=  (1) 

In above Eq. (1), Q is a given query, Scorepassg(Q, D) indicates the passage-level 
evidence of document D. SP(D) is the pre-defined set of all possible passages. Let 
ScoreDoc(Q, D) be the final similarity score of document D. As for ScoreDoc(Q, D), we 
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use the interpolation of the document-level evidence - Score(Q, D) - and the passage-
level evidence - Scorepassg(Q, D) - as follows:  

),(),()1(),( DQScoreDQScoreDQScore PassgDoc αα +−=  (2) 

where α is the interpolation parameter, controlling the impact of the passage-level 
evidence on the final similarity score. When α is 1, the final document score is com-
pletely substituted to the passage-level evidence only. We call it pure passage re-
trieval. Score(Q,D) is differently defined according to the retrieval model.  

Of Eq. (1), note that SP(D) is dependent to types of passage. As for previous sev-
eral passage types, we use notations of SPSEM, SPWIN and SPVAR for discourse or  
semantic passage [9], for window passage [6], and for arbitrary passage [7], respec-
tively. SPSEM,  SPWIN  and SPVAR are defined as follows.  

SPSEM(D): It consists of paragraphs, sessions, and automatically segmented seman-
tic passages in D.   

SPWIN(N)(D): It consists of N-subsequent words in D. It is further divided to an 
overlapped window and a non-overlapped window. In the overlapped window, over-
lapping among passages is allowed. For example, Callan used the overlapped window 
by overlapping N/2 sub-window in original N-length window to the previous and the 
next passage [6]. The non-overlapped window does not make any overlapping be-
tween passages. Note that the final passage in the end of document may have a shorter 
length than N for either a non-overlapped passage or an overlapped passage. An over-
lapped window includes a specialized type of passage – a completely-overlapped 
window which allows overlapping N-1 sub-window to previous and next passages, 
thus all passages have the same length of N, without having a different length of the 
passage at the end of document. This completely-overlapped passage is called fixed-
length arbitrary passage in Kaszkiel’s work [7]. From this point on, After now, we 
will refer to window passage as completely-overlapped passage. 

SPVAR(N1,…Nk)(D): It is defined as union of Ni-length window passages -  ∪
SPWIN(Ni)(D). Kaszkiel called it variable length arbitrary passage [7]. His experimental 
results of SPVAR(N1,…Nk)(D) showed the best performance over the other methods.   

Now, completely-arbitrary passage, the proposed type of passage, is denoted as 
SPCOMPLETE(D). Formally, SPCOMPLETE(D) is defined as follows.  

SPCOMPLETE(D): It consists of all possible subsequent words in document D, and 
equivalently denoted as SPVAR(1,…|D|)(D), where |D| is the length of document. It is a 
special type of arbitrary passage.  

Although completely-arbitrary passage is conceptually simple, the number of pos-
sible passages in D is 2|D|-1, which is an exponentially increasing function of the 
length of document. Therefore, it may be intractable to perform the passage retrieval 
based on completely-arbitrary passages, since we cannot pre-index all possible arbi-
trary passages, and cannot compare the scores of all possible passages at retrieval 
time.  

To make the passage retrieval tractable, we propose a cover-set ranking algorithm 
to equivalently find the best passage by comparing cover sets only. Whenever the 
retrieval function produces the score of document inversely according to the length of 
the document, we can always use the cover-set ranking algorithm.  
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2.2   Cover Set Ranking 

A cover is defined as follows: 

Definition 1 (Cover). A cover is a special passage such that all terms at boundary of 
passage are query terms.  

For example, let us consider the following document “abbbcccbbddaaa”, where we 
regard a, b, c, and d as a term. When Q consists of c and d, bbbcccbb, abbb, and 
ddaaa are not covers, while cccbbdd, cbbdd, c, d, cc, dd are. 

Let SC(D) be a set of all covers in D. Then, the following equation indicates that the 
best passage is a cover.  

 ),(max),(max
)()(

PQScorePQScore
DSCPDSPP COMPLETE ∈∈

=  (3) 

Now, what is the class of retrieval functions which satisfies the above equation? 
For this question, we define the new class of retrieval function by the length-
normalized scoring function.  

Definition 2 (Length-normalized scoring function): Let c(w,D) be the frequency of 
term w in document D, and |D| be the length of document D. Let us suppose that term 
frequencies for all query terms are the same for D1 and D2. In other words, c(q,D1) = 
c(q,D2). If the scoring function produces Score(Q,D) which is inversely proportional 
to the length of document D, that is when |D1| < |D2|, Score(Q,D1) > Score(Q,D2), then 
we call Score(Q,D) as a length-normalized scoring function.  

We assume the following reasonable statement for the best passage.  

Assumption 1 (Minimum requirement of query term occurrence in the best pas-
sage). The best passage should contain at least one query term.  

Now, we can simply prove the following theorem.  

Theorem 1. If Score(Q,D) is a length-normalized scoring function, then the best pas-
sage is cover.  

Proof. Assume that the best passage is not a cover. Then, among two terms at the 
boundary of passage, at least one term is not a query term. According to Assumption 
1, this best passage contains a query term. We can construct a new passage by de-
creasing the length of passages until all terms at the boundary become query terms. 
Then, the length of this new passage will be shorter than that of the best passage. But, 
since Score(Q,D) is assumed to be a length-normalized scoring function, this new 
passage has a more score than the best passage. However, this result contradicts our 
definition of the best passage, since the best passage should have the maximum score. 
Thus, the best passage should be a cover.                                                                     □ 

Fortunately, most of the retrieval methods such as pivoted normalized vector 
space, model, probabilistic retrieval model, and language modeling approaches be-
long to the length-normalized scoring function. Thus, Theorem 1 is satisfied in the 
most cases.  

From Theorem 1, the problem of finding the best passage among completely-
arbitrary passages is equivalently converted to the ranking of covers, namely cover-
set ranking. When m is the number of occurrences of query terms in documents i.e. m 
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= ∑q∈Q c(q,D), the number of covers is 2m – 1 = mC1 + mC2 + … + mCm. This quantity 
is much smaller than the original number of completely-arbitrary passages - 2|D| – 1. 
For practical implementation of cover-set ranking, we should pre-index term position 
information for all documents. Note that our concept of cover is slightly different 
from Clarke’s cover [10]. For a given subset T of query terms, Clarke’s cover is de-
fined as a minimal passage that contains all query terms in T, but does not contain a 
shorter passage contain T [10].  

3   Passage-Based Language Models 

Although the proposed passage retrieval is utilized to all retrieval models, we focus 
on the language modeling approach. The model-dependent part is the scoring function 
- Score(Q,D) for document D, and Score(Q,P) for passage P. In the language model-
ing approaches, the relevance of passage P is similarly defined as log-likelihood of 
query of passage P. Thus, the same smoothing techniques as document models are 
utilized to estimate passage models. From now on, we will briefly review two popular 
smoothing techniques [4]. In this section, we assume that a document also becomes a 
passage (a large passage). Jelinek-Mercer smoothing is the linear interpolation of a 
document model from MLE (Maximum Likelihood Estimation) and the collection 
model as follows: 

)|()ˆ|()1()|( CDD wPwPwP θλθλθ +−=  (4) 

where 
Dθ̂  indicates the document model from MLE, and θC is the collection model.  

Dirichlet-prior smoothing enlarges the original document sample by adding a 
pseudo document of length μ, and then uses the enlarged sample to estimate the 
smoothed model. Here, the pseudo document has the term frequency, which is in 
proportional to the term probability of the collection model.  
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We can easily show that the Score(Q,D) using two smoothing methods is a length-
normalized scoring function. The following presents the brief proof that Dirichlet-
prior smoothing method is a length-normalized scoring function.  

Proof. Dirichlet-prior smoothing induces the length-normalized scoring function. The 
retrieval scoring function of Dirichlet-prior smoothing is written by.   
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q
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(6) 

If term frequencies of query term q are the same for document D1 and D2, that is 
c(q,D1) is c(w,D2), and |D1| < |D2|, then  
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From Eq. (6), Score(Q,D1) > Score(Q,D2). Thus, Dirichlet-prior smoothing belongs to 
a length-normalized scoring function. Similarly, we can show that Jelinek-Mercer 
smoothing is also length-normalized one.                                                                     □ 

4   Experimentation 

4.1   Experimental Setting 

For evaluation, we used six TREC test collections. Table 1 summarizes the basic 
information of each test collection. TREC4-AP is the sub-collection of Associated 
Press in disk 1 and disk 2 for TREC4. In columns, #Doc, avglen, #Terms, #Q, and #R 
are the number of documents, the average length of documents, the number of terms, 
and the number of topics, and the number of relevant documents, respectively.  

Table 1. Collection summaries 

Collection # Doc avglen # Term # Q # R 
TREC4-AP 158,240 156.61 268,232 49 3,055 

TREC7 50 4,674 
TREC8 

528,155 154.6 970,977 
50 4,728 

WT2G 247,491 254.99 2,585,383 50 2,279 
WT10G 50 2,617 

WT10G-2 
1,692,096 165.16 13,018,003 

50 3,363 

 
The standard method was applied to extract index terms; We first separated words 

based on space character, eliminated stopwords, and then applied Porter’s stemming. 
For all experiments, we used Dirichlet-prior for document model due to its superiority 
over Jelinek-Mercer smoothing. For passage models, Jelinek-Mercer and Dirichlet-
prior smoothings were applied, namely PJM and PDM, respectively. Similarly, for 
document model, we call JM for Jelinek-Mercer smoothing and DM for Dirichlet-
prior smoothing. Interpolation methods using passage-level evidence are denoted by 
DM+PJM when DM and PJM are combined, and by DM+PDM when DM and PDM 
are combined.  

As for retrieval evaluation, we use MAP (Mean Average Precision), Pr@5 (Preci-
sion at 5 documents), and Pr@10 (Precision at 10 documents).   

4.2   Passage Retrieval Using DM+PDM, DM+PJM 

First, we evaluated DM+PDM based on PDM using different μs (among 0.5, 1, 5, 10, 
50 and 70). For queries, we used title field, except for TREC4-AP using description 
field. Table 2 shows retrieval performances of DM+PDM when the best interpolation 
parameter α is used, compared to DM 1. DM indicates the baseline using document-
level evidence based on Dirichlet-prior smoothing for estimating document model, in 
which the smoothing parameter μ is selected as the best performed one (among 22 
different values between 100 and 30000). Bold-face numbers indicate the best per-
formance in each test collection. To check whether or not the proposed method 

                                                           
1 To find the best α, we examined 9 different values between 0.1 and 0.9.  
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(DM+PDM) significantly improves the baseline (DM), we performed the Wilcoxon 
sign ranked test to examine at 95% and 99% confidence levels. We attached ↑ and ¶ to 
the performance number of each cell in the table when the test passes at 95% and 99% 
confidence level, respectively. As shown in Table 2, DM+PDM clearly shows the 
better performance than DM on many parameters as well as the best parameter. We 
can see that the best performances for each test collection are obtained for extremely 
small μs which are less than 10. Although performances are different across μ, their 
sensitivity of μ is not much serious.  

Table 2. Performances (MAP) of DM+PDM across different μs (smoothing parameter for 
passage language model), compared to DM (↑ and ¶ indicate a statistical significance respectively 
for 95% and 99% confidence level in the Wilcoxon signed rank test) 

Collection DM μ=0.5 μ=1 μ=5 μ=10 μ=50 μ=70 
TREC4-AP 0.2560 0.2632↑ 0.2651¶ 0.2668↑ 0.2652 0.2595 0.2580 

TREC7 0.1786 0.1910↑ 0.1903¶ 0.1916¶ 0.1881↑ 0.1848¶ 0.1844¶ 
TREC8 0.2480 0.2545 0.2538↑ 0.2536 0.2535 0.2528 0.2517 
WT2G 0.3101 0.3480¶ 0.3485¶ 0.3451¶ 0.3436¶ 0.3381¶ 0.3378¶ 

WT10G 0.1965 0.2101¶ 0.2094¶ 0.2129¶ 0.2116 0.2098 0.2091 
WT10G-2 0.1946 0.1983 0.1989 0.1966 0.1971 0.1953 0.1949      

 
In the second experiment, we evaluated DM+PJM by using PJM across different 

smoothing parameters λ between 0.1 and 0.9. Table 3 shows the retrieval performance 
of DM+PJM when the best interpolation parameter α for each λ is used. As shown in 
Table 3, the best λ value is small, except for TREC4-AP. This exception is due to the 
characteristics of the description field of query topic used for TREC4-AP.  

Table 3. Performances (MAP) of DM+PJM across different λs (smoothing parameter for pas-
sage language model), compared to DM 

Collection DM λ=0.1 λ=0.2 λ=0.3 λ=0.5 λ=0.7 λ=0.9 

TREC4-AP 0.2560 0.2622 0.2639↑ 0.2654 0.2661↑ 0.2685¶ 0.2706↑ 
TREC7 0.1786 0.1924↑ 0.1927¶ 0.1927¶ 0.1931¶ 0.1929¶ 0.1931¶ 
TREC8 0.2480 0.2541↑ 0.2538↑ 0.2536↑ 0.2534↑ 0.2537↑ 0.2529↑ 
WT2G 0.3101 0.3480¶ 0.3488¶ 0.3485¶ 0.3488¶ 0.3484¶ 0.3441¶ 

WT10G 0.1965 0.2110¶ 0.2114¶ 0.2117¶ 0.2121¶ 0.2115↑ 0.2117¶    
WT10G-2 0.1946 0.1972 0.1980 0.1988 0.2001 0.2016 0.2017↑ 

 
The performance improvement is similar to DM+PDM. At the best, there is no se-

rious difference between DM+PDM and DM+PJM. In TREC4-AP, the retrieval per-
formance is highly sensitive on smoothing parameter for DM+PDM and DM+PJM, 
since the description type of queries requires the smoothing which mainly plays a 
query modeling role.  

4.3   Pure Passage Retrieval Versus Interpolated Passage Retrieval 

In this experiment, we evaluated the pure passage retrieval (α is fixed to 1 in Eq. (2)) 
by comparing it to the previous result of the interpolation method (DM+PDM or  
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Table 4. Performance (MAP) of PDM (Pure passage retrieval) across different smoothing 
parameters (μs) 

Collection DM μ=10 μ=50 Μ=100 μ=500 μ=1000 μ=3000 
TREC4-AP 0.2560  0.1887 0.2024 0.2114 0.2382 0.2452 0.2514 

TREC7 0.1786 0.1594 0.1688 0.1731 0.1757 0.1761 0.1704  

TREC8 0.2480 0.2155 0.2322 0.2395 0.2480 0.2462 0.2333  
WT2G 0.3101 0.2862 0.3125 0.3185 0.3325↑ 0.3277¶ 0.3155 

WT10G 0.1965 0.1551 0.1825 0.2004 0.2096 0.1994 0.1963 
WT10G-2 0.1946 0.1298 0.1493 0.1571 0.1767 0.1783 0.1744 

 
DM+PJM). We used the same queries as section 4.2. Table 4 shows the retrieval 
performance of the pure passage retrieval (i.e. PDM) among different smoothing 
parameters.  

We can see from Table 4 that pure passage retrieval based on PDM does not im-
prove full document retrieval using DM. Although there is some improvement of pure 
passage retrieval on WT2G and WT10G, this result is not statistically significant. For 
this reason, we think, the interpolation method can efficiently divide the roles for 
making a good retrieval function into document models and passage models by dif-
ferentiating smoothing parameters. However, the pure method should reflect all rele-
vant features into a single smoothing parameter only. In the pure method, smoothing 
parameter of the passage model is moved towards the best parameter of document 
model, such that it also plays the roles of document model.  

4.4   Comparison with Kaszkiel’s Variable-Length Arbitrary Passages and Tao’s 
Proximity Method  

We compared different passage retrievals using completely-arbitrary passage and 
Kaszkiel’s variable-length arbitrary passages [7]. Kaszkiel’s arbitrary passages allow 
12 different lengths of passages from 50 to 600. According to our notation, Kaszkiel’s 
arbitrary passages correspond to SPVAR(50,100,150,…550,600)(D). Different from Kaszkiel’s 
original experiment, we did not set the maximum length of passage by 600. Instead, 
we allowed the length of passage to the full length of the document. This slight modi-
fication is trivial, because it does not lose the original concept of arbitrary passage.  

We formulate Kaszkiel’s arbitrary passages to SPVAR2(U)(D), U-dependent set of 
passages that is equal to SPVAR(U,2U,3U,4U,…)(D) in the section 2.1 where U means the 
increment unit of passage length. In our notation, Kaszkiel’s arbitrary passages corre-
spond to SPVAR2(50)(D) using U of 50, and our completely-arbitrary passage 
(SPCOMPLETE(D)) corresponds to SPVAR2(50)(D) using U of 1. Note that parameter U in 
SPVAR2(U)(D) can control the degree of completeness of arbitrary passages. In other 
words, as U is changed from 50 to 1, SPVAR2(U)(D) becomes more close to completely-
arbitrary passages from simple arbitrary passage.  

Table 5 and Table 6 show results of passage retrievals (DM+PJM) for different  
Us from 1 and 50 when using keyword queries (title field), and verbose queries (de-
scription field), respectively. For smoothing parameter of PJM, we used 0.1 for key-
word queries, and 0.99 for verbose queries. Exceptionally, we used 0.9 for keyword 
queries in WT10G-2, and 0.9 for TREC4-AP, in order to obtain a more improved 
performance.  
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Table 5. For keyword queries, performance (MAP) of DM+PJM using variable-length arbitrary 
passages PVAR2(U)(D) by changing U. Our completely-arbitrary passage and Kaszkiel’s arbitrary 
passages corresponds to the cases when U is 1 and 50, respectively.  

Collection DM U = 1 U = 3 U = 5 U = 10 U = 20 U = 30 U = 50 
TREC7 0.1786 0.1924↑ 0.1899 0.1874 0.1855 0.1842 0.1835 0.1821 

TREC8 0.2480 0.2541↑ 0.2525 0.2517 0.2516 0.2511 0.2506 0.2507 
WT2G 0.3101 0.3480¶ 0.3449¶ 0.3387¶ 0.3342↑ 0.3313↑ 0.3268¶ 0.3251¶ 

WT10G 0.1965 0.2110¶ 0.2082¶ 0.2069↑ 0.2042 0.2006 0.1993 0.1951 
WT10G-2 0.1946 0.2017↑ 0.2012 0.2003 0.1980 0.1978 0.1974 0.1973 

Table 6. For verbose queries, performance (MAP) of DM+PJM using variable-length arbitrary 
passages PVAR2(U)(D). Our completely-arbitrary passage and Kaszkiel’s arbitrary passages 
corresponds to the cases when U is 1 and 50, respectively. 

Collection DM U = 1 U = 3 U = 5 U = 10 U = 20 U = 30 U = 50 
TREC4-AP 0.2560 0.2706↑ 0.2680↑ 0.2672¶ 0.2647↑ 0.2591 0.2581 0.2573 

TREC7 0.1791 0.1960↑ 0.1930 0.1895 0.1877 0.1868 0.1855 0.1851 
TREC8 0.2294 0.2404 0.2409 0.2411 0.2401 0.2387 0.2386 0.2374 
WT2G 0.2854 0.3282¶ 0.3257 0.3236 0.3170 0.3130 0.3100 0.3062 

WT10G 0.1955 0.2462¶ 0.2436¶ 0.2443¶ 0.2397¶ 0.2340↑ 0.2202↑ 0.2263↑ 
WT10G-2 0.1866 0.2008¶ 0.2005 0.2033 0.1999 0.1992 0.1978 0.1967 

 
As shown in tables, Kaszkiel’s arbitrary passages (when U is 50), statistically sig-

nificant improvement is found in only WT2G test collection. Overall, as U is smaller, 
the performances become better, and show more frequently statistically significant 
improvements.  

As mentioned in introduction, the superiority of the completely-arbitrary passage 
to Kaszkiel’s arbitrary passage can be explained by effects of proximity of query 
terms. We know that this proximity can be well-reflected in the completely-arbitrary 
passage, since it allows any possible lengths of passages. On the other hand, Kasz-
kiel’s arbitrary passage has the restriction of lengths (i.e. such as at least 50 words), so 
it cannot fully support effects of proximity. Overall, as U becomes larger, the passage 
retrieval will more weakly reflect effects of the proximity. From the viewpoint of 
proximity, the passages with fixed-lengths such as Kaszkiel’s one has limitation to 
obtain a better retrieval performance.  

For further comparison, we re-implemented Tao’s work [11], which is a recent 
work using the proximity. Tao’s approach can be described by modifying Eq. (2) as 
follows [11].  

),(),()1(),( DQDQScoreDQScoreDoc παα +−=   

where π(Q,D) is the proximity-based additional factor. Tao proposed log(β + 
exp(δ(Q,D))) for π(Q,D) where δ(Q,D) indicates proximity of query terms in docu-
ment D. We used Tao’s MinDist for δ(Q,D) due to its better performance. We per-
formed several different runs using various parameters α from 0.1 to 0.9, and β from 
0.1 to 1.5, and selected the best run for each test collection. Table 7 shows Tao’s 
proximity-based result, comparing with two passage retrievals using Kaszkiel’s arbi-
trary passage (U = 50) and our completely-arbitrary passage (U = 1), respectively.  
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Table 7. For Keyword queries, comparison with Tao’s Proximity, Kaszkiel’s Arbitrary Pas-
sage, and completely-arbitrary passage (MAP, Pr@10). In TREC4-AP, verbose queries are 
used. For Tao’s proximity method and Kaszkiel’s method (arbitrary passage), statistical signifi-
cant symbols (↑ for 95% and ¶ for 99%) are attached by regarding DM as the baseline. Note 
that, for our method (completely-arbitrary passage), statistical significant symbols are attached 
by regarding Tao’s method (↑ for 95% and ¶ for 99%) and Kaszkiel’s method († for 95% and ‡ 
for 99%) as the baseline, respectively. 

DM 
(baseline) 

Tao’s Proximity [11] 
Kaszkiel’s Arbitrary 
Passage ( U = 50) [7] 

Completely-Arbitrary 
Passage (U = 1) Collection 

MAP MAP Pr@5 MAP Pr@5 MAP Pr@5 
TREC4-AP 0.2560 0.2624↑ 0.4408 0.2573 0.4367 0.2706  † 0.4408 

TREC7 0.1786 0.1871 0.4480 0.1821 0.4640 0.1924  ‡ 0.4680 
TREC8 0.2480 0.2506↑ 0.4840 0.2507 0.4800 0.2541  † 0.4880 
WT2G 0.3101 0.3165 0.5200 0.3251¶ 0.5200 0.3480¶‡ 0.5520 

WT10G 0.1965 0.2013¶ 0.2960 0.1951 0.3080 0.2110↑‡ 0.3000 
WT10G-2 0.1946 0.1965 0.3520 0.1973 0.3480 0.2017 0.3880↑† 

 
For Tao’s proximity method and Kaszkiel’s method (arbitrary passage), statistical 

significant symbols (↑ for 95% and ¶ for 99%) are attached by regarding DM as the 
baseline. We can see from Table 7 that Tao’s proximity-based method does show 
significant improvement over the baseline (DM) only in TREC4-AP, TREC8, and 
WT10G, showing less-significant effectiveness in other test collections. In terms of 
effectiveness, Tao’s proximity method is better than Kaszkiel’s method. Remarkably, 
the proposed approach showed the significant improvement for all test collections. 
From the viewpoint of improvement over DM, the proposed approach is clearly better 
than these two methods.  

5   Conclusion 

This paper proposed a completely-arbitrary passage as a new type of passage, pre-
sented a cover-set ranking to efficiently perform the passage retrieval based on this 
new type, and formulated the passage retrieval in the context of language modeling 
approaches. Experimental results showed that the proposed passage retrieval consis-
tently shows the improvement in most standard test collections. From comparison of 
the pure passage retrieval and the interpolation method, we confirmed that the inter-
polation method is better than the pure version. The smoothing role in passage lan-
guage models tends to be similar to the role of document language models, differenti-
ating the best smoothing parameters for keyword queries and verbose queries. In 
addition, we showed that our passage retrieval using completely-arbitrary passage is 
better than those using Kaszkiel’s arbitrary passage [7], as well as Tao’s method [11].  

The strategy which this work adopts is to use the best passage only. However, the 
best passage cannot fully cover all contents in documents, since query-relevant con-
tents may separately appear by multiple-passages in documents, not by single best 
passage. It is especially critical to long-length queries, which consists of several num-
ber of query terms, since this type of query causes more possibility of such separation. 
In this regard, one challenging research issue would be to develop a new passage 
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retrieval method using multiple-passages for reliable retrieval performance, and to 
examine its effectiveness.  
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Abstract. Subspace learning has attracted much attention in image re-
trieval. In this paper, we present a subspace learning approach called
Semantic Discriminative Projections (SDP), which learns the semantic
subspace through integrating the descriptive information and discrim-
inative information. We first construct one graph to characterize the
similarity of contented-based features, another to describe the seman-
tic dissimilarity. Then we formulate constrained optimization problem
with a penalized difference form. Therefore, we can avoid the singularity
problem and get the optimal dimensionality while learning a semantic
subspace. Furthermore, SDP may be conducted in the original space or in
the reproducing kernel Hilbert space into which images are mapped. This
gives rise to kernel SDP. We investigate extensive experiments to verify
the effectiveness of our approach. Experimental results show that our ap-
proach achieves better retrieval performance than state-of-art methods.

1 Introduction

With the development of digital imaging technology and the popularity of World
Wide Web, Gigabytes of images are generated every day. It is a challenge that
manage effectively images visual content. Content Based Image Retrieval (CBIR)
is receiving research interest for this purpose [1,2,3,4]. However, there are still
many open issues to be solved. Firstly, the visual content such as color, shape,
texture, is extracted from an image as feature vectors. The dimensionality of
feature space is usually very high. It ranges from tens to hundreds of thousands
in most cases. Traditional machine learning approaches fail to learn in such a
high-dimensional feature space. This is the well-known curse of dimensionality.
Secondly, the low-level image features used in CBIR are often visual charac-
terized, but it doesn’t exist the directly connection with high-level semantic
concepts, i.e. so-called semantic gap.

To alleviate the open issues, more and more attention has been drawn on the
dimensionality reduction techniques. ISOMAP [5], Locally Linear Embedding
(LLE) [6] and Laplacian eigenmaps [7] usher in manifold learning, these algo-
rithms discover the intrinsic structure and preserve the local or global property
of training data. Tenenbaum et al. [5] uses geodesic distance instead of Euclidean

H. Li et al. (Eds.): AIRS 2008, LNCS 4993, pp. 34–43, 2008.
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distance to estimate distance between points. Multidimensional Scaling [8] is ap-
plied to discover the embedding space. Saul et al. [6] assumes there are smooth
local patches that could be approximately linear, meanwhile a point in the train-
ing space could be approximated by linear combination of its neighbors. The
projected space minimizes the reconstruction error using neighborhood correla-
tion. Laplacian eigenmaps preserves locality information and makes neighbors
close to each other in the projected space. These algorithms are unsupervised
and limited to a nonlinear map. It is hard to map entire data space to low-
dimensional space.

Locality Preserving Projections (LPP) [9], and Local Discriminant Embed-
ding (LDE) [10] are proposed to extend the nonlinear learning approaches. These
algorithms are all motivated by Laplacian eigenmaps. He et al. [9] uses a neigh-
borhood graph to characterize locality preserving property that nearest neigh-
bors in the original space should be nearest neighbors in the projected space.
LDE constructs two neighborhood graphs, one prevents neighbors from different
category and another preserves the locality through the affinity matrix using
neighborhood information. LPP and LDE are effectively used to map data in
entire image space. But only one neighborhood graph is used to discover the in-
trinsic structure, and LLE doesn’t utilize the label information. LDE only keeps
the neighborhood images from different classes away. LPP and LDE need to
compute the inverse matrix, suffering from the singularity problem.

Bridge low-level visual feature to the high-level semantic is a great challenge
in CBIR. We use Laplacian to learn the images semantic subspace in order to
achieve more discriminative image representation for CBIR. In our work, both vi-
sual similarity and semantic dissimilarity are applied to construct neighborhood
graph since they not only contain the descriptive information of the unlabeled
images but also the discriminative information of the labeled images utilized
in learning. We introduce a penalty γ to formulate a constrained optimization
problem in the difference form, so that the optimal projection can be found
by eigenvalue decomposition. Information of conjunctive graphs is represented
by a affinity matrix, and it is much more computationally efficient in time and
storage than LPP and LDE. On the other hand,the learnt subspace can preserve
both local geometry and relevance information. Previous works often neglect the
singularity problem and the optimal dimensionality, but we will determine the
optimal dimensionality and avoid the singularity problem simultaneously.

This paper is organized as follows. In section 2, we introduce the SDP ap-
proach, kernel trick is used to the nonlinear learning approach in section 3, fol-
lowed by the experiment results are discussed in section 4, and lastly we conclude
our paper in section 5.

2 Laplacian Based Subspace Learning

In this section, we introduce our learning approach for image retrieval which
respects the local descriptive and discriminative information of the original image
space.
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Suppose n training images, {xi}n
i=1 ∈ R

D. we can construct two graph. GS

denotes the semantic similarity via semantic label and GV denotes the visual
resemblance by exploring the neighborhood of each image in the geometric space.
WS and WV denotes the affinity matrix of GS and GV respectively. WS and
WV are computed as follows:

WS
ij =

{
1 xi , xj share the same class label,
0 otherwise.

(1)

WV
ij =

{
1 xi ∈ k-NN of xj or xj ∈ k-NN of xi,

0 otherwise.
(2)

Where k−NN(·) denotes the k-nearest-neighbors.
We integrate two kinds of information:

W− = WS

W+ = WS ∧ WV
(3)

Where “∧” denotes the Meet of two zero-one matrices.
We utilize the penalized difference form to formulate following constrained op-
timization problem.

P = arg max
P T P=I

∑

i,j

‖PT xi − PT xj‖2(W−
ij − γW+

ij ) (4)

where γ is a penalized coefficient, the constraint PT P = I avoids trivial solution,
and I is the d × d identity matrix, d is the reduced dimensionality.

The above formulation exhibits the implication that local neighbors with se-
mantic dissimilarity should separate each other and different semantic classes are
far away from each other; the images with similar semantic and visual content
will be clustered together, preserving the intrinsic structure.
We rewrite (4) in the form of trace, and get the following formulation:

J =
∑

i,j

‖PT xi − PT xj‖2(W−
ij − γW+

ij )

=
∑

i,j

tr{(PT xi − PT xj)(PT xi − PT xj)T }(W−
ij − γW+

ij )

=
∑

i,j

tr{PT (xi − xj)(xi − xj)T P}(W−
ij − γW+

ij )

= tr{PT
∑

i,j

(xi − xj)(W−
ij − γW+

ij )(xi − xj)T P}

= 2tr{PT [(XD−XT − XW−XT ) − γ(XD+XT − XW+XT )]P}
= 2tr{PT X(L− − γL+)XT P}

(5)

Where L−=D− − W−, and D− is a diagonal matrix with D−
ii=

∑
j W−

ij . Anal-
ogously, L+=D+ − W+ with D+

ii=
∑

j W+
ij . Thus the optimization problem can

be formulated as:
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P = arg max
P T P=I

tr{PT X(L− − γL+)XT P}

⇒ P = eig(X(L− − γL+)XT )
(6)

We take no dimensionality reduction as the baseline, therefore (5) could be zero.
We could get a positive scalar γ when the dimensionality is reduced [11]. Then
we have:

J = tr(X(L− − γL+)XT ) = 0 =⇒ γ =
trL−

trL+
(7)

It is obviously that X(L−−γL+)XT is a D×D, sparse, symmetric and positive
semidefinite matrix. According to the result of Rayleigh quotient, the optimiza-
tion problem can be calculated by eigenvalue decomposition.

Denote P∈R
D×d by P=[p1, p2, · · · , pd], where pi(i = 1, · · · , d) is the d largest

eigenvectors corresponding to the d largest eigenvalues of X(L−−γL+)XT .
∑

λi

is the optimal value of the above optimization problem, where λi(i = 1, · · · , d)
are the d largest eigenvalues. d is the number of positive eigenvalues and J
reaches the maximum.

We can see that the singularity problem in LPP, LDE does not exist in our
approach, meanwhile we find the optimal dimensionality.
To get returns for the query in image retrieval, we project any test image x ∈ R

D

to R
d via y = PT x and will find the nearest neighbors of Euclidean distances.

Those images corresponding to the nearest neighbors will be the top-ranking
returns.

3 Kernel SDP

As the kernel trick [12] successfully applied to Kernel LPP [13], Kernel LDE [10],
we generalize SDP to kernel SDP, in which kernel transformation is applied to
handle nonlinear data.
Denote Φ : R

D → F is a nonlinear mapping, so the image feature vectors in the
high-dimensionality feature space is denoted as Φ(xi), (i = 1, · · · , n). The inner
product in F can be computed by the kernel function. we specify the RBF kernel
k(xi, xj) = Φ(xi)T Φ(xj) = exp(−‖xi − xj‖2/t) in our work. we find the optimal
projection V, (vi, i = 1, · · · , d) in F , the vi is spanned by Φ(xi), i = 1, · · · , n, and
assume vi is the linear combination of Φ(xi) in the projected space F :

vi =
n∑

j=1

αijΦ(xj) = Φ(X)αi (8)

we have:
(VT Φ(X))ij = vT

i Φ(xj) = (AK)ij (9)

where A = [αi, · · · , αn]T denotes the linear coefficient in vector, Kij = k(xi, xj)
is kernel matrix.
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Replacing X with Φ(X), we rewrite (5), and consider the kernel-based optimiza-
tion problem:

A = arg max
AT A=I

tr{AK(L− − γL+)KA}

⇒ A = eig(K(L− − γL+)K)
(10)

where the constraint AT A = I avoids trivial solution, I is the d × d identity
matrix.

Analogously according to the result of Rayleigh quotient, the optimization
problem can be calculated by eigenvalue decomposition. We select the d largest
eigenvalues of K(L− − γL+)K, where d is the number of positive eigenvalues.
Our approach doesn’t suffer from the singularity problem, and get the optimal
dimensionality.

To get returns for the query in image retrieval, we map any test image x to by
y = V T x with the ith dimensionality computed by yi = vT

i x =
∑n

i=1 αijk(xj , x),
and find the nearest neighbors of Euclidean distances. Those images correspond-
ing to the nearest neighbors will be the top-ranking returns.

4 Experimental Results

In this section, we experimentally evaluate the performance of SDP on
COREL dataset and compare with LPP, LDE in order to demonstrate effec-
tiveness of our approach for image retrieval. The COREL dataset is widely used
in many CBIR systems [18]. In our experiments, the dataset consists of 2500 color
images, including 25 categories, each category contains 100 samples. Those im-
ages in the same category share the same semantic concept, but they have their
individual varieties. Images from the same category are considered relevant, and
otherwise irrelevant.

In our experiments, we only consider these queries which don’t exist in the
training images. Five-fold cross validation is used to evaluate the retrieval per-
formance. We pick one set as the testing images, and leave the other four sets
as the training images. Table 1 shows the features of which the dimensionality
is 145.

Precision-Recall curve (PRC) is widely used as a performance evaluation met-
rics for image retrieval [19]. In many cases, PRC is overlapped in high recall,

Table 1. Image features used in experiment

Name Description &Dimension

Normalized Color Histogram [14] HSV Space 64 dimension
Normalized LBP Histogram [15] HSV Space 54 dimension
Normalized Color Moments [16] HSV Space 9 dimension
Normalized Wavelet Moments [17] RGB Space 18 dimension
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Fig. 1. The plots of precision versus category for SDP, LDE, and LPP

moreover, it is unreasonable to calculate the mean average precision among dif-
ferent categories. We alternatively adopt the precision-category. Given a specified
number N , we define the precision as following:

precision =
The number of relevant images in top N returns

N

Users are usually interested in the first screen results just like GoogleTM Image.
We have N=20 in our experiments.

4.1 Comparisons with LPP, LDE

Model Selection is very important in many subspace learning algorithms. In our
experiments, it is not very sensitive to tuning parameter k. we set k = 10. We
adopt Gaussian heat kernel to compute the Wij , Wij = exp(−‖xi − xj‖2/c),
where c is a positive scalar. the aforementioned Wij is superior to 0/1 and is not
sensitive to c.

In this experiment, we compare SDP with LPP, LDE. LPP and LDE have
the limitation of singularity problem due to compute inverse matrix. Both LPP
and LDE adopt PCA to overcome the limitation, retaining the 98% principal
components [13]. The optimal dimensionality of SDP is 64, as shown in Fig. 1.
SDP achieves much better retrieval performance than other approaches. As a
matter of fact, we gain much more discriminating image representation by SDP.
Next, we give the experiment result of Kernel SDP in Fig. 2, the optimal di-
mensionality of Kernel SDP is 145, Except for the category 15, Kernel LDE
performs marginally better than Kernel SDP. We can conclude that Kernel SDP
outperforms other approaches.
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Fig. 2. The plots of precision versus category for Kernel SDP, Kernel LDE, and Kernel
LPP
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Fig. 3. Average Precision in reduced space with different dimension for SDP

4.2 Reduced Dimensionality

Even though our approach can determine the optimal dimensionality, the di-
mensionality of reduced space is important tradeoff between retrieval precision
and the computational complexity. In this experiment, we investigate the rela-
tion between dimension and precision. The precision of SDP reaches its peak at
10 dimensions in Fig. 3. The precision of Kernel SDP converges rapidly from 2
to 10 dimensions, and then achieves reliable results from 10 to 64 dimensions.
As shown in Fig. 4, The precision reaches its peak at 30 dimensions, converges
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Fig. 4. Average Precision in reduced space with different dimension for Kernel SDP

rapidly from 2 to 30 dimensions, and then achieves smooth results from 30 to 145
dimensions. As shown in Fig. 3 and Fig. 4, we can gain the lower dimensionality
while the precision is stable, even relatively higher.

5 Conclusions and Future Work

We have introduced a subspace learning approach SDP for image retrieval. The
image structure is approximated by the adjacent graph integrating descriptive
and discriminative information of the original image space. SDP focuses on the
improvement of the discriminative performance of image representation. As pre-
vious work neglect the singularity problem and optimal dimensionality, SDP
avoid the singularity problem and determine the optimal dimensionality simul-
taneously. Moreover, we extend our approach and present kernel SDP. Experi-
mental results have revealed the effectiveness of our approach.

Owing to the effectiveness of SDP, further work will be investigated as
following:

1. Feature selection is an open issue in CBIR. In this work, we only adopt
global features, which only describe the respective overall statistics for a
whole image. A great of previous work has applied local features to CBIR
[20,21,22]. We augment local features to improve retrieval performance.

2. Representing an image as a matrix intrinsically, and extending the subspace
learning algorithm with tensor representation [23,24].

3. Utilizing the user’s interaction, A possible extension of our work is to incor-
porate the feedback information to update the affinity matrix, might achieve
higher precision [25,26].
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Abstract. Dissimilarity measurement plays a crucial role in content-
based image retrieval, where data objects and queries are represented as
vectors in high-dimensional content feature spaces. Given the large num-
ber of dissimilarity measures that exist in many fields, a crucial research
question arises: Is there a dependency, if yes, what is the dependency,
of a dissimilarity measure’s retrieval performance, on different feature
spaces? In this paper, we summarize fourteen core dissimilarity mea-
sures and classify them into three categories. A systematic performance
comparison is carried out to test the effectiveness of these dissimilarity
measures with six different feature spaces and some of their combinations
on the Corel image collection. From our experimental results, we have
drawn a number of observations and insights on dissimilarity measure-
ment in content-based image retrieval, which will lay a foundation for
developing more effective image search technologies.

Keywords: dissimilarity measure, feature space, content-based image
retrieval.

1 Introduction

Content-based image retrieval is normally performed by computing the dissimi-
larity between the data objects and queries based on their multidimensional rep-
resentations in content feature spaces, for example, colour, texture and structure.
There have been a large number of dissimilarity measures from computational
geometry, statistics and information theory, which can be used in image search.
However, only a limited number of them have been widely used in content-based
image search. Moreover, the performance of a dissimilarity measure may largely
depend on different feature spaces. Although there have been some attempts in
theoretically summarizing existing dissimilarity measures [6], and some evalua-
tion to find which dissimilarity measure for shape based image search [13], there
is still lack of a systematic investigation into the applicability and performance of
different dissimilarity measures in image retrieval field and the investigation into
various dissimilarity measures on different feature spaces for large-scale image
retrieval.
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In this paper, we systematically investigate 14 typical dissimilarity measures
from different fields. Firstly, we classify them into three categories based on
their theoretical origins. Secondly, we experimentally evaluate these measures in
content-based image retrieval, based on six different typical feature spaces from
colour, texture and structure category and some of their combinations, on the
standard Corel image collection. Our systematic empirical evaluation provides
initial evidence and insights on which dissimilarity measure works better on
which feature spaces.

2 Classification of Dissimilarity Measures

Based on McGill and others’ studies on dissimilarity measures [6,4,12], we choose
14 typical measures that have been used in information retrieval.

2.1 Geometric Measures

Geometric measures treat objects as vectors in a multi-dimensional space and
compute the distance between two objects based along pairwise comparisons on
dimensions.

Minkowski Family Distances (dp)

dp(A, B) = (
n∑

i=1

|ai − bi|p)
1
p (1)

Here A = (a1, a2, ..., an) and B = (b1, b2, ..., bn) are the query vector and
test object vector respectively. The Minkowski distance is a general form of the
Euclidean (p=2), City Block (p=1) and Chebyshev (p = ∞) distances.
Recent research has also suggested the use of fractional dissimilarity (i.e., 0 <
p < 1) [3], which is not a metric because it violates the triangle inequality.
Howarth and Rüger [3] have found that the retrieval performance would be
increases in many circumstances when p=0.5.

Cosine Function Based Dissimilarity (dcos). The cosine function computes
the angle between the two vectors, irrespective of vector lengths [13]:

scos(A, B) = cos θ =
A · B

|A| · |B|

dcos(A, B) = 1 − cos θ = 1 − A · B
|A| · |B| (2)

Canberra Metric (dcan) [4]

dcan(A, B) =
n∑

i=1

|ai − bi|
|ai| + |bi|

(3)
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Squared Chord (dsc) [4]

dsc(A, B) =
n∑

i=1

(
√

ai −
√

bi)2 (4)

Obviously, this measure is not applicable for feature spaces with negative
values.

Partial-Histogram Intersection (dp−hi): This measure is able to handle
partial matches when the sizes of the two object vectors are different [13]. When
A and B are non-negative and have the same size, in terms of the City Block
metric (|x| =

∑
i |xi|), it is equivalent to the City Block measure. [12, 9]

dp−hi(A, B) = 1 −
∑n

i=1(min(ai, bi))
min(|A|, |B|) (5)

2.2 Information Theoretic Measures

Information-theoretic measures are various conceptual derivatives from the
Shannon’s entropy theory and treat objects as probabilistic distributions. There-
fore, again, they are not applicable to features with negative values.

Kullback-Leibler (K-L) Divergence (dkld). From the information theory
point of view, the K-L divergence measures how one probabilistic distribution
diverges from the other. However, it is non-symmetric. [7]

dkld(A, B) =
n∑

i=1

ai log
ai

bi
(6)

Jeffrey Divergence (djd)

djd(A, B) =
n∑

i=1

(ai log
ai

mi
+ bi log

bi

mi
), (7)

where mi = ai+bi

2 , Jeffrey divergence, in contrast to the Kullback-Leibler diver-
gence, is numerically stable and symmetric. [10]

2.3 Statistic Measures

Unlike geometric measures, statistical measures compare two objects in a dis-
tributed manner rather than simple pair wise distance.

χ2 Statistics (dχ2)

dχ2 (A, B) =
n∑

i=1

(ai − mi)2

mi
, (8)
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where mi = ai+bi

2 . It measures the difference of query vector (observed distribu-
tion) from the mean of both vectors (expected distribution). [13]

Pearson’s Correlation Coefficient (dpcc). A distance measurement derived
from Pearson correlation coefficient [5] is defined as

dpcc(A, B) = 1 − |p|, (9)

where

p =
n

∑n
i=1 aibi − (

∑n
i=1 ai)(

∑n
i=1 bi)√

[n
∑n

i=1 a2
i − (

∑n
i=1 ai)2][n

∑n
i=1 b2

i − (
∑n

i=1 bi)2]

Note the larger |p| is the more correlated the vectors A and B. [1]

Kolmogorov-Smirnov (dks). Kolmogorov-Smirnov distance is a measure of
dissimilarity between two probability distributions [2]. Like K-L divergence and
Jeffrey divergence, it is defined only for one-dimensional histograms [12]:

dks(A, B) = max
1≤i≤n

|FA(i) − FB(i)| (10)

FA(i) and FB(i) are the simple probability distribution function (PDF) of the
object vectors, which are interpreted as probability vectors of one-dimensional
histogram.

Cramer/von Mises Type (CvM) (dcvm). A statistics of the Cramer/von
Mises Type(CvM) is also defined based on probability distribution function
(PDF) [11]:

dcvm(A, B) =
n∑

i=1

(FA(i) − FB(i))2 (11)

3 Empirical Performance Study

Our experiment aims to address the performance of 14 dissimilarity measures
on different feature spaces. We use mean average precision as the performance
indicator.

3.1 Experimental Setup

Data Set. In this experiment, we use a subset of the Corel collection, devel-
oped by [8]. There are 63 categories and 6192 images in the collection, which is
randomly split into 25% training data, and 75% test data. We take the training
set as queries to retrieve similar images from the test set.
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Features. Six typical image feature spaces are applied in the experiment.

– Colour feature spaces: RGB is three-dimensional joint colour histogram,
which contains a different proportion of red, green and blue; MargRGB-H
does a one-dimensional histogram for each component individually;
MargRGB-M only records the first several central moments; HSV is simi-
lar to RGB, which are hue, saturation and value of colour-space.

– Texture feature spaces: Gabor, is a texture feature generated using Gabor
wavelets; Tamura is a texture feature generated by statistical processing
points of view.

– Structure feature space: Konvolution (Konv), discriminates between low level
structures in an image, which designed to recognize horizontal, vertical and
diagonal edges.

Approach. Here, we use the vector space model approach for image retrieval.
The difference from [8] is that we aim to test various dissimilarity measures
instead of using traditional cosine based or city block measures.

3.2 Single Feature Spaces

We investigate the performance of the 14 dissimilarity measures on 6 single image
feature spaces as described above.

3.3 Combined Feature Spaces

In a further experiment, we picked up three typical features from colour, texture
and structure, respectively. This experiment we use the same set up on the three
and their combined feature spaces, HSV and Gabor, HSV and Konv, Gabor and
Konv, and HSV, Gabor and Konv.

3.4 Results

Table 1 and Table 2 show the experimental results, from which the following
observations can be made. Firstly, most of the dissimilarity measures from the
geometric category have better performance than other two categories; Secondly,
the performance of most of the dissimilarity measures in the color feature spaces
outperform the other feature space; Finally, after identifying the top five per-
forming dissimilarity measures on every feature space, we find Canberra met-
ric, Squared Chord from the geometric measures category, Jeffrey Divergence
from the information-theoretic measures category, and χ2 from the statistical
measures category have better performance than Euclidean and City Block dis-
similarity measures, which have been most widely used in image retrieval field.
Significance tests, using the paired Student’s t-test (parametric test), the sign
test and the paired Wilcoxon signed-rank test (non-parametric test), have shown
that the improvements over the city-block measure are statistically significant
(p-value less than 0.05). Therefore we would recommend them for image retrieval
applications.
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Table 1. Mean Average Precision on Single Feature Spaces

HSV margRGB-H margRGB-M gabor tamura konv
Geometric Measures
Fractional(p=0.5) 0.1506 0.1269 0.0871 0.1490 0.1286 0.0731
City Block(p=1) 0.1682 0.1207 0.0912 0.1350 0.0949 0.0951
Euclidean(p=2) 0.1289 0.1128 0.0917 0.1161 0.0678 0.0761
Chebyshev(p=∞) 0.1094 0.1013 0.0886 0.0615 0.0358 0.0555
Cosine Similarity 0.1345 0.1204 0.0778 0.1057 0.0671 0.0716
Canberra Metric 0.1568 0.1333 0.0824 0.1496 0.1267 0.0709
Squared Chord 0.1876 0.1294 0.0967 0.1259 0.0880 0.0984
Partial-Histogram 0.1682 0.1207 0.0566 0.0320 0.0209 0.0301
Information-Theoretic Measures
Kullback-Leibler Divergence 0.1779 0.1113 0.0893 0.1019 0.0528 0.0948
Jeffrey Divergence 0.1555 0.1185 0.0902 0.1353 0.0960 0.0950
Statistic Measures
χ2 Statistics 0.1810 0.1282 0.0832 0.1303 0.0897 0.0984
Pearson’s Correlation 0.1307 0.1182 0.0818 0.1035 0.0692 0.0763
Kolmogorov-Smirnov 0.0967 0.1041 0.0750 0.0575 0.0426 0.0598
Cramer/von Mises Type 0.0842 0.1077 0.0724 0.0529 0.0406 0.0516

Table 2. Mean Average Precision on Combined Feature Spaces

HSV Gabor Konv HSV HSV Gabor HSV+Gabor
+Gabor +Konv +Konv +Konv

Geometric Measures
Fractional(p=0.5) 0.1506 0.1490 0.0731 0.0693 0.0733 0.0686 0.0686
City Block(p=1) 0.1682 0.1350 0.0951 0.1350 0.0964 0.1396 0.1397
Euclidean(p=2) 0.1289 0.1161 0.0761 0.1163 0.0782 0.1198 0.1199
Chebyshev(p=∞) 0.1094 0.0615 0.0555 0.0623 0.0576 0.0721 0.0727
Cosine Similarity 0.1345 0.1057 0.0716 0.1542 0.1435 0.1164 0.1617
Canberra Metric 0.1568 0.1496 0.0709 0.1573 0.0765 0.1617 0.1627
Squared Chord 0.1876 0.1259 0.0984 0.1261 0.1116 0.1304 0.1306
Partial-Histogram 0.1682 0.0320 0.0301 0.0301 0.0320 0.0209 0.0205
Information-Theoretic Measures
Kullback-Leibler Divergence 0.1779 0.1019 0.0948 0.0411 0.0306 0.0414 0.0414
Jeffrey Divergence 0.1555 0.1353 0.0950 0.1283 0.1085 0.1329 0.1330
Statistic Measures
χ2 Statistics 0.1810 0.1303 0.0984 0.1304 0.1062 0.1351 0.1352
Pearson’s Correlation 0.1307 0.1035 0.0763 0.0529 0.1083 0.0316 0.0528
Kolmogorov-Smirnov 0.0967 0.0575 0.0598 0.1099 0.1155 0.0438 0.1163
Cramer/von Mises Type 0.0842 0.0529 0.0516 0.1291 0.1420 0.0529 0.1422

4 Conclusion and Future Work

We have reviewed fourteen dissimilarity measures, and divided them into three
categories: geometry, information theory and statistics, in terms of their theoreti-
cal characteristic and functionality. In addition, these dissimilarity measures have
been empirically compared on six typical content based image feature spaces, and
their combinations on the standard Corel image collection.

Interesting conclusions are drawn from the experimental results, based on
which we recommend Canberra metric, Squared Chord, Jeffrey Divergence, and
χ2 for future use in the Content based Image Retrieval.

This work will be a foundation for developing more effective content-based
image information retrieval systems. In the future, we are going to test how the
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dissimilarity measures work on multi-image queries, and what their performances
are on different data collections.
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Abstract. This paper proposes a model for content-based retrieval of
histopathology images. The most remarkable characteristic of the pro-
posed model is that it is able to extract high-level features that reflect
the semantic content of the images. This is accomplished by a semantic
mapper that maps conventional low-level features to high-level features
using state-of-the-art machine-learning techniques. The semantic mapper
is trained using images labeled by a pathologist. The system was tested
on a collection of 1502 histopathology images and the performance as-
sessed using standard measures. The results show an improvement from
a 67% of average precision for the first result, using low-level features,
to 80% of precision using high-level features.

Keywords: content-based image retrieval, medical imaging, image
databases.

1 Introduction

Medical images have been supporting clinical decisions in health care centres
during the last decades, for instance the Geneve University Hospital reported
a production rate of 12.000 daily images during 2.002 [10]. Traditional medical
image database systems store images as a complementary data of textual infor-
mation, providing the most basic and common operations on images: transfer
and visualization. Usually, these systems are restricted to query a database only
through keywords, but this kind of queries limits information access, since it
does not exploit the intrinsic nature of medical images.

A recent approach to medical image database management is the retrieval of
information by content, named Content-Based Image Retrieval (CBIR)[10] and
several systems such as ASSERT [12], IRMA [8] or FIRE [4] work following this
approach. These systems allow evaluation of new clinical cases so that when sim-
ilar cases are required, the system is able to retrieve comparable information for
supporting diagnoses in the decision making process. One drawback of current
CBIR systems is that they are based on basic image features that capture low-level
characteristics such as color, textures or shape. This approach fails to capture the
high-level patterns corresponding to the semantic content of the image, this may
produce poor results depending on the type of images the system deals with.

H. Li et al. (Eds.): AIRS 2008, LNCS 4993, pp. 51–60, 2008.
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On the other hand, it is well known that the diagnosis process in medicine
is mainly based on semantic or semiotic knowledge, difficult issues to deal with
when image knowledge contents has to be organized for retrieval tasks. To extract
image semantics is a great challenge because of the semantic gap [9], that is to
say, the existing distance between conceptual interpretation at a high level and
the low-level feature extraction. One strategy to bridge the semantic gap in image
retrieval is the automatic image annotation, investing efforts to assign labels to
images as accurately as possible to support keyword-based image search.

The problem of extracting semantic features from images may be approached
from two different perspectives: an analytic approach and an inductive approach.
The analytic approach requires to understand, with the help of an expert, what
a given pattern is; then a model to decide whether the pattern is present or not
is built, based on this knowledge. On the other hand, the inductive approach,
or machine-learning approach, requires to collect enough image samples where
the pattern is present or absent, and to train a model able to discriminate both
situations. The inductive approach has many advantages: it just relays on the
expert for labeling the samples; the model may be easily retrained when new
data is available; and there is not need for dealing directly with the complexity
of the patterns. In this work, the inductive approach is followed.

This paper presents the design, implementation and evaluation of a new
method for the semantic analysis of a basal-cell-carcinoma database. The whole
system is modeled as to map a set of low-level features into high-level semantic
properties for a collection of basal-cell-carcinoma images, which were previously
annotated by an expert pathologist. The semantic mapper is able to recognize
which concepts are present in an image, quantifying a degree of certainty about
those decisions using a binary SVM per concept. Although classifiction methods
have been previously used for automatic annotation of image concepts [5], our
approach builds a new semantic feature space instead of assigning keywords to
the image. An image similarity measure is calculated in the semantic feature
space. This similarity measure provides a finer mechanism for ranking similar
images than keyword-matching-based retrieval.

The reminder of this paper is organized as follows. In Section 2, the problem of
content-based retrieval in histopathology is introduced. In Section 3, the model
for feature extraction is presented. Methods for compare images are in Section
4, Section 5 presents results of the experimental evaluation and some concluding
remarks are presented in Section 6.

2 The Problem of Accessing Histopathology Images by
Content

Medical practice constantly requires access to reference information for the deci-
sion making process in diagnostics, teaching and research. Previous works have
designed CBIR systems for medical image databases providing services such
as query-by-example, query-by-regions or automatic image annotations among
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others [14,11]. This kind of tools helps physicians to take informed decisions and
to make case-based reasoning.

The aim of this work is to include domain-specific knowledge to improve the
performance of a medical CBIR system. Specifically, the proposed system deals
with histopathology images, so some details of this kind of images need to be
studied and understood. A basic concept in histology is that there exist four
basic types of tissue: epithelial, connective, muscle, and nerve[7]. With very few
exceptions, all organs contain a different proportion of these four basic tissues.
In general, histological techniques highlight these tissues with few colours since
dyes are designed to specifically arise a particular tissue feature. In terms of
image processing, histological images are distinguished by having more or less
homogeneous textures or repeated patterns, which may be used to characterise
the image. Main information in histological images lyes on repeated patterns of
textures, with particular edges and slight color differences.

Histopathology images used in this work were acquired to diagnose a special
skin cancer called basal-cell carcinoma. Slides were obtained from biopsy samples
which were fixed in paraphin, cut to a 5 mm thickness, deposited onto the glass
slides and finally colored with Hematoxilin-Eosin. The whole collection is close to
6.000 images associated with clinical cases. A subset of the collection consisting of
1.502 images were annotated and organized in semantic groups by a pathologist.
The groups are representative of the semantic categories that are relevant in the
scenario of a content-based image retrieval system, according to the expert. Each
group is composed of a number of image samples of a histopathology concept.
A particular image may belong to many groups simultaneously, because each
image may contain more than one concept.

3 Feature Extraction

This section is devoted to describe how low-level features are transformed into
semantic characteristics. The whole process starts by a conventional low-level
feature extraction phase that reduces image dimensionality: histograms of pre-
defined edge, texture and color characteristics. Dimensionality is further reduced
using statistical descriptors of the histogram up to a fourth order along with
its entropy. The resulting feature vector, herein called meta-features, grossly
describes the underlying probability distribution associated with each differ-
ent histogram. Once images are expressed as meta-features, a semantic mapper
transforms them into semantic features. This mapper is devised for capturing
the pathologist knowledge and is composed of 19 SVM classifiers, each special-
ized upon different concepts previously defined by an expert pathologist. Figure
1 illustrates the feature extraction process.

3.1 Low-Level Feature Extraction

A very convenient approach to face feature extraction consists in using a statisti-
cal frame: images are modeled as random variables so that histograms stand for
the probability distribution of any of the selected features i.e. edges, textures and
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Fig. 1. Feature extraction model. Histogram features are extracted from the original
image. Then histograms are processed to obtain meta features, which are the input for
the semantic mapper to produce semantic features.

colors. Histogram features have been traditionally used in content-based image
retrieval to calculate similarity measures and to rank images [3]. The following
histogram features were used:

– Gray histogram: Luminance intensities in a 256 scale.
– Color histogram: In the RGB color model with a partition space of 8 × 8 × 8
– Local binary partition: A local texture analysis to determine neighbor dom-

inant intensities
– Tamura texture histogram: Composed of contrast, directionality and coarse-

ness
– Sobel histogram: Edge detection
– Invariant feature histograms : Local invariant transformations such as rota-

tion and translation

A set of meta-features are calculated from the information of each histogram h
as follows (k is a index for histogram bins):

– Mean: ∑

k

kh(k)

– Deviation: ∑

k

(k − μ)h(k)

– Skewness : the third central moment.

μ3

σ3

– Kurtosis : the fourth central moment.

μ4

σ4
− 3
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– Entropy:
−

∑

k

h(k)ln[h(k)]

All meta-features are calculated on each of the six histogram features, which
amounts to a total of 30 meta-features per image.

3.2 Semantic Mapper

Overall, every pathologist follows a standard training addressed to strength out
both diagnosis precision and velocity. An efficient management of these two com-
plementary issues is based on four classic steps: look, see, recognize and under-
stand [2]. A pathologist that evaluates an image is basically looking for patterns
and his/her decisions are usually based on the presence or absence of a specific
pattern. These patterns are associated with concepts, that is, pathologists give
meaning to the image or in other words, they “understand” the image contents.
Patterns may correspond to simple low-level features, but in most cases they
are a complex combination of them. Features are usually made up of many of
this kind of patterns and are called high-level or semantic features. The main
goal of this work is to design a model to capture the semantic interpretation of
histopathology images, in order to achive a better CBIR effectivity.

The core of the proposed semantic model is the semantic mapper. Since groups
are non disjoint, the semantic mapper is not a single classifier but a model
of many learning algorithms identifying the different concepts present in an
image. This mapper is composed of 18 Support Vector Machine (SVM) classifiers
[13], each specialized on deciding whether or not one image contains one of the
eighteen possible concepts, and a extra classifier to detect noise1. When the image
representation is processed through this semantic mapper, meta-features are
individually processed by each of the 19 classifiers. In this model, each classifier
outputs a score value indicating whether the image contains the concept or not.
With the output of each classifier, the semantic model builds a semantic feature
vector containing the membership degree of one image to every semantic group.

3.3 Semantic Mapper Training

The dataset used to train each classifier is composed of 1.502 images, organized
in 19 different groups (corresponding to the 19 different categories defined by the
pathologist). The training dataset is composed of meta-features with their cor-
responding labels and each group has a specific dataset. Each dataset is entailed
with exactly the same attributes except for the class label which can only have
two possible values: positive if the example belongs to this group and negative
otherwise. In most of the groups there is a considerable amount of imbalance
between negative and positive classes, this is solved by resampling the class with
less elements. Each dataset is split, using a stratified sampling approach, into two
subsets: 20% is used for testing and 80% for training and validation. A 10-fold
1 Noisy images are those that do not contain any important histopathology concept.
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cross validation scheme on the training set is used to evaluate the classification
rate. The test dataset is set aside and used at the end for calculating the final
error rate of the classifier.

A SVM classifier is provided with different parameters (herein called hyper-
parameters), such as the regularization parameter λ along with the kernel and
its particular parameterization. In order to select the best configuration for each
SVM classifier, generalizing the nature of the associated concept, the following
domains for the hyperparameters were studied:

– Polynomial Kernel. (inhomogeneous) with exponent d set to 5 and 20

k(x, x′) = (x · x′ + 1)d

– Radial Basis Function Kernel. with four different values for γ: 0.001, 0.1, 0.5
and 1

k(x, x′) = exp(−γ ‖x − x′‖2)

– Lambda. The regularization parameter was evaluated in the interval [1, 50]
using increment steps of 0.1

The purpose of the training evaluation is to identify the best model for each
histopathology concept. In total, there were 5 different models to evaluate per
concept: one with a polynomial kernel and four with a RBF kernel for each of
the parameters shown above. Each model has a different complexity value which
is found as the minimum value drawn from the error-complexity plot. When an
optimal model value is obtained, the minimum error rate between models allows
to select the best model among the 5 possible ones.

4 Metrics for Image Content

Similarity evaluation of image contents is achieved using metrics. For image re-
trieval, metrics are designed to detect differences between the available features.
This work uses metrics for two type of contents: low-level features and semantic
features as follows.

4.1 Low-Level Feature Metrics

Since low-level features are histograms, they require metrics evaluating differ-
ences between probability distributions. Evaluated metrics were Relative Bin
Deviation Drbd, Jensen-Shannon Divergence DJSD and Euclidean Distance L2.
For each feature, we experimentally found the most appropriate metric capturing
the feature topology in the image collection, obtaining a set of feature-metric
pairs able to rank histopathology images. Many features can be evaluated in
an individual metric using a linear combination approach of the feature-metric
pairs. If x and y are images; Fk is a function to extract a low-level feature k; and
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Mk is a metric able to compare the feature k, then, a metric to evaluate many
low level features is:

d(x, y) =
∑

k

wkMk (Fk(x), Fk(y))

where wk is a factor that controls the relative importance of each feature-metric
pair. The best values for all wk were found by exhaustive search.

4.2 Semantic Metric

Semantic features are codified in a vector per image, in which each position rep-
resents a value of membership degree to the corresponding group. These values
are produced by each component of the semantic mapper and are scaled to fit
the [0, 1] range. Each image may belong to many groups at the same time, pro-
viding information about the content and interpretation of the overall scene. To
compare images in a semantic way, the Tanimoto coefficient was selected, which
is a generalization of the Jaccard coefficient [1]. In this problem, Tanimoto co-
efficient can interpret, how many positions in the semantic vectors are showing
coincidences, emphasizing the similarity between concepts shared by both im-
ages. Given two semantic vectors A and B, each with 19 positions, the Tanimoto
coefficient assigns a similarity score to the associated images as follows:

T (A, B) = 1 − A · B

‖A‖2 + ‖B‖2 − A · B

5 Experimentation and Results

MEler et al [6] presents a framework to evaluate CBIR systems in order to re-
port comparable results from different research centers in a standardized way.
The most representatives of those performance measures are precision and re-
call. Since precision can be measured for different values of recall, the average
precision of the n-th result is reported to compare experiments, named P (n).
Also a precision vs recall graph may be drawn, which provides information about
the behavior of the system in many points. Also, the rank of relevant results is
used for measuring performance; in this work, the rank of the first relevant result
(Rank1) and the average, normalized rank (NormRank) were used.

Each experiment was configured to select 30 random queries in the collection,
through a query-by-example approach. Results associated to each query were
evaluated as relevant or irrelevant against the ground truth, and performance
measures were averaged to obtain the final result of the experimentation.

Table 1 shows the performance of the CBIR system. In one case, only low-
level features were used. In the other case, semantic features were used. For all
the measures, the semantic features outperform the low-level features. This is
corroborated by the precision vs. recall graph (Fig. 2).

The low-level-feature system performance serves a bottom line to assess the
real contribution of incorporating domain knowledge to the system. The results
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Fig. 2. Precision vs Recall graph comparing the system performance using two types
of features: low-level features and semantic features
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Table 1. Performance measures for image retrieval

Model Rank1 NormRank P(1) P(20) P(50) P(100)
Low level features 8.22 0.28 0.67 0.30 0.21 0.16

Semantic features 1.96 0.07 0.80 0.59 0.51 0.45

show that the proposed model to represent this domain knowledge in a semantic
feature space, greatly improve the performance of the system.

6 Conclusions and Future Work

The paper presented a novel approach to represent histopathology knowledge,
which is naturally included into a CBIR system. The approach allows to bridge
the semantic gap preserving in the same context both, the low-level features and
the semantic features. This was accomplished by a semantic mapper based on
SVM classifiers. This mapper allows the building of a new semantic feature space
in which a metric is used to calculate the similarity between images.

The experimental results show that this approach can effectively model the
histopathology knowledge, that is to say, images are automatically interpreted
and compared as pathologists does. This strategy provides a semantic analysis
of image contents, allowing a highly improved operation of the CBIR system, in
terms of precision.

The future work includes exploring richer semantic representations, using
other low-level features, performing a more extensive evaluation with a larger
bank of images and additional pathologists to test the system.
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Abstract. Text classification is a problem applied to natural language texts that 
assigns a document into one or more predefined categories, based on its 
content. In this paper, we present an automatic text classification model that is 
based on the Radial Basis Function (RBF) networks. It utilizes valuable 
discriminative information in training data and incorporates background 
knowledge in model learning. This approach can be particularly advantageous 
for applications where labeled training data are in short supply. The proposed 
model has been applied for classifying spam email, and the experiments on 
some benchmark spam testing corpus have shown that the model is effective in 
learning to classify documents based on content and represents a competitive 
alternative to the well-known text classifiers such as naïve Bayes and SVM.  

Keywords: Radial basis function networks, text classification, clustering, 
information retrieval. 

1   Introduction 

Automatic text classification is a problem applied to natural language texts that 
assigns a document into one or more predefined categories, based on its content. This 
is typically accomplished by machine learning algorithms and involves models built 
on the top of category-labeled training data. With the growth of the Internet and 
advances of computer technology, more textual documents have been digitized and 
stored electronically, and digital libraries and encyclopedias have become the most 
valuable information resources. Recently, the US Library of Congress has started a 
project named World Digital Library, which aims to digitize and place on the Web 
significant primary materials from national libraries and other institutions worldwide. 
It is quite clear that text classification plays an increasingly important role in this 
digital phenomenon, and it has been widely applied in many areas that include Web 
page indexing, document filtering and management, information security, business 
and marketing intelligence mining, customer survey and customer service automation.  

Over the years, a number of machine learning algorithms have been used in text 
classification problems [8]. Among them, naïve Bayes [6], nearest neighbor [1], 
decision tree with boosting [7], Support Vector Machines (SVM) [4] are the most 
cited. As supervised learning algorithms, they all require some labeled training sets 
and in general, the quantity and quality of the training data have an important impact 
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on their classification effectiveness. In this paper, a text classification model, based on 
the radial basis function (RBF) networks, is proposed. It uses a labeled training set 
and also integrates additional unlabeled background knowledge to aid in its 
classification task. In Section 2, an overview of RBF networks is provided. In Section 
3, the proposed model is described, and its application on one benchmark email 
corpus and performance comparisons with two popular text classifiers are presented 
in Section 4. Some concluding remarks are provided in Section 5. 

2   Radial Basis Function Networks  

As a popular feed-forward neural network paradigm, the radial basis function (RBF) 
networks have been applied in many fields in science and engineering which include 
telecommunication, signal and image processing, time-series modeling, control 
systems and computer visualization. The architecture of a typical RBF network is 
presented in Fig. 1.  

 

Fig. 1. The RBF network architecture 

The network consists of three layers: an input layer, a hidden layer of nonlinear 
processing neurons and an output layer. The input to the network is a 

vector ,1×ℜ∈ nx  and the output of the network, ,1×ℜ∈ my  is calculated according to  
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the distance, the stronger the activation. The most commonly used basis function is 
the Gaussian  
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=  
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where σ is the width parameter that controls the smoothness properties of the basis 
function. Finally, the output of the network is computed as a weighted sum of the 
hidden layer activations, as shown in Equation (1). 

3   Text Classification Model  

The radial basis function (RBF) networks can be applied for text classification, and 
for a given document collection, they are used to build models that characterize 
principal correlations of terms and document in the collection. In this section, an RBF 
network based text classifier is described in terms of its structure and major 
components. 

The classifier is constructed by feature selection, document vector formulation and 
network training. First, it preprocesses input data by a rigorous feature selection 
procedure. In this paper, a feature or a term is referred to as a word, a number, or 
simply a symbol in a document. For a given document collection, the dimensionality 
of feature space is generally very large. The procedure aims to reduce the input 
feature dimensionality and to remove irrelevant features from network training and 
deploying. It consists of two feature selection steps: unsupervised and supervised. In 
the first unsupervised selection step, features such as common words and words with 
very low and very high frequencies are eliminated from training data. Terms with a 
common stem are also substituted by the stem.  In the second step, the selection is 
conducted on those retained features by their frequency distributions between 
document classes in a training data set. This supervised selection intends to further 
identify the features that distribute most differently between document classes and 
uses the well-known Information Gain [8] as the selection criterion. 

After feature selection, each document is encoded as a numerical vector of values 
of the selected features. More precisely, each vector component represents a 
combination of the local and global weights of a retained term and is computed by the 
log(tf)-idf weighting scheme [5]. 

RBF networks are typically trained by some nonlinear comprehensive algorithms 
that involve the entire networks. It can be very computationally intensive for large 
training data. Alternatively, it can be trained by a much less expensive two-stage 
training process [3]. More specifically, the first training stage determines the RBF 
centers and widths through some unsupervised algorithms. In our model, a variant of 
k-means algorithm is used in this stage. It is used to construct a representation of the 
density distribution in input training data space and is accomplished by clustering 
each of the document classes in a collection. It is noted that in many cases, documents 
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in a class, though may vary in content, can likely be grouped by topics into a number 
of clusters where some underlying semantic term and document correlations are 
present. Since this is done after feature selection, the resulting cluster centroids are 
effectively the encoded content vectors representing the most important document 
features and subsequently, they summarize topics within the document classes. With 
the RBF network parameters being determined and fixed, the second training stage 
selects the weights for the network output layer. This is essentially a linear modeling 
problem and is solved by a logistic algorithm in our model.  

There are many text classification problems where unlabeled data are readily 
available and labeled data may be limited in quantity due to labeling cost or difficulty. 
For instance, labeling newsgroup articles by interest of a news reader can be quite 
tedious and time-consuming.  As another example, categorization of Web pages into 
subclasses for a search engine is very desirable. However, given the exponential 
growth rate of the Web, only a tiny percentage of Web content can realistically be 
hand-labeled and classified. All of these problems require solutions that can learn 
accurate text classification through limited labeled training data and additional related 
unlabeled data (background knowledge). 

The two-stage training process described above particularly facilitates an 
integration of additional background unlabeled data. The data used in the first training 
stage, for determining the network basis functions of the hidden layer, are not 
required to be labeled and in fact, it is done by a clustering algorithm. However, some 
empirical analysis on our model in this regard has indicated that far better 
classification performance is generally achieved if the stage is carried out on a 
combined training data set that includes both labeled and unlabeled documents. Of 
course, some labeled data are needed in the second training stage. Overall, the 
available background unlabeled documents can be used to compensate for insufficient 
labeled training data and also to further improve the quality of classification decisions 
of the proposed model. 

The model training process can be summarized as follows: 
 
Model Training Process 
1. Select data features on all labeled and unlabeled training data 
2. Construct training document content vectors that combine feature local and 

global weights 
3. Cluster labeled content vectors in each document class and background 

unlabeled content vectors by the k-means clustering algorithm, and then 
determine the RBF parameters 

4. Determine the network output layer weights by the logistic regression 
algorithm on labeled content vectors   

 
It should be pointed out that the proposed model that applies both feature selection 

and the two-stage training is effective in significantly reducing the computational 
workload for network training and hence, it provides a practical text classifier for 
applications with large training data. 
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3   Experiments 

The proposed RBF network based text classification model has been applied to email 
spam filtering, a special and important two-category text classification problem. In 
this section, the experiments of the model on the benchmark spam testing corpus PU1 
and its comparison with the popular SVM and naïve Bayes approaches are described.   

4.1   Experiment Settings  

The corpus PU1 [2] is made up of 1099 real email messages, with 618 legitimate and 
481 spam. The messages in the corpus have been preprocessed with all attachments, 
HTML tags and header fields except subject being removed, and with all retained 
words being encoded into numbers for privacy protection. The experiments are 
performed using the stratified 10-fold cross validation. In other words, the corpus is 
partitioned into ten equally-sized subsets. Each experiment takes one subset for 
testing and the remaining nine subsets for training, and the process repeats ten times 
with each subset takes a turn for testing. The performance is then evaluated by 
averaging over the ten experiments. Various feature sets are used in the experiments 
ranging from 50 to 650 with an increment of 100. 

The performance of a text classifier can be evaluated by precision and recall. These 
measurements, however, do not take an unbalanced misclassification cost into 
consideration. Spam filtering is a cost sensitive learning process in the sense that 
misclassifying a legitimate message to spam is typically a more severe error than 
misclassifying a spam message to legitimate. In our experiments, a unified cost 
sensitive weighted accuracy [2] is used as the performance criterion and it can be 
defined as 
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where nL->L, nL->S, nS->S and nS->L denotes the classified message count of correct 
legitimate, incorrect legitimate, correct spam, and incorrect spam, respectively, and λ 
is a cost parameter. The WAcc formula assumes that the misclassification error on 
legitimate is λ times more costly than the error on spam. In our experiments, the 
popular λ = 9 is used.  

4.2   Classification Performance with and without Background Knowledge 

As discussed in Section 3, the proposed classification model is capable of 
incorporating both labeled and unlabeled data (background knowledge) in its learning 
effectively, and this can be particularly advantageous for the applications where 
labeled training data are in short supply.  

The first part of our experiments was to compare classification performance of the 
model with and without using background knowledge. The experiments were 
conducted with the training set being further divided into a labeled and an unlabeled  
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subset. Those known email class labels for the data assigned to the unlabeled subset 
are ignored in the experiments. When the model is trained with background 
knowledge, both subsets are used in the first stage of training and only the labeled 
subset is used in the second stage of training. When the model is trained without 
background knowledge, only the labeled training subset is used in both stages of 
training. 
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Fig. 2.  Summarized classification accuracy values with and without background knowledge 

Fig. 2 summarizes the average weighted accuracy results (in y-axis) obtained by 
the model over various feature set sizes (in x-axis) and several combined 
unlabeled/labeled training set sizes (as n1/n2 in legend). The labeled training size n2 
varies from 900 to 400 with a decrement of 100 whereas the unlabeled training size 
n1 varies from 89 to 589 with a corresponding increment of 100, and the total 
combined size of n1 and n2 is 989.  It can be observed from Fig. 2 that, as the feature 
size increases, a trend on accuracy starts with a decent initial value, dips at the size of 
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150 and then lifts up gradually. For small feature sets, the training with additional 
background knowledge might not be very beneficial as expected. However, for 
relatively larger feature sets, background knowledge can help improve the quality of 
classification decisions, and that includes the cases where labeled training sets are 
relatively small. 

4.3   Comparison with Other Text Classifiers 

The second part of our experiments was to compare the proposed model with two 
well-known classification algorithms: naïve Bayes and SVM [9]. The former is a 
standard implementation of naïve Bayes and the latter is an implementation of SVM 
using sequential minimization optimization and a polynomial kernel. Note that the 
input data to all three classifiers are the same set of document vectors after feature 
selection and term weighting. 
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Fig. 3. Average weighted accuracy values with a labeled training set of size 900 

The experiments also used the stratified 10-fold cross validation procedure. With a 
labeled training set of size 900, Fig. 3 compares SVM, naïve Bayes (NB) with two 
versions of the RBF based model (RBF): one is trained only by a labeled set (marked 
as 0/900 in the aforementioned notation) and the other is trained by both the labeled 
set and an additional unlabeled background set of size 89 (marked as 89/900). This 
setting represents the model training using a relatively small background set and a 
relatively large labeled set. Clearly, Fig. 3 shows that background knowledge is useful 
for the RBF model to outperform other algorithms as the feature size gets large 
enough. 

We also looked at different situations for model training where background data 
sets are relatively large, compared to sets of labeled training data.  Fig. 4 shows the 
performance comparison of these models on a small labeled training set of size 400. 
Note that the model RBF (598/400) uses an additional background set of size 598 in 
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Fig. 4. Average weighted accuracy values with a labeled training set of size 400 

 

the training. Overall, Fig. 4 demonstrates the similar classification outcomes as in  
Fig. 3, except that SVM seems suffering more noticeably from the reduced labeled 
training data. Both Fig.3 and Fig.4 have indicated that, with some appropriate feature 
selection, the training with background knowledge can indeed be beneficial for the 
RBF model in learning the associations between a class and its constituent documents 
and in supporting its classification task. It is also interesting to observe that in both 
cases, naïve Bayes performs very well and its weighted accuracy values stabilize after 
the feature size reaches 250. Likely, its performance is enhanced by our rigorous 
feature selection process. 

5   Conclusions 

The radial basis function (RBF) networks have been successfully used in many 
applications in science and engineering. In this paper, an RBF-based text 
classification model is proposed. It is capable of integrating background knowledge 
into its learning and utilizing valuable discriminative information in training data.  
The experiments of the model on email spam classification and a comparison with 
some popular text classifiers have shown that it is very effective in learning to classify 
documents based on content and represents a competitive text classification approach. 
As future work, we plan to conduct experiments of the model with general text 
classification corpora and improve the accuracy and efficiency of the model by 
further exploring feature-document underlying associations. We also plan to perform 
some empirical work in comparing the model with other more closely related semi-
supervised classification algorithms. 
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Abstract. Feature selection plays an important role in text categorization. Many 
sophisticated feature selection methods such as Information Gain (IG), Mutual 
Information (MI) and χ2 statistic measure (CHI) have been proposed. However, 
when compared to these above methods, a very simple technique called Docu-
ment Frequency thresholding (DF) has shown to be one of the best methods ei-
ther on Chinese or English text data. A problem is that DF method is usually 
considered as an empirical approach and it does not consider Term Frequency 
(TF) factor. In this paper, we put forward an extended DF method called TFDF 
which combines the Term Frequency (TF) factor. Experimental results on 
Reuters-21578 and OHSUMED corpora show that TFDF performs much better 
than the original DF method.  

Keywords: Rough Set, Text Categorization, Feature Selection, Document Fre-
quency. 

1   Introduction 

Text categorization is the process of grouping texts into one or more predefined cate-
gories based on their content. Due to the increased availability of documents in digital 
form and the rapid growth of online information, text categorization has become one 
of the key techniques for handling and organizing text data.  

A major difficulty of text categorization is the high dimensionality of the original 
feature space. Consequently, feature selection-reducing the original feature space,is 
seriously projected and carefully investigated. 

In recent years, a growing number of statistical classification methods and machine 
learning techniques have been applied in this field. Many feature selection methods 
such as document frequency thresholding, information gain measure, mutual informa-
tion measure, χ2 statistic measure, and term strength measure have been widely used. 

DF thresholding, almost the simplest method with the lowest cost in computation, 
has shown to behave comparably well when compared to more sophisticated statisti-
cal measures [13], it can be reliably used instead of IG or CHI while the computation 
of these measures are more expensive. Especially, experiments show that DF has 
better performance in Chinese text categorization [1][11] than IG, MI and CHI. In one 
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word, DF, though very simple, is one of the best feature selection methods either for 
Chinese or English text categorization.  

Due to its simplicity and effectiveness, DF is adopted in more and more experi-
ments[7][4][2][6]. However, this method is only based on an empirical assumption that 
rare terms are noninformative for category prediction. In addition, like most feature 
selection methods, DF does not consider the Term Frequency (TF) factor, which is 
considered to be a very important factor for feature selection[12].  

Rough Set theory, which is a very useful tool to describe vague and uncertain in-
formation, is used in this paper to give a theoretical interpretation of DF method. In 
Rough Set theory, knowledge is considered as an ability to partition objects. We then 
quantify the ability of classify objects, and call the amount of this ability as knowl-
edge quantity. We use the knowledge quantity of the terms to rank them, and  then put 
forward an extended DF method which considers the term frequency factor. Experi-
ments show the improved method has notable improvement in the performances than 
the original DF. 

2   Document Frequency Thresholding and Rough Set Theory 
Introduction 

2.1   Document Frequency Thresholding 

A term’s document frequency is the number of documents in which the term occurs in 
the whole collection. DF thresholding is computing the document frequency for each 
unique term in the training corpus and then removing the terms whose document 
frequency are less than some predetermined threshold. That is to say, only the terms 
that occur many times are retained. DF thresholding is the simplest technique for 
vocabulary reduction. It can easily scale to very large corpora with a computational 
complexity approximately linear in the number of training documents.  

At the same time, DF is based on a basic assumption that rare terms are noninfor-
mative for category prediction. So it is usually considered an empirical approach to 
improve efficiency. Obviously, the above assumption contradicts a principle of in-
formation retrieval (IR), where the terms with less document frequency are the most 
informative ones [9].  

2.2   Basic Concepts of Rough Set Theory 

Rough set theory, introduced by Zdzislaw Pawlak in 1982 [5][8], is a mathematical 
tool to deal with vagueness and uncertainty. At present it is widely applied in many 
fields, such as machine learning, knowledge acquisition, decision analysis, knowledge 
discovery from databases, expert systems, pattern recognition, etc. In this section, we 
introduce some basic concepts of rough set theory which used in this paper. 

Given two sets U and A, where U ={x1, ..., xn} is a nonempty finite set of objects 
called the universe, and A = {a1,…, ak} is a nonempty finite set of attributes, the  
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attributes in A is further classified into two disjoint subsets, condition attribute set C 
and decision attribute set D, A=C∪D and C∩D = Φ. Each attribute a∈A, V is the 
domain of values of A, Va is the set of values of a, defining an information function  
fa, : U→Va, we call 4-tuple <U,A,V, f > as an information system. a(x) denotes the 
value of attribute a for object x . 

Any subset B ⊆ A determines a binary relation Ind(B) on U, called indiscemibility 
relation:  

Ind(B)={ (x,y) ∈ U×U | ∀a∈B , a(x) = a(y) } 

The family of all equivalence classes of Ind(B), namely the partition determined by B, 
will be denoted by U/B . If ( x , y) ∈ Ind(B), we will call that x and y are  
B-indiscernible .Equivalence classes of the relation Ind(B) are referred to as  
B - elementary sets.  

3   A Rough Set Interpretation of Document Frequency 
Thresholding 

Given a 4-tuple <U,A,V, f > information system for text categorization, where 
U={D1, ..., Dn} is a set of documents, A = { t1,…, tk } is a set of features (terms), V is 
the domain of values of ti (1≤i≤k), V={0,1},  An information function f,  U→V, can 
be defined as: 

i

i

Dinoccurstdosent

DinoccurstiDf '0

1
{)( ，

，

=
 

An example of such an information table is given in Table 1. Rows of Table 1, 
labeled with D1, D2, …D6, are documents, the features are T1, T2, T3 and T4. 

3.1   The Ability to Discern Objects 

The important concept in rough set theory is indiscernibility relation. For example, in 
Table 1, (D1, D2) is T1-indiscernible, (D1, D3) is not T1-indiscernible. 

Table 1. An information table: terms divide the set of documents into two equivalence classes 

 T1 T2 T3 T4 
D1 0 0 1 1 
D2 0 1 0 1 
D3 1 0 1 1 
D4 0 0 1 1 

D5 0 0 0 1 
D6 0 1 0 1 
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In Table 1, T1 only occurs in D3, so T1 divides {D1, D2, …D6} into two equivalence 
classes {D1, D2, D4, D5, D6} and {D3}. That is to say, T1 can discern D3 from D1, D2, 
D4, D5, D6. Similarly, T2 can discern D2, D4 from D1, D3, D5, D6. T3 can discern D1, 
D3, D4 from D2, D5, D6. T4 can not discern each document from the other, because T4 
divides {D1, D2, …D6} into only one equivalence class. Now we quantify the ability 
of discerning objects for a feature Ti or a set of features P, we call the amount of the 
ability of discerning objects as knowledge quantity.  

3.2   Knowledge Quantity 

This section will be discussed on information table  (Let decision feature set D = Φ). 

Definition 1. The object domain set U is divided into m equivalence classes by the set 
P (some features in information table), the number of elements in each equivalence 
class is: n1, n2,…, nm, let WU,P denotes the knowledge quantity of P, 
WU,P=W（ n1，n2， ...，nm） , and it satisfies the following conditions:  

1) W(1,1) = 1 
2) if m = 1 then W(n1)=W(n) = 0 
3) W（ n1, ... ,ni ,…, nj, … , nm） =  W（ n1, … ,nj , ..., ni , ...  , nm） 

4) W（n1,n2, ... ,nm）= W（n1,n2+...+nm）+ W（n2,... ,nm） 

5) W（n1,n2+n3）= W（n1,n2）+ W（n1,n3） 
 

Conclusion 1. If the domain U is divided into m equivalence classes by some feature 
set P, and the element number of each equivalence class is n1,n2, …nm, then the 

knowledge quantity of P is: W (n1,n2,…,nm)= ∑
≤<≤

×
mji

ji nn
1

. 

3.3   Interpretation of Document Frequency Thresholding 

In Table 1, T1 only occurs in D3, T1 divides {D1, D2, …D6} into two equivalence 
classes {D1, D2, D4, D5, D6} and {D3}, the number of each equivalence classes is 
n1=5, n2=1. According to Conclusion 1, the ability of discern {D1, D2, …, D6} for T1 

(the knowledge quantity of T1) is: 
1,TUW = ∑

≤<≤

×
21 ji

ji nn = 5×1=5  

Let U denote a set of all documents in the corpus, n denotes the number of docu-
ments in U, m demotes the number of documents in which term t occurs, the knowl-
edge quantity of t is defined to be: 

tUW , = m(n-m) (1) 

∵m=DF 

∴When m≤n/2, DF tUW ,∝  

After stop words removal, stemming, and converting to lower case, almost all 
term’s DF value is less than n/2. 
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We compute the knowledge quantity for each unique term by (1) in the training 
corpus and remove those terms whose knowledge quantity are less than some 
predetermined threshold, this is our Rough set-based feature selection method which 
do not consider term frequency information(RS method). Feature selected by DF is 
the same as selected by this RS method. This is an interpretation of DF method. 

4   An Extended DF Method Based on Rough Set 

DF method does not consider the term frequency factor, however, a term with high 
frequency in a document should be more informative than the term that occurs only 
once. So, we think that terms divide the set of documents into not only two 
equivalence classes, but more than two equivalence classes, a term occurs in a 
document at least twice should be different from once occurs in the document, so 
there are 3 equivalence classes in our method. 

Given a 4-tuple <U,A,V, f > information system, U={D1, ..., Dn} is a set of docu-
ments, A = { t1,…, tk } is a set of features (terms), V is the domain of values of ti 

(1≤i≤k), V={0,1,2}, defining an information function f, U→V: 

i

ii

Dinoccurstdosent

twiceleastatDinoccurstDinoccursoncetiDf '0

,2;1
{)( ，

，

=  

An example of such an information system is given in Table 2. 
 
Table 2. An information table: terms divide the set of documents into three equivalence classes 

 

 T1 T2 
D1 1 1 
D2 0 0 
D3 0 0 
D4 0 0 
D5 1 2 
D6 0 0 

 
In Table 2, term T1 occurs once both in D1 and D5, T2 occurs once in D1 but occurs 

more than once in D5, the document frequency of term T1 and T2 is the same, but 

1,TUW = ∑
≤<≤

×
21 ji

ji nn = 2×4=8  

2,TUW = ∑
≤<≤

×
31 ji

ji nn = (1×1+1×4+1×4)=9,  

2,TUW > 
1,TUW  

Let n denotes the number of documents in the corpus, term t divides the documents 
into 3 equivalence classes, and the number of elements in each equivalence class is: 
n1, n2, n3. n1 denotes the number of documents which t does not occurs, n2 denotes the 
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number of documents which t occurs only once, n3 denotes the number of documents 
which t occurs at least twice.  The knowledge quantity of t is defined as: 

tUW , = ∑
≤<≤

×
31 ji

ji nn  (2) 

In order to emphasize the importance of multiple occurences of a term, equation 
(2) can be changed to: 

TFDF(t) = ( ))( 323121 nnnncnn ×+×+×  (3) 

Here c is a constant parameter(c≥1). As the value of c increases, we give more 
weight for multiple occurrences of a term. 

Given a training corpus, we compute the TFDF(t) by (3) for all terms and rank 
them, then remove those terms which are in an inferior position from the feature 
space, this is our feature selection method based on rough set theory, we call it term 
frequency-based document frequency(TFDF). 

5   Experimental Results 

Our objective is to compare the original DF with the TFDF method. A number of 
statistical classification and machine learning techniques have been applied to text 
categorization, we use two different classifiers, k-nearest-neighbor classifier (kNN) 
and Naïve Bayes classifier. We use kNN, which is one of the top-performing classifi-
ers, evaluations [14] have shown that it outperforms nearly all the other systems, and 
we selected Naïve Bayes because it is also one of the most efficient and effective 
inductive learning algorithms for classification [16]. According to [15], micro-
averaging precision was widely used in Cross-Method comparisons, here we adopt it 
to evaluate the performance of different feature selection methods.  

 

 
 

Fig. 1. Average precision of KNN and Naïve Bayes vary with the parameter c in Reuters (using 
TFDF method) 
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5.1   Data Collections 

Two corpora are used in our experiments: Reuters-21578 collection[17] and the 
OHSUMED collection[19].  

The Reuters-21578 collection is the original Reuters-22173 with 595 documents 
which are exact duplicates removed, and has become a new benchmark lately in text 
categorization evaluations. There are 21578 documents in the full collection, less than 
half of the documents have human assigned topic labels. In our experiment, we only 
consider those documents that had just one topic, and the topics that have at least 5 
documents. The training set has 5273 documents, the testing set has 1767 documents. 
The vocabulary number is 13961 words after stop words removal, stemming, and 
converting to lower case. 

 

 
(2-a) 

 
(2-b) 

Fig. 2. Average precision of KNN vs. DF and TFDF number of selected features in Reuters 
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OHSUMED is a bibliographical document collection. The documents were manually 
indexed using subject categories in the National Library of Medicine. There are about  
1800 categories defined in MeSH, and 14321 categories present in the OHSUMED 
document collection. We used a subset of this document collection. 7445 documents as 
a training set and the 3729 documents as the test set in this study. There are 11465 
unique terms in the training set and 10 categories in this document collection. 

5.2   Experimental Setting 

Before evaluating the feature selection methods, we use the same selected feature 
number in both DF method and the TFDF method for the experiment. Weka[18] is 
used as our experimental platform.  

 

 
 

 (3-a) 
 

 
 

(3-b) 

Fig. 3. Average precision of Naïve Bayes vs. DF and RS number of selected features in Reuters 
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5.3   Results 

Figure 1 shows that the Average precision of KNN and Naïve Bayes varying with the 
parameter c in Reuters (in equation (3), using TFDF method) at a fixed number of  
selected features, here, the fixed number of selected features is 200. We can notice 
that when c≤12, as c increases, the Average precision increases accordingly. 

Figure 2 and Figure 3 exhibit the performance curves of kNN and Naïve Bayes on 
Reauters-21578 after feature selection DF and TFDF(c=10). We can note from figure 2 
and figure 3 that TFDF outperform DF methods, specially, on extremely aggressive 
reduction, it is notable that TFDF prevalently outperform DF((2-a),(3-a)). 

Figure 4 and Figure 5 exhibit the performance curves of kNN and Naïve Bayes on 
OHSUMED after feature selection DF and TFDF(c=10). We can also note from fig-
ure 2 and figure 3 that TFDF outperform DF methods, specially, on extremely aggres-
sive reduction, it is notable that TFDF prevalently outperform DF((4-a),(5-a)). 

 

 
(4-a) 

 

 
(4-b) 

Fig. 4. Average precision of KNN vs. DF and TFDF number of selected features on 
OHSUMED 
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(5-a) 

 

 
(5-b) 

Fig. 5. Average precision of Naïve Bayes vs. DF and TFDF number of selected features on 
OHSUMED 

6   Conclusion 

Feature selection plays an important role in text categorization. DF thresholding, 
almost the simplest method with the lowest cost in computation, has shown to behave 
well when compared to more sophisticated statistical measures, However, DF method 
is usually considered as an empirical approach and does not have a good theoretic 
interpretation, and it does not consider Term Frequency (TF) factor, in this paper: we 
put forward an extended DF method called TFDF which combines the Term 
Frequency (TF) factor. Experiments on Reuters-21578 collection and OHSUMED  
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collection show that TFDF perform much better than the original DF method, 
specially, on extremely aggressive reduction, it is notable that TFDF prevalently 
outperform DF. The experiments also show that Term Frequency factor is important 
for feature selection. 

Many other feature selection methods such as information gain measure, mutual 
information measure, χ2 statistic measure, and term strength measure have been 
widely used in text categorization, but none of them consider Term Frequency (TF) 
factor, In the future research we will investigate to use TF in these feature selection 
methods. 
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Abstract. Latent Dirichlet Allocation (LDA) is a document level language 
model. In general, LDA employ the symmetry Dirichlet distribution as prior of 
the topic-words’ distributions to implement model smoothing. In this paper, we 
propose a data-driven smoothing strategy in which probability mass is allocated 
from smoothing-data to latent variables by the intrinsic inference procedure of 
LDA. In such a way, the arbitrariness of choosing latent variables’ priors for the 
multi-level graphical model is overcome. Following this data-driven strategy, 
two concrete methods, Laplacian smoothing and Jelinek-Mercer smoothing, are 
employed to LDA model. Evaluations on different text categorization collec-
tions show data-driven smoothing can significantly improve the performance in 
balanced and unbalanced corpora. 

Keywords: Text Categorization, Latent Dirichlet Allocation, Smoothing, 
Graphical Model. 

1   Introduction 

Text representation is one of the main difficulties in current text categorization re-
search [1]. The document is usually represented as a vector by weighted index terms. 
A typical method, the Bag of Words (BOW), identifies all the words occurring in the 
corpus as index terms. For its simplicity and usability, BOW has been widely adopted 
in text categorization. However, BOW results in the high dimensions of feature space 
and information loss of the original texts. In order to overcome these drawbacks, 
many text representation methods have been proposed in two main directions:  

In one direction, diverse language units, such as phrase [2], word senses and syn-
tactic relations [3], are selected as index terms of documents rather than words.  
Extensive experiments have shown that these complex unites do not yield signifi-
cantly better effectiveness. Likely reasons for the discouraging result, as stated in 
[4], is that although these higher level units have superior semantic qualities for hu-
man, they have inferior statistical qualities against words for classification algorithm 
to tackle.  

In the other direction, topic-models, such as, Distributional Words Clustering 
(DWC) [5], Latent Semantic Indexing (LSI) [6] and LDA [7] [8] etc. are proposed to 
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extract some kinds of latent information structures of documents beyond words. 
Among these models, LDA has attracted much attention for its dimension reducing 
power, comprehensibility and computability. Whereas LDA has been extensively 
applied in machine learning, information retrieval [9] and some NLP tasks, the poten-
tial of LDA in text categorization isn’t systematically explored. In addition, the size of 
corpora and/or categories in former related studies [8] [10] are relative small.  

In this paper, we will study how to effectively smooth LDA model for improving 
text categorization under the generative framework. Our works concentrate on follow-
ings: we analyze the irrationality of directly smoothing the latent variable distribu-
tions from inside of multi-level graphical models. Accordingly, we propose the  
data-driven smoothing strategy for LDA model and its two instances. Experiment 
evaluations show this data-driven strategy can significantly improve the performance 
on both balanced and unbalanced text categorization corpora. 

This paper is arranged as follows. Section 2 shows a brief of LDA model. Our pro-
posed data-driven smoothing strategy and two concrete methods, L_LDA model and 
JM_LDA model, are presented in section 3. Experiment evaluations and analyses are 
given in section 4. Section 5 is the related work, and section 6 gives a conclusion. 

2   The LDA Model 

LDA [8] is a document-level generative probabilistic language model (in Figure 1), in 
which each document is modeled as a random mixture over latent topics. Each topic 
is, in turn, modeled as a random mixture over words. The generative process for each 
document w can be described as following steps: 

1: Select a latent topics mixture vector θ from the Dirichlet distribution Dir(α). 
2: For each word wn 

2.1: Select a latent topic zn from the multinomial distribution Multinomial (α). 
2.2: Select the word wn from the multinomial distribution Multinomial (β,zn). 

 

α

β

θ

 

Fig. 1. LDA model, which has 3 tiers: corpus ~ (α, β), doc ~ θ and word ~ (z, w) 

LDA is a directed graphical model and the joint distribution is given by formula (1): 

p(θ,z,w|α,β) = p(θ|α)( ∏ N
n=1 p(zn|θ)p(wn|zn,β) ) (1) 

For probabilistic language models, the critical task is to calculate the probability of 
the marginal distribution of a document. This can be obtained for LDA by: 
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p(w|α,β) = ∫ p(θ|α)( ∏ N
n=1∑zn p(zn|θ)p(wn|zn,β) ) dθ (2) 

As the formula (2) shows: Given a LDA model instance defined by parameters (α, 
β), the whole generative procedure has two sub-procedures: one is integrating over 
latent topics mixture vector θ and the other is summing over latent topic zn. In such a 
way, LDA model can synthesizes the topic structures implicated in the document and 
the distributional information of words over these latent topics together. This is the 
key advantage compared with other language models like N-gram model which only 
consider the distribution of words. 

2.1   Applying LDA Model in Text Categorization 

Under the generative probability framework of classification can be formulated as (3), 
in which p(w|ci) is the generative probability of the document w belong to class ci. 

c = arg max
i

 p(ci|w) = arg max
i

 p(w|ci) * p(ci) (3) 

Furthermore, the choice of the generative probability model of the document w is 
the key point. When LDA model is selected for p(w|ci) as: p(w|ci)= plda(w|α(i),β(i)), we 
obtain a new generative classifying model in formula (4): 

c = arg max
i

 plda(w|α(i),β(i)) * p(ci) (4) 

3   Smoothing LDA Model by Data-Driven Strategy 

Before using the LDA model, parameters (α, β) must be determined. As the other 
language models (like n-gram, hmm, etc.), A smoothing procedure must be added to  
the parameter β to overcome the zero probability caused by OOV(out of vocabulary). 
Let vi denote the vocabulary of the documents in category ci ,thus the OOV of cate-
gory ci, is formulated as (5): 

oovi = ∪
j≠i

vj - vi (5) 

For multi-class text categorization problem, the increase of the class number will 
increase the oovi number in every class. More uncertainty will be introduced. As a 
result, the deviation of the training of the LDA smoothing method will also increase. 

In order to obtain a tractable posterior in the LDA model setting, the Dirichlet prior 

( )Dir η  is placed on the multinomial parameter β. Then the variational Bayesian in-

ference method [11] [12] can be used to execute on the LDA model and derive the 
estimation equation of parameter β in formula (6): 

βij = η + ∑ M
d=1∑

N(d)
n=1  ϕ *

dniw
j

dn (6) 

It is obvious that βij can avoid zero probability for any word index j because of the 
positive η . Although this additional Dirichlet prior can play some role of model 

smoothing, it is arbitrary to operate the latent variable distributions directly in the 
multi-level graphical model. In the iterative procedure of training the LDA model, β 
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is coupled with other latent variables such as θ, z and α. In principle, the smoothing of 
β should take account of these latent variables. But in the formula (5), only a fixed 
const is added in the estimation for the reason of simplicity of calculation. 

3.1   Data-Driven Strategy 

This can’t be overcome directly by the Dirchlet smoothing method from inside the 
LDA model. We construct virtual instances which cover all words in global vocabu-
lary and add them to the training set. The LDA model would be smoothed and avoid 
the zero probability problem during predicting phase. We call this strategy as data-
driven smoothing. The most virtue of this data-driven smoothing is that it can take use 
of the inference mechanism rooted in LDA model to integrate with the inference of θ 
and z. In such a natural way, appropriate probability mass are allocated toward OOV. 
So, this strategy can avoid that the OOV’s probabilities are calculated isolated in the 
traditional LDA model. 

In this paper, two concrete smoothing methods following the data-driven strategy 
are introduced. We name them as Laplace LDA model (L_LDA) and Jelinek-Mercer 
LDA model (JM_LDA) which are discussed in detail in following. 

3.2   Laplacian Smoothing LDA (L_LDA) Model 

We first choose the Laplacian smoothing method, in formula (7), for the every class 
of documents in the corpus: 

p̂(wt|ci) = (ni(wt) + at) / (n(ci) + A), A = ∑ N

 t=1at (7) 

The smoothing procedure is not embeded in the LDA model. In implement, a vir-
tual instance is constructed and added to the class ci. All words in the global vocabu-
lary are selected as features in this instance with |wt|=at. In such a way, proper prob-
ability is set to OOV of each class. Iit is guaranteed that the probability mass of OOV 
will not decrease to a too low level in the iteration of the training of the model. 

3.3   Jelinek-Mercer Smoothing LDA (JM_LDA) Model 

From another way, we can use the L_LDA as a background model under the Jelinek-
Mercer Smoothing framework which has been used widely in information retrieval.  
We formulize this in (8): 

pJM_LDA(wt | ci) = λpMLE(wt | ci) + (1-λ) pL_LDA(wt | ci), 0<λ<1 (8) 

For the Jelinek-Mercer Smoothing on 1-gram language model, there is an assump-
tion that the occurrence of the words in a document is position-free and then we ob-
tain the multinomial generative model [13] for a specific class where wt1 is statisti-
cally conditional independent on the occurrence of any other wt2 given the document’s 
type ci. We can formulate this idea in formula (9) which will be used in the phrase of 
predicating: 

p(w|ci) = ∏ |V|
t=1 p(wt|ci)

n(t) = ∏ |V|
t=1 pJM_LDA(wt|ci)

n(t) (9) 
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We can use the MLE to estimate pJM_LDA(wt|ci) by formula (10): 

p̂MLE(wt|ci)= ni(wt) / n(ci) (10) 

This item must be attached some other smoothing method. Here, L_LDA is intro-
duced to do this job in formula (11): 

p̂LDA(wt|ci) = ∫ p(θ|α(i))( ∑zn p(zn|θ)p(wn|zn,β(i)) ) dθ (11) 

As we know that MLE parameter estimating method only uses the explicit word 
frequency information. In contrast, the LDA parameter estimating method uses both 
latent topics distribution information α(i) and word distribution information β(i) of the 
latent topics related to the corresponding category ci to estimate the probability 
p(wt|ci), as shown in formula (11).  

The integral in formula (11) take into account the marginalization to synthetically 
consider all the possible combination given the latent topics distribution θ. Existed 
research[8] indicates that LDA can effectively dig out the internal structures (latent 
topics) of the document. Hence this method can more accurately estimate the weight 
of the specific word by using the internal structural information. This is the advantage 
compared with the MLE estimate method which only uses the frequency information 
of words.  

The integration (11) is normally calculated by variational method [11] [12]. One 
pass of variational inference for LDA requires O((N +1)k) operations. Empirically, 
the number of iterations required for a single document is on the order of the number 
of words in the document. This yields a total number of operations roughly on the 
order of O(N2k). Thus, the parameters estimation for Jelinek-Mercer Smoothing has 
the order of about O(k) because that the “document” in (11) have only 1 word, so the 
N=1. It is obviously that this is a quickly calculating procedure.  

Consequently, applying LDA to parameter estimating process but not to predicat-
ing phase will increase the predicating speed as in formula (9). The order at predica-
tion phrase of JM_LDA Model is O(N), which is equal to the order of  classical Na-
ïveBayes multinomial model whereas the order at predication phrase of L_LDA 
model is O(N2k). This is very important for the real application environment. 

4   Experience Research 

4.1   Experiment Setting 

In our experiments, the following test collections are used:  

20newsgroup: It is collected by Ken Lang for text categorization research. All docu-
ments distributed across 20 categories evenly (balanced). We remove all headers, 
common stop words by the tools “rainbow”1 of CMU. The last vocabulary size is 
47802. We randomly select 50% of documents per class for training and the remain-
ing 50% for testing.  

Fudan: It is published on http://www.nlp.org.cn. This is a Chinese text categorization 
corpus with 20 categories and nearly 20,000 documents totally. This corpus classes 

                                                           
1 Rainbow -d ~/model -h -O 3 --index ~/20_newsgroups/*. 
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are unbalanced. We remove common stop words and the last vocabulary size is 
79093. We also randomly select 50% of documents per class for training and the 
remaining 50% for testing.  

These are summarized in the table 1:  

Table 1. The basic situation of two data sets: 20Newsgroups & fudan 

 20Newsgroups fudan 
Category Size 20 20 
Corpus Size about 20,000 about 20,000 

Vocabulary Size 47802 79093 
Train/Test 50% vs. 50% 50% vs. 50% 

Distributation even(balanced) unbalanced 

 
In this section, we evaluate the traditional LDA model and two LDA smoothing 

methods: L_LDA and JM_LDA. We firstly concentrate on the synthesis classification 
performance measured by micro_F1 and Macro_F1 across all classes on each corpus.  
Then we dive into the detailed classification performance of every class on the un-
balanced classification to enucleate the significant improvement obtained on fudan 
corpus. 

In all our experiments, the LDA-C (implemented by D. Blei) with default settings is 
chosen as the basic software. On the other side as you have seen, the JM_LDA model 
has two super parameters: topic number and mix coefficient λ. As in other models, we 
can use a two-dimensional grid search to find the optimum value for λ. So, after you 
fix the topic number, you can only search the optimum mix coefficient λ. 

4.2   Experiment & Analysis 

Synthesis Classification Performance 
In this part of experiment, the micro_F1 and the Macro_F1 measures are used to 
evaluate the synthesis classification performance on 20newsgroup and fudan corpus. 
We perform the comparison among three methods: traditional LDA model and our 
L_LDA model and JM_LDA model as figure 2. The X-axis is the number of latent 
topics used in the three models and the Y-axis is the synthesis performance measure 
(micro_F1 or Macro_F1). 

For the LDA model, the number of latent topics is an important factor which de-
fines the granularity of the model. So, we evaluate models on different topic number. 
From the figure 2.1 and 2.2, we can get the following things: 

(1) On the whole, the L_LDA model and JM_LDA model have a very near per-
formance where the L_LDA has a small superiority of about 1% than JM_LDA. At 
the same time, both L_LDA and JM_LDA have an evident higher performance of 
about 5%~6% than LDA model. This occurs across all value of topic number. 

(2) When different latent topic number is selected, the behaviors of the three mod-
els are different. With the increase of topic number, the LDA vibrates in a narrow 
interval and the JM_LDA remains much stably. Among the three models, only the 
L_LDA model increases monotonously along with this model expanding. 
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Fig. 2. Comparison between LDA model and two Smoothed LDA models, L_LDA and 
JM_LDA, on 20newsgroup corpus 

(3) Comparing the figure 2.1 and 2.2, we can find that the performances measured 
by micro_F1 and Macro_F1 have the very consistent results, namely: the absolute 
performance value of every model, the relative performance difference among three 
models and the performance tendencies exhibited on the sequence of topic numbers. 
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Fig. 3. Comparison between LDA model vs. two smoothed LDA models, L_LDA and 
JM_LDA, on fudan corpus 

In conclusion, just as we have discussed in the former section 3, the basic LDA 
model is harmed by the over-fitting of its naïve smoothing method, but our L_LDA 
model and JM_LDA model can alleviate this difficulty obviously. 

Subsequently, we will compare the performances of the three models on the fudan 
corpus as shown in the figure 3. 

In this part, the experiment setting is identical with the former 20newsgroup’s.  
From the figure 3.1 and 3.2, we can obtain the following things: 
On the whole, both L_LDA and JM_LDA have evident highly performance (mi-
cro_F1 and Macro_F1) than LDA model across all value of topic number. Neverthe-
less, except this point of similarity, figure 3.1 and 3.2 show several differences: 

(1) The most significant one is the different improvement extent between the meas-
ures of micro_F1 and Macro_F1. The micro_F1 improves about 3%~6%, yet the  
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Macro_F1 obtains an approximate 30% improvement for both L_LDA and JM_LDA. 
This result shows that the data-driven smoothing strategy can advance the Macro 
performance on the unbalanced corpus. 

(2) For the L_LDA model, the tendencies across the sequence of topic numbers are 
different between the measures of micro_F1 and Macro_F1. The micro_F1 increases 
monotonously along with the topic number but the Macro_F1 is insensitive to the 
change of topic number. 

(3) Comparing between the L_LDA model and JM_LDA model, the Macro_F1 

measures of them are very near but the improvement extent of L_LDA’s micro_F1 is 
twice of  JM_LDA’s. This shows that L_LDA has some superiority than JM_LDA. 

Summarizing on the experiments with respect to the two corpora, 20newsgroup and 
fudan, we can draw the following main conclusions: 

(1) Both L_LDA and JM_LDA can significantly improve the synthesis perform-
ance measured by micro_F1 and Macro_F1. This result corroborates the effectiveness 
of our data-driven smoothing strategy on LDA model.  

(2) On the balanced corpus, our smoothing methods show highly identical between 
micro_F1 and Macro_F1. On the unbalanced corpus, however, the Macro_F1 improve 
much more than the micro_F1. So, the data-driven smoothing strategy exhibits the 
superiority of realizing the classes’ equitableness which is very important in the un-
balanced classification task. 

In order to explorer the mechanism of this superiority, we construct the following 
experiments (section 4.2.2) to dig in the data-driven smoothing strategy at a more 
detailed granularity where the performance of every class is examined. 

Detailed Analysis Classification Performance on Unbalanced Corpus 
In this part of experiment, we will explorer the classification performance of our data-
driven smoothing strategy on unbalanced corpus (fudan corpus). F1 measure is used for 
every class and Macro_F1 measure is used for groups of classes. We also compare the 
three methods: traditional LDA model and our L_LDA model & JM_LDA model. In 
the following experiments, the topic number of three models is fixed on a specific value: 
5. Under this topic number, we lay out several aspects of the three models to demon-
strate the superiority of data-driven smoothing for unbalanced classification task.  
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Fig. 4. 4.1 The distribution of documents (training set & testing set) across all categories on 
fudan corpus. 4.2 A comparison between models (LDA, L_LDA and JM_LDA) on fudan corpus.  
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First of all, we show the unbalanced distribution of documents quantities across all 
categories on fudan corpus in figure 4.1 and corresponding performance comparison 
between models (LDA, L_LDA and JM_LDA) as 4.2: 

Figure 4.1 shows that the classes of corpus are evidently divided into 2 parts: there 
are 11 small classes (1-11), where every one has about tens of documents in training 
& testing set; the other 9 classes are big classes.  

Table 2. A comparison between small classes (1-11) and big classes (12-20) by Macro_F1. 
Note: the number of topics is fixed at 5 

 Small: 1-11 Big: 12-20 Whole Corpus 
L_LDA 0.599 0.898 0.734 

JM_LDA 0.598 0.876 0.723 
LDA 0.127 0.862 0. 457 

 
From table 2, we can firstly get that on the whole corpus, the Macro_F1 obtains an 

improvement over LDA about 26% for JM_LDA and about 28% for L_LDA. Other 
details are discussed as following:  

(1) The performances of L_LDA model and JM_LDA model measured by 
Macro_F1 are very near on both small classes and big classes. So, these two models 
can get the closer performance on the whole corpus. 

(2) As we only focus on the results of the big classes, we find that three models 
only have little difference: the Macro_F1 of L_LDA is higher than JM_LDA by 2.2%. 
In turn, the Macro_F1 of JM_LDA is higher than LDA by 1.4%. These improvements 
are insufficient for the large increase of about 26%~28% on the whole corpus. The 
key reason is small classes.  

(3) On small classes, the LDA model has a very poor performance which can only 
attain 12.7% measured by Macro_F1. After smoothed by L_LDA and JM_LDA, this 
performance advances to about 60% which result in an improvement of 47%. It is just 
this great contribution urges the whole corpus’ Macro_F1 goes up about 26%~28%. 

Next step, we will look into the detail views across all classes by different aspects 
to explore the effect of data-driven strategy. Firstly, let’s examine the F1 on every 
class in figure 4.2: the X-axis is the index of classes in fudan corpus and the Y-axis is 
the measure F1.  

We can see that the F1 of L_LDA model is always higher than LDA model across 
all classes where the F1 of most small classes increase greatly and L_LDA model can 
obtains some tiny increase on every big class at the same time. This property of 
L_LDA model shows that the main principle of the whole improvement is digging 
inside the model to rectify the deviation on small classes without depressing the big 
classes. The similar principle is also the same with JM_LDA.  

We know that the measure F1 is composed by Recall and Precision. We will look 
into these two measures to find the factors that prompt the synthesis performance. The 
Recall result is shown in figure 5.1 and the Precision result is shown in figure 5.2. 

The most noticeable thing is that the figure 5.1 is almost the same as the figure 4.2. 
So, we can determine that the promotion of Recall on the unbalanced corpus greatly 
improve performance of F1. So, L_LDA and JM_LDA can find documents of small 
size classes significantly. This is the key function for unbalanced classification.  
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Fig. 5. A comparison between LDA model vs. two smoothed LDA models, L_LDA and 
JM_LDA, under the measure Recall & Precision of every class on fudan corpus 

On the contrary, the figure 5.2 is much different with figure 4.2 and figure 5.1. The 
precisions of L_LDA and JM_LDA of small classes vibrate severely and deviate from 
the LDA’s to much extent. As whole, the Precision of L_LDA and JM_LDA are 
lower than LDA model’s.  But in fact, the relative lower Precision of L_LDA and 
JM_LDA are more effective than LDA model’s because that the Precision of LDA is 
based on the very low Recall which makes the high Precision meaningless.  

For the unbalanced corpus, the OOV amounts of the small classes are much more 
than those of the huge classes. Thus over-fitting phenomenon will happen more sig-
nificantly when applying LDA to small classes. As a result, the applicability of the 
learning algorithms for small classes will decrease severely. For the smoothing proce-
dure of the corpus, probability distribution has been performed for all word across all 
classes. This procedure has different influences between huge classes and small 
classes. Huge classes have bigger vocabularies, and words appear more frequently. So 
the smoothing procedure has little influence on big classes. By contrast small classes 
have relative much smaller vocabulary, and words appear less frequently because 
fewer documents involved. Thereby the smoothing procedure has bigger influence on 
small classes. According to the experiments, the default smoothing approach of LDA 
has severe over-fitting on small classes. Our data-driven strategy smoothing methods 
can alleviate this defect to much extent. 

5   Related Work 

LDA model has been examined in some researches of text categorization. Blei et al. 
[8] conduct binary classification experiments on the Reuters-21578 dataset. They 
compared two type text presentations, classical BOW and low-dimensional represen-
tation derived from LDA model. Their performances are very near (with a difference 
of about 1%~2%). This shows the potential of the LDA in using as dimension reduc-
ing method for text categorization.  

Wei Li et al. [10] conduct a 5-way classification experiment on the comp subset of 
the 20newsgroup dataset to compare LDA with PAM (Pachinko Allocation Model) 
which tries to capture correlations between topics by the DAG structure. The PAM 
gets an improvement of about 3% over LDA by Accuracy measure. Our experiments 
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show data-driven smoothing LDA exceeds traditional LDA about 4% measured by 
micro_F1 (in single-labeled setting, micro_F1 is equivalent to the Accuracy [14]). 

In above experiments, the quality of both classes and/or documents is too small to 
exhibit the advantages or disadvantages of LDA. So, we study LDA on corpora with 
more classes and documents. Moreover, their works have not dig into unbalanced 
classification as our works. For unbalanced classification problem, there are two basic 
strategies [15]: classifier modification and re-sampling. Our work is different from 
them and similar with the idea of the feature processing as [16].  

Our JM_LDA model is inspired by the work of Wei, X and Croft, W.B. [9]. How-
ever there is evident differences: they estimate one LAD model plda(di) for each 
document for inferencing the probability of query plda(q|di). Our work use the LDA 
model at class level plda(ci) and make inference by the class-conditional probability 
plda(wt|ci). 

6   Conclusion and Future Work 

In this paper, we propose the data-driven smoothing strategy for LDA model to over-
come the arbitrariness originated from operating latent variable distributions directly 
in multi-level graphical model. Laplacian smoothing and Jelinek-Mercer smoothing 
are introduced to LDA model following this data-driven smoothing strategy. Lapla-
cian smoothing alleviates the over-fitting of LDA model evidently; and moreover, 
Jelinek-Mercer smoothing decreases the time complexity of Laplacian at predicting 
phase without damaging the performance on the whole. The evaluation shows that the 
data-driven smoothing strategy can significantly improve the performance on both 
balanced and unbalanced text categorization corpora. 

Future research will be carried out on following aspects. Firstly, since the current 
work shows that the smoothing is very important for the application of the LDA 
model to text categorization, further researches of different smoothing methods 
should be done. Secondly, topic model is a rich area where many instances have been 
proposed [17] [18] [10]. Testing data-driven smoothing strategy on these models will 
be concerned. 
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Abstract. This paper presents the ability of Conditional Random Field (CRF) 
combining with multiple features to perform robust and accurate Chinese 
Named Entity Recognition. We describe the multiple feature templates includ-
ing local feature templates and global feature templates used to extract multiple 
features with the help of human knowledge. Besides, we show that human 
knowledge can reasonably smooth the model and thus the need of training data 
for CRF might be reduced. From the experimental results on People’s Daily 
corpus, we can conclude that our model is an effective pattern to combine sta-
tistical model and human knowledge. And the experiments on another data set 
also confirm the above conclusion, which shows that our features have consis-
tence on different testing data. 

Keywords: Named Entity Recognition; Conditional Random Field; multiple 
features. 

1   Introduction 

With the development of Natural Language Processing (NLP) technology, the need 
for automatic Named Entity Recognition (NER) is highlighted in order to enhance the 
performance of information extraction systems [1]. The task of NER is to tag each 
Named Entity (NE) in documents with a set of certain NE types. It’s impossible to 
collect all the existing NEs in a dictionary. One reason is because the amount of NEs 
is tremendous, and another reason is due to the variability of NE set, new NEs appear 
while old NEs are eliminated. As a result, NER plays a vital role in NLP. 

In the 7th Message Understanding Conference (MUC-7), NER mainly aims at 
seven classes of NE including Person Name (PN), Location Name (LN), Organization 
Name (ON), Time, Date, Money and Percentage [2]. Chinese PN can be further di-
vided into two parts, that is, Beginning of PN (PN-B) and Inner of PN (PN-I). Simi-
larly, LN can be divided into Beginning of LN (LN-B) and Inner of LN (LN-I). Since 
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ONs usually consist of several words and the last word usually has obvious character-
istic (e.g. “国防部/Department of Defense”), ONs are divided into three parts, that is, 
Beginning of ON (ON-B), Inner of ON (ON-I) and Ending of ON (ON-E). Since time 
and digital expressions are relatively easy to be recognized, our work focuses on sub-
categories related to PN, LN and ON. 

In comparison with NER for Indo-European languages, there are more difficulties 
for Chinese NER, such as no space between words and no capitalization information 
that can play very important roles in recognizing NEs. Further, the use of character 
forming NEs is wide, which causes the problem of data sparseness, and the training 
usually calls for abundance training data to overcome these problems. 

This paper presents a fusion pattern of multiple features for Chinese NER based on 
Conditional Random Field (CRF) model. First, lists of human knowledge are con-
structed, and details of such lists will be described in section 4. Then, a series of fea-
ture templates are constructed based on the lists of human knowledge to extract both 
local features and global features. After that, we use CRF++ Toolkit1 to train our 
model. Using the trained model, the most possible label of each character can be cal-
culated, and we combine characters based on their labels to get NEs. 

After trained on the NEs labeled corpus from People’s Daily and tested on corpus 
from People’s Daily as Open-Test-I and corpus from PKU in SIGHAN 2005 as Open-
Test-II, the model achieves consistent results, from which we can conclude that the 
performance of our model is better than pure rule-based or statistics-based models, or 
other models that only use one kind of feature. Moreover, the comparison of raise 
speed of performance between the model without human knowledge and the model 
with human knowledge suggests that human knowledge is a reasonable way to 
smooth model and the training data might be reduced if human knowledge can be 
combined in the model. 

2   Related Work 

Recently, the researches on English NER have achieved impressive result. The best 
English NER system in MUC-7 achieved 95% precision and 92% recall [3]. How-
ever, research on Chinese NER is still at its early stage. At present, the performance 
(Precision, Recall) of the best Chinese NER system is (66%, 92%), (89%, 88%) and 
(89%, 88%) for PN, LN and ON respectively [4]. 

Nowadays, the method of NER is taking a transition from simple rule-based mod-
els to statistics-based models, and is becoming a hybrid model combining statistical 
model and human knowledge. The pure statistical models that use single features are 
fit for large-scale text processing, but it may suffer from several problems such as 
data sparseness and overfitting, which may reduce the accuracy. Thus, linguistic fea-
tures are usually combined with pure statistics-based models to achieve better results. 

Among various statistical models, Maximum Entropy (ME) model has many mer-
its such as flexibility of incorporating arbitrary features and it performs well in many 
problems of NLP and has been proven to perform well on NER [5]. However, ME 
models can only take account of single state, say, the probability of transferring  

                                                           
1 http://crfpp.sourceforge.net/ 
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between different states cannot be considered. Thus, Maximum Entropy Markov 
Model (MEMM) was proposed to combine the probability of transferring between 
states [3]. Nevertheless, MEMMs tend to get an optimal solution based on the optimi-
zation of each pair of state, which may cause the problem of label bias. As a result, 
Conditional Random Field (CRF) was proposed to overcome such problem [6]. CRF 
is widely used in many NLP tasks such as Segmentation, Shallow Parsing and Word 
Alignment, and it has been proven to be one of the best classifiers in NLP [7]. 

Besides the choice of classifier, another crucial aspect that greatly affects the per-
formance of the model is the choice of features. A good classifier cannot work with-
out good features, and a less powerful classifier may also perform well with a set of 
deliberate chosen features [8]. 

In fact, owing to the nature of Chinese, the use of character to construct NEs, espe-
cially ONs, is too wide for limited training data to estimate. Consider, for example, 
two words of person title “部长/minister” and “外外外/diplomats”, the former may 
appear frequently in the training data while the latter may rarely appear, which may 
lead to the weight of two features differ a lot, but as a common sense, the probability 
of a person following those two words should be equal. As a result, we think that the 
introduction of a feature to indicate whether a word is in a person title list can im-
prove the performance of the model. The details about such list will be discussed in 
the section 4. 

3   Conditional Random Fields 

Conditional Random Fields (CRFs) are a class of undirected graphical models with 
exponent distribution [6]. A common special case of CRFs is linear chain, which has 
similar graph structure with linear HMM except that HMM is directed graph while 
CRF is undirected graph. A linear chain CRF has form described as follows: 
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where ),,( 1 txyyf ttk − is a function which is usually an indicator function, kλ  is the 

learned weight of feature kf , and xZ is the normalization which ensures that the 

answer is a probability. The feature function actually consists of two kinds of feature, 
including the feature of single state and the feature of transferring between states. 
How to get these features will be discussed in section 5. 

The parameter kλ  can be estimated in many ways and one common way is ME, 

which is the dual form of Conditional Maximum Likelihood. Also, there are many 
ways to estimate parameters of the object function (e.g. GIS, IIS, L-BFGS) [9]. 
CRF++ Toolkit uses L-BFGS for optimization, which converges much faster but 
requires more memory. 
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4   Human Knowledge 

In this section, we introduce human knowledge we used based on which features are 
extracted. All these word lists are constructed from the training data. 

(1) Word List – Includes 108,778 items. This list includes most frequently used 
words. It is actually a Chinese dictionary. This list aims to enhance accuracy of 
segmentation of words in dictionary. 

(2) Chinese Surname List – Includes 887 items. Chinese surnames such as “王
/wang” and “张/zhang” are included. Characters in this list are more likely to be 
the PN-B. 

(3) Chinese Name Characters List – Includes 2,578 items. This list includes com-
mon used characters of Chinese given name. 

(4) Person Title List – Includes 401 items. Person titles such as “部长/Minister” and 
“总统/President” are listed. PNs tend to appear after such words. 

(5) Transliteration Characters List – Includes 799 items. Since the characters used to 
construct transliteration name differ a lot from those characters used to construct 
Chinese name, a list for transliteration name characters is needed. 

(6) Location Name List – Includes 2,059 items. Since many LNs do not have obvi-
ous common feature, we introduced a list of frequent LNs to overcome sparse-
ness. 

(7) Location Suffix List – Includes 89 items. This list includes suffix of LNs. For 
example, “峰/mountain” and “江/river”. Most LNs outside Location Name List 
have a suffix in this list. Therefore, we can use this list to help detect LNs that 
are out of Location Name List. 

(8) Organization Suffix List – Includes 188 items. Suffixes of ONs such as “国务院
/State Department” and “国防部/Defense Department” are included in this list. 

(9) General Word List – Includes 305 items. This list represents those characters 
that maybe out of words, such as “的” and “说/say”. 

5   Feature Representation 

NER can be viewed as a classification problem that should predict the category of the 
candidate word using various features in the context. The features used in the model 
can be divided into two classes: Local Feature (LF) and Global Feature (GF). The 
former is constructed based on neighboring tokens and the token itself, and the latter 
is extracted from other occurrences of the same token in the whole document. 

To take advantage of the ability of sequence labeling of CRFs, we give each char-
acter a label; that is, the B (Begin), I (Inner) and E (Ending) plus its POS tag. For 
example, the PN “胡 胡锦 胡/Jintao Hu” will be tagged as “ /PN-B”, “锦/PN-I” and 
“胡/PN-I”. Since the length of ON could be very long and suffix characteristics of ON 
are obvious (in our Organization Suffix List), the characters in the suffix of ON are 
tagged as ON-E. 
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5.1   Local Feature 

There are two types of contextual information to be considered when extracting local 
features, namely, internal lexical information and external contextual information. For 
example, in the character sequence “ 者 者 者记 记记 记 者记记”, “ ” is a candidate word, 
“ 者记 者记 记 记 者” and “ ” provide the external contextual information, and “ ”, “ ”, “ ” 
provide the internal lexical information. 

Candidate features are extracted from the training corpus with feature templates. A 
feature template is a pattern to extract features. It may correspond to several features, 
while a pair of context and candidate word may correspond to several features. Fea-
ture templates are described as follows: 

(1#) C-4 – The forth previous character. 
(2#) C-3 – The third previous character. 
(3#) C-2 – The second previous character. 
(4#) C-1 – The previous character. 
(5#) C0 – The current character. 
(6#) C0 – Whether current word is in List (2). 
(7#) C0 – Whether current word is in List (3). 
(8#) C0 – Whether current word is in List (5). 
(9#) C0 – Whether current character is in List (6). 
(10#) C0 – Whether current character is in List (7). 
(11#) C0 – Whether current character is in List (8). 
(12#) C0 – Whether current character is in List (9). 
(13#) C1 – The next character. 
(14#) C2 – The second next character. 
(15#) C3 – The third next character. 
(16#) C4 – The forth next character. 
(17#) C-1,0 – Whether this word is in List (1). 
(18#) C-1,0 – Whether previous character is in List (2) and current character in List (3). 
(19#) C-1,0 – Whether previous character is in List (2) and current character in List (5). 
(20#) C-1,0 – Whether this word is in List (4). 
(21#) C-1,0 – Whether this word is in List (6). 
(22#) C-1,0 – Whether this word is in List (7). 
(23#) C-1,0 – Whether this word is in List (8). 
(24#) C-2,-1, 0 – Whether the second previous character is in List (2) and both previous 

character and current character in List (3). 
(25#) C-2,-1, 0 – Whether second previous character is in List (2) and both previous 

character and current character in List (5). 
(26#) C-2,-1, 0 – Whether this word is in List (4). 
(27#) C-2,-1, 0 – Whether this word is in List (6). 
(28#) C-2,-1, 0 – Whether this word is in List (7). 
(29#) C-2,-1, 0 – Whether this word is in List (8). 
(30#) C-3,-2,-1, 0 – Whether this word is in List (4). 
(31#) C-3,-2,-1, 0 – Whether this word is in List (6). 
(32#) C-3,-2,-1, 0 – Whether this word is in List (7). 
(33#) C-3,-2,-1, 0 – Whether this word is in List (8). 
(34#) C-4,-3,-2,-1,0 – Whether this word is in List (4). 
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(35#) C-4,-3,-2,-1,0 – Whether this word is in List (6). 
(36#) C-4,-3,-2,-1,0 – Whether this word is in List (7). 
(37#) C-4,-3,-2,-1,0 – Whether this word is in List (8). 

By using these feature templates, several thousands of features can be extracted 
from the training corpus and thus form a candidate feature base. 

5.2   Global Feature 

Within a same document, a certain NE often occurs repeatedly and it usually appears 
in the abbreviated forms in the latter text. Furthermore, some candidate words appear 
in an ambiguous context, which enhances the difficulty of recognition. Consider the 
following three sentences: 

Sentence (1) – “来自北京大学、清华大学等200所院校现场接受考生的咨询。” 

Sentence (2) – “许多内地优秀学生舍弃北京大学与清华大学而转投香港高校。” 

Sentence (3) – “在如火如荼的高考招生季节，人们开始替北大、清华担忧。” 

The above three sentences come from the same news document, ordered by their 
order in the document. NEs in Sentence (1) are easy to be recognized, and NEs in (2) 
are also not difficult if the result of (1) can be used. NEs in (3) seems to be difficult at 
the first glance since both external feature and internal feature provide limited useful 
information, which makes two candidate words can be either PN, LN or ON. But if 
the related context information in the same document (such as in (1) and (2)) can be 
used, this problem can be solved. 

From the above examples, it can be concluded that the information from global 
features may play a crucial role. So we need global features to take full use of global 
information. Two global feature templates are constructed as follows: 

(1#) Other Occurrences with Same Form – Mainly aims to provide information of the 
recognized NEs with the same form in the previous part of the document. Con-
struct a Dynamic Word List (DWL) and recognized NEs are stored. This feature 
is set to 1 when candidate word appears in DWL. Think of previous example, 
“北北北北 清 北北华” and “ ” are stored in DWL after they are recognized in sen-
tence (1), which can help the recognition of candidate words in sentence (2). 
This template actually extracts features of indicators of whether candidate word 
(C0, C-1,0, C-2,-1,0, C-3,-2,-1,0, C-4,-3,-2,-1,0) is in DWL. 

(2#) Other Occurrences for Prefix and Suffix – Mainly aims to provide the important 
affix information of the recognized NEs. In the previous example, the suffix 
word of “清 北北华 ” supplies the helpful context information to the candidate 
word “清华” in sentence (3). The features extracted by this template are actually 
indicators of whether candidate word (C0, C-1,0, C-2,-1,0, C-3,-2,-1,0, C-4,-3,-2,-1,0) is the 
prefix or suffx of the words in DWL. 

6   Reliability Evaluation 

The label of each character is evaluated during the testing. After that, the continuous 
characters with the same POS label are combined. For example, continues three 
words “江 泽 民”, “ ”, “ ” with the label PN-B, PN-I and PN-I, PN-B and PN-Is are  
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combined to form a PN “江 民泽 ”. During the step of tagging, the weight of each fea-
ture has already been estimated in the step of training. Then each conditional prob-
ability can be computed as follows: 
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The value of ( | )ip y x  is the probability of NE class iy  for the candidate word un-

der the current contexts. And the y  with the largest probability is the label of current 

character. 

7   Experiments 

7.1   Data Sets and Evaluation Metrics 

The training corpus contains data from People’s Daily of the first half year of 1998, 
and is tagged with POS according to Chinese Text POS Tag Set provided by PeiKing 
University (PKU) of China. The size of the corpus is 2,248,595 bytes (including POS 
tags). It contains 13,751 sentences (about 350,000 Chinese characters). This corpus 
includes 4,907 PNs, 10,120 LNs and 2,963 ONs. 

One testing corpus Open-Test-I is randomly selected from the raw texts of People’s 
Daily of the latter half year of 1998, with the size of 1,319,496 bytes, containing 
2,672 PNs, 4,928 LNs and 1,480 ONs. In addition, another wide coverage testing 
corpus Open-Test-II is built, which mainly comes from corpus provided by PKU in 
SIGHAN 2005. It is a balanced test set covering several different domains, such as 
politics, economy, entertainment, sports, and so on. The size of this corpus is 121,124 
bytes, including 270 PNs, 508 LNs and 118 ONs. 

Three parameters are used in the experimental evaluation. Precision (P) is the per-
cent of the correctly recognized NEs in all the recognized NEs. Recall (R) is the per-
cent of the correctly recognized NEs in all the NEs included in the testing corpus. F-

measure (F) is a weighted combination of precision and recall, 
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where β is the relative weight of precision and recall, and is usually set as 1. Noted 
especially in the evaluation, PNs and LNs in nested form are also included, and only 
recognized PNs and LNs with correct boundary and class tag are considered as the 
correct recognitions. 

7.2   Experimental Results Based on Open-Test-I 

The experimental testing on Open-Test-I are based on the following three patterns. 

(1) CRF-based – Based on the basic CRF-based model only estimated with the 
training data. The only used features are characters within the window of length  
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Table 1. Baseline performance 

NE Class P (%) R (%) Fβ=1 (%)
PN 84.31 55.72 67.10
LN 70.79 74.49 72.59

ON 85.11 50.47 63.37

Total 75.44 65.06 69.87

 
        4 around current candidate character (that is, Cn (n=-4,-3,-2,-1,0,1,2,3,4)). We get 

the baseline performance, as shown in Table 1. 
(2) CRF-based+LF – Based on the above baseline experiment, we integrated with 

using local features described in section 5.1. As shown in Table 2, the experi-
ment results indicate that almost all the precision, recall and F value of PN, LN 
and ON recognition have obtained improvements to some extent. 

Table 2. Results of Local Features integrated into the CRF-based pattern 

NE Class P (%) R (%) Fβ=1 (%)

PN 87.99 82.92 85.38
LN 82.68 87.70 85.12

ON 90.73 63.82 74.94

Total 85.17 82.41 83.77

 
(3) CRF-based+LF+GF – In this part, we want to see the effects of using global 

feature described in section 5.2. The results are shown in Table 3. 

Table 3. Results of Local Features and Global Features integrated into the CRF-based pattern 

NE Class P (%) R (%) Fβ=1 (%)
PN 91.82 84.87 88.21
LN 89.16 88.24 88.70

ON 91.46 69.44 78.95

Total 89.36 86.38 87.84

 
Furthermore, to show that human knowledge can smooth the model, we divided 

training data into 10 pieces, and we compare the speed of raise in the performance of 
Base model and Base+LF+GF separately. The results are shown in Fig. 1. 

From Fig. 1 above, we can observe that the performance of the base model rises 
rapidly when the size of training data increases; on the contrary, the performance 
grows slowly with the increase of training data. And thus we can conclude that the 
introduction of human knowledge can help smooth the model and we can get a high 
performance only using a little amount of training data. 
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Fig. 1. Performance of PN, LN and ON Recognition using different size of training data 

7.3   Other Experimental Results Based on Open-Test-II 

In order to validate whether the established Hybrid Model based on different testing 
set could achieve better performance consistent with the tests on Open-Test-I, some 
experiments on Open-Test-II are also completed. The experimental results are shown 
in Table 4. 
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Table 4. Experimental results on Open-Test-II 

NE Class Pattern P (%) R (%) Fβ=1 (%) 
CRF-based 89.58 63.70 74.46 

CRF-based+LF 91.26 69.63 78.99 PN 
CRF-based+LF+GF 91.74 82.22 86.72 

CRF-based 96.47 96.85 96.67 

CRF-based+LF 96.47 96.85 96.67 LN 
CRF-based+LF+GF 96.47 96.85 96.67 

CRF-based 70.28 47.25 58.33 

CRF-based+LF 71.19 61.76 66.14 ON 

CRF-based+LF+GF 74.57 63.77 68.75 

7.4   Analysis and Discussion 

Comparing the baseline performance of CRF-based pattern (as shown in Table 1) 
with the performance of the current best Chinese NER system (as described in Section 
2), we find that CRF model is exactly an effective statistical model for Chinese NER, 
and can get much better performance as well as or than other machine learning mod-
els. 

Comparing with Table 2 and Table 1, it can be observed that human knowledge 
can not only reduce the search space and improve the processing efficiency, but also 
increase the recognition performance significantly. 

Comparing Table 3 and Table 2 with Table 1, it can be seen that information from 
a sentence is sometimes insufficient to classify a NE correctly and global context from 
the whole document is available, so high performance can be achieved through com-
bining local features and global features in the proposed hybrid model. 

Comparing Table 4 with Table 1, Table 2 and Table 3, the same conclusions as ex-
periments on Open-Test-I can be confirmed, which shows the consistence of the estab-
lished model on different testing data. 

Through analysis for the recognized NEs with failure and error, it can be found that 
there are some typical errors shown as follows. 

(1) Conflicts between NEs and existing words – For example, “ 者记 / 王/ 大大/” and 
“李/ 洪洪/”. This type of mistakes mainly caused by over weighting of Vocabu-
lary words. The introduction of Word List may make each Vocabulary word has 
a high weight, and thus if a given name is actually a Vocabulary word, it is very 
likely that this name will be recognized as a common word. 

(2) No separation between consecutive NEs – For example, “ 者记 / 李李 李李李军 /”. 
This type of error might be avoided by taking into account the features of NE 
length. However, it is also a fact that the recognition result of this sample sen-
tence is not lexically wrong. The string “李李 李李李军 ” can be viewed as a trans-
literated PN or a legal Chinese PN. 

(3) Relatively low precision and recall in Japanese and Russian PN – The main 
cause is that the characters used in Japanese and Russian PNs are dispersed and 
different from other transliteration PNs. They are trained with transliteration PN 
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as a category together. That makes the internal lexical information relatively 
feeble and leads to a lower reliability value. Low reliability values will reduce 
recall, and might also reduce the precision by confusing PNs, LNs and ONs. 
This type of error maybe avoided by training Japanese and Russian PNs sepa-
rately. 

(4) Global features may reduce precision – If a NE was falsely recognized at first 
time and was included in DWL, this word may trigger the chain-false in the lat-
ter classification. 

(5) Confusing between PN and LN – Some words such as “ 盛华 华” may be PN as 
well as LN, but they are more likely to be tagged as a LN since they are in Loca-
tion Name List. 

(6) Fuzzy bound of ON – Current means used to choose candidate word may cause 
the problem that candidate is too long though it has lots of characteristics of ON. 
For example, the candidate “美美美美美” has the prefix “美美” and the suffix “美”, 
which are characteristics of ON. But we cannot limit the length of ON candidate 
since the structure of ON is complex. Splitting ON into several parts and training 
them respectively might solve this problem. 

(7) Lack of available features – In some context, either global or local feature is 
limited. For example, “博博萨/ 上上上” almost provides no specific information 
that can be used to decide category of “博博萨”. Actually, this is the most stub-
born problem in NER. 

(8) Sparse training of ONs – Since ONs are constructed with several words and our 
training is based on the character level, that is, the beginning of an ON might 
have little impact on the ending of this ON during the training if the length of 
this ON is too long. Besides, the number of ON samples is small in the training 
data compared with the number of their possible structures, and thus it is hard to 
catch their characteristics. This type of error is stubborn owning to the nature of 
the ONs. And Dynamic Conditional Random Fields (D-CRF), which allows a 
state with several labels, might be able to solve this problem [10]. However, D-
CRF is difficult to implement and train because of its complex structure. 

8   Conclusions 

This paper introduces some research work on Chinese NER based on CRF model. An 
approach which has a CRF framework with the fusion of multiple features and applies 
human knowledge as the optimization strategy is presented. The experimental results 
have shown that the approach has achieved some satisfactory performance. Besides 
showing the advantage of CRF approach, this model also shows that it’s an effective 
pattern to combine human knowledge in statistical model. In addition, the comparison 
of effects of training data size on the performance between base model and model 
with human knowledge shows that human knowledge can not only enhance perform-
ance but also smooth the model to overcome the problem of data sparseness. 

Up to now, the features used in our model not only include word information, but 
also include part-of-speech information. The difficulty of the latter is that part-of-
speech tagging also has dependency on the correctness of NER. Also the feature tem-
plates need extension, such as considering word length, word frequency in the same 
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text, different window size, and so on. In addition, human knowledge used in feature 
representation is also a kind of feature. Theoretically, they could be used as the form 
of feature, and all words in the same list would be assigned the same weight. That will 
further reduce the manual interference and enhance the cohesion of the model. All the 
aspects above will be our research focuses in the future. 
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Abstract. Named entity recognition (NER) is an essential component of text 
mining applications. In Chinese sentences, words do not have delimiters; thus, 
incorporating word segmentation information into an NER model can improve 
its performance. Based on the framework of dynamic conditional random fields, 
we propose a novel labeling format, called semi-joint labeling which partially 
integrates word segmentation information and named entity tags for NER. The 
model enhances the interaction of segmentation tags and NER achieved by 
traditional approaches. Moreover, it allows us to consider interactions between 
multiple chains in a linear-chain model. We use data from the SIGHAN 2006 
NER bakeoff to evaluate the proposed model. The experimental results 
demonstrate that our approach outperforms state-of-the-art systems. 

Keywords: Named entity recognition, Chinese Word Segmentation. 

1   Introduction 

Named entity recognition (NER) is widely used in text mining applications. English 
NER achieves a high performance, but Chinese NER needs to be improved 
substantially.  A named entity (NE) is a phrase that contains predefined names, such 
as person names, location names, and organization names. Named Entity Recognition 
(NER) is the process used to extract named entities in many applications, such as 
question answering systems, relation extraction, and social network analysis. Several 
conferences have been held to evaluate NER systems, for example, CONLL2002, 
CONLL2003, ACE (automatic context understanding), and SIGHAN 2006 NER 
Bakeoff. In many works, the NER task is formulated as a sequence labeling problem. 
Such problems have been discussed extensively in the past decade and several 
practical machine learning models have proposed, for example, the maximum entropy 
(ME) model[1], the hidden Markov model (HMM) [8], memory-based learning[5], 
support vector machines (SVM)[6] and conditional random fields (CRFs)[13].  

Chinese NER is particularly difficult because of the word segmentation problem. 
Unlike English, Chinese sentences do not have spaces to separate words. Therefore, 
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word segmentation information is important in many Chinese natural language 
applications. Depending on the way such information is incorporated, NER 
approaches can be classified as either character-based or word-based. In character-
based approaches, segmentation information is used as features, whereas word-based 
methods use the output of the word segmentation tagger as the basic tagging unit. 
However, irrespective of the method used, the interactions between NER and word 
segmentation tags can not be considered jointly and dynamically. 

One solution for handling multiple related sub-tasks like word segmentation and 
named entity recognition is to use joint learning methods, for example, jointly tagging 
parts-of-speech and noun phrase chucking using dynamic CRFs [13], incorporating 
features into different semantic levels using a log-linear joint model [3],  and using a re-
ranking model to jointly consider parsing and semantic role labeling [12]. These joint 
learning methods yield richer interactions between sub-tasks, which they consider 
dynamically. 

In this paper, based on the concept of joint learning, we propose a novel Chinese NER 
tagging presentation, called the semi-joint labeling which partially integrates 
segmentation labels and named entity labels. The format can represent the interactions 
between the named entity and word segmentation states. It also facilitates dynamic 
consideration of NER and word segmentation states in a linear chain to alleviate the 
problem of potentially higher computation costs incurred by multiple layer tagging. 
Because it uses semi-joint tagging, the proposed system outperforms state-of-the-art 
systems.  

The remainder of this paper is organized as follows. In Section 2, we introduce 
Chinese NER and word segmentation. In Section 3, we describe the proposed method. 
Then, in Section 4, we discuss the features of our system. Section 5 details the 
experiment results, and Section 6 contains our conclusions. 

2   Chinese Word Segmentation and Named Entity Recognition 

In this section, we introduce the Chinese word segmentation and named entity 
recognition task, and consider existing approaches that incorporate word segmentation 
information in NER models. In Table 1, the first row shows a series of Chinese 
characters with word segmentation and named entity labels. We list two segmentation 
tagging formats, BI and IE, in the next two rows. In the BI format, B denotes that a 
character is at beginning of a word and I denotes that a character is in a word. In the 
EI format, E denotes that a character is at the end of a word and I denotes the inside 
character of a word. In the named entity tagging format, a label is defined as a named 
entity type extended with a boundary tag. For example, B-LOC denotes that a character 
is at the beginning of a location name, while O denotes that the character is not part of 
a named entity. Word segmentation can provide valuable information for NER. For 
example, the boundaries between a word and a named entity can not cross or overlap. 
Previous works, such as Guo et. al.[4] and Chen et. al.[2], have shown that word 
segmentation information can improve NER performance.  

There are two ways to incorporate word segmentation information into an NER 
model, namely, character-based approaches and word-based approaches. Unlike  
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Table 1. Examples of word-based and character-based tagging representation and their 
corresponding English phrases with NER tags 

Characters                                                             
BI-format
Word
Segmentation

B                      I            B                 B         I          B  

IE-format
Word
Segmentation

I                       E           I          E         I           E          E 

Character- 
based 

Named entity 
labels

B-LOC  I-LOC   I-LOC     O        O      B-PER  I-PER    O 

Words                                          Word-
based Named entity 

labels
-LOC             O                    B-PER         O   

Words Russian           president           Putin          says English
Named entity 
labels

LOC                 O                    PER             O 

 
 

English NER, Chinese character-based NER uses characters as the basic tokens in the 
tagging process. Chen et. al.[2] and Wu et. al.[14] use a character-based approach in their 
NER models. The advantage of this approach is that it avoids the propagation of potential 
errors by the segmentation tagger. However, this approach does not consider the word 
segmentation information. One common approach employs a cascaded training and 
testing method that uses the output of the segmentation tagger as a feature in the NER 
model. For example, Guo et. al.[4] use word segmentation information as a feature in a 
character-based model. 

Word-based NER uses words as the basic tokens. A number of systems, like those of 
Ji and Grishman [7] and Sun et. al. [11] use the word-based approach. In Figure 1, the 
first row of the word-based section shows an example of a phrase with word-based NER 
tags. Comparison with the first row of the English section shows that the NER tags of 
Chinese word-based and English word-based segmentation are the same. However, since 
word-based segmentation needs the output of a word segmentation tagger as the basic 
tagging token, propagated errors will be passed on to the NER model.  

No matter whether the cascaded approach uses word segmentation information in 
character-based tagging or uses word-based tagging directly, the interactions between 
word segmentation and NER can be represented in is limited and can not be considered 
dynamically. Next, we introduce dynamic CRFs and the semi-joint labeling format used 
to represent more complex interactions.   

3   Methods 

3.1   Dynamic Conditional Random Fields 

Dynamic conditional random fields (DCRF) [13] are generalizations of linear-chain 
conditional random fields (CRF) in which each time slot contains a set of state 
variables and edges. The form of a dynamic CRF can be written as follows: 



110 C.-W. Wu, R.T.-H. Tsai, and W.-L. Hsu 

 

( ) ( ) ( )
1

1
,| exp , ,k k t c

kt c C

P f t
Z

λ
= ∈

⎛ ⎞
= ⎜ ⎟⎜ ⎟

⎝ ⎠
∑∏∏y x y x

x
 (1) 

where y is a label sequence over observation sequence x; c denotes a clique in a graph; 
λk and  fk  are, respectively, the weights and feature function associated with the clique 
index k; t denotes a time slot;  and Z is a normalization constant. By using different 
definitions of c, DCRFs can represent various interactions within a time slot. For 
example, if we define c as a combination of labels in multiple tagging layers, then yt,c 
denotes a joint label of multiple layers in time slot t. Therefore, we can identify rich 
interactions between word segmentation information and named entity recognition.  

We use DCRFs to present a graphical model that considers the interactions of named 
entities and word segmentation tags in a multiple chain structure. In Figure 2a, the two 
chains correspond to the state sequences of named entities and word segmentation tags. 
Using DCRFs, we can represent this structure by the following equation:  
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where yn denotes the named entity label sequence and ys denotes the segmentation label 
sequence; Ω denotes the function of the interactions between yn,t and y n,t+1, the labels of 
named entities in the adjacent time slot; and  ω denotes the function of the interactions 
between the named entities and word segmentation labels in the same time slot. Based 
on the feature fk and the parameter λk, Ω and ω can also be presented as: 
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Figure 1(b) is a three-chain structure in which the chains corresponding to the tagging 
sequence from the top to the bottom represent named entity segmentation, BI-format 
word segmentation, and EI-format segmentation, respectively. Using DCRFs, we can 
represent this structure by the following equation,  
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where Ψ denotes the interactions between the state sequence of named entity labels and 
the EI-format word segmentation labels. 

3.2   Semi-joint Labels in Linear Conditional Random Fields 

If DCRFs are used to represent complicated structures, such as multiple layers of tags, 
the number of cross-products of states between the layers will cause the inference 
space increases. For example, the cross-product space of the segmentation labels and 
named entity labels is twice as large as the original named entity label space. We 
propose a semi-joint model to reduce the inference spaces. 
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    Fig. 1. The two tagging structures 

A semi-joint label set partially integrates the original labels in different layers. Semi-
joint labeled CRFs are linear-chain CRFs transformed from multiple chain CRFs by 
applying the semi-joint label set. Next, we define a semi-joint label set. 
Let a semi-joint label set q be { q1, q2, … ,qm } where qk is a vector of the label set 
selected from the Cartesian product of the original label set. The selection rule can be 
decided manually or systematically For example, Table 1 shows a Chinese phrase with 
word segmentation tags and named entity tags that are integrated by semi-joint labeling 
tags. The second column shows the phrase’s corresponding English translation. Each 
character has segmentation tags in two formats, a named entity tag and two semi-joint 
labeling tags, as shown in the last two columns Note that semi-joint labeling only 
integrates a segmentation tag with a named entity tag if the named entity is “O”. Other 
named entity tags will be reserved. The number of distinct tags in the semi-joint 
labeling format is only one more than in the original named entity format. Even in 
semi-joint labeling II, which integrates two kinds of segmentation format, there are 
only three more distinct tags than in the original format. 

In this example, we also find that integrating the word segmentation tag with the 
named entity tag “O” can provide boundary information, which can not be derived from 
the original tag “O”. For example, the named entity tag sequence of the first three 
characters is (B-LOC, I-LOC, I-LOC); hence, the next tag can not be I-O it would be 
against the constraint that the word boundary can not cross or overlap the named entity 
boundary. This constraint helps us rule out impossible inference paths and thereby 
improve the precision of named entity diction boundaries. 

Next, we replace y with the semi-joint labels qkj in linear-CRFs, as shown in  
Equation 5.  
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1
 = k k t t

k

P f q q t
Z
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⎜ ⎟
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∑y x x
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| exp , , ,  (5) 

By combining the BI and IE formats, we can identify more significant interactions, 
such as constraints, when considering the transition of labels. For example, in the last 
row of Table 2, the tag before B-PER can only be I-E-O and B-E-O; otherwise, it 
would be against the cross-overlap constraint on words and named entities.  
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Table 1. An example of a Chinese phrase with different tagging representation 

Token Meaning Segmentation Tag NER  Semi- 
joint  
Label 

Semi-joint 
Label II 

  BI  
format 

IE 
format 

   

俄 Russian B I B-LOC B-LOC B-LOC 

罗  I I I-LOC I-LOC I-LOC 
斯  I E I-LOC I-LOC I-LOC 
总 president B I O B-O B-I-O 
统  I E O I-O I-E-O 

普 Putin B I B-PER B-PER B-PER 
京  I E I-PER I-PER I-PER 
说 says B E O B-O B-E-O 

4   Features 

4.1   Basic Features 

The basic features of our NER model are:  

State features 

 Cn  (n = -2, -1, 0, 1, 2)  

 CnCn+1 (n = -2, -1, 0, 1) 

Transition features 

 Cn  (n =  -1, 0, 1) , 

where C denotes a character and n denotes its position. For example, C0 denotes the 
current character and CnCn+1 denotes its bi-gram feature, which is a combination of the 
previous character and the current character. A state feature is a feature that only 
corresponds to the current label, whereas transition features relate the previous and 
current labels. 

4.2   Knowledge Features 

Knowledge features are semantic hints that help an NER model identify more named 
entities. Several Chinese NER models use knowledge features; for example, Youzheng 
Wu [14] collects named entity lists to identify more named entities and thereby 
resolves the data sparseness problem in Chinese NE.  

To compare our system with other approaches, we observe the closed task rules, 
which do not allow the use of external resources. Therefore, we only generate knowledge 
lists from the training corpus. For example, we compile the surname list from the tagged  
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person names in the corpus. The knowledge feature types are listed in the Table 3. Since 
the features are generated automatically, we filter out those that occur less than twice [2], 
[14]. The table also shows the number of each distinct feature that we obtain from the 
training corpus. 

Next, we consider how we represent knowledge in feature functions. If a character 
is included in a list of knowledge features, the feature’s value is set at 1; otherwise, it 
is set at 0. 

Table 2. The list of knowledge feature types 

Feature type Description # 
Person surname The first character of a person name 678 
Person name The characters of a person name, except the first 

character. 
1374 

Previous characters of a  
person name 

The previous single character of a person name 
and the previous two characters of the name 

1847 

The characters after a person 
name 

The first character after a person name and the 
first bigram characters after the name 

2467 

Location name  The characters of a location name 778 
Organization name  The characters of an organization name 823 
Suffix characters of  an 
organization name 

The last two characters of an organization name 417 

5   Experiment 

In this section, we describe the experimental data, introduce the parameters used in the 
CRF model, and detail the experiment results. 

5.1   Data Source 

To evaluate our methods, we use the City University of Hong Kong (CityU) Chinese 
corpus from SIGHAN 2006 [10], the Special Interest Group for Chinese Language 
Processing of the Association for Computational Linguistics. We choose the CityU 
corpus because it provides both segmentation tags and named entity tags. The corpus 
contains 1.6M words and 76K named entities in the training part, and 220K words and 
23K named entities in the test part. It also contains three named entity types: person 
names, organization names, and location names.  

5.2   Settings 

We use CRF++1 to implement our CRF models. The parameters we use in CRF++ are 
f, the cut-off threshold, which is set to 1; and c, the C value that prevents over fitting, 
which is set to 3. The maximum number of training iterations is 1000, and the training 
environment is Windows Server 2003 with an AMD 2.39GHz CPU and a 10 Gigabyte 
RAM. 

                                                           
1 Information about CRF++ can be found at http://chasen.org/~taku/software/CRF++/ 
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5.3   Results and Discussion 

Table 4 shows the results achieved by the three NER models. Each row shows the 
performance of an NER model for three types of NE with specific tagging formats, as 
well as the model’s overall performance. The models are evaluated on the full test set 
(220K words and 23K NEs) of the CityU corpus. BIO uses the traditional format, i.e., a 
named entity type extended with a boundary, while the Semi-Joint labeling and Semi-
Joint II labeling formats use the methods proposed in Section 3.2. Basic and 
knowledge features are included in all three models. The only difference is that the 
models using semi-joint formats do not include word segmentation features. By 
contrast, in the model that uses the BIO format, the output of a segmentation tagger 
includes word segmentation features. The results show that the Semi-joint format 
outperforms the BIO format for all three NE types with an overall F-score of 
approximately 1.41%. Meanwhile, the Semi-joint II format outperforms the Semi-joint 
format with an overall F-score of approximately 0.24%. 

Table 3. The results of the BIO, semi-joint, and semi-joint II formats 

  precision recall F-score 
Baseline  
System 

PER 
ORG 
LOC 
Overall 

91.42 
90.31 
92.09 
91.49 

85.35 
77.19 
91.85 
86.29 

88.28 
83.24 
91.97 
88.82 

Semi-Joint  
Labeling A 

PER 
ORG 
LOC 
Overall 

93.50 
90.43 
92.35 
92.27 

88.25 
78.14 
92.74 
87.83 

90.80 
83.89 
92.55 
89.99 

Semi-Joint  
Labeling B 

PER 
ORG 
LOC 
Overall 

93.51 
90.05 
92.43 
92.23 

89.32 
77.81 
93.32 
88.31 

91.37 
83.48 
92.87 
90.23 

 
Since the proposed semi-joint labeling method integrates word segmentation with an 

NER model, and word segmentation can help detect the boundaries of named entities, it 
is worth discussing changes in the error rates due to named entity boundary detection. 
We define a boundary error as a named entity is identified and their lengths are different 
with the correct ones. Each row in Table 5 shows the reduced boundary error rate 
achieved by using semi-joint labeling. The error rate is computed by dividing the number 
of named entities with boundary errors in the semi-joint labeling method by those in the 
baseline system. We observe that semi-joint labeling reduces boundary errors, especially 
the semi-joint labeling II, which integrates two word segmentation formats. 
Next we consider different types of boundary error. Suppose the boundary of a named 
entity in a sentence is <i, j> where i is start position and j is end position. We define 
boundary detection error type I as iguessed entity = icorrect entity and jguessed entity ≠ jcorrect entity,  
and boundary error type II as iguessed entity ≠ icorrect entity and jguessed entity = jcorrect entity. Semi-
joint B in boundary error type II is more significant than semi-joint A. We infer that, 
with the IE-format word segmentation information, the beginning character of a named 
entity can be identified more easily by the “E” label, which refers to the end of a word.  
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Table 4. Reduced boundary error rates achieved by the two semi-joint methods 

 Reduced Boundary Error Rates 

Semi-Joint A 

3.90 % 

Semi-Joint B 8.62 % 

Table 5. Reduced error rates of boundary errors achieved by the two semi-joint methods 

 Reduced Error Rates
of Boundary Error 
Type I 

Reduced Error Rates
of Boundary Error 
Type II 

Semi-Joint A 

8.33 % 2.33 % 

Semi-Joint B 15.87 % 18.14 % 

 
We list the performance of the top five teams at the SIGAHN NER bakeoff for the 

CityU corpus. The performance of the proposed model is better than the top one in 1.2% 
F-scores. The major difference between our results and those of NII is that the latter 
approach uses word segmentation information as features, while we partially join word 
segmentation tags with named entity tags. 

Table 6. The performance of the top five teams for the CityU corpus at the SIGHAN 2006 
NER bakeoff 

Team Name Precision Recall F-score 

Our Results 92.23 88.31 90.23 
NII 91.43 86.76 89.03 
Yahoo! 92.66 84.75 88.53 
Chinese Academy of Sciences 92.76 81.81 86.94 
Alias-i, Inc. 86.90 84.17 85.51 

6   Conclusion 

We propose a semi-joint tagging format that partially combines word segmentation and 
named entity recognition labels. The format allows us to consider the interactions 
between multiple labeling layers in a linear-chain CRF model. To evaluate our model, 
we use the CityU corpus of SIGHAN 2006 NER bakeoff. The model based on semi-
joint labeling outperforms the model that uses word segmentation tags as features, with 
an overall F-score of approximately 1.41%. Because of the novel labeling format, the 
proposed model outperforms the top one system by about 1.2% in terms of the F-score. 

In our future work, we will explore other possible interactions between word 
segmentation information and NER. We also plan to apply our method to other 
applications that would be improved by incorporating word segmentation information. 
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Abstract. The lack of a large scale Chinese test collection is an obstacle to the 
Chinese information retrieval development. In order to address this issue, we 
built such a collection composed of millions of Chinese web pages, known as 
the Chinese Web Test collection with 100 gigabyte (CWT100g) in data volume, 
which is the largest Chinese web test collection as of this writing, and has been 
used by several dozen research groups besides being adopted in the evaluation 
of the SEWM-2004 Chinese Web Track[1] and the HTRDPE-2004[2]. We 
present the total solution for constructing a large scale test collection like the 
CWT100g. Further, we found that: 1) the distribution of the number of pages 
within sites obeys a Zipf-like law instead of a power law proposed by Adamic 
and Huberman [3, 4]; 2) and an appropriate filtering method on host alias will 
economize resources for about 25% while crawling pages. The Zipf-like law 
and the method of filtering host alias proposed in the paper will facilitate both 
to model the Web and to perfect a search engine. Finally, we report on the 
results of the SEWM-2004 Chinese Web Track. 

Keywords: Test Collection, Documents, Zipf-like law. 

1   Introduction 

Test collections are considered as the standard dataset for evaluating the effectiveness 
of information retrieval (IR) systems. A large scale test collection is the basis of 
accelerating the research of IR. The good quality of an IR system performed in small 
scale test collections by no means represent the same thing would happen in a large 
scale test data. An IR system can be taken as practicable one only when it is capable 
to give a satisfying result under the evaluation of a large scale test collection, which is 
the key to validate and improve IR techniques and systems.  

Because the Web enjoys a rapid growth on information volume and a great 
diversity of subjects, a popular way to construct a large scale test collection is to make 
the Web the superset of the collection – that is the reason why it is known as the web 
test collection. The English web test collections provided by TREC[5] orient the 
English IR, and the Japanese web test collection provided by NII[6] can serve for the 
Japanese IR. But a coequal scale Chinese web test collection could not be available by 
researchers before our work. To promote technologies of the Chinese IR, we built the 
CWT100g, and in this paper we introduce the methodology on building such a large 
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scale web test collection. Although the dataset itself orients the Chinese IR, the 
method is not limited to the Chinese language; and we hope it contribute to build test 
collections of other languages. 

In this paper, after introducing terms, we first present the goals and design 
principles of the CWT100g in section 3, then introduce how to construct its three 
parts, the documents, the queries and the relevance judgments in section 4 and 5. 
Finally, we cover related works in section 6 and conclude in section 7. 

2   Terms 

Ever since the Cranfield experiment at the end of 1950, it has been widely accepted 
that an IR test collection should include three components - the document set, the 
query set and the relevance judgment set [7].  

A document set is a collection of documents whose contents are used for text 
analyses by IR systems, i.e. they are the direct objects processed by IR systems. This 
set is the epitome of its superset. 

A query set is a collection of questions asking the IR system for results. The 
queries of a test collection are created by assessors who also assess the relevance 
judgment set. Due to the difficulty in getting relevance judgments, the number of 
queries is usually between a few score to several hundred queries. 

A relevance judgment set is a collection of standard answers for queries. It is used 
to compare IR systems’ returning results under given queries. The more an IR system 
is close to the relevance judgment set, the higher quality it gets. To keep the authority 
of the relevance judgment set, they are usually obtained manually or semi-
automatically in terms of the document set. It is clear that if an IR system can get a 
satisfying quality in the evaluation of a large scale document set, the system will be 
convictive in practice.  

Herein, we sometimes use the terms “documents”, “queries” and “relevance 
judgments” to denote the above three sets respectively. 

Host name is an identification of a certain web site. Usually, a site can be identified 
by one or several host names and sometimes by its IP address. In this paper, we use 
the most popular host name as the identification of each web site. For example, both 
“www.pku.edu.cn” and “gopher.pku.edu.cn” point to the web server of Peking 
University. While the number of URLs including the former string is far larger than 
that of the latter, “www.pku.edu.cn” is taken as the popular host name of this physical 
web site and the “gopher.pku.edu.cn” is filtered in the process of the site selection. 

3   Design Principles of the CWT100g 

3.1   Three Considerations to the Documents 

Usually a document set plays a more important role than the other components in a 
collection. To build a web test collection with a high quality, a document set should 
be good enough to model the Web. To qualify the epitome of the Web, the documents 
should be broad in subject domains and large enough in size. Kennedy and Huang et 
al [8, 9] proposed three aspects on the consideration of the representative of the 
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documents – 1) should the documents be sampled statically or dynamically? 2) to 
what extent do the documents represent its superset? 3) and what is a suitable size of 
documents satisfying the needs of both general and special IR goals?  

For the first consideration, we prefer a static rather than a dynamic sampling 
method in getting a large scale documents from the Web. A static method means web 
pages are crawled during a specific period meanwhile a dynamic method means pages 
are crawled at a random time and added to the documents continuously. It seems that 
a dynamic method is better than a static one. But its inconvenient is obvious for 
evaluations of IR systems. Because when the scale of documents is large, manpower 
consumed of finding relevance judgments are difficult in acquiring even if the 
documents do not change, let alone the documents vary as the time goes. Our 
selection is a trade-off consideration for the representative of documents to its 
superset as well as the convenience of evaluations of IR systems.  

The data size of documents is a couple of orders of magnitude smaller than the 
Web. So the static sampling is not absolute, we are able to rebuild documents as 
occasion requires. Generally, constructing a large collection adopts a static manner. 

For the second consideration, the scale of the documents should be large enough, 
and subjects of the documents should be diverse and keep the balance. Although it is 
hardly to measure whether the document set is representative to its superset 
objectively, accommodating the large, diverse and balance sampling subjects is 
definitely a sure warrant of the representative of the documents. But the size of the 
documents is in contradiction with manpower exhausted in confirming the relevance 
judgments. The more documents are sampled, the higher the representative would get. 
Although this circumstance brings a higher representative and balance, too many 
documents will return a mass of results for a query and exhaust much human labor in 
finding out relevance judgments when doing evaluations. Fortunately, by using the 
pooling method [10], the range of constructing relevance judgments can be 
concentrated, and human labor can be cut down.  

For the third consideration, the data size of documents should be kept in an easy-
to-use scale in practice. For example, in 2004, 100 gigabyte disk capacity is of the 
mainstream. A dataset with this order of magnitude not only can be delivered 
conveniently, but also is capable to meet the demand of the link analysis of a web IR 
system. The link analysis proved to improve the precision of a web IR system. 

3.2   The Practice of the CWT100g 

The CWT100g is the achievement of practicing to model the Chinese Web. It 
includes the documents, the queries, and the relevance judgments. 

The documents come from 17,683 sites out of the 1,000,614 web sites that are 
identified by different host names. Those names are found within the Chinese scope 
by Tianwang Search Engine [11] before Feb. 1, 2004. After selecting and processing 
to both sites and web pages, we sampled 5,712,710 pages, about 90 gigabyte disk 
spaces. Each page in the collection has a "text/html" or “text/plain" MIME type 
received from the HTTP server response message. If the crawling capacity of 
Tianwang, 0.2 billion unique URL pages accumulated on Feb.1, 2004, is equally as 
large as the corpora of the Chinese Web, we presume that the nearly 6 million pages 
is a moderate size to represent the Chinese web pages.  
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The queries were numbered TD1-TD50 for a Topic Distillation (TD) task and 
NP1-NP285 for a navigational task. The topic distillation task involves finding 
relevant homepages, and the navigational task is to find out a Home/Named Page 
(NPHP) [12, 13]. They are sampled from user query logs of Tianwang between Apr. 
2002 and June 2004, and then compiled by assessors.  

The relevance judgments, 1,178 for the TD queries and 285 for the NPHP queries, 
are constructed by taking advantage of both Tianwang techniques on the web search 
and the improved pooling method. 

After the brief illustration, we will focus on the construction of the documents, and 
then show how to deal with queries and judgments. The documents are the basis of a 
test collection and require a reasonable constructing strategy, while the queries would 
keep changing, and the relevance judgments are up to the concrete queries in the 
evaluation phase. 

4   Constructing the Documents 

The first important thing in constructing the CWT100g is to ensure the document 
collection representative to the Chinese Web, and thus provide the IR researchers a 
highly simulating web test-bed. It comes down to how to sample web sites and crawl 
pages within them.  

The characteristics of the Chinese Web help determine the sampling strategy. In 
this section, we show our study on the distribution of pages within sites before 
choosing the candidate sites to form the CWT100g, and then discuss the choice 
strategies to sample sites and pages. 

4.1   The Characteristics of the Chinese Web 

Several famous works have been known in detecting the characteristics of the Web in 
[3, 4, 14, 15].  

As to the study of the Chinese Web, Yan and Li [16] found that in the early 2002 
there were about 50 million pages and 50 thousand web sites with unique IP 
addresses, the average size of a page was 13KB, and the Chinese Web was highly 
connected; Meng et al [17] validated that in 2002 Tianwang could cover 37% of the 
total Chinese web pages, and 50% of the high ranked pages. To keep an overall 
coverage and a fresh update, Tianwang adopts an incremental crawling strategy and 
provides a service of  registering sites. Until Feb. 2004, we had collected 0.2 billion 
unique URLs among 1,000,614 different sites. 

Based on the above works, we got a report on the relationship between the site 
number and the page number within various sites. All the data were fetched from the 
Tianwang data on Feb. 1, 2004. Figure 1 shows the distribution of pages within sites 
in a linear scale plot. 

Y-axis denotes the site number and x-axis denotes the number of pages within a site. 
Figure 1 shows that sites with a large number of pages are small amount and those with 
a few pages are large amount. For example, we found only 1.9% sites held upward of 
500 pages, whereas most sites held pages less than 500. The distribution is so extreme 
that if the full range was shown on the axes, the curve would be a perfect L shape. 
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Fig. 1. Linear distribution of pages within sites 

To verify whether the distribution accords with a power law as being claimed by 
Adamic and Huberman [3, 4], we plotted Figure 2 according to the data provided by 
Tianwang.  

If we directly show a log-log scale plot for the same data of Figure 2, the tail end of 
the distribution is ‘messy’ - there are only a few sites with a large amount of pages. 
Because there are so few data points in that range, simply fitting a straight line to the 
data gives a slope that is too shallow. To get a proper fit, we need to bin the data into 
exponentially wider bins (They will appear evenly spaced on a log scale) as Adamic 
[18] does. A linear relationship now extends over 6 decades (1-106) pages vs. the earlier 
4 decades: (1-104) sites. The slope is 0.68, which makes it a Zipf-like [19] distribution. 

 

Fig. 2. Binned distribution of pages within sites 
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The answer to the characteristic of the Web will facilitate processes of the site 
selection and the web crawler, which are illustrated as follows. 

4.2   The Process of the Site Selection 

To validate how to satisfy the representative of the documents, we present the process of the 
site selection shown as Figure 3. 

 

Fig. 3. The process of the site selection 

The URLall set, the superset (the Chinese Web) of the CWT100g’s documents, is 
the collection of 0.2 billion unique URLs crawled by Tianwang. The host names were 
extracted from the URL set and formed the initial host set, and the URLhost sets is 
acquired according to host names. The Zipf-like law, the distribution of pages within 
sites mentioned above, facilitates to eliminate the disturbance of sites with extremely 
fewer or larger pages. Besides, the module of the filtering sites and the module of the 
restricting scopes operate together on the initial host set to get rid of the redundant, 
unstable and spamming sites and limit the remnant candidate sites within the Chinese 
scope in order to build the model of the Chinese Web. 

4.2.1   The Module of Restricting Scopes 
Since the superset provided by Tianwang is within the Chinese scope. The module of 
restricting scopes is simplified to remove the host names with weird suffixes. 
According to the supplier of domain name registrations, http://www.net.cn, and the 
characteristics of host names with Hong Kong, Macao and Tai Wan, the sites of the 
CWT100g are restricted in host names ending with "cn", "com", "net", "org", "info", 
"biz", "tv", "cc", "hk", "tw". 

4.2.2   The Module of Filtering Sites 
The module of filtering sites in Figure 3 takes charge of 1) eliminating the errors 
brought by the URLall set; 2) filtering out host names with non-80 ports, 3) removing 
names that are IP addresses in standard dot notation, 4) detecting DNS validation of 
names, 5) distinguishing the importance of names, 6) and finding out the sites built by 
templates in batches and automatically. Step 1), 2), and 3) are verified offline by 
parsing strings of names, step 4) and 5) are finished online by site detecting programs, 
and the step 6) is done semi-automatically. 

Extracting host names 

URLall set 

Host set Candidate 

Filtering sites  Restricting scopes

Zipf-like law 

module 

operate 

law 

data set 

data flow

Urlhost set 
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Table 1.  Filtering sites for the CWT100g 

Step Di Ei  (comments) 

0 1,000,614 1736 (host name error) 
1 998,878 8506 (non-80 port) 
2 990,372 19,135 (IP address) 
3 971,237 97,898 (DNS validation) 
4 873,339 314,799 (no service & host alias) 
5 558,540 119,542 (template sites) 
6 438,998  

 
Supposing D0 denotes the initial URLall set. After each step, it will produce a new 

URL set named Di, i=0,1,…7 (D7 will appear in section 4.2.3 and 4.3), and the 
following steps is based on the previous ones.  

To make a summary, filtering sites include two phrases. Firstly, it is necessary to 
find out different host names standing for the same site, and keep the popular name as 
the unique identifier. Secondly, it is required to eliminate non-representative sites to 
improve the precision of sampling sites. A typical representative site provides stable 
services and maintains a number of meaningful pages. The remaining sites in every 
step are calculated as: 

                                                        11 −− −= iii EDD                                                                 
 (1) 

where 61 ≤≤ i , Di  is the set of every step, and Ei is the set found dissatisfied with the rule of 
the step. The sizes of Di and Ei in six steps are listed in Table 1. 

4.2.3   Determining Sampling Sites 
To support algorithms based on linkage analyses, it needs to preserve sites with 
enough links. Each site has more than 10 out links.  

For determining sample sites for the CWT100g, the first step is to estimate the 
number of sites needed by it. Supposing the size of a single web page (a document) is 
15KB[16], the total 100 gigabyte will contain 7 million pages. According to the above 
deduction of the preprocessing host names, 0.2 billion pages are distributed in about 
500,000 validate sites, 7 million pages will be distributed in about 17,500 
(7m/0.2b=X/500000 => X =(7/200)*500000) sites. Considering some sites maybe fail 
to be crawled, we sample about 20,000 sites to ensure enough sites to be crawled, 
known as D7.  The ratios of sampling is about 3.5% (7/200) for pages and 4% 
(20000/500000) for sites that are big enough to guarantee the representative of the 
CWT100g.  

Up to now, results are nearly out of noise data. Again we study the distribution of 
pages within sites. Its fitting coefficient is 0.64 which is nearly the same result in 
figure 2. The result repeatedly shows that the distribution of pages within sites of the 
Chinese Web accords with a Zipf-like law. Meanwhile, it illustrates that the existence 
of noise sites does not affect the distribution. 
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4.3   The Strategy of Document Selection 

After determining sampling sites D7, the next step is to crawl pages in terms of them. 
Not all pages are crawled from the selected sites. Because web pages with 
“plain/html” and “plain/text” types are widely used and easily indexed by IR systems, 
we only preserve pages whose MIME types are one of them. If the pages are written 
by non-Chinese languages but belong to the Chinese scope, the pages are also kept. 
Files with DOC and PDF formats are excluded from the documents. Due to difficult 
in judging the validity of a dynamic page, URLs with question marks are gotten rid of 
the documents. 

There are two main issues in the crawling process, the storage format for raw web 
pages and the strategy of crawling pages. The former requires: 1) less disk spaces, 2) 
fault tolerances, and 3) convenient usages. The latter requires: 1) crawling pages in 
parallel so that all pages crawled within a short interval in time, such as 10 to 15 days, 
to stand for a web snapshot of a certain period; 2) crawling all static pages on sites as 
completely as possible. To limit redundant pages from a large site, the crawling 
process will be broken off when the size of the log file is larger than 2 gigabyte. 
The storage format for raw web pages: the CWT100g adopts  Tianwang storage format [20] 
that satisfies with above three requirements of storing web pages. 

The strategy of crawling pages: we use the modified version of TSE [21] as the 
crawling system whose strategy is similar to the breadth first crawling method. 
Because sites in D7 are all independent each other, it is easy to parallel the process of 
crawling pages. The detail is described as follows. 

1) Separating D7 into groups, each group with 100 sites, we get 205 groups. Each 
group is tokenized by an unique filename to stand for a subtask, such as, xaa, 
xab,…,xba, xbb,…,xha, xhb, xhw, the number of sites in the last group may be less 
than 100. Each group is a subtask at a fine granularity. The task is defined as 
integrating subtasks with the same middle letter into a big group. Each task is at a 
coarse granularity. We use a task as a basic unit to allocate the workload. Because the 
distribution of pages within sites in the Chinese scope obeys a Zipf-like law, the sites 
sampled later will have larger amount of pages than those before and need more 
crawling resources to crawl pages. Through assigning different number of tasks 
among crawling machines, we make the workload balanceable. 
2) In the machine executing one or more tasks, we start a TSE module for each 
subtask. Each subtask is only taking charge of crawling pages within their scope. 
Each TSE module has 10 threads working together, and pages crawled are stored into 
ten files corresponding to ten threads. The TSE stops when the subtask is over. For 
those large sites, the TSE stops when the size of its log file is larger than 2 gigabyte. 
3) Finally, we integrate all pages crawled into the CWT100g’s documents. To avoid 
overriding files with same names, each file name is renamed to append a suffix of the 
subtask name.  

4.4   The Properties of Documents and Experiments 

Based on the initial host set D0 provided by Tianwang, there are 5,712,710 pages 
among 17,683 sites in the CWT100g’s documents.  
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Fig. 4. Log-log distribution of out-degree among pages 

In the documents, there are 4,814,747 pages with a non-zero out-degree, and the 
total number of links is 127,519,080. Each page averagely has 26 links. The 
distribution of out-degree among pages is shown in Figure 4. It is a power-law 
distribution. 

There are 4,252,696 (74%) pages encoded with GB2312, 295,274 pages with 
GBK, 12,230 pages with BIG5, and 254,547 pages with other types, such as ISO-
8859-1, ISO-2022-CN, and US-ASCII. 

The CWT100g is now freely available to social circles [1], and has been designated 
as the web test collection of SEWM-2004 Chinese Web Track [1] and HTRDPE-2004 
[2] for evaluating all participant IR systems. 

5   Constructing the Queries and the Relevance Judgments 

After completing the first part of the CWT100g, the documents, we will illustrate how 
to obtain the other two parts, the queries and the relevance judgments. 

5.1   The Construction of the Queries 

Queries should also be representative to characterize the behavior of netizens. The 
CWT100g’s queries are sampled from user query logs of Tianwang between Apr. 
2002 and June. 2004. The queries coming from the real web users represent the real 
state of the Web. To avoid queries includes the barren ones whose relevance 
judgments are difficult to obtain or otherwise, all sampled queries are checked by 
assessors. 

A query is also known as a topic in the TREC. Referring to the information on the 
TREC-2003 Web Track [12, 13], we constructed 50 queries for a topic distillation 
task and 285 queries for a navigational task. 
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5.2   The Construction of the Relevance Judgments 

Relevance judgments require completeness and a consistency. Completeness means 
that all relevance documents are judged relevantly. Consistency means that all 
persons will subjectively consider the relevance of some documents with the same 
judgment.  

The CWT100g’s relevance judgments include two parts. One is for the topic 
distillation task; the other is for the navigational task. The latter is easily constructed 
by recording corresponding pages while creating the queries. The former is not easy 
to create. Here we use the improved pooling method to get the final set. 

The traditional judgment pools are created as follows. 1) Participants submit their 
retrieval runs. 2) Assessors choose a number of runs and merge them as a pool for the 
specific queries. 3) For each selected run, the top X documents are added to the pool 
and judged. This method is not effective when the participants are not sufficient 
because the relevant information is incomplete in the pool and the evaluation will be 
less authoritative. To address the issue, we extended the pooling method to the 
pooling plus method that yields effective judgments with the help of search engines, 
whose ranking results can be treated as the retrieval runs of virtual participants. By 
introducing the results of different search engines with same queries, many virtual 
participants are simulated. 

The pools of the relevance judgments of the topic distillation queries consists of 
the results of 8 groups (http://www.cwirf.org/2004WebTrack/result.htm) and those of 
five search engines including Google, Yisou, Baidu, Sogou, Zhongsou. Across the 75 
TD queries, 1,178 pages were judged relevant to 52 queries (average of 22.65 pages 
per query). 23 (75-52) queries were discarded due to the queries with too many or too 
few relevance judgments.  

6   Related Works 

Ever since the Cranfield experiment at the end of 1950, it has been widely accepted 
that an IR test collection should include three components - the document set, the 
query set and the relevance judgment set [7].  

Web test collections developed include: VLC2, WT2g, WT10g, .GOV, .GOV2[5], 
NTCIR-3[6]. Form the point of the view of the trend, the data size of web test 
collections is getting bigger and more complete. 

In the areas of constructing test collections, Kennedy and Huang et al [8, 9] 
proposed three aspects on the consideration of the representative of documents. 
Though their viewpoints aim at linguistic corpus, it is also helpful for constructing 
web test collections. The WT10g [22] has 1.7 million web pages, taking VLC2 as its 
superset, and the relevance judgments coming from TREC451-500（ from search 
logs） . However, the superset, VLC2 crawled in 1997 by Internet Archive, is very 
stale, and the WT10g only contain English web pages and has a small size of the 
documents. Although the data size of the .GOV2 is larger than 400 gigabyte, it is 
limited to the English pages and “.gov” domain. It is neither a model of the Web nor a 
suitable test collection for other language IR systems. The pooling method [10] makes 
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the range of constructing relevance judgments concentrate, and cut down human 
labor, but it will fail whenever there are few participants. 

To better model the current Web, it requires to crawl the latest web pages. The 
CWT100g takes the Chinese Web as its superset, and aims to sample 100 gigabyte 
web pages to model the Chinese Web. If we follow the way of the TREC to build the 
web test collection by sampling pages archived several years ago or crawling pages 
from a special domain name, the data content would be neither popular nor wide 
enough to represent the Web. Thus the CWT100g adopts the strategy of sampling 
sites and crawling all their pages. For those extreme large sites, the crawling process 
stops when the size of log file is larger than 2 gigabyte. 

7   Conclusion 

The CWT100g has been functioned as a test-bed and benchmark of the Chinese IR 
and proved valid and useful. Its documents, queries and relevance judgments, and the 
pooling plus method are applied to evaluate eight different systems.  

The documents of the CWT100g, sampled from the overall China-wide web pages, 
contribute a model of the Chinese Web. The total 90 gigabyte, 5.71 million 
documents, provides a reusable test collection for the Chinese IR. The approaches on 
building the documents enable the collection to be easily rebuilt and grown in size 
when new trends come. All the toolkits we used are freely available. 

Further, we discovered the distribution of pages within sites of the Chinese Web 
obeys a Zipf-like law instead of a power law ever been considered and put forward a 
method of filtering host alias to save about 25% cost while crawling pages. 
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Abstract. Topic tracking is an important task of Topic Detection and Tracking 
(TDT). Its purpose is to detect stories, from a stream of news, related to known 
topics. Each topic is “known” by its association with several sample stories that 
discuss it. In this paper, we propose a new method to build the keywords 
dependency profile (KDP) of each story and track topic basing on similarity 
between the profiles of topic and story. In this method, keywords of a story are 
selected by document summarization technology. The KDP is built by 
keywords co-occurrence frequency in the same sentences of the story. We 
demonstrate this profile can describe the core events in a story accurately. 
Experiments on the mandarin resource of TDT4 and TDT5 show topic tracking 
system basing on KDP improves the performance by 13.25% on training dataset 
and 7.49% on testing dataset comparing to baseline.  

Keywords: Topic Detection and Tracking, topic tracking, word co-occurrence, 
keywords dependency profile. 

1   Introduction 

Topic detection and tracking (TDT) automatically organizing a stream of news as it 
arrives over time [1]. Topic tracking is a primary task of TDT, whose purpose is to 
associate incoming stories with known topics. A topic is a seminal event with all 
directly related events [2]. It is “known” by association with on-topic and off-topic 
sample stories. A story is “on-topic” if its events relate to the topic’s seminal event. 

Currently, most studies break each story into a “bag of words” and judge if the 
story is related to a topic by their overlapping words [1]. But it assumes that words are 
independent. It ignores that words in the same event have strong dependency relations 
important for describing the event. It causes the semantic confusion and words in 
different events can form wrong semantics. For example, the seminal event of topic 
41002 in TDT4 is: “Kim Dae-jung received Nobel Peace Prize” and two related 
events are “South Korean President Kim Dae-jung won the Nobel Peace Prize for 
efforts toward reconciliation with North Korea” and “Chen Shui-bian sent telegrams 
of congratulations to Kim Dae-jung and forecasted cross-strait relations between 
Taiwan and mainland China”. The “bag of words” can form wrong semantic: “efforts 
of mainland China toward reconciliation in cross-strait relations”. So, stories about 
this are judged on-topic by mistake. “Bag of words” can’t represent events accurately. 

An event can be captured by a few semantic elements, such as what, who, where 
and when [3], called keywords. Their relations are important for describing events, 
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which can make the tracking easy. For example, a story is judged on-topic where 
“Kim Dae-jung” and “Nobel Peace Prize” depend on each other. But the story where 
“Nobel Peace Prize” and “United Nations” have strong relations is judged off-topic.  

This paper proposes a tracking algorithm based on keywords dependency profile 
with three main characteristics. First, document summarization technology is utilized 
to select keywords, which finds indicative content of story [4]. Second, dependency 
relations of keywords are evaluated by their co-occurrence frequency in the same 
sentences. The relations are considered strong if they often co-occur in the same 
sentences. Third, profile of each story is built basing on keywords, the dependency 
relations and their contexts in the story. The topic model built by profiles of sample 
stories can describe the seminal event and topic tracking based on it is more effective.  

This paper is organized as follows: Section 2 introduces the related works. Section 
3 describes the method to build the profile basing on co-occurrence of keywords. 
Section 4 describes how to use profile to complete topic tracking task. Section 5 and 6 
discuss the experiment and results. Finally, we draw conclusions in Section 7. 

2   Related Works 

Most previous approaches in topic tracking are based on statistical strategy [5]. Some 
methods in pattern classification are utilized. CMU applies k-NN algorithm to topic 
tracking [6]. It selects k most similar stories of current story and relates current story 
to the topic which most of the k stories are related to. Binary classification [7] is also 
applied. But sparsity of annotated stories is a main factor limiting their performance. 

Another trend of research is to use Natural Language Processing technology. 
Named Entity Recognition (NER) [8] and time information extraction [9] are utilized 
[8]. POLYU [10] uses NER to build profiles of stories. It calculates information gains 
of NE to evaluate their importance, and selects words in important sentences as 
features. The profile is built by clustering features to different groups. But it ignores 
the relations among features which are important for describing the events. 

Some research finds the relations among words to improve performance. N-gram 
language model [11] is applied to topic tracking which considers words’ relations. 
Class-based models [12] use dependency relations to divide words to different groups. 
UMass [13] uses co-occurrence among NE in the same story to find their relations. 
But it doesn’t apply that to sentence which is a more integrated semantic unit. 

3   Keywords Dependency Profile 

As mentioned above, keywords dependency relations can describe the core events of a 
story and co-occurrence of these keywords in the same sentences can reflect their 
dependency relations. For example, there are two stories: 

story1 :金金金昨昨 昨昨昨荣荣 和和尔诺诺 诺…… 和和尔诺诺 诺委 委委 委员 诺 说:“金金金……金金
金荣荣21世 世世纪 和和尔诺诺 诺…… 

story2:美美助助美 助务 阿阿阿阿阿阿阿阿 阿 阿华 华 美韩 总总金金金…朝鲜 袖金袖袖袖 袖领 领 金金金

委 阳阳阳阳“ ”   金金金和克克华所所所委阿朝鲜建建委     



 Topic Tracking Based on Keywords Dependency Profile 131 

 

Story1 introduces the reasons why Kim Dae-jung received Nobel Peace Prize. 
Story2 discusses activities between America and South Korea. In story1, “Kim Dae-
jung(金金金)” and “Nobel Peace Prize( 和和尔诺诺 诺)” (as the Chinese words with 
underlines in story1) mostly co-occur in the same sentences, so this story is related to 
topic 41002. In story2, “Kim Dae-jung” appears frequently and co-occurs with 
“America (美美)”, “South Korea ( 美韩 )” and “North Korea (朝鲜)”, but seldom with 
“Nobel Peace Prize”. So story2 is off-topic.  

On the whole, keywords and their dependency relations can describe core events in 
the story and seminal event in the topic accurately. In the rest part of section 3, the 
method to build the keywords dependency profile (KDP) of a story is introduced.  

3.1   Selecting Keywords  

MEAD, an important method in document summarization, is utilized to select 
keywords in a story. The reason is that keywords are content which can describe 
events completely [3] and the goal of MEAD exactly is to find the indicative 
sentences of the story. It assumes that sentences similar to the centroid are more 
indicative, where centroid consists of Ncentroid words appearing most frequently in the 
story. The score of each sentence is calculated as follows [4]:  

ifipici FPCsSCORE ηηη ++=)(  

 

 

(1) 

Where SCORE(si) is the score of sentence si. Ci is the similarity between centroid 
vector and si. Pi is calculated by C1 multiplying (n-i+1)/n and n is the total number of 
sentences in the story. Fi is the similarity between si and the first sentence.ηc,ηp, andηf 
are parameters which are set to 1, 2 and 1 [4].  

The sentence with the highest score is chosen. After word segmentation and 
removing stop words, the remaining words in that sentence are chosen as candidate 
keywords: K={key1, key2, …, keym}. The set K chosen in story1 is {“South Korea”, 
“President”, “Kim Dae-jung”, “received”, “this year”, “Nobel” and “Peace Prize”}.  

3.2   Building Keywords Dependency Profile 

Building the profile of a story by dependency relations of keywords includes three 
steps. Firstly, the network of dependency relations among candidate keywords in a  
story is built. Figure 1 is the network of story1. N={n1, n2, …, nm} denotes the nodes set. 
nl( ml ≤≤1 ) is a node representing keyl in candidate keywords set K and tf(nk) is its 
frequency. E={e1,2, e1,3, …, em-1,m} denotes edges set. ek,l is the edge between nk and nl. 
tf(ek,l) is the frequency that keyk and keyl co-occur in the same sentences.  

Secondly, the weights of nodes and edges are calculated. KDP determines weight 
of each node by two factors: 

 The more important are nodes which a node adjacent to, the higher is the weight 
of this node. The idea is that the weight of a keyword is high if it strongly 
depends on other “important” keywords, and the initial “important” of these 
keywords are evaluated by their tf*idf. For example, the weight of “received” (n4 

in figure 1) should be high since it co-occurs with important words “Kim Dae-
jung”, “Nobel” and “Peace Prize”, although it only appears three times. 
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Fig. 1. The network of dependency relations in story1. The numbers recorded besides nodes 
and edges are the values of their tf. 

 The more edges connecting to a node, the higher is the weight of this node. The 
idea is that a keyword is important if it mostly co-occurs with other keywords. 

The equation to calculate the weight of each node is: 
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Where w(nk) is the weight of node nk and m is the total number of nodes. nl adjacent to 
nk. tf(nl) and idf(nl), term frequency and inverse document frequency of nl, are utilized 
to represent its initial importance. ek,l is the edge connecting to nk and nl. tf(ek,l) is the 
co-occurrence frequency of keywords keyk and keyl in the same sentences. After 
calculation, the nodes in figure 1 with the highest weights are n3, n4, n6 and n7.  

The rule to determine the weight of each edge is: the higher are weights of the 
nodes that an edge connects to, the higher is the weight of this edge. An edge is 
important if it reflects dependency relation of two important keywords. For example, 
the weight of edge e3,7, “Kim Dae-jung”-“ Peace Prize ”, is high since the weights of 
nodes it connects to are the highest. The equation to calculate the weight of edge is: 
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Where w(ek,l) is the weight of edge ek,l. w(nk) and w(nl) are weights of nodes which ek,l 
connects to and are used to evaluate their importance. tf(ek,l), tf(nk) and tf(nl) are their 
frequency. tf(ek,l) divided by tf(nk) shows the importance of ek,l comparing to other 
edges connecting to nk. 

After calculation, the edges with highest weights in figure 1 are e3,7, e6,7, e4,7, e3,6, 
e3,4 and e4,6. These can describe core events accurately. Especially, although the 
important keyword “Nobel Peace Prize” is mistakenly broken into “Nobel” and 
“Peace Prize” by word segmentation system, they still depend strongly on each other 
(e6,7). Then weights of nodes and edges are normalized by dividing the total weights.  

At last, KDP of the story is built by appending contexts to nodes and edges. The 
context of node nl is sentences containing the keyword keyl. The context of edge ek,l is 
sentences containing both keyk and keyl. Each context is a vector including Chinese 
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words in it, and the word’s weight is its value of tf*idf. The profile is denoted by 
KDP={N, E, C, W}. Where N is the nodes set and E is edges set. 
C={ )( 1nc , )( 2nc , …, )( mnc ; )( 2,1ec , )( 3,1ec  …, )( ,1 mmec − } contains their context 

vectors. W={ w(n1), w(n2), …, w(nm); w(e1,2), w(e1,3) …, w(em-1,m)} contains the weight 
of each node and edge. 

4   Keywords Dependency Profile for Topic Tracking 

In this section, KDP is utilized in topic tracking which includes three steps: 

 Firstly, the topic model is built by profiles of all sample stories in the topic. The 
topic model, namely topic’s profile, contains keywords and their dependency 
relations useful for describing seminal event of the topic. 

 Secondly, the profile of each incoming story is built according to the keywords 
in the topic model.  

 At last, the topic model and the profile of each incoming story are compared to 
judge if the story is on-topic.  

4.1   Building Topic Model 

The topic model is built by the KDP of sample stories in the topic and denoted by 
KDPT={NT, ET, CT, WT}. The nodes set NT is formed by selecting nodes in KDP of 
each on-topic sample story. The edges set ET is formed in the same way. The contexts 
set CT is formed by adding all words in the context of the same node or edge in on-
topic sample stories. WT, weights of all nodes and edges, is calculated next.  

A node’s weight is determined by the rule: the higher is the weight of a node in on-
topic sample stories and lower in off-topic ones, the higher is the node’s weight in 
topic model. The idea is that nodes abundant in on-topic stories are important for 
describing seminal event, and those in off-topic stories are unimportant according to 
definition of “on-topic”. The weight of each node is calculated as follows: 
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Where nk is a node in KDPT and )( kTKDP nw  is its weight. )( kiKDP nw  is its weight in 

KDPi. Son contains all KDP of on-topic sample stories and |Son| is the number of 
stories in it. Soff contains KDP of off-topic sample stories. The nodes with weights less 
than zero are deleted. The weights of words in context of node are calculated 
similarly: 
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Where nk is a node in topic model. )( kKDP nc
T

, )( kKDP nc
i

 and )( kKDPj nc  are nk’s 

contexts vectors in topic model, on-topic and off-topic sample stories. 
The weights of all edges and words in their context are calculated in the same way. 

At last the whole topic model is built up.  

4.2   Building Profile of Incoming Story 

All keywords in topic model are extracted and then these keywords are utilized to 
build KDP of each incoming story by the method introduced in section 3.2.  

The nodes and edges in topic model are useful to describe the seminal event of the 
topic. The aim of building profile of each incoming story is to evaluate if its events 
are related to seminal event, but don’t directly evaluate if its core events are the 
seminal event. So whether keywords in topic model appear in the story and whether 
their dependency relations are the same as those in the topic model is evaluated. 
Therefore, keywords in topic model are utilized to build the profile of each incoming 
story, instead of keywords selected from the story as introduced in section 3.1.  

4.3   Measuring Similarity 

Topic model is denoted by KDPT={NT, ET, CT, WT} and the profile of an incoming 
story by KDPS={NS, ES, CS, WS}. The similarity between the incoming story and the 
topic is measured by similarity between the story and edges set of topic model, as 
well as similarity between the story and notes set. 

),(')1(),('),( SNSimSESimSTSim TT αα −+=  (6) 

Where Sim(T, S) is the similarity between topic T and an incoming story S. ET is the 
edges set in topic model and Sim’(ET, S) is its similarity with the story. NT is the nodes 
set in topic model.α is a parameter representing the contribution of Sim’(ET, S) to 
Sim(T, S). Its value is set to 0.9 according to experiments in section 6. The story will 
be judged on-topic if the similarity is higher than the threshold. 
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Where ek,l is an edge. )( ,lkKDP ew
T

and )( ,lkKDP ew
S

 are its weights in KDPT and KDPS. 

)( ,lkT ec and )( ,lkS ec  are the contexts vectors of ek,l in KDPT and KDPS. 

))(),((cos ,, lkSlkT ececine , the cosine of the two vectors, is utilized to evaluate their 

similarity in VSM. S is the vector space of the whole story where the weight of each 
word is its value of tf*idf. )),((cos , Secine lkS

 is the similarity between )( ,lkS ec and S .  

In the numerator of equation (7), the third multiplier in numerator represents the 
similarity between the same edge in topic and story by its different contexts. The 
fourth multiplier is the similarity between the edge’s context in story and the story 
vector，which can be viewed as to what degree its context in S can represent the 
story. So the multipliers in numerator can calculate the similarity between the story 
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and an edge of the topic. Therefore equation (7) calculates the similarity between the 
story and the edges set of the topic. Sim’(NT,S) is calculated in the same way. 

5   Experiment 

5.1   Dataset 

Mandarin resource of TDT4 corpus is used as the training dataset and TDT5 as testing 
dataset. Both the TDT4 and TDT5 contain English, Mandarin and Arabic stories. 
TDT4 contains more than 20,000 mandarin stories collected from seven sources: 
newswire, radio and television sources. Radio and television sources were manually 
transcribed at closed-caption quality. TDT5 contains about 50,000 mandarin stories.  

TDT4 contains 53 annotated topics for mandarin stories and TDT5 contains 50, 
each of which was defined by at most 4 on-topic sample stories and 2 off-topic ones.  

5.2   Evaluation Metrics 

Each incoming story will be judged if it is related to given topics. The detection cost 
[2] is one way to evaluate the performance.  

ettnonFAFAettMissMissDet PPCPPCC argarg −××+××=  (8) 

CMiss and CFA, costs of a miss and false alarm, are 1.0 and 0.1 in TDT5. Ptarge and 
Pnon-targe, priori target probabilities, are 0.02 and 0.98. PMiss and PFA are the conditional 
probabilities of miss and false alarms. Where PMiss = #(Missed Detections) / #Targets, 
PFa = #(False Alarms) / # Non_Targets. Then CDet is normalized to (CDet)Norm. 

),min(/)( argarg ettnonFAettMissDetNormDet PCPCCC −××=  (9) 

The decision error tradeoff (DET) curve is another method to measure the 
performance. It’s a visualization of the trade-off between the PMiss and PFA. Each point 
on it corresponds to a PMiss and PFA with a certain threshold. The closer is a curve to 
the lower-left corner of the graph, the better is the system’s performance. The 
minimum value of (CDet)Norm found on the curve, called MIN((CDet)Norm), is the optimal 
value that a system could reach at the best possible threshold. 

5.3   Experiment Setup 

The baseline system is tracking system of Carnegie Mellon University [14]. In year 
2004, this system won the first place in TDT5 evaluation. It used an improved 
Rocchio algorithm to build and adjust the topic model. A story is judged on-topic if 
its similarity with the topic model is higher than a fixed threshold.γis a parameter in 
improved Rocchio algorithm which needs to be trained. 

The parameters needed to be trained in KDP algorithm include Ncentroid in section 
3.1 and α in equation (6). To verify the effectiveness of KDP algorithm, several 
systems are experimented on in section 6. Their abbreviations are: 

 KDP: Topic tracking system based on keywords dependency profile. 
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 KDP-NoCacuWeight: System using KDP algorithm but using tf*idf of each node 
and tf of each edge as their weight, instead of the equation calculating weights in 
section 3.2. It is utilized to prove the idea of evaluating weights of nodes and 
edges by the co-occurrence information is effective. 

 KDP-NoOffTrain: System using KDP algorithm but building topic model just 
with on-topic sample stories, instead of with all sample stories in section 4.1. It 
is utilized to prove the importance of off-topic stories in building topic model. 

 KDP-NoTestProfile: System using KDP algorithm but building profile of each 
incoming story by keywords selected from itself instead of from topic model 
introduced in section 4.2. It is utilized to prove our method to build profile of 
incoming story is reasonable. 

 KDP-NoContext: System using KDP algorithm but building the profile only with 
the dependency network of keywords and don’t append context to it. This is to 
prove the importance of the context in building topic model. 

6   Result and Discussion 

In this section, results of experiments introduced in section 5.3 are represented. 
Figure 2 shows the MIN((CDet)Norm) in systems with different Ncentroid andα . The 

lower is the MIN((CDet)Norm), the better is the performance. The minimum value is 
0.376363 when α equals 0.9 and Ncentroid equals the number of all the words, so 0.9 
and MAX are set as their values. The systems perform better with increase of Ncentroid 

because keywords selected by MEAD are more indicative when more words are 
added into the centroid. Also, the systems perform better with the increase of α at 
first. This shows keywords dependency relations play a more important role than 
independent keywords in measuring similarity. The performance reaches best as 
α equals 0.9 but not 1 because sparsity of the same edges between topic and story has 
a negative influence. But it can be mitigated by combination of edges and nodes. 

Figure 3 shows the training result ofγin baseline. The system performs best whenγ 
0.8 and threshold equals 0.3. So 0.8 is set asγ’s value. 

 

 

Fig. 2.  MIN((CDet)Norm) with different Ncentroid and α on TDT4 
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Fig. 3. MIN((CDet)Norm) with different γand threshold in baseline system 

 

 

Fig. 4. Detection Error Tradeoff on TDT4 of systems removing different parts in KDP 

Next, several parts of the algorithm are inspected by systems introduced in section 
5.3. Figure 4 shows their DET curves and table 1 shows their best results. The results 
show the KDP’s performance decreased after removing any part of the algorithm. 

Table 1. Performance of systems on TDT4 

 Threshold PMiss PFA MIN((CDet)Norm) 
KDP-NoCacuWeight 0.07220 0.28758 0.01879 0.37966 
KDP-NoOffTrain 0.06158 0.29102 0.02726 0.42460 
KDP-NoTestProfile 0.02487 0.33262 0.01884 0.42492 
KDP-NoContext 0.1951 0.36095 0.02453 0.48115 
KDP 0.02926 0.27566 0.02055 0.37636 

 
The performance of KDP-NoCacuWeight system decreases by 0.88% comparing to 

KDP. This explains it reasonable to evaluate weights in KDP by the co-occurrence 
information. The reason is that if a keyword strongly depends on important keywords, 
it is also important to describe the core events. Also, their relations are important.  
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The performance of KDP-NoOffTrain decreases by 12.82% comparing to KDP. 
This explains the importance of using off-topic sample stories in building topic 
model. On-topic sample stories can be used to extract valuable keywords and their 
relations. Off-topic sample stories can be used to reduce the weight of noises and their 
relations. 

The performance of KDP-NoTestProfile decreases by 12.90%. Building profile of 
incoming story by topic’s keywords is reasonable because it judges on-topic story by 
if seminal event is involved in story but not if core event in the story is seminal event.  

The performance of KDP-NoContext decreases by 27.84%. This proves contexts 
are important for building profile. A dependency relation of two keywords in different 
stories may express different meanings. So contexts of the same dependency relation 
in different stories must participate in the similarity measuring between two profiles. 

Table 2 shows the importance of each part in KDP in another form. It is completed 
by adding each part to the algorithm one by one and evaluating the improvement after 
adding each part. Context denotes the part to append context. TestProfile is the part to 
build profiles of incoming stories. OffTrain is the part to build topic model. 
CacuWeight is the part to calculate the weights.δis the percentage of improvement 
comparing to baseline. The results show each part improves the system’s performance.  

Table 2. Performance and improvement of difference systems 

 MIN((CDet)Norm) δ 
Baseline 0.433821 -- 
Context 0.427833 1.38% 
Context+TestProfile 0.420187 3.14% 
Context+TestProfile+OffTrain 0.379662 12.48% 
Context+TestProfile+OffTrain+CacuWeight 0.376363 13.25% 

 
Figure 5 and 6 show the performances of the baseline and KDP algorithm on the 

training and testing dataset. Almost all values of (CDet)Norm in KDP are less than that in 
the baseline. KDP outperforms baseline by 13.25% on TDT4 and 7.49% on TDT5.  

 

Fig. 5. DET curves of KDP and baseline on mandarin resource of TDT4 
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Fig. 6. DET curves of KDP and baseline on mandarin resource of TDT5 

At the same time, the speed of our system is faster than baseline. Time spending in 
processing one story is about 0.1 second in our system and 0.3 second in baseline. It 
shows that our system can get better performance without adjust topic model. But the 
baseline system has to adjust topic model continuously which leads to its low speed. 

7   Conclusions 

This paper proposes a method to build the keywords dependency profile of topic by 
keywords co-occurrence frequency in topic tracking. It was found that the relations 
can describe events accurately. But building the profile with just keywords and their 
relations is not good enough since the same relation in different stories may express 
different meanings. This can be solved by appending contexts to them. Also, we find 
it preferable to reevaluate the importance of keywords by their dependency relations 
in the profile. Our algorithm outperforms baseline almost at all threshold. This proves 
the keywords dependency profile is a good representation of the topic and story. 

But the topic model using for describing the seminal event is sensitive to the 
quality of sample stories. In the future work, we will use incoming stories to reinforce 
the topic’s profile and reduce the profile’s sensitivity to sample stories.   
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Abstract. Text segmentation has a wide range of applications such as information 
retrieval, question answering and text summarization. In recent years, the use of 
semantics has been proven to be effective in improving the performance of text 
segmentation. Particularly, in finding the subtopic boundaries, there have been 
efforts in focusing on either maximizing the lexical similarity within a segment or 
minimizing the similarity between adjacent segments. However, no optimal 
solutions have been attempted to simultaneously achieve maximum within-
segment similarity and minimum between-segment similarity. In this paper, a 
domain independent model based on min-max similarity (MMS) is proposed in 
order to fill the void. Dynamic programming is adopted to achieve global 
optimization of the segmentation criterion function. Comparative experimental 
results on real corpus have shown that MMS model outperforms previous 
segmentation approaches.  

Keywords: text segmentation, within-segment similarity, between-segment 
similarity, segment lengths, similarity weighting, dynamic programming. 

1   Introduction 

A natural language discourse is usually composed of multiple subtopics, which in turn 
may convey only one main topic. In traditional text processing tasks such as 
information retrieval (IR), question answering (QA) and text summarization, if the 
subtopic structure of a text can be identified and consequently its semantic segments 
can be used in the basic processing unit, the performance of the system will be greatly 
improved [1][2]. In addition, the segment-based IR will provide users with answers of 
higher accuracy and less redundancy results. The core technology involved in the 
identification of subtopic structure and therefore semantic segments of a text is called 
text segmentation, which is the focus of this paper. 

In text segmentation, it becomes critical how to design a good criterion to evaluate 
the subtopic coherence of a document. According to the definition of text segmentation 
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task, in an appropriate segmentation, sentences within a segment convey the same 
subtopic while sentences among different segments belonging to different subtopics. 
Therefore, in order to achieve good separation over all segments, both high within-
segment similarity and low between-segment similarity should be achieved. However, 
in previous literature [2-10], no solutions have been given to simultaneously optimize 
both within-segment and between-segment similarities. 

Another important issue in text segmentation is the strategy for finding the best 
segmentation. Some algorithms use local optimization approaches, such as sliding 
window [2-3]and divisive clustering [6-7], to detect subtopic changes. Some models 
use more global strategy by representing lexical distribution on a dotplot [4]. However 
this is still not a complete globalization strategy. A truly global optimization searching 
strategy is dynamic programming [5] [8] [10] 

In this paper we present a global optimization model, MMS, for text segmentation. 
This model adopts a segmentation criterion function attempting to optimize both within-
segment lexical similarity and between-segment lexical similarity. Segmentation with 
maximum within-segment and minimum between-segment similarity is selected as the 
optimal one. In MMS model, additional text structure factors, such as segment lengths 
and lexical similarity weighting strategy based on sentence distance, are also 
incorporated as part of lexical similarity weighting strategy. To achieve global 
optimization, we implemented our MMS model using the dynamic programming 
searching strategy, with which the number of segments can be determined 
automatically. Experimental results show that our MMS model outperforms other 
popular approaches in terms of Pk [11]and WindowDiff [12] measure. 

The remainder of this paper is organized as follows. Literature research is briefly 
reviewed in Section 2. In Section 3, the proposed MMS model and a complete text 
segmentation algorithm are described in detail. In Section 4, experimental results are 
given to compare our approach with other popular systems. At last, we draw 
conclusion and address future work in Section 5. 

2   Related Work 

Existing text segmentation algorithms can be classified into two categories with 
respect to the segmentation criteria being employed. One is to make use of the 
property that lexical similarity within a segment is high. Lexical densities within 
segments are measured to find lexically homogeneous text fragments [6-10]. The 
second approach assumes that lexical similarity between different segments is low, 
and subtopic boundaries correspond to locations where adjacent text fragments have 
the lowest lexical similarity [2-5].  

In contrast to previous work, the focus of our work is not only lexical relations 
within a segment or between different segments, but appropriate combination of the 
two factors. Fundamental structural factors of written texts, such as segment length and 
sentence distance are also taken into account in the design of the segmentation 
criterion. In analogy, our work is similar to [13], which measured homogeneity of a 
segment not only by the similarity of its words, but also by their relation to words in 
other segments of the text. However, their method is designed for spoken lecture 
segmentation and can not address the problems of written texts very well. Zhu [14] 
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used Multiple Discriminant Analysis (MDA) criterion function to find the best 
segmentation by means of the largest word similarity within a segment and the smallest 
word similarity between segments. However, the algorithm applied a full search to find 
the optimal segmentation, which is an NP problem with high computational 
complexity. In comparison, MMS model adopts dynamic programming strategy, which 
greatly reduces the time cost. Fragkou[10] also used dynamic programming in 
optimizing the segmentation cost function. But their method only considers within-
segment similarity and needs prior information about segment length. 

3   The Segmentation Algorithm 

3.1   Problem Definition 

Let’s assume a text consists of K sentences, denoted by {1,2,..., }S K= , and has a 

vocabulary of T distinct words 1 2{ , ,..., }TV w w w= . Each sentence can be represented as 

a point in a T-dimensional data space. Assume that the topic boundaries occur at the 
ends of sentences and there are N segments in the text, then the task of text 
segmentation is to partition the sentences into N groups 

1{1, 2,..., }G p= , 

1 1 2{ 1, 2,..., }p p p+ + ,…, 1 1{ 1, 2,..., }N Np p K− −+ + . Each group 1 1{ 1, 2,..., }i i i iG p p p− −= + +  

is a segment that reflects an individual subtopic. A shorter representation of the 
segmentation can be given as 0 1{ , ,..., }NG p p p= , where 

0 1, ,..., Np p p  are segment 

boundaries with 
0 0p =  and

Np K= . Text segmentation aims at finding the best 

segmentation G* among all possible segmentations. 
In this paper we design a criterion function J to evaluate segmentations of a text. 

Thus the process of finding the best segmentation can be viewed as the process of 
finding the segmentation with the highest evaluation score as follows:  

* arg max ( , ) .
G

G J S G=  (1) 

In the following section we will introduce our motivation in designing the criterion. 

3.2   Motivation 

It will reasonably hold true that in an appropriately segmented text, sentences within a 
single segment are topically related and sentences that belong to adjacent segments 
are topically unrelated conveying different subtopics. In much of previous work[4] [6-
10], the lexical similarity is a natural candidate in measuring the topical relation of 
sentences. If two sentences describe the same topic, words used in them tend to be 
related to one another. Thus, within a segment, vocabulary tends to be cohesive and 
repetitive, leading to significant within-segment lexical similarity; whereas between 
adjacent segments, the vocabulary tends to be distinct, leading to dismal between-
segment similarity. We believe that the above lexical similarity property must exist 
for a good segmentation strategy. 
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3.3   Segmentation Criterion Function 

Following the lexical similarity property stated above, we propose our MMS model to 
comprise of the segmentation evaluating criterion function as follows: 

( , ) .Within BetweenJ F Sim Sim=  (2) 

where SimWithin refers to the within-segment similarity, SimBetween refers to the 
between-segment similarity. F is a function whose value increases as SimWithin 
increases, and decreases as SimBetween increases. The best segmentation can be 
achieved by maximizing the value of F, which is expressed as: 

( , ) (1 )  .Within Between Within BetweenF Sim Sim Sim Simα α= ⋅ − − ⋅  (3) 

where α  and 1 α−  are the relative weight of within-segment lexical similarity and 
between-segment lexical similarity, respectively. 

Within-segment lexical similarity is: 

1 1
,1 1

2
1 1

.
( )

i i

i i

p p
N m nm p n p

Within
i i i

D
Sim

p p
− −= + = +

= −

=
−

∑ ∑
∑  (4) 

where m and n are the mth and nth sentence in the text. ,m nD  is the lexical similarity 

between sentence m and sentence n. The value of 
,m nD  equals to one if there exist one 

or more words in common between sentence m and n, and zero otherwise. SimWithin 
represents the global density of word repetition within segments.  

Similarly, between-segment lexical similarity is defined as: 

1

1
,1 1

1 1 1

.
( )( )

i i

i i

p p
N m nm p n p

Between
i i i i i

D
Sim

p p p p

+

−= + = +

= + −

=
− −

∑ ∑
∑  (5) 

SimBetween represents the global lexical similarity between adjacent segments. 
Combining Eq. 3 to Eq. 5, the segmentation evaluation function is computed: 

1

1 1 1
, ,1 1 1 1

2
1 1 1 11

(1 )  .
( )( )( )

i i i i

i i i i

p p p p
N Nm n m nm p n p m p n p

i i i i i ii i

D D
J

p p p pp p
α α

+

− − −= + = + = + = +

= = + −−

= ⋅ − − ⋅
− −−

∑ ∑ ∑ ∑
∑ ∑  (6) 

3.4   Text Structure Weighting Factors 

In addition to segment lexical similarity, there are other text structure factors that are 
weighted into the proposed text segmentation algorithm. 

 Segment Length Factor 
In text segmentation, text pieces that are too short do not adequately describe an 
independent subtopic. For example, if there is a sentence in a text, and is not closely 
related with its adjacent text, and then it is likely a parenthesis or a connecting link 
between its preceding and its successive segments to enhance coherence. To address 
this phenomenon, we should avoid introducing too many segments. Restriction on 
segment number is added into the segmentation criterion function. It penalizes 
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segmentation choices with too many segments by assigning a small evaluation 
function score to it.  

For example, we have a segmentation G={G1, G2, …, GN}, each segment Gi has 
length Li, and the length of the whole text is L. Then the length factor can be defined 

as 2

1

( )
N

i

i

L

L=
∑ , where

1

N

i
i

L L
=

=∑ . This factor achieves low value when too many segments 

are produced. 

 Distance-based Similarity Weighting 
If we randomly select two sentences from a discourse, the probability of them 
belonging to the same segment varies greatly with the distance between them. Two 
sentences far apart are unlikely to belong to the same segment, whereas two adjacent 
sentences are much more likely. Therefore, we add a distance-based weighting factor 
to the density function, thus the lexical similarity of two sentences fluctuate with the 
distance between them. 

Having incorporated the above factors, the overall segmentation evaluating 
function for our proposed MMS model becomes: 

1 1

1

1

, ,1 1

2
1 1

, ,1 1 2

1 11 1

( )

(1 ) ( )  .
( )( )

i i

i i

i i

i i

p p
N m n m nm p n p

i i i

p p
N Nm n m nm p n p i

i ii i i i

W D
J

p p

W D L

p p p p L

α

α β

− −

+

−

= + = +

= −

= + = +

= =+ −

= ⋅
−

− − ⋅ + ⋅
− −

∑ ∑
∑

∑ ∑
∑ ∑

 (7) 

where Wm,n is the weighting factor, and based on the distance between the sentence m 
and sentence n. The values of m and n represent the positions of each corresponding 
sentence. An exemplary definition of Wm.n is as follows: 

,

1 2

1

| | 1
m n

if m n

W
else

m n

⎧ − ≤
⎪= ⎨
⎪ − −⎩

 (8) 

We see that in our MMS model, rich information such as the within-segment 
similarity and between-segment similarity, segment length and the distance between 
sentences, are considered to discover topical coherence. 

Eq. 7 represents the final form of the evaluation function in our MMS model, in 
which N stands for the desired number of segments. 

3.5   Text Segmentation Algorithm 

To optimize the segmentation evaluating function (Eq. 7) globally, we provide an 
implementation using the dynamic programming searching strategy to find the best 
segmentation. Since there is a between-segment similarity item in the function, two-
dimension dynamic programming is applied. The complete text segmentation 
algorithm is shown in Figure 1, followed by detailed explanation. 
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Input: The K×K sentence similarity matrix D; the parameter α , β  

Initialization 

For t = 1, 2, ..., K 

  For s = 1, 2, ..., t 

    Sum = 0; 

    For k = s, ..., t 

      For w = s, ..., t 

        Sum = Sum + Ww,k ⋅Dw,k; 

      End 

    End 

    Ss,t= Sum; 

  End 

End 

Maximization 

For t = 1, 2, ..., K 

  For s = 0, 1, ..., t-1 

,
0 ;

t sC =  

1 ,

2, 0
;t

t

S

tC α= ⋅
 

    For w = 0, 1, ..., s-1 

1 , 1 , 1 , 1 , 2
,2,

I f   (1 ) ( )
( ) ( )( )

s t w t w s s t
t ss w

t s
C

t s s w Kt s
S S S S

C α α β+ + + +− − −
+ ⋅ − − ⋅ + ⋅ ≥

− −−

 

1 , 1 , 1 , 1 , 2
2, ,

(1 ) ( ) ;
( ) ( )( )

s t w t w s s t

t s s w

t s

t s s w Kt s
S S S S

C C α α β+ + + +− − −= + ⋅ − − ⋅ + ⋅
− −−

 

,
;

t s
wZ =  

      EndIf 

    End 

  End 

End 

Backtracking 

e = − ∞ ; k = 0; N=1;  

For t = 0, 1, ..., T-1 
  

,
I f  

T t
eC ≥  

     k = t; 

  EndIf 
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End 

1
;

K
TS − =  

;
K

kS =  

1
,

0W h i le   
N NS SZ

−
>

 

    N = N + 1; 
    

2 1, ;
N NS SN

ZS − −
=  

End 

N = N+1; 

0 ;t =  

For k =1, 2, ..., N 

;
N kk St −=  

End 

Output: The optimal segmentation vector 
1 2( , , . . . , )Nt t t t=  

Fig. 1. MMS text segmentation algorithm using dynamic programming scheme 

In the above procedure, maximization and backtracking are the basic parts. During 
maximization, we recursively compute Ct,s, which is the optimal (maximum) value of the 
segmentation criterion function of the subtext starting from sentence 1 and ending at 
sentence t ( with the second to the last boundary of s). That is, Ct,s is the maximum (with 
respect to s and w) value of 1 , 1 , 1 , 1 , 2

2,
(1 ) ( )

( ) ( )( )
s t w t w s s t

s w

t s

t s s w Kt s
S S S S

C α α β+ + + +− − −+ ⋅ − − ⋅ + ⋅
− −−

, 

where w is the best boundary before t and s. This sum is the optimal evaluation score to 
segment sentences 1 to s (with the second to last boundary of w) plus the score of 
creating a segment including sentences s+1 until t. Zt,s is the segment boundary preceding 
s (with the next boundary of t) in the optimal segmentation. Upon completion of the 
maximization part of the algorithm we have computed the maximum segmentation 
criterion function value for sentences 1 until K. The backtracking part produces the 
optimal segmentation 

0 1( , , . . . , )Nt t t t=  in reverse order. In this process, the optimal 

number of segments N is computed automatically. The time complexity of the algorithm 
is O(K3) (K is the number of sentences in the text). 

4   Evaluation 

The evaluation has been conducted systematically under a strict guideline in order to 
compare our approach with other state of the art algorithms on a fair basis. The key 
requirements are: 1) Evaluation should be conducted using a sizable testing data in 
order to generate meaningful results; 2) The testing data should be publicly available; 
3) In order to compare with other people’s work, we attempt to use their own 
implementations or published results as these are likely optimized for taking 
maximum advantages of their merits. 
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4.1   Experiment Settings 

In our experiments, we use two suites of corpus including English one and Chinese 
one to evaluate the proposed model. The English testing corpus is the publicly 
available book Mars written by Percival Lowell in 1895. There are 11 chapters in all 
and the body of the book (6 chapters) is extracted for testing. Each chapter is 
composed of 2-4 sections. Chinese testing corpus is the scientific exposition 
Exploring Nine Planets. There are 10 chapters in the corpus and each chapter consists 
of 2-6 sections. The boundaries of paragraphs in the sections are taken as the subtopic 
boundaries for reference. Sections with few paragraphs (less than 3) are excluded. 

In fact, there is another testing corpus developed by Choi1, which is widely used for 
the evaluation of text segmentation algorithms. This is a synthetic corpus in which 
each article is a concatenation of ten text segments. A segment is the first n sentences 
of a randomly selected document from the Brown corpus. The motivation of 
constructing corpus in this way is to avoid the difficulty of judging subtopic boundaries 
by human beings. However this strategy has introduced obvious limitations to the 
corpus. Namely the subtopic similarity in the article is artificially enhanced, making 
the boundaries more distinct. This is quite different from real corpus and cannot 
represent the performance on real corpus by reducing the difficulty of segmentation. 
Therefore we used the real corpus instead of the synthetic one in our experiments. 

To evaluate text segmentation algorithms, using precision and recall is inadequate 
because inaccurately identified segment boundaries are penalized equally regardless 
of their distance from the correct segment boundaries. In 1997, Beeferman[11] 
proposed the Pk metric to overcome the shortcoming. Pk is the probability that a 
randomly chosen pair of words with a distance of k words apart is incorrectly 
segmented2. Pk metric is defined as: 

1

( , )( ( , ) ( , )) .k k ref hyp
i j K

P D i j i j i jδ δ
≤ ≤ ≤

= ⊕∑  (9) 

where ( , )ref i jδ  is an indicator function whose value is one if sentences i and j belong 

to the same segment and zero otherwise. Similarly, ( , )hyp i jδ  is one if the two 

sentences are hypothesized as belonging to the same segment and zero otherwise. The 
⊕  operator is the XOR operator. The function Dk is the distance probability 
distribution that uniformly concentrates all its mass on the sentences which have a 
distance of k. The value of k is usually selected as half the average segment length. 
Low Pk value indicates high segmentation accuracy. 

This error metric was recently criticized by Pevzner [12] to have several biased 
flaws such as penalizing missed boundaries more than erroneous additional 
boundaries and a new metric called WindowDiff was proposed: 

1

1
( , ) (| ( , ) ( , ) | 0) .

K k

i i k i i k
i

WindowDiff ref hyp b ref ref b hyp hyp
K k

−

+ +
=

= − >
− ∑  (10) 

                                                           
1 www.lingware.co.uk/homepage/freddy.choi/index.htm 
2 We use the implementation of Pk in Choi’s software package. (www.lingware.co.uk/ 
   homepage/freddy.choi/index.htm). 
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where ref is the correct segmentation for reference, hyp is the segmentation produced 
by the model, K is the number of sentences in the text, k is the size of the sliding 
window and b(i, j) is the number of boundaries between sentence i and sentence j. 
Low WindowDiff value indicates high segmentation accuracy. We will make 
comparison under both metrics (Pk and WindowDiff) on the testing corpus. 

In experiments, punctuation marks and stopwords are removed. The Porter[15] 
stemming algorithm is applied to the remaining words to obtain word stems for 
English experiments. 

4.2   Experimental Results 

In MMS model, there are two parameters α  and β  that affect the quality of 

segmentation over certain ranges. To obtain the best parameter we randomly selected 
50% corpus for training. The algorithm is run on the training corpus with α  and β  

varies (the variation is 0.1 each time). Appropriate combination of α  and β  value is 

selected as the one which yields the minimum WindowDiff value. The rest of the 
corpus is used as testing corpus. 

We evaluate MMS model in comparison to the C99 [6] method and Dotplotting[4] 
method including minimization algorithm (D_Min) and maximization algorithm 
(D_Max). The experimental results of the two methods come from Choi’s software 
package, and it is an exact implementation of the published method3. Table 1 and 
Table 2 summarize the experimental results of all the algorithms on English corpus 
and Chinese corpus, respectively. 

In the above tables, CmSn refers to the nth section of the mth chapter in the corpus. 
From experimental results we can see that our MMS model performs better with more 
than 6% reduction on average error rate (WindowDiff) for min and max Dotplotting 
methods and up to 6.4% for C99 on English corpus. Similar results are obtained on  
 

Table 1. Comparative Results on English Testing Corpus 

 

Pk WindowDiff Method 
MMS C99 D_Min D_Max MMS C99 D_Min D_Max 

C1S2 

C2S1 
C3S2 
C4S2 
C5S1 

C5S2 

C6 
Average 

0.3023 
0.3664 
0.4609 
0.3095 
0.4105 
0.3293 
0.4240 
0.3718 

0.5763 
0.3990 
0.4771 
0.4691 
0.4958 
0.4127 
0.4356 
0.4665 

0.3709 
0.4385 
0.4500 
0.4525 
0.4562 
0.4515 
0.3619 
0.4259 

0.3636 
0.4604 
0.4785 
0.3580 
0.4547 
0.3985 
0.4555 
0.4242 

0.4318 
0.4578 
0.4609 
0.4330 
0.4407 
0.3822 
0.4240 
0.4329 

0.5836 
0.4488 
0.4897 
0.4947 
0.5196 
0.4468 
0.4857 
0.4956 

0.4562 
0.5197 
0.5349 
0.4259 
0.5351 
0.5312 
0.4722 
0.4965 

0.4586 
0.5401 
0.5634 
0.4938 
0.6129 
0.5029 
0.4918 
0.5234 

 

                                                           
3 For the Dotplotting method, Choi[6] developed a package that includes both the 

implementation of the original Dotplotting method and his own interpretation. In this paper 
we cite the experimental results of the original Dotplotting method as published in [4]. The 
implementation comes from the publicly available software package. (www.lingware.co.uk/ 
homepage/freddy.choi/index.htm) 
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Table 2. Comparative Results on Chinese Testing Corpus 

Pk WindowDiff Method 
MMS C99 D_Min D_Max MMS C99 D_Min D_Max 

C2S1 
C2S3 
C4S4 
C4S5 
C5S2 

C6S2 
C6S4 
C9S1 
C10S2 
C10S3 
C10S5 

Average 

0.3922 
0.1947 
0.2900 
0.2820 
0.3934 
0.2279 
0.4157 
0.2248 
0.4224 
0.3872 
0.4235 
0.3322 

0.4122 
0.3344 
0.4342 
0.3658 
0.4812 
0.5785 
0.4002 
0.3120 
0.5136 
0.2673 
0.3848 
0.4077 

0.3946 
0.1447 
0.4806 
0.4899 
0.4158 
0.5247 
0.5305 
0.3736 
0.4699 
0.4895 
0.5359 
0.4409 

0.3673 
0.6006 
0.5269 
0.3416 
0.4019 
0.4487 
0.5610 
0.4136 
0.4589 
0.4697 
0.5523 
0.4675 

0.4079 
0.2047 
0.3583 
0.3030 
0.4341 
0.3145 
0.4824 
0.2960 
0.4308 
0.4343 
0.4345 
0.3728 

0.4696 
0.3427 
0.4831 
0.4391 
0.5064 
0.6537 
0.4188 
0.3992 
0.5668 
0.2772 
0.3867 
0.4494 

0.4492 
0.2129 
0.5320 
0.5705 
0.4994 
0.5353 
0.6054 
0.4568 
0.5372 
0.5566 
0.5404 
0.4996 

0.4468 
0.6272 
0.5564 
0.4439 
0.5101 
0.4611 
0.6287 
0.4816 
0.5106 
0.5665 
0.6114 
0.5313 

 
Chinese corpus. MMS model achieves more than 12% average error rate reduction 
from Dotplotting methods and up to 7.7% for C99. The tables also indicate that 
WindowDiff metric penalizes errors more heavily than Pk metric. However the overall 
rank of the algorithms remains approximately the same on both metrics.  

On both corpora MMS achieves best performance on most chapters (5 out of 7 for 
English corpus and 8 out of 11 for Chinese corpus). This is because more weighting 
factors affecting the segmentation choices are considered in our model. As previously 
mentioned, either within-segment or between-segment lexical similarity is examined 
in Dotplotting and C99 while our MMS model examines both factors. In addition, 
using text structure factors such as segment lengths and sentence distances also leads 
to an improvement.  

The dynamic programming searching strategy adopted in our model is a global 
optimization algorithm. Compared to the divisive clustering algorithm of C99 and 
dotplot algorithm of Dotplotting, our strategy is more accurate and effective due to 
the global perspective of dynamic programming. With this strategy, the number of 
segments can be determined automatically when the best segmentation is achieved. In 
contrast, the number of segments has to be given in advance for Dotplotting method 
because it cannot decide when to stop inserting boundaries. The same problem exists 
in C99 method. Although the author proposed an algorithm to determine the number 
of segments automatically, this algorithm has some negative influence on the 
performance of the method[6]. 

MMS model remedies two problems of Dotplotting. Ye [16] reported analysis of 
two problems in Dotplotting’s segmentation evaluating function:  

1 , ,

2 1

.
( )( )

i i i

N
p p p K

D
i i i i

V V
f

p p K p
−

= −

⋅
=

− −∑  (11) 

where K is the end of the whole text, and Vx,y is a vector containing the word counts 
associated with word positions x through y in the article. 

First, the above function is asymmetric. If the text is scanned from the end to the 
start, a “backward” function will be got in a form different from Eq. 11. This problem 
leads to the apparent illogical phenomenon that forward scan may result in different 



 A Dynamic Programming Model for Text Segmentation 151 

 

segmentation with backward scan. In MMS model, the segmentation criterion 
function (Eq. 7) is symmetrized.  

Secondly, while determining the next boundary, the evaluating strategy of 
Dotplotting does not adequately take the previously located boundaries into account. 
For each candidate boundary pi being examined, only the segment boundary before it 
(pi-1) is taken into consideration, and may work less effectively because it ignores the 
restriction of the segment boundary after it (pi+1). In our MMS model, the restrictions 
of adjacent segment boundaries on both sides are considered. From the within-
segment and between-segment similarity function (Eq. 4 and Eq. 5) we can see the 
segmentation evaluating function value after locating a boundary at pi is determined 
by pi-1 and pi+1. In this way the restriction from the previously located boundaries is 
strengthened. The optimization process of dynamic programming also helps to select 
boundaries globally. 

5   Conclusion and Future Work 

In this paper we presented a dynamic programming model for text segmentation. This 
model attempts to simultaneously maximizing within-segment and minimizing 
between-segment similarity. An analytical form of the segmentation evaluation 
function is given and a complete text segmentation algorithm using two-dimension 
dynamic programming searching scheme is described. In addition, other text structure 
factors, such as segment length and sentence distance, are also incorporated in the 
model to capture subtopic changes.  

Experimental results on the public available real corpora are provided and 
compared with popular systems. The MMS model is shown to be promising and 
effective in text segmentation that it outperforms all other systems in most testing data 
sets. In comparing with the best comparable system (C99), the MMS model has 
achieved a reduction of more than 6% in average error rate (WindowDiff metric). 

In the future we plan to optimize our algorithm by incorporating more features of 
the subtopic distribution and text structure. It is demonstrated in [17] that semantic 
information trained from background corpus can help improve text segmentation 
performance. We will also consider introducing semantic knowledge in the model. 
Besides, the length factor in our model is in a simple form and more adequate 
segment length factor needs to be investigated. Applying the algorithm to other text 
segmentation tasks such as news stream and conversation segmentation is also an 
important research topic. 
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Abstract. Pronoun resolution refers to the problem of determining the
coreference linkages between the antecedents and the pronouns. We pro-
pose to employ a combined model of statistical learning and first-order
logic, the Markov logic network (MLN). Our proposed model can more
effectively characterize the pronoun coreference resolution process that
requires conducting inference upon a variety of conditions. The influence
of different types of constraints are also investigated.

1 Introduction

Understanding natural language has always been a challenging task. The varia-
tions in writing and the different means of conveying information pose huge dif-
ficulties in automatic understanding of text. To support language understanding
tasks, different relations conveyed in text have to be identified and extracted.
Among these relations, noun phrase coreference has been gaining increasing at-
tention. Noun phrase coreference is the process of identifying the entities where
different mentions belongs to. Coreference is a form of coherence in language
representation. In representing ideas in language, a variety of forms is adopted
in presenting the same idea. Different noun phrases may refer to the same entity.
The resolving of the noun phrases is a crucial step for a broad range of language
understanding processes such as relation extraction.

Human can understand noun phrase coreference via an inference process based
on background knowledge of the noun phrases, agreement, such as gender and
quantity, between phrases, the synonymity between phrases. Moreover, in main-
taining the consistency of concepts, certain structures are usually being adopted
for readers to follow the coherence within text.

Among the noun phrase coreference, pronoun resolution is a particularly im-
portant issue. A variety of pronouns may be used within a sentence, and may
refer to different entities. In the following example, there exists three pronouns,
namely, who, his, it. The pronouns who and his corefer with John, while it
corefers with the incident.

John, who witnessed the incident, informed his friend about it.

Moreover, coreference between pronouns and entities are usually not restricted
to the same sentence, exemplified as follows:

H. Li et al. (Eds.): AIRS 2008, LNCS 4993, pp. 153–164, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Mary met Susan yesterday. She was on her way home.

In this sentence, the pronoun she may refer to either Mary or Susan. Hence,
the determination of which entity the pronoun corefers is an important issue.

Pronoun resolution is different from coreference resolution on proper nouns
where surface features, such as string comparison, are not as significant. Despite
the fact that pronouns are lack of rich semantic information, they are crucial in
maintaining the coherence of knowledge representation in text. Hence, research
from linguistic society has been keen on studying the characteristics of pronoun
resolution, so as to discover the implicit relationship associated with the pro-
nouns and their coreferred mentions. Based on those investigations, regularities
of pronouns in language are studied and heuristic approaches are adopted in
pronoun interpretation and on identifying pronoun coreferences.

However, there are no absolute rules on the way the pronouns corefer as there
are infinite possibilities in language representation. Therefore, we propose to
employ a combined model of statistical learning and first-order logic, the Markov
logic network (MLN) [1]. Our proposed model can more effectively characterize
the pronoun coreference resolution process that requires conducting inference
upon a variety of conditions. The influence of different types of constraints are
also investigated. With first-order logic, domain knowledge, such as, linguistic
features or constraints as heuristic rules can be incorporated into coreference
resolution, with the benefits of handling uncertainties.

We present how the problem of pronoun resolution can be formulated in MLN.
An investigation on the adoption of pronoun resolution constraints will be pre-
sented. In next section, some related works regarding coreference resolution and
pronoun resolution are included. In Section 3, background information on MLN
will be introduced and a description on the formulation of pronoun resolution in
MLN will be described in Section 4. Experiments and results will be presented
in Section 5.

2 Related Work

For long, pronominal reference has been studied in the linguistic and cognitive
society. A variety of views on the corresponding regularities are proposed [2].
Research on investigating the relations in pronominal reference, such as the
clausal relationship and the structure, is still being studied [3].

While the works in the linguistic and cognitive society have been focused on
the formal modeling of coreference relations, in the area of computational lin-
guistic, research on performing automatic coreference resolution is being studied.
The research in coreference resolution has been mainly focused on two directions,
namely, linguistic and machines learning.

The linguistic approaches focus on adopting syntactic and semantic con-
straints on coreference resolution. The Hobb’s algorithm [4] tackled pronoun
resolution by searching through a syntactic parse tree of a sentence under some
syntactic constraints. The centering theory [5] adopted the idea of coherence in
texts and its idea is to trace the entities in focus.
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In recent years, machine learning approaches are more widely adopted for
coreference resolution, such as the Naive Bayes [6] and decision tree [7] ap-
proaches. Wellner and McCallum [8] tackled the coreference problems by using
conditional models and graph partition approach. Besides pairwise resolution of
mentions, coreference resolution is also considered as clustering mentions [9].

Moreover, much research has been carried on the investigation of features for
the coreference resolution. A wide range of features has been experimented. Luo
et al. [10] used syntactic features based on binding theory for improving pronoun
resolution. Ng [11] investigated features with semantic knowledge. Ponzetto et
al. [12] explored the use of semantic role labeling, and features with knowledge
mined from WordNet and Wikipedia using a Maximum Entropy model.

Regarding pronoun resolution, both syntax-based and knowledge-based ap-
proaches are used. In particular, some works focused on resolving antecedents
for third person pronouns. Lappin et al. [13] adopted a syntax-based approach
which relies on syntactic information and determines the salience value of the
candidate antecedents. In addition to syntactic information on texts, Bergsma
et al. [14] proposed an approach based on syntactic paths, which analyze the de-
pendency path information between potentially coreferent entities. Knowledge
poor approaches with limited and shallow knowledge are also reported [15].

Moreover, world-knowledge is employed in retrieving the semantics-related
information for pronoun resolution. Kehler et al. [16] investigated in the utility of
corpus-based semantics for pronoun resolution and argued that the improvement
is not significant. However, Yang et al. [17] investigated the use of semantic
compatibility information obtained from web, and significantly improved the
resolution of neutral pronouns, such as “it”.

3 Background

3.1 Pronoun Resolution

From the linguistic point of view, the distribution and location of different men-
tions within texts are governed by certain restrictions. In other words, through
identifying whether mentions satisfy the constraints or not, the referential linkage
can be deduced. Noun phrase coreference resolution involves resolving corefer-
ence relations mainly between proper noun phrases, nominal noun phrases, and
pronouns. This paper focuses on the task of pronoun coreference.

Pronoun resolution is usually defined as identifying or matching the corre-
sponding antecedent of the pronouns. Since pronouns are substituents for nouns,
noun phrases or pronouns, which can help maintain the coherence of the rep-
resentation of ideas in language or text, pronoun resolution is crucial to the
understanding of language. However, pronoun resolution is not a trivial task.
The pronoun itself contains little semantic information, which hinders the rela-
tion resolving between the pronouns and their antecedents. This poses differences
between the pronoun resolution problem and the noun phrase coreference resolu-
tion problem, since matching features, such as phrase matches, commonly used
in noun phrase coreference problem, are not applicable in pronoun resolution.
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Nevertheless, clues indicating the behaviors of different types of pronouns exist.
These clues serve as the constraints or conditions for making the resolution de-
cision. A knowledge base can be constructed with these constraints and hence
corresponds to a logic network for reasoning. Hence, pronoun resolution can be
well described in first-order logic. Also, the use of Markov logic network can
support the handling of uncertainties in pronoun resolution.

3.2 First-Order Logic

For reasoning in First-Order Logic, sentences in the knowledge base are formed
by atoms and terms. It enables the flexibility of incorporating domain knowl-
edge. It consists of primitives, including constant symbols, function symbols, and
predicate symbols. A term is a constant or a variable or a function of n-terms,
where an atom is a predicate of n-terms. Constants are considered as objects,
variables are ranges of objects and predicates are the mapping of objects to
truth values. For example, P (x) is an atom, where P is the predicate, and x is a
variable. Sentences are constructed from atoms with connectives and quantifiers.

3.3 Markov Logic Network

Markov Logic Network is proposed by Richardson et al. [1]. It is referred to as a
first-order knowledge base with a weight attached to each formula. It combines
the representation power of wide variety of knowledge in first-order logic with
the advantage of probabilistic model in handling uncertainties.

The probability distribution of a Markov network is:

P (X = x) =
1
Z

exp(
F∑

i

wini(x)) =
1
Z

∏
φi(x{i})ni(x) (1)

where wi is the weight for each formula, i. ni(x) is the number of true groundings
of a formula in first-order logic in the possible world x, and x{i} is the truth value
of the atoms appeared in the formula, and φi(x{i}) = ewi . Z is the normalizer.

In Equation 1, F represents the number of formulae in the corresponding
network. A node corresponds to each grounding of the predicates specified in the
formulae, and there is an edge between two nodes if their corresponding ground
predicates appear together in a formula. As an example, for the following two
formulae:

∀x drives(x) ⇒ has car(x) ∧ adult(y)
∀x, y colleagues(x, y) ⇒ (drives(x) ⇔ drives(y))

In clausal form:
¬drives(x) ∨ has car(x)
¬drives(x) ∨ adult(y)
colleagues(x, y) ∨ drives(x) ∨ ¬drives(y)
colleagues(x, y) ∨ ¬drives(x) ∨ drives(y)

Figure 1 shows a ground network for the above formulae and a finite set of
constants, C = {Alan, Ken}. When the formula with weights are given, the
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Fig. 1. An example of a ground Markov network

network can be used to infer the probability of the nodes, for example, the
probability of whether Ken has a car, given that his colleague, Alan, drives.

4 Problem Formulation

Coreference can be viewed as a relation among entities within texts. The relations
are believed to have special characteristics and can be described by constraints
and conditions. Those constraints or conditions for pronoun resolution can be
formulated into a set of formulae in first-order logic. Pronoun resolution decisions
are made on the validation or violation of these formulae.

4.1 Coreference Relation

Coreference linkage can be regarded as the generative process of finding a re-
placement for a mention in succeeding texts. Suppose we would like to find a
coreference for a mention, a corresponding and agreeing pronoun is identified
and used in succeeding texts. As an example, when establishing the coreference
with a person, a pronoun compatible with the person and the context is selected
based on syntactic and semantic constraints. We design a first-order predicate
coref(x, y) to represent the coreference linkage between two mentions, x and y.

Pronouns are used when we would like to refer to the same concept by dif-
ferent kinds of mentions. From this process of coreference, some constraints
on maintaining the consistency of concept can be deduced. When a mention x
corefers with a mention y, the two mentions must have followed some syntactic
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and semantic constraints. Hence, in solving pronoun resolution, the following
formulation is used:

syntactic constraints on x & y ⇒ x corefer y (2)
semantic constraints on x & y ⇒ x corefer y (3)

where the variable x represents the antecedent candidate, which can be pronouns,
nouns, or noun phrases. The variable y refers to the pronouns to be resolved.

This forms the basic idea of our formulation, where predicates for syntactic
constraints or semantic constraints will be introduced in Section 4.2.

It is noted that coreference linkages in pronoun resolution are not symmetric:

∀x, y coref(x, y) �= coref(y, x) (4)

In pronoun resolution, the process is to find the corresponding antecedents
of each pronoun. Hence, there are two types of constants, pronouns (conse-
quents), and antecedents. The antecedents include all the pronominal, nominal
and proper nouns or noun phrases. As a result, some pronouns may be also be
the antecedents of some other pronouns. Hence we design an equality predicate,
same(x, y), for indicating the pronoun y and the antecedent candidate x, though
of different types, are actually the same mention.

Moreover, the dependency between predicates can also be represented in the
Markov logic network. For example, the transitivity between coreference links in
pronoun resolution can be formulated as:

∀x1, x2, y1, y2 coref(x1, y1)∧coref(x2, y2)∧same(x2, y1) ⇒ coref(x1, y2) (5)

The above formulae form the basic relations among mentions, which ensures
the validity of the pronoun coreference relations.

Besides the relations related on deciding the existence of the coreference link-
age, relations regarding the negative existence of the coreference linkage are
also important. We refer these relations as the negative constraints. As an
example, the negative forms of Equations 2 and 3 are:

¬syntactic constraints on x & y ⇒ x ¬corefer y (6)
¬semantic constraints on x & y ⇒ x ¬corefer y (7)

4.2 Syntactic Constraints

In constructing the relations and constraints regarding pronoun resolution, two
types of predicates, namely, grammatical and positional predicates, are defined.

Grammatical Predicates
The behavior and the relations between the antecedents of pronouns are highly
affected by different types of pronouns. Hence, pronoun types are represented as:

– personal pronoun(y) for personal pronouns which can be further classified
into three types:
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• subjective pronoun(y) for personal pronouns used as the subject. e.g. I,
we, you, he, she, they, it, etc.

• objective pronoun(y) for personal pronouns used as the object. e.g. me,
us, you, him, her, them, it, etc.

• reflexive pronoun(y) for personal pronouns which replaces the objective
pronoun when referring to the same entity as the subject.

– possessive pronoun(y) for pronouns used when it is the possessor of another
noun. e.g. my, our, mine, ours, hers, his, yours, theirs, its, etc.

– relative pronoun(y) for pronouns used when referring back to the noun or
noun phrase previously mentioned.

– noun phrase(y) for indicating the candidate is a noun phrase.

Positional Predicates
Positional information regarding the pronouns and their antecedent candidate
are defined as:

– Paragraph distance: the predicate same paragraph(x, y) represents that
the two nouns are in the same paragraph.

– Sentence distance: the predicate same sentence(x, y) represents that the
two nouns are in the same sentence.

– Relative position: the predicate precedes(x, y) represents that the noun x
precedes noun y.

With the above predicates, constraints for pronoun resolution can be constructed.

cCommand Constraints
Unlike noun phrase coreference, matching features are not the most influen-
tial factor for pronoun resolution. Instead, theories concerning pronouns pro-
vide clues in governing the pronoun behavior. The binding theory [2] provides
some principles on pronoun interpretation, and defines the relations between two
nouns.

– A non-reflexive pronoun should be free within its local domain.
– A reflexive pronoun should be bound within its local domain.

For example: The cat did it itself.
The pronoun it cannot be coreferent with the cat, while itself certainly means

the cat. Through the binding theory, the two coreference linkages can be deduced.
For defining the binding theory, a noun n1 is said to bind another noun n2

if and only if (1) n1 c-commands n2 (2) n1 and n2 are coindexed. C-command
represents the relation between two nodes in a parse tree. n1 is said to c-command
n2 if and only if the first branching node that dominates n1 also dominates
n2. The c-command prevents coreference between a c-commanding noun phrase
with a c-commanded noun phrase, except when it is a reflexive pronoun. The
cCommands(x, y) predicate represents the relation that x c-commands y.

With the above definitions, the constraints can be described by the following
formulae using the cCommands(x, y) predicate and grammatical predicates:
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– Non-reflexive pronouns

∀x, y pronoun(y) ∧ ¬cCommands(x, y) ∧ coindexed(x, y) ⇒ coref(x, y)
(8)

– Reflexive pronouns

∀x, y reflexive pronoun(y) ∧ cCommands(x, y) ∧ coindexed(x, y)
⇒ coref(x, y) (9)

Moreover, the negative form of the above formulae are included for indicating the
non-existence of a coreference linkage. The negative constraints for syntactic
constraints are:

pronoun(y) ∧ cCommands(x, y) ∧ coindexed(x, y) ⇒ ¬coref(x, y) (10)

reflexive pronoun(y) ∧ ¬cCommands(x, y) ∧ coindexed(x, y) ⇒ ¬coref(x, y)
(11)

For pronoun resolution, it is apparent that these syntactic constraints are the
most crucial factors governing the coreference linkages.

Filtering Constraints
In MLN, formulae with finite weight can be regarded as constraints in captur-
ing the possibilities of those conditions, while formulae with infinite weight are
hard constraints. They can be regarded as filtering constraints in ensuring the
violation of these constraints will cause the query to have zero probability.

The addition of formulae with infinite weight serves as a filtering process,
which is usually performed as a separate step in other pronoun resolution algo-
rithms. Hence for handling pronoun resolution, we have to limit the reference
candidate for the pronouns as only the antecedents of the pronouns. The fol-
lowing formula is added to filter out the non-antecedent mentions using the
positional predicates.

∀x, y ¬precedes(x, y) ⇒ ¬coref(x, y) (12)

4.3 Semantic Constraints

Besides syntactic constraints, two nouns have to be semantically compatible
for them to refer to the same entity. Despite that pronouns are lack of semantic
information, two kinds of information, Gender and number, can be obtained from
their definitions. And these information about the mentions provides important
clues to whether two mentions agreed semantically.

In our pronoun resolution formulation, three types of gender are used: mas-
culine, feminine, and neutral, and two types of number information are used:
singular, plural. The two types of information are specified using the predicates,
gender(x, a) and number(x, b), respectively. Variable x refers to the pronouns
or antecedents, where variable a refers to the three gender types, and variable b
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refers to the two number types. gender(x, a) indicate that x is of gender type a,
and number(x, a) indicate that x is of number type b.

The recognition of gender and number types for pronouns is relatively straight-
forward. Pronouns can be classified into gender-specific or gender-neutral. For
gender-specific pronouns, they can be further classified into three gender types:
masculine(he/him), feminine(she/her) and neuter(it). Gender-neutral pronouns
refer to those pronouns which did not distinguish the gender(you, they). And all
pronouns are well defined to be either singular or plural.

However, the recognition of gender and number types for other noun phrases
involves a lot of background knowledge and uncertainties. We employ the noun
gender and number data developed by Bergsma, et al. [14]. The corpus is gen-
erated from a large amount of online news articles by using web-based gender-
indicating patterns. It contains the numbers of times a noun phrase is connected
to a masculine, feminine, neutral and plural pronoun. With this corpus, we ob-
tain the gender and number information by matching the noun phrases..

The semantic constraints are hence defined as:

gender(x, a) ∧ gender(y, c) ∧ a = c ⇒ coref(x, y) (13)
number(x, b) ∧ number(y, d) ∧ b = d ⇒ coref(x, y) (14)

and the negative constraints are:

gender(x, a) ∧ gender(y, c) ∧ a �= c ⇒ ¬coref(x, y) (15)
number(x, b) ∧ number(y, d) ∧ b �= d ⇒ ¬coref(x, y) (16)

5 Experiments

5.1 Experimental Setup

We have conducted experiments to evaluate our proposed model. The corefer-
ence chains obtained are evaluated. We used the noun coreference ACE 2004
data corpus for our experiments. The dataset is split into training and test-
ing datasets randomly. We used 159 articles and 44 articles from the broadcast
news (BNEWS) source as training and testing datasets respectively. We consider
only the true mentions annotated in the ACE corpus. For c-command predicate
generation, the Charniak parser [18] is used for generating the parse tree.

As pronouns can corefer with pronouns and hence a coreference chain will
be formed. We would like to evaluate the coreference chains formed in addi-
tion to the individual coreference links between pronouns and their antecedents.
Hence, the results are evaluated using recall and precision following the standard
model-theoretic metric [19] adopted in the MUC task. This evaluation algorithm
focuses on assessing the common links between the true coreference chain and
the coreference chain generated by the system output.

The Alchemy system [20], which provides algorithms in statistical relational
learning on the Markov Logic Networks, was used in our experiments. Discrim-
inative learning are adopted for weight learning during training.
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5.2 Results

The results are depicted in Table 1. Since MLN has the benefits of enabling
the incorporation of domain knowledge such as formulae describing relations be-
tween coreference links, we carried out experiments using different combination
of constraints. Three sets of results are given in Table 1. A baseline experiment is
conducted assuming coreference linkage existed if the pronoun and its antecedent
are in the same sentence. Next, as mentioned before, negative constraints for
deducing the non-existence of coreference linkage can be crucial to pronoun res-
olution. As a result, we excluded the negative constraints to investigate their
influence. Lastly, an experiment with the complete formulation including both
the syntactic and semantic constraints is conducted.

Table 1. Performance of Pronoun Resolution on the BNEWS dataset

Recall Precision F-measure

Baseline 33.9% 42.5% 37.7%

Without negative constraints 46.1% 45.0% 45.5%

With the negative constraints 56.5% 47.2% 51.4%

The performance results in the last row demonstrate that the resolution per-
formance can be greatly improved in recall and precision with the semantic and
syntactic constraints, including their negative constraints. The second row shows
the experimental results on excluding the use of negative constraints. The de-
crease in performance with respect to the second row demonstrates that the
negative constraints are also critical in the pronoun resolution formulation with
MLN, as inferencing on the decision of not having a coreference link is equally
important to the decision of having a coreference link. From analyzing the system
generated coreference links, it is observed that as BNEWS contains transcripts
for spoken dialogues, extra consideration should be carried on the coreference
linkage within conversation by different persons.

6 Conclusions and Future Work

In this paper, we have investigated the application of Markov Logic Network
on the resolution of pronoun coreference. The experiments show the charac-
teristics of the formulation of pronoun resolution with Markov logic network
in modeling dependencies between entities. It provides an encouraging direc-
tion on coreference and cohesion resolutions. Linguistic experts have long been
studying the relation between entities in language. Coherence of a text must be
maintained for language understanding. And for a text to be coherent, cohesion
must be maintained. Textual cohesion refers to the focus of entities or con-
cepts in texts for readers. Strong relations existed between textual cohesion and
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coreference. Cohesion strategies can be followed using parallelism and depen-
dency. These cohesion cues are crucial for coreference resolution, especially on
nominal and pronominal coreference. Heuristic approaches have been mostly
employed for incorporating these cohesion cues [21]. These cues can be well
represented in first-order logic representations, and will be beneficial by the
probabilistic characteristics in Markov Logic Network.

Also, detailed analysis on the strategies governing the referential linkages be-
tween noun phrases are proposed by many linguistic experts. The binding theory
proposed by Chomsky [2] is one of the well know model. The binding theory pro-
vides well defined syntactic constraints to coreference resolution. The c-command
concept is currently implemented in our system as a binary predicate. But as
determining the binding among noun phrases is not a straightforward task, the
uncertainties can be handled through the use of MLN. Moreover, we believe by
further investigating the features or relations best suited to the logic network,
the performance could be further improved.

Our future directions include further investigating the incorporation of co-
hesion cues in Markov logic network for coreference resolutions, and further
expanding the coreference resolution on not only pronoun resolution, but also
nominal and proper noun coreference resolutions.
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Abstract. Job information retrieval (IR) exhibits unique characteristics com-
pared to common IR task. First, searching precision on job posting full text is 
low because job descriptions cannot be properly used in common IR methods. 
Second, job names semantically similar to the one mentioned in the searching 
query cannot be detected by common IR methods. In this paper, job descrip-
tions are handled under a two-step job IR framework to find job postings se-
mantically similar to seeds job posting retrieved by the common IR methods. 
Preliminary experiments prove that this method is effective. 

1   Introduction 

Similar to common information retrieval (IR), job information retrieval aims to help 
job seekers to find job postings on the Web promptly. The task is made unique due to 
the following two characteristics. Firstly, job names are usually used as search queries 
directly in job IR. However, they can be expressed by numerous alternatives in natu-
ral language. For example, manager can be worded as “ 理经 ”,“主主”, “总总” and “主主” 
in Chinese. As an extreme case, the job name “美美(art designer)” holds nine semanti-
cally similar job names. According to our study on query log, people with different 
background hold different preferences in selecting job names. This brings job IR a 
challenging issue to find job postings with conceptually similar job names but not 
necessarily with literally same job name in the query. 

Secondly, job posting usually comprises of two fields, i.e. title and description. The 
title field is pretty short (1 to 6 words) and presents the most important points for the 
job while the description is a bit longer (20 to 100 words) and provides detailed re-
quirements of the job. The most interesting point is that, the job name is usually con-
tained in the title only and is scarcely mentioned in the description. To summarize, 
title and description depict the same job but share very few common words. 

Problems arising from the two characteristics of job IR are two-fold. First, the title 
field provides too short text for the vector space model (VSM) to locate similar job 
postings. Second, as it shares little common word with job name, job description 



166 J. Wang et al. 

 

provides very little contribution in finding the relevant job postings directly. This is 
also proved by our experiments (see Section 4), which shows that searching in job 
posting full text (title and description) yields very little performance gain over search-
ing merely in the title. Discarding the job descriptions is certainly not a good idea, 
then how could we make use of job description properly? 

In this paper we propose to make use of document similarity to locate relevant job 
postings. The basic assumption is that job description usually provides sufficient and 
unambiguous information, referred to as semantic clues behind the job name. We 
argue that the semantic clues can be used to find similarity job postings. In our job IR 
system, a two-step framework is designed to retrieve this goal. In the first step, que-
ries are used to locate literally relevant job names. In the second step, the job posting 
full text is used to find relevant job postings. To re-rank all relevant job postings, a 
combined ranking model is proposed, which considers query-document relevance 
score and document-document similarity score in one formula.   

The rest of the paper is organized as follows. The unique job IR task is described in 
Section 2. Then the two-step method for finding the similar job postings is presented 
in Section 3. In Section 4, experiments and discussions are presented. We summarize 
the related works in Section 5 and conclude this paper in Section 6. 

2   Job Information Retrieval, a Unique IR Task 

Job information retrieval system aims to facilitate job seekers to find job postings in a 
large scale online job posting collection. Basically, the job seekers type in job names 
as the queries directly. 

The job posting is a piece of natural language text that contains two fields, title and 
job description. Two typical example job postings are given as follows. 

 

Job posting example 1:   
<title>软件工程师 (Software Engineer)</title> 
<descrtion>熟练掌握Java,j2EE；熟悉Eclipse插件开发优先；富有激情；良好

的团队合作精神,中 英文流利 (Strong in programming with Java，J2EE; Priority to 
those who are familiar with Eclipse plug-in development; Self-motivated; Excellent 
teamwork spirit and communication skills; Fluent in English and Chi-
nese)</description>  

Job posting example 2:  
<title>程序员(Programmer)</title> 
<description>须有Java开发及Eclipse插件开发相关经验，有RFT使用经验者优

先；计算机或相关专业研究生(Experienced in Java programming；Experience in 
Eclipse plug-in development, Priority to those familiar with RFT; Master of Com-
puter Science or related) </description> 
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As shown in the two examples, job names mostly appear only in the title field. 
Since most users use job name as query keywords directly, only job postings contain-
ing the job name within title field can be successfully retrieved by the traditional 
VSM. Another finding is that, the two job postings are semantically similar. Users 
who are interested in the one may also be interested in the other. Unfortunately, they 
can not be retrieved with one query using VSM because their job name strings are 
literally different. 

Text in the description field is a bit longer, and semantic clues can be found such 
as professional experience, technical skills and education background. The semantic 
clues cannot be properly used in the VSM based query-document relevance measur-
ing scheme, but helpful in finding semantically relevant job postings. 

Our observations on job postings provide two assumptions: 1) similar job names 
hold semantically similar job descriptions; 2) semantically similar job descriptions in 
turn determine similar items. Enlightened by the two assumptions, we designed a two-
step framework for job IR. The traditional VSM is applied on the title field in the first 
step, and similarity between job postings over full text is calculated to find the seman-
tically similar job postings in the second step. 

3   Finding Relevant Job Postings 

3.1   The Two-Step Framework and the Combined Ranking Model 

The key ideas of the two-step framework are summarized as follows. 

(1)  Each job posting is considered as a piece of semi-structured data comprising  of 
two fields, i.e. title and description, which are treated differently in two steps. 

(2)  Query-document relevance score and document-document similarity score are 
combined to find semantically similar job postings.  

Objective of job IR is achieved in two steps. In the first step, the standard VSM is 
applied on the title to retrieve relevant job postings according to query-document 
relevance score. Then job postings with relevance scores bigger than the threshold are 
selected as seeds for searching result expansion. In the second step, we calculate 
document similarity on full text to find the semantically similar job postings to the 
seed ones. 

To re-rank the relevant job postings, a combined ranking model is proposed as fol-
lows, considering query-document relevance and document-document similarity in 
one formula as follow:   

* ( , ) max{ ( , ), ( , ) ( , )}
i

i i
d

rel q d rel q d rel q d sim d d= ×  (1) 

where rel*(q,d) denotes final  relevance score between document d and query q, 
rel(q,d) the general relevance score between d and q calculated in the first step, and 
sim(d,di) (∈[0,1]) the similarity score between document d and di calculated in the 
second step. 
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3.2   The First Step Job Information Retrieval Based on VSM 

In the first step, we retrieve job postings using the VSM. Two query-document rele-
vance measures are implemented, i.e. cosine and inner product. As shown in [1][2], 
vector-length normalization causes a drop for cosine similarity when it is applied to 
very short string. So the inner product might be a good choice in our case. We calcu-
late the classical tf-idf value as term weight. 

As a result, relevant job postings are retrieved as well as relevance scores. We 
setup a threshold to get the seed job postings for further process in the second step. 

3.3   Expanding Relevant Jobs Using Similarity between Job Postings 

In this step, we use full text of each job posting to construct a tf-idf weighted feature 
vector, and attempt to find the job postings that are semantically similar to the seed 
ones by document similarity within the VSM. 

Features and Similarity Measures  
We choose two kinds of features, i.e. word and character bi-gram, which are proved 
by [3] to be the best feature types for Chinese text classification. We apply stop word 
list and finally obtain 25,000 word features and 140,000 character bi-gram features. 

Two similarity measures are implemented in this paper, i.e. cosine and the ex-
tended Jaccard, which are found to be the best measures in the document cluster [5] 
and commonly used in Chinese text processing. 

Feature Selection  
A major characteristic of VSM is the high dimensionality rendering spare data prob-
lem. This problem is usually addressed by some automatic feature selection schemes. 
Yang and Pedersen [4] prove that feature selection technology can improve perform-
ance of text classification. In our work, two feature selection schemes are imple-
mented, i.e. DF (document frequency) and χ2 statistics (Chi-square) [4]. 

DF is the number of documents where a feature occurs. Terms with low DF score 
will be eliminated in this feature selection scheme. 

χ2 statistics originally estimates how one feature is independent from one class in 
text classification. For our case, we apply a clustering algorithm to generate the class 
labels required in χ2 calculation. The χ2 score for the term t and the class label c is 
defined as follows. 

2
2 ( )
( , )

( )( )( )( )

N AD BC
t c

A C B D A B C D
χ −=

+ + + +
 (2) 

where A denotes the number of documents with class label c and containing feature t, 
B is the number of documents with class label c while not containing feature t, C is 
the number of documents without class label c and containing feature t, D is the num-
ber of documents without class label c and not containing feature t, and N is the total 
number of documents. Finally goodness score for each feature is defined as the maxi-
mum cluster-specific χ2 score as follows. 
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2 2
max ( ) max{ ( , )}

c
t t cχ χ=  (3) 

We compute DF and χ2 score for each unique feature and remove a certain propor-
tion of features. 

Feature Re-weighting for Ad-hoc Retrieval  
The document similarity measure discussed above is independent from query thus can 
be calculated off-line. However, query contributes more or less to feature weighting. 
Carpineto [6] shows that features actually play different roles in automatic query 
expansion for ad-hoc retrieval. We thus propose to make use of query to re-weight 
features. 

In our case, we use the top N job postings obtained in the first step to select useful 
features. The usefulness score is calculated by the Rocchio’s formula [7] as follows. 

* *
| |

j

i iq ij
d R

w w w
R

βα
∈

= + ∑  (4) 

where R denotes the pseudo-feedback job posting sets retrieved in the first step,  wiq 
denotes the weight of term ti in the original query, and wij the weight of term it  in 

document dj, α and β  are two constants. 

The top K features with high score are deemed useful and their weights are doubled 
in our work. 

3.4   Some Critical Issues 

In the two-step framework, two critical issues are worth noting. We in fact combine 
the IR model and the similarity measure of two piece of document into one model. In 
the first step, no extra calculation is involved compared to VSM. In the second step, 
several similarity measures for relevant job expansion are implemented, most of 
which are independent from the query thus can be calculated off-line. The exception 
is the re-weighting scheme, where the similarity scores can be updated for the se-
lected features, rather than be re-calculated between every pairs of documents on-line. 
Therefore, computational complexity of our method can be appropriately controlled. 

The second issue is retrieval quality. In the two-step framework, quality of the first 
retrieval is crucial. We set an appropriate threshold to get enough number of the rele-
vant job postings as accurate as possible in the first retrieval. Meanwhile, the com-
bined ranking model (see Section 3.1) is helpful to discard the false job postings. 

4   Experiments 

4.1   Setup 

Data 
Our job posting collection contains around 55,000 Chinese job postings downloaded 
from job-hunting websites including ChinaHR (www.chinahr.com) and 51Job 
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(www.51job.com). Title and description filed of each job posting can be detected by 
an HTML document parser.  The query set contains 100 random queries, which in 
real applications are actually job names. 

Evaluation Criteria 
We use precision at top ranked N feedbacks, i.e. p@N, as evaluation criteria in our 
experiments. That is, for each of the 100 queries, we compute searching precision as 
percentage of job postings correctly retrieved in top ranked N feedbacks. To be prac-
tical, we set N as 1, 5, 10, 20, 30 and 40 our evaluation. Around 5000 job postings are 
judged manually whether they are relevant to the 100 queries. 

4.2   Experiment 1: The First VSM Retrieval 

In this experiment, we evaluate job IR methods on the title field vs. the full text using 
VSM. We use words as features and two query-document relevance measures, i.e. 
cosine and inner product. Experimental results are shown in Fig. 1. 

Fig. 1 shows that searching on the full text obtains very little performance gain 
over that on title only. Two conclusions can be drawn. First, search intension can be 
reflected by the title rather than the description. Second, the description filed contrib-
utes very little in matching to the query using VSM though it is longer. This stimu-
lates the idea to make use of the description in other manners. 

Note that we use the VSM based on “title + inner product” as our baseline in the 
following experiments since it achieves relatively better performance at most points  
in Fig. 1. 
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Fig. 1. Searching precision on title vs. full text using two similarity measures 

4.3   Experiment 2: Relevant Job Expansion 

In this experiment we attempt to expand the relevant job postings starting from the 
seed job postings using document similarity. 

We first evaluate our method on different features types, i.e. words and character 
bi-grams, with cosine as similarity measure. Experimental results are shown in Fig. 2. 

It is shown that 1) using similar job posting as expansion for seed job postings can 
improve searching quality; 2) word outperforms character bi-gram as feature type for 
document similarity measuring. 
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Fig. 2.  Searching precision by expanding seed job postings using two feature types 
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Fig. 3. Searching precision by expanding seed job postings using cosine vs. the extended Jac-
card as document similarity measure 

Using word as feature type, we then compare two document measures, i.e. cosine 
and the extended Jaccard. Experimental results are presented in Fig. 3. It is shown that 
cosine outperforms the extended Jaccard at all points. 

4.4   Experiment 3: Feature Selection 

In the following experiment, two feature selection schemes on word features are com-
pared, i.e. DF and χ2 statistics (CHI). For χ2 statistics, we select k-1 repeated-bisection 
clustering method by the CLUTO package [8] to generate class labels. The experi-
mental results are presented in Fig. 4. 

Fig. 4 shows that both DF and χ2 statistics can remove more than 70% terms and 
improves searching quality. χ2 statistics on word improves most over baseline by 0.06 
and over all-words by 0.011 at p@40. 

It should be pointed out that the motivation to incorporate the clustering technique 
in our method is to separate the data set into a finite set of “natural” structure, namely 
clusters or subsets within job postings holding internal homogeneity and external 
separation, rather than accurate characterization or class label predefined as classifica-
tion, so that the χ2 statistics based supervised feature selection methods can make use 
of the labels to estimate goodness score of each feature. We have tried several cluster-
ing algorithms in CLUTO to obtain these labels. It is disclosed in our experiments that 
goodness of the clusters does not bias the feature selection much. 
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Fig. 4. Searching precision by expanding baseline searching results using two feature selection 
schemes. The percentages represent the proportions of features that remain after feature selec-
tion that yield best searching quality with certain setup. 

4.5   Experiment 4: Feature Re-weighting 

In this experiment we investigate on the feature re-weighting scheme. We apply Roc-
chio’s formula to select features with high usefulness score and double their weights 
if they are determined as useful. Experimental results are presented in Fig. 5. 
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Fig. 5.  Searching precision by expanding baseline searching results using Rocchio’s formula 

It is shown in Fig.5 that feature re-weighting scheme improves by around 0.02 at 
every point over the method using all words as features. Compared to the baseline 
method, feature re-weighting scheme improves most by 0.06 at p@40. 

4.6   Experiment 5: The All-in-One System    

In this experiment, we evaluate our all-in-one job IR system which uses word as fea-
ture type, cosine as similarity measure, integrating χ2 statistics feature selection 
scheme and Rocchio’s formula based feature re-weighting scheme. 

To compare our method against the traditional query expansion method, the 
method based on traditional pseudo-relevance feedback is implemented. The method 
is briefed as follows. First, the initial search is performed to obtain the top K relevant 
documents, referred as pseudo-relevance feedback. Second, a number of terms are 
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selected and reweighed from the feedback documents using certain scoring criteria to 
expand the initial query. Third, the expanded query is used to perform new search to 
get relevant documents. Corresponding to the first step within our method, we imple-
ment two methods to perform the initial search, i.e. using cosine as similarity measure 
on full text and inner product on job posting title. We do not perform query expansion 
on merely title field because the title field is too brief to yield valid extra query terms. 

In this experiment, we implement several term-scoring functions [6][11] such as 
Rocchio, RSV, CHI, KLD, etc., in which Rocchio is found best in our job IR case. 
The experimental results are presented in Fig. 6. 
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Fig. 6.  Searching precision in baseline system vs. all-in-one system. QE(title) represents the 
query expansion method inner product as similarity measure on job posting title for initial 
search and QE(full text) the one using cosine on full text. 

It is shown in Fig. 6 that our all-in-one scheme outperforms both traditional query 
expansion schemes at most points, in which p@40 is improved most by around 0.08325. 
This provides sufficient proof for the claim that our method for job IR is effective. 

The second finding is that both query expansion methods outperform the baseline, 
in which the QE(title) outperforms the QE(full text). This accords to our results in the 
Experiment 1 where the “title+inner product” method outperforms “full text+cosine” 
at most points. 

5   Related Works 

The two-step framework we present in this paper is enlightened by the query expan-
sion techniques [6][11], which have been used in the IR community for ages. The 
pseudo-feedback query expansion techniques also make use of the top documents to 
improve search performance, however, in a different way, that is, to use these docu-
ments to re-construct a new query first, while we apply document similarity to the 
pseudo-feedback documents to find the semantically similar job postings. 

Feature and similarity measures within the VSM are explored in both IR and text 
categorization/cluster field. Term weighting in query-document relevance measuring is 
studies by [2][9]. Li et al. compare two feature types [3], i.e. word and character bi-
gram in Chinese text categorization. Yang and Pedersen evaluate five feature selection 
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methods [4], i.e. DF, IG, CHI, TS and MI, to reduce dimensionality of features in 
document categorization. In this work, we select DF and CHI as our feature selection 
method because it is an unsupervised method and CHI yields best performance in 
Yang’s experiments. Strehl et al. compare four similarity measures on web-page clus-
tering [5], we use the cosine and e-Jaccard in our work which lead to best performance 
in their work. Besides, Liu et al. make use of clustering results as class labels so that 
the supervised feature selection methods can be applied in unsupervised way [10]. 

6   Conclusions and Feature Works 

This paper presents a two-step framework for job IR, which in fact combine the IR 
model and the similarity measure schemes of two semi-structure documents together. 
In this work, we investigate on the most popular IR model, i.e.VSM, in job IR. Sev-
eral document similarity measures commonly used in NLP fields are implemented 
including cosine and extended Jaccard. We also investigate on several feature selec-
tion and term re-weighting schemes in this work. The experiment results show that 
our all-in-one system outperforms all other methods in performing the task of job IR. 
Several other conclusions can be drawn as follows. Firstly, word is a better feature 
type than character bi-gram. Secondly, cosine is a better document similarity measure 
than the extended Jaccard here. Thirdly, feature selection schemes are helpful to im-
prove accuracy of document similarity, in which χ2 statistics outperforms DF. 
Fourthly, feature re-weighting method is helpful for document similarity measuring. 
Finally, the traditional query expansion techniques are inferior to our method in the 
special job IR task. 

Several future works are described as follows. Firstly, we will investigate on other 
IR models for the job IR task, such as the probabilistic models and language models. 
Secondly, we will investigate on information extraction techniques for the job IR task 
because the job postings are semi-structured and some job related information such as 
company information, responsibility, requirements, etc. can be easily recognized. We 
will try to use information of this kind to improve accuracy in job posting similarity 
measuring. 
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Abstract. The ventricular arrhythmias including ventricular tachycardia (VT) 
and ventricular fibrillation (VF) are life-threatening heart diseases. This paper 
presents a novel method for detecting normal sinus rhythm (NSR), VF, and VT 
from the MIT/BIH Malignant Ventricular Arrhythmia Database using the neural 
network with weighted fuzzy membership functions (NEWFM). This paper 
separates pre-processing into 2 steps. In the first step, ECG beasts are 
transformed by using Filtering Function [1]. In the second step, transformed 
ECG beasts produce 240 numbers of probability density curves and 100 points 
in each probability density curve using the probability density function (PDF) 
processing. By using three statistical methods, 19 features can be generated 
from these 100 points of probability density curve, which are the input data of 
NEWFM. The 15 generalized features from 19 PDF features are selected by 
non-overlap area measurement method [4]. The BSWFMs of the 15 features 
trained by NEWFM are shown visually. Since each BSWFM combines multiple 
weighted fuzzy membership functions into one using bounded sum, the 15 
small-sized BSWFMs can realize NSR, VF, and VT detection in mobile 
environment. The accuracy rates of NSR, VF, and VT is 98.75 %, 76.25 %, and 
63.75 %, respectively.  

Keywords: fuzzy neural networks, NSR, VT, VF, filtering transform, PDF, 
weighted fuzzy membership function, feature selection. 

1   Introduction 

Classifying cardiac arrhythmias using the electrocardiogram (ECG) is in great need of 
an adaptive decision support tool that can handle noise, baseline drift, and artifacts. 
Fuzzy neural networks (FNN) can be effectively used for this type of tool as a major 
pattern classification and predictive rule generation tool for cardiac pattern analysis 
[2] [6] [9] [10] [11] [13]. Since the ECG signal includes noise, baseline drift, and 
abnormal behavior, the Filtering Transforms (FT) as filtering process is needed. The 
filter function, filtfilt function, and butter function are used in the FT filtering process. 

Ventricular tachycardia (VT) is a potentially lethal disruption of normal heartbeat 
(arrhythmia) that may cause the heart to become unable to pump adequate blood 
through the body. If the VT appears a period of time, VT will induce a Ventricular 
Fibrillation (VF), the most dangerous type of heart arrhythmia. The VF is represented 
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by fast rhythm, abnormal and ineffective contractions of the ventricles and it finishes 
in a systole .The VF within a few minutes or a few days will lead to cardiac sudden 
death. The survival probability for a human who has a VF attack outside the hospital 
ranges between 2-25% [14]. 

This paper presents a set of FT and probability density function (PDF) processing 
result as common input features for automatic NSR, VF, and VT detection using 
neural network with weighted membership functions (NEWFM) and the non-overlap 
area distribution measurement method [5]. The method extracts minimum number of 
input features each of which constructs an interpretable fuzzy membership function. 

Methods of feature extraction of ECG are categorized into four functional groups 
including direct, transformation, and characteristic parameter estimation methods. FT 
belongs to the transformation method that filtering process is a reasonable 
defibrillator method. Chen et al. [7] used the PDF of the Blanking Variability and 
sequential probability ratio test (SPRT) method for detecting arrhythmia 
classification. Chowdhury et al. [3] used Fuzzifier transformation and Fuzzy Rule 
Base method for detecting arrhythmias classification. This study has quondam 
accuracy rates of NSR, VF, and VT is 94.3 %, 78.0 %, and 82 %, respectively. But 
this result doesn’t count the classification CT decision (the classification CT implies 
that no decision can be reached for the interval.)[3], so the recalculated accuracy rates 
counted of NSR, VF, and VT are 82.5 %, 58 %, and 62.5 %, respectively. 

In this paper, the 15 generalized features from 19 PDF features are selected by non-
overlap area measurement method [4]. A set of 15 extracted coefficient features are 
presented to predict NSR, VF, and VT classification using the FT, PDF, and the 
neural network weighted fuzzy membership functions (NEWFM) [6][5]. The 15 
features are interpretably formed in weighted fuzzy membership functions preserving 
the disjunctive fuzzy information and characteristics, locally related to the time signal, 
of ECG patterns. Although reducing the number of features is advantageous to 
computation and complexity, it becomes one of main causes of increasing 
dependency on data sets or patients. 

2   Pre-process of ECG Signals 

2.1   Filtering Transformation 

NEWFM uses the same filtering transformation in Amann et al [1]. The filtering 
transformation process contained a filtering function file. The filtering function works 
in four steps as follows:  

A. Remove the average value of the signal from the signal. 
B. Apply a moving averaging filter in order to remove high frequency noise. 
C. Carry out the drift suppression. It removes slow signal changes, which are not 

produced by the heart and originate from external sources. 
D. Make a butterworth filter with a remove frequency of 30 Hz eliminates frequencies 

higher than 30 Hz, which seem to be of no relevance in our simulations. By 
applying this filtering process, the behavior of the signal acquisition by a 
defibrillator is reasonably simulated. 
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2.2   Probability Density Function (PDF) Transformation 

This PDF process is based on sampling the amplitude distribution of the same baseline 
cardiac rhythm signal. The distinct NSR, VT, and VF rhythm signal probability density 
curve has been shown in Fig.1. There are eight ranges in Y coordinate of the curve like 
[0,0.5],[0.5,1],[1,2],[2,3],[3,4],[4,5],[5,6],[6, +∞]. The number of Y coordinates in the 
every interval of the eight ranges are counted and then the every interval's average of 
the eight ranges are counted as all Y coordinates divided by the number of Y 
coordinates. The number of Y coordinates in the [0.5, +∞], [1, +∞] interval and 
maximum value of the curve are counted. The appearing 19 data are selected after 
some tests and are used as the NEWFM input data. 

 

 

NSR   VT   VF 

Fig. 1. NSR, VT, and VF probability density curves 

3   Neural Network with Weighted Fuzzy Membership Function 
(NEWFM) 

3.1   The Structure of NEWFM 

Neural network with weighted fuzzy membership function (NEWFM) is a supervised 
classification neuro-fuzzy system using bounded sum of weighted fuzzy membership 
functions (BSWFM in Fig. 3) [5][6]. The structure of NEWFM, illustrated in Fig. 2, 
comprises three layers namely input, hyperbox, and class layer. The input layer 
contains n input nodes for an n featured input pattern. The hyperbox layer consists of 
m hyperbox nodes. Each hyperbox node Bl to be connected to a class node contains n 
BSWFMs for n input nodes. The output layer is composed of p class nodes. Each 
class node is connected to one or more hyperbox nodes. An h-th input pattern can be 
recorded as Ih={Ah=(a1, a2, … , an), class}, where class is the result of classification 
and Ah is n features of an input pattern. 

The connection weight between a hyperbox node Bl and a class node Ci is 
represented by wli, which is initially set to 0. From the first input pattern Ih, the wli is 
set to 1 by the winner hyperbox node Bl and class i in Ih. Ci should have one or more 
than one connections to hyperbox nodes, whereas Bl is restricted to have one 
connection to a corresponding class node. The Bl can be learned only when Bl is a 
winner for an input Ih with class i and wli = 1. 
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Fig. 2. Structure of NEWFM 

3.2   Learning Scheme 

A hyperbox node Bl consists of n fuzzy sets. The ith fuzzy set of Bl, represented by i
lB , 

has three weighted fuzzy membership functions (WFM, grey triangles
1
i
lω ,

2
i
lω , and 

3
i
lω  

in Fig. 3) which randomly constructed before learning. Each 
j

i
lω is originated from 

the original membership function 
j

i
lμ with its weight 

j
i

lW in the Fig. 3. The bounded 

sum of three weighted fuzzy membership functions (BSWFM, bold line in Fig. 3) of 
i
lB  combines the fuzzy characteristics of the three WFMs. The BSWFM value of i

lB , 

denoted as (.)i
lBS , and is calculated by formulas (1) where ai is an ith feature value of 

an input pattern Ah for i
lB . 

,)()(
3

1
∑

=

=
j

ij
i
li

i
l aaBS ω  (1) 

The winner hyperbox node Bl is selected by the Output (Bl) operator. Only the Bl, 
that has the maximum value of Output (Bl) for an input Ih wtih class i and wli = 1, 
among the hyperbox nodes can be learned. For the hth input Ah= (a1, a2… an) with n 
features to the hyperbox Bl, output of the Bl is obtained by formulas (2) 
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Then, the selected winner hyperbox node Bl is learned by the Adjust (Bl) operation. 
This operation adjusts all i

lB s according to the input ai, where i=1, 2… n. The 

membership function weight 
j

i
lW  (where 0≤

j
i

lW ≤1 and j=1, 2, 3) represents the 

strength of .j
i
lω Then a WFM 

j
i
lω  can be formed by (

1−j
i
lv ,

j
i

lW ,
1+j

i
lv ). As a result 
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of Adjust (Bl) operation, the vertices 
j

i
lv  and weights 

j
i

lW in Fig. 4 are adjusted by 

the following expressions: 
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where the α and β are the learning rates for 

j
i
lv  and 

j
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lW  respectively in the range 

from 0 to 1 and j=1,2,3. 
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Fig. 3. An Example of Bounded Sum of Weighted Fuzzy Membership Functions (BSWFM, 
Bold Line) of 
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Fig. 4. An Example of Before and After Adjust (Bl) Operation for i
lB  
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Fig. 4 shows BSWFMs before and after Adjust (Bl) operation for i
lB  with an input 

ai. The weights and the centers of membership functions are adjusted by the    Adjust 
(Bl) operation, e.g., 

1
i

lW , 
2

i
lW , and 

3
i

lW  are moved down, 
1

i
lv  and 

2
i
lv  are moved 

toward ai, and 
3

i
lv  remains in the same location. 

The Adjust (Bl) operations are executed by a set of training data. If the 
classification rate for a set of test data is not reached to a goal rate, the learning 
scheme with Adjust(Bl) operation is repeated from the beginning by randomly 
reconstructing all WFMs in Bl s and making all connection weights to 0 (wli = 0) until 
the goal rate is reached. 

4   Experimental Results 

In this section, the NSR, VF, and VT data sets, which were used in Chowdhury [3], 
are used to evaluate the accuracy of the proposed NEWFM. The 15 generalized 
features among 19 generalized features are selected by non-overlap area measurement 
method [4]. 

The analyzed data set is taken from MIT/BIH Malignant Ventricular Arrhythmia 
Database [8]. This data base consists of 22 thirty-five-minute records and 80 four-
second samples of each NSR, VT, and VF episodes in the 22 records are selected at 
random. Fig. 5 shows BSWFMs of the generalized 6 features among the generalized 
15 features. The solid lines, broken lines and dotted lines represent NSR, VF, and VT 
characteristics of ECG visually, which enables the features to interpret explicitly. 

Chowdhury has quondam accuracy rates of NSR, VF, and VT is 94.3 %, 78.0 %, 
and 82 %, respectively. But this result doesn’t count the classification CT decision (the 
classification CT implies that no decision can be reached for the interval.) [3], so the 
recalculated accuracy rates of NSR, VF, and VT is 82.5 %, 58 %, and 62.5 %, 
respectively. Table 1 shows the recalculated accuracy rates. The average accuracy rate 
is 67.5%. 

 

Fig. 5. Trained BSWFMs of the 1- 6th Features for NSR, VF, and VT Classification 
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Table 1. Chowdhury’s results of evaluating the NSR, VT, and VF detection algorithm using the 
MIT/BIH Malignant Ventricular Arrhythmia ECG DATABASE 

True 
Events& 

Tot.NO.of 
Samples 

 
 

NSR 

 
 

VT 

 
 

VF 

 
 

CT 

 
Accuracy 

Rate 

NSR(80) 66 4 0 10 82.5 
VT(80) 1 50 10 19 62.5 
VF(80) 0 13 46 21 58 

Table 2. Comparisons of performance results for NEWFM with CHOWDHURY’S 

True 
Events& 

Tot.NO.of 
Samples 

 
 

NSR 

 
 

VT 

 
 

VF 

 
Accuracy 

Rate 

NSR(80) 79 1 0 98.75 
VT(80) 22 51 7 63.75 
VF(80) 7 12 61 76.25 

 
Table 2 shows the performance results of NEWFM using the generalized 15 

features. In this paper, there is no CT decision.  NEWFM classifies NSR, VF, and VT 
on all data sets. The accuracy rates of NSR, VF, and VT are 98.75 %, 76.25 %, and 
63.75 %, respectively and the average accuracy rate is 79.16%. 

5   Concluding Remarks 

The BSWFMs of the 15 features trained by NEWFM are shown visually, which 
makes the features interpret explicitly. Since each BSWFM combines multiple 
weighted fuzzy membership functions into one using bounded sum, the 15 small-
sized BSWFMs can realize real-time NSR, VT, and VF detection in mobile 
environment. These algorithms are pivotal component in Automated External 
Defibrillators (AED). To improve the accuracy rates of NSR, VF, and VT, some kinds 
of mathematics’ method instead of PDF will be needed to study in real application of 
AED. On the other hand, some good results are achieved on economy index and stock 
forecasting which using NEWFM. 

References 

1. Amann, A., Tratnig, R., Unterkofler, K.: Detecting Ventricular Fibrillation by Time-Delay 
Methods. IEEE Trans. on Biomedical Engineering 54(1), 174–177 (2007) 

2. Engin, M.: ECG beat classification using neuro-fuzzy network. Pattern Recognition 
Letters 25, 1715–1722 (2004) 

3. Chowdhury, E., Ludeman, L.C.: Discrimination of cardiac arrhythmias using a fuzzy rule-
based method. Computers in Cardiology, 549–552, September 25-28 (1994) 



 Discrimination of Ventricular Arrhythmias Using NEWFM 183 

 

4. Lim, J.S., Gupta, S.: Feature Selection Using Weighted Neuro-Fuzzy Membership 
Functions. In: The 2004 International Conference on Artificial Intelligence(IC-AI 2004), 
Las Vegas, Nevada, USA, June 21-24, vol. 1, pp. 261–266 (2004) 

5. Lim, J.S., Ryu, T.-W., Kim, H.-J., Gupta, S.: Feature Selection for Specific Antibody 
Deficiency Syndrome by Neural Network with Weighted Fuzzy Membership Functions. 
In: Wang, L., Jin, Y. (eds.) FSKD 2005. LNCS (LNAI), vol. 3614, pp. 811–820. Springer, 
Heidelberg (2005) 

6. Lim, J.S., Wang, D., Kim, Y.-S., Gupta, S.: A neuro-fuzzy approach for diagnosis of 
antibody deficiency syndrome. Neurocomputing 69(7-9), 969–974 (2006) 

7. Clarkson, S.-W.C., Clarkson, P.M., Fan, Q.: A robust sequential detection algorithm for 
cardiac arrhythmia classification. IEEE Transactions on Biomedical Engineering 43(11), 
1120–1124 (1996) 

8. MIT-BIH Malignant Ventricular Arrhythmia database directory, Document BMEC TR010, 
Mass. Inst. Technol, Cambridge, July (1992)  

9. Minami, K., Nakajima, H., Toyoshima, T.: Real-Time Discrimination of Ventricular 
Tachyarrhythmia with Fourier-Transform Neural Network. IEEE Trans. on Biomedical 
Engineering 46(2), 176–185 (1999) 

10. Linh, T.H., Osowski, S., Stodolski, M.: On- Line Heart Beat Recognition Using Her8e 
Polynomials and Neuro-Fuzzy Networks. IEEE Trans. on Instrumentation and 
Measurement 52(4), 1224–1231 (2003) 

11. Osowski, S., Linh, T.H.: ECG beat recognition using fuzzy hybrid neural network. IEEE 
Trans. on Biomedical Engineering 48(4), 1265–1271 (2001) 

12. Ramirez-Rodriguez, C., Hernandaz-Silveria, M.: Multi-Thread Implementation of a Fuzzy 
Neural Network for Automatic ECG Arrhythmia Detection. Proceedings in Computers in 
Cardiology 2001, 297–300 (September 2001) 

13. Silipo, R., Marchesi, C.: Artificial Neural Networks for Automatic ECG Analysis. IEEE 
Trans. on Signal Processing 46(5), 1417–1425 (1998) 

14. Fernandez, A.R., Folgueras., J., Colorado., O.: Validation of a set of algorithms for 
ventricular fibrillation detection: experimental results. In: Proceedings of the 25th Annual 
International Conference of the IEEE, September 17-21 2003, vol. 3, pp. 2885–2888 
(2003) 



Efficient Feature Selection in the Presence of

Outliers and Noises�

Shuang-Hong Yang and Bao-Gang Hu

National Lab of Pattern Recognition(NLPR) & Sino-French IT Lab(LIAMA)
Institute of Automation, Chinese Academy of Sciences

{shyang,hubg}@nlpr.ia.ac.cn

Abstract. Although regarded as one of the most successful algorithm
to identify predictive features, Relief is quite vulnerable to outliers and
noisy features. The recently proposed I-Relief algorithm addresses such
deficiencies by using an iterative optimization scheme. Effective as it is,
I-Relief is rather time-consuming. This paper presents an efficient alter-
native that significantly enhances the ability of Relief to handle outliers
and strongly redundant noisy features. Our method can achieve compara-
ble performance as I-Relief and has a close-form solution, hence requires
much less running time. Results on benchmark information retrieval
tasks confirm the effectiveness and efficiency of the proposed method.

1 Introduction

Feature subset selection is a process of identifying a small subset of highly pre-
dictive features out of a large set of candidate features which might be strongly
irrelevant and redundant [2,3]. It plays a fundamental role in data mining, in-
formation retrieval, and more generally machine learning tasks for a variety of
reasons [3]. In the literature, many feature selection methods approach the task
as a search problem [3,4], where each state in the search space is a possible fea-
ture subset. Feature weighting simplify this problem by assigning to each feature
a real valued number to indicate its usefulness, making possible to select a subset
of features efficiently by searching in a continuous space rather than a discrete
state space.

Among the existing feature weighting methods, Relief [5,7,9] is considered
one of the most successful ones due to its effectiveness, simplicity and efficiency.
Suppose we are given a set of input vectors {xn}N

n=1 along with corresponding
targets {yn}N

n=1, where xn ∈ X ⊂ RD is a training instance (e.g., the vector
space model of a document) and yn ∈ Y={0,1,. . . ,C-1} is its label (e.g., the
category of the document), N , D, C denote the training set size, the input space
dimensionality and the total number of categories respectively. The d-th feature
of x is denoted as x(d), d=1,2,. . . ,D. Relief ranks the features according to the
weights wd’s obtained from a convex optimization problem [9]:

� This work is supported in part by NSFC (#60073007, #60121302).

H. Li et al. (Eds.): AIRS 2008, LNCS 4993, pp. 184–191, 2008.
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w = argmax
∑N

n=1 wT mn

s.t. : ||w|| = 1, wd ≥ 0, d = 1, 2, ..., D
(1)

where w=(w1, w2, ..., wD)T , mn = |xn − M(xn)| − |xn − H(xn)| is called the
margin for the pattern xn, H(xn) and M(xn) denote the nearest-hit (the near-
est neighbor from the same class) and nearest-miss (the nearest neighbor form
different class) of xn respectively.

However, a crucial drawback [9] of the standard Relief algorithm is that it lacks
mechanisms to tackling outliers and redundant features, which heavily degrade
its performance in practice.

• The success of Relief hinges largely on its attempting to discriminate between
neighboring patterns (nearest-miss and nearest-hit). However, the nearest
neighbors are defined in the original feature space. When there are a large
number of redundant and/or noisy features present in the data, it is less likely
that the nearest neighbors in the original feature space will be the same as
those in the target feature space. As a consequence, the performance of Relief
can be degraded drastically;

• The objective function of the Relief algorithm, Eq.(1), is to maximize the
average margin of the training samples. This formulation makes it rather
vulnerable to outliers, because the margins of outlying patterns usually take
very negative values (thus can heavily affect the performance of Relief).

The recently proposed Iterative-Relief algorithm (I-Relief, [9]) addresses these
two problems by introducing three latent variables for each pattern and em-
ploying the Expectation-Maximization (EM) principal to optimize the objective
function. Powerful as it is, this algorithm surfers two drawbacks: (i) It is very
time-consuming since there is no close-form solution. Therefore, iterative op-
timization scheme must be employed. In particular, within each iteration, the
I-Relief algorithm involves at least O(N2D) times of computation, which is only
tractable for very small data set; (ii) I-Relief requires storing and manipulating
three N ×N -sized matrix at each iteration, which is infeasible for large data set.

In this paper, we propose efficient alternative approaches to address the defi-
ciencies of Relief in tackling outliers and noises. In particular, in order to handle
outliers, we borrow the concept of margin-based loss function [1,6] from the
supervise learning literature, and integrate a loss function into the objective
function of Relief, i.e.: instead of maximizing the average margin, this method
minimizes the empirical sum of a specific loss function. Since the resulted prob-
lem has a close-form solution, this method is much more efficient (in fact, it is of
the same complexity as the standard Relief). In the meanwhile, when appropri-
ate loss functions are chosen, this method can achieve comparable performance
as I-Relief. In addition, to tackling noisy features, we propose a novel algorithm,
named Exact-Relief, which is based on a new perspective of Relief as a greedy
nonparametric Bayes error minimization feature selection approach. We finally
conduct empirical evaluations on various benchmark information retrieval tasks.
The results confirm the advantages of our proposed algorithms.
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2 The Proposed Algorithms

2.1 Against Outliers: Ramp-Relief

Relief maximizes the empirical average margin on the training set (see Eq.(1)).
An alternative (and equivalent) way to view this is to minimize the empirical
sum of a margin-based loss function:

min
∑N

n=1 l(wT mn)
s.t. : ||w|| = 1, wd ≥ 0, d = 1, 2, ..., D

(2)

where l(·) is a margin-based loss function [1,6]. In this viewpoint, the standard
Relief is a special case of the above formulation, i.e., it uses a simple linear loss
function l(z)=-z.

To minimize empirical sum of a specific margin-based loss function has been
extensively studied in supervised learning literature both theoretically and em-
pirically. This methodology offers various advantages. We refer the interested
readers to [6,1] and the references therein for more detailed discussions.

The new perspective of Relief allows us to extend Relief from using linear loss
function to other more extensively studied loss functions. For computational
simplicity, we solve an approximate problem in this paper, i.e.:

min
∑N

n=1 wT l(mn)
s.t. : ||w|| = 1, wd ≥ 0, d = 1, 2, ..., D

(3)

and a variation of the Ramp loss function used in ψ-learning [8] is employed:

r(z) = max(z2, min(z0 − z, z1))

=

⎧
⎨

⎩

z1, z < z0 − z1

z2, z > z0 − z2

z0 − z, else

(4)

where z0, z1 and z2 are three constants. By using the Lagrangian technique, a
quite simple close-form solution to problem Eq.(4) can be easily derived, i.e.:

w = (γ)+/||(γ)+|| (5)

where γ =
∑N

n=1 −r(|xn − H(xn)| − |xn − M(xn)|), and (·)+ denotes the posi-
tive part.

We term this algorithm as Ramp-Relief (R-Relief). We will show that the
R-Relief algorithm is able to deal with outliers as well as I-Relief but is much
more efficient and simpler to compute.

2.2 Against Noisy Features: Exact-Relief

Recently, we found that Relief greedily attempts to minimize the nonparamet-
ric Bayes error estimated by k-nearest-neighbor (kNN) methods with feature



Efficient Feature Selection in the Presence of Outliers and Noises 187

0

0

loss

z
0

z
0

z
1

z
2

loss

z

Fig. 1. Linear loss function (left) and ramp loss function (right)

weighting as the search strategy [10]. One of the assumptions made by Re-
lief is that the nearest neighbor of a pattern x locates close to x in any sin-
gle dimensional space. For instance, suppose xa is the nearest neighbor of x:
||xa − x|| ≤ ||xn − x|| for n = 1, 2, . . . , N , Relief implicitly assumes that x

(d)
a

is also, approximately, the nearest neighbor of x(d), that is x
(d)
a ≈ x

(d)
b , where

|x(d)
b −x(d)|| ≤ ||x(d)

n −x(d)|| (b is dependent on d). Therefore, Relief approximates
x

(d)
b with x

(d)
a for all d = 1, 2, . . . , D. Although this approximation can reduce

the computation complexity significantly, it also pays prices. In particular, if the
feature set is strongly redundant such that a large proportion of features are
irrelevant, noisy, or useless. In that case, x

(d)
a is highly unlikely to locate close to

x(d), which can heavily degrade the performance of the solutions. Therefore, it
may be preferable to eliminate this assumption. For this purpose, we propose an
algorithm refereed as ‘Exact-Relief ’ (E-Relief), which resemble the standard
Relief algorithm except using a different margin definition: mn = (m(d)

n )D×1,
m

(d)
n = |x(d)

n − M
(d)
n | − |x(d)

n − H
(d)
n |, where M

(d)
n and H

(d)
n denote the nearest-

miss and nearest-hit of xn in the d -th dimension.

2.3 Against Both Outliers and Noisy Features

In practice, it is quite possible that both outliers and noisy features are present
in the data. For instance, in spam filtering, junk mails usually contain a large
amount of noisy characters in order to cheat the filter. On the other hand,
legitimate mails may only have very few words but contain many hyperlinks.
Such mails not only contain many noisy features but can also be easily detected
as outliers. To handle both factors, an obvious strategy is to combine the R-Relief
and E-Relief algorithm, i.e.:

max
D∑

d=1

wd

N∑
n=1

r(|x(d)
n − M

(d)
n | − |x(d)

n − H
(d)
n |)

s.t. : w ≥ 0, ||w|| = 1
(6)

We term this algorithm as ER-Relief. It can be easily seen that ER-Relief
and E-Relief are of the same complexity, i.e., O(N2D), which is much more
efficient compared to I-Relief, whose worst case complexity is O(N3D).
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Table 1. Characteristics of data sets

Data Set #Train #Test #Feature #Class
Spam 1000 3601 57 2
LRS 380 151 93 48
Vowel 530 460 11 11

Trec11 114 300 6429 9
Trec12 113 200 5799 8
Trec23 84 120 5832 6
Trec31 227 700 10127 7
Trec41 178 700 7454 10
Trec45 190 500 8261 10

3 Experiments

In this section, we conduct extensive experiments to evaluate the effectiveness
and efficiency of the proposed methods in comparison with state-of-art algo-
rithms in Relief family.

3.1 Experiments on UCI Data Sets

To demonstrate the performance of the proposed algorithms in different infor-
mation retrieval tasks, we first perform experiments on three benchmark UCI
data sets, namely, the spam filtering data set (Spam), the low-resolution satellite
image recognition data set (LRS) and the speaker-independent speech recognition
data set (Vowel). To conduct comparison in a controlled manner, fifty irrelevant
features (known as ’probes’) are added to each pattern, each of which is an inde-
pendently Gaussian distributed random variable, i.e., N (0,20). The efficiency of
a feature selection algorithm can be directly measured by its running time. To
evaluate the effectiveness, two distinct metrics are used. One is the classification
accuracy estimated by kNN classifier, where k is determined by five-fold cross
validation. The other metric is the Receiver Operating Characteristic (ROC)
curve [9], which is used to indicate the abilities of different feature selection al-
gorithms in identifying relevant features and at the same time ruling out useless
ones. To eliminate statistical deviations, all the experiments are repeated for 20
runs. In each run, the data set is randomly partitioned into training and testing
data, and only the training data are used to learn the feature selector. Three
groups of experiments have been done:

1. Against outliers. Relief, I-Relief and R-Relief are compared. A randomly
selected subset of 10% training samples are mislabelled. The testing data is
kept intact. No probe is added. The testing errors is shown in the top line of
Fig.2. We can see R-Relief improves the performance of Relief significantly.
It performs comparably with I-Relief when outliers are present.

2. Against noisy features. E-Relief is compared with Relief and I-Relief. 50
probes are added to each example, but no mislabelling is conducted. The
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Fig. 2. Comparison of R-Relief/E-Relief I-Relief and Relief on UCI data set
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Fig. 3. Average testing errors and running times (sec.) as well as standard deviations
on UCI data sets when both outliers and noisy features are involved

testing errors are shown in Fig.2 (middle line). The ROC curves are also
plotted in Fig.2(bottom line). We can see that E-Relief performs comparably
with I-Relief (much better than Relief) when noisy features are involved.
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3. Against outliers and noisy features. E-Relief, R-Relief and their com-
bination, ER-Relief, along with I-Relief and Relief are compared. 50 probes
are added to each pattern (both training and testing), and 10% of train-
ing samples are mislabeled. The testing errors and running times of each
algorithm, with average values and standard deviations, are shown by two
bar plot, in Fig.3. We can see that in the presence of both outliers and
noisy features, the performance of Relief is degraded badly. R-Relief and
E-Relief do not necessarily improve the performance. However, their com-
bination, ER-Relief, improves the performance drastically. In most cases,
ER-Relief performs comparably with I-Relief. In some cases, it performs the
best. With respect to computational efficiency, we can see that E-Relief,
R-Relief and ER-Relief do not introduce a large increase of computational
expense compared to Relief, while I-Relief is far more time-consuming.

3.2 Document Clustering and Categorization

We then apply the algorithms to document clustering and categorization tasks.
For this purpose, six benchmark text data sets from Trec (the Text REtrieval
Contest, http://trec.nist.gov) collection that are frequently used in information
retrieval research are selected. The information of each data set is also summa-
rized in Table.1.

The Relief, I-Relief and ER-Relief algorithms are compared, with no probe
or mislabelling. For text clustering, C -mean algorithm is employed to get the
clustering result after dimensionality reduction. For simplicity, the number of
cluster, C, is set to be the true number of classes. For document categorization,
the nearest-neighbor classifier is applied for final classification. Each experiment
is repeated for 20 runs, each of which is based on a random splitting of the data
set. The MacroaveF1 and MicroaveF1 are used to assess the classification results,
and ARI (Adjusted Rand Index) and NMI (Normalized Mutual Information) are
used to evaluate the clustering results. Table.2 presents the best average result
of each algorithm.

Again, we observe that (i) ER-Relief performs much better than Relief, and
that (ii) ER-Relief has achieved comparable performances comparably to I-Relief
in most cases, although its computation complexity and operating time are much
less than I-Relief. Note that the results about the running time are not given
due to space limitation.

In information retrieval, huge amount of data and extremely high dimension-
ality are two core challenges (and are also becoming increasingly challenging).
Therefore, the efficiency of ER-Relief as well as its effective ability to identify
a small subset of predictive features (out of a huge amount of redundant ones)
may make it a rather appealing and encouraging tool for both challenges, i.e., it
is efficient with respect to data set size, and, it is able to effectively reduce the
dimensionality. This confirms our attempting in applying ER-Relief to informa-
tion retrieval tasks and encourages us to investigate its performance in extensive
IR applications in the future.
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Table 2. Comparison of feature weighting algorithms: Relief (RLF), I-Relief (IRLF)
and ER-Relief (ERRL), in text categorization and clustering tasks. Best results are
highlighted in bold.

Categorization Clustering
MacroavgF1 MicroavgF1 ARI NMI

Rlf Irlf Errl Rlf Irlf Errl Rlf Irlf Errl Rlf Irlf Errl

Trec11 0.50 0.43 0.45 0.61 0.54 0.57 0.17 0.13 0.11 0.25 0.16 0.16

Trec12 0.58 0.58 0.64 0.59 0.58 0.60 0.04 0.06 0.07 0.10 0.13 0.15
Trec23 0.49 0.53 0.42 0.62 0.66 0.59 0.04 0.07 0.05 0.09 0.12 0.10

Trec31 0.66 0.66 0.71 0.82 0.80 0.86 0.07 0.08 0.09 0.13 0.12 0.15
Trec41 0.65 0.68 0.64 0.74 0.77 0.78 0.16 0.17 0.17 0.20 0.33 0.29

Trec45 0.63 0.54 0.61 0.68 0.61 0.71 0.06 0.05 0.07 0.19 0.16 0.21

4 Conclusion

Fast growing internet data poses a big challenge for information retrieval. Feature
selection, for the purpose of defying curse of dimensionality among others, plays
a fundamental role in practice. Relief is an appealing feature selection algorithm.
However, it lacks mechanisms to handle outliers and noisy features. In this paper,
we have established two algorithms to address these two factor respectively.
Compared with the recently proposed I-Relief, our algorithms are able to achieve
comparable performance, while operating much more efficiently, which is proved
by extensive experiments on various benchmark information retrieval tasks.
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Abstract. Conditional Random Fields (CRFs) have received a great amount of
attentions in many fields and achieved good results. However, a case frequently
encountered in practice is that the test data’s domain is different with the training
data’s. It would affect negatively the performance of CRFs. This paper presents
a novel technique for maximum a posteriori (MAP) adaptation of Conditional
Random Fields model. The background model, which is trained on data from a
domain, could be well adapted to a new domain with a small number of labeled
domain specific data. Experimental results on tasks of chunking and capitalizing
show that this technique can significantly improve performance on out-of-domain
data. In chunking task, the relative improvement given by the adaptation tech-
nique is 56.9%. With two in-domain sentences, it also can achieve 30.2% relative
improvement.

1 Introduction

Conditional Random Fields (CRFs) are undirected graphical models that were devel-
oped for labeling relational data [1]. A CRF has a single exponential model for the joint
probability of the entire sequence of labels given the observation sequence. Therefore,
the weights of different features at different states can be traded off against each other.
CRFs modeling technique has received a great amount of attentions in many fields, such
as part-of-speech tagging [1], shallow parsing [2], named entity recognition [3,4],
bioinfomatics [5], Chinese word segmentation [6,7], and Information Extraction [8].
It achieves good results in them.

Similar to most of the classification algorithms, CRFs also have the assumption that
training and test data are drawn from the same underlying distributions. However, a
case frequently encountered in practice is that the test data is drawn from a distribution
that is related but not identical with the training data’s. For example, one may wish to
use a POS tagger trained with WSJ corpus to label email or bioinformatics research
papers. This typically affects negatively the performance of a given model. From the
experimental results we can know that the performance of the chunker trained with
WSJ corpus can achieve 96.2% in different part of WSJ corpus. While performance of
the same chunker in BROWN corpus is only 88.4%.

In order to achieve better results in a specific domain, labeled in-domain data is
needed. Although large scale in-domain labeled corpus is hard to get, a small number
of in-domain labeled data(adaptation data) and a large number of domain related la-
beled data(background data) is easier to get. For example Penn Treebanks [9] can be
used as background training data for POS tagging, chunking, parsing and so on. This

H. Li et al. (Eds.): AIRS 2008, LNCS 4993, pp. 192–202, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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kind of adaptation technique is used in many fields, such as language modelling [10],
capitalization [11], automatic speech recognition [12], parsing [13,14] and so on.

Directly combining background and adaptation data together is a way to use the in-
domain data. But if the scale of adaptation data is much smaller than the background
data, the adaptation data’s impact would be low. It can be seen from the experimen-
tal results. Another disadvantage of this method is that this technique need to retrain
the whole model. It would waste a lot of time. In order to take advantage of the in-
domain labeled data, a maximum a-posteriori (MAP) adaptation technique for Condi-
tional Random Fields models is developed, following the similar idea with adaptation
of Maximum Entropy [11]. The adaptation procedure proves to be quite effective in
further improving the classification result on different domains. We evaluate the perfor-
mance of this adaptation technique in chunking, capitalizing. The relative chunking’s
performance improvement of the adapted model over the background model is 56.9%.
In capitalization task, the adapted model achieves 29.6% relative improvement.

The remainder of this paper is organized as follows: Section 2 describes the related
works. The CRFs modeling technique is briefly reviewed in Section 3. Section 4 de-
scribes the MAP adaptation technique used for CRFs. The experimental results are
presented in Section 5. Conclusions are presented in the last section.

2 Related Works

Leggetter and Woodland [12] introduced a method of speaker adaptation for continuous
density Hidden Markov Models (HMMs). Adaptation statistics are gathered from the
available adaptation data and used to calculate a linear regression-based transformation
for the mean vectors.

Several recent papers also presented their works on modifying learning approaches-
boosting [15], naive Bayes [16], and SVMs [17] - to use domain knowledge in text
classification. Those methods all modify the base learning algorithm with manually
converted knowledge about words.

Chelba and Acero [11] presented a technique for maximum a posteriori (MAP) adap-
tation of maximum entropy (MaxEnt) and maximum entropy Markov models (MEMM).
The technique was applied to the problem of recovering the correct capitalization of
uniformly cased text. Our work has similarities to Chelba and Acero’s.

Daume and Marcu [18] presented a framework for domain adaptation problem. They
treat the in-domain data as drawn from a mixture of “truly in-domain” distribution and a
“general domain” distribution. Similarly, the out-of-domain are also drawn from a “truly
out-of-domain” distribution and a “general domain” distribution. Then they apply EM
method to estimate parameters. However, this framework used in CRF is computation-
ally expensive.

3 Conditional Random Fields

Conditional Random Fields (CRFs) are undirected graphical models trained to maxi-
mize a conditional probability [1]). CRFs avoid a fundamental limitation of maximum
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entropy Markov models (MEMMs), which can be biased towards states with few suc-
cessor states.

Let X = x1...xn and Y = y1...yn represent the generic input sequence and label
sequence. The cliques of the graph are now restricted to include just pairs of states
(yi−1, yi) that are neighbors in the sequence. Linear-chain CRFs thus define the condi-
tional probability of a state sequence given an input sequence to be

PΛ(Y |X) =
1

Zx
exp

(
n∑

i=1

m∑

k=1

λkfk(yi−1, yi, x, i)

)

where Zx is a normalization factor over all state sequences, fk(yi−1, yi, x, i) is an arbi-
trary feature function over its arguments, and λk (ranging from −∞ to ∞) is a learned
weight for each feature function. A feature function is either a state feature s(yi, x, i)
or a transition feature t(yi−1, yi, x, i).

Then, the CRF’s global feature vector for input sequence X and label sequence Y is
given by

F (Y, X) =
∑

i

f(yi−1, yi, x, i)

where i ranges over input positions. Using the global feature vector, PΛ(Y |X) =
1

ZX
exp(Λ · F (Y, X)). The most probable path Ŷ for input sequence X is then given

by

Ŷ = arg max
Y ∈Y (x)

P (Y |X) = argmax
Y

λ · F (Y, X)

which can be found by Viterbi algorithm.

3.1 Parameter Estimation

CRFs can be trained by the standard maximum likelihood estimation, i.e., maximizing
the log-likelihood LΛ of a given training set T = {< Xj , Yj >}N

j=1.

Λ̂ = arg max
Λ∈Rk

LΛ,

where

LΛ =
∑

j

log(P (Yj|Xj))

=
∑

j

[
Λ · F (Yj , Xj) − log(ZXj )

]
.

To perform the optimization, we seek the zero of the gradient

∂LΛ

∂λk
=

∑

j

(
Fk(Yj , Xj) − EP (Y |X)[Fk(Y, Xj)]

)

= Ok − Ek = 0,
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where Ok =
∑

j Fk(Yj , Xj) is the count of feature k observed in the training data T ,
and Ek = EP (Y |X)[Fk(Y, Xj)] is the expectation of feature k over the model distribu-
tion P (Y |X) and T . The expectation can be efficiency calculated using a variant of the
forward-backword algorithm.

EP (Y |X)[Fk(Y, X)] =
∑
i

αi(fi∗Mi)β
T
i

ZX

ZX = αn · 1T

where αi and βi are the forward and backward state-cost vectors defined by

αi =
{

αi−1Mi 0 < i ≤ n
1 i = 0

βT
i−1 =

{
Mi+1β

T
i+1 0 ≤ i < n

1 i = n

To avoid over fitting, we also use Gaussian weight prior [19]:

Lλ
′ =

∑

j

log(P (Yj |Xj) − ‖λ‖2

2σ2
+ const

with gradient

∇Lλ
′ = Ok − Ek − λ

σ2

The optimal solutions can be obtained by using traditional iterative scaling algorithms
(e.g., IIS or GIS [20]) or quasi-Newton methods(e.g., L-BFGS [21]).

4 MAP Adaptation of Conditional Random Fields

The overview of adaptation stages is shown in Figure 1. A simple way to accomplish
this is to use MAP adaptation using a prior distribution on the model parameters [11].
A Gaussian prior for the model parameters Λ has been previously used to smooth CRFs
models. The prior has 0 mean and diagonal covariance: Λ ∼ N (0, diag(σ2

i )). In the
adaptation part, the prior distribution is centered at the parameter Λ0 estimated from
the background data:Λ ∼ N (Λ0, diag(σ2

i )). For the features generated only from the
adaptation, the prior distribution is still centered at 0. In our experiments the variances
were tied to σi = σ whose value was determined by line search on development data
drawn from the background data or adaptation data.

Different from the Chelba and Acero’s method [11], we use both σa and σm here.
In their method, σ is used not only to balance the background and adaptation data, but
also to represent the variance of the adaptation data. However they are different in most
of circumstance. In order to overcome this problem we use two σ in adaptation step.
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The log-likelihood LΛ of the given adaptation data set becomes:

Lλ
′ =

∑

j

log(P (yj |xj) −
Fbackground∑

i=1

‖λi − λ0
i ‖2

2σ2
m

−
Fadaptation∑

i=1

‖λi‖2

2σ2
a

Therefore the gradient becomes:

∇Lλ
′ = Ok − Ek −

Fbackground∑

i=1

λi − λ0
i

σ2
m

−
Fadaptation∑

i=1

λi

σ2
a

,

where Fbackground is the features generated from the background data, Fadaptation is
the features generated only from the adaptation data, σa represents the variance of the
adaptation data, and σm is used to balance the background and adaptation model. A
small variance σm will keep the weight λm close to the background model, while a
large variance σm will make the model sensitive to adaptation data. With Lλ

′ and ∇Lλ
′,

λ can be iteratively calculated through L-BFGS.

Algorithm MAP Adaptation of CRFs
Fbackground = Feature set generated from background
data
Fadaptation = Feature set generated from adaptation data
λi = fi’s corresponding weight

Generate Fbackground from background data

Estimate λ0
i for Fbackground

Generate Fadaptation from adaptation data

Let F = Fbackground

⋃
Fadaptation

Let λi = λ0
i if fi ∈ Fbackground

λi = 0, otherwise

Estimate λi with equation Lλ
′ and ∇Lλ

′

Fig. 1. Algorithm of MAP Adaptation of CRFs
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Table 1. Feature templates used by Chunker

type template
Base features w−2, w−1, w0,w1, w2

p−2, p−1, p0,p1, p2

Bi-gram features w−2w−1, w−1w0,
w0w1,w1w2

p−2p−1, p−1p0,
p0p1,p1p2

p−2w−1, p−1w0,
p0w1,p1w2

w−2p−1, w−1p0,
w0p1,w1p2

Tri-gram features w−2w−1w0, w−1w0w1,
w0w1w2

p−2p−1p0, p−1p0p1,
p0p1p2

p−2p−1w0, p−1w0p1,
p0w1p2

w−2w−1p0, w−1p0w1,
w0p1w2

w0 is the word at current position, w1 is the word instant after w0, w−1 is the word instant before
it, p∗ represents word’s POS tags.

5 Experiments

To evaluate the MAP adaptation of CRFs, we did several experiments on chunking and
capitalizing. Penn Treebanks III [9] is used to train chunker. Capitalizer’s training data
comes from Tipster corpus [22]. We will introduce the detail steps and features used in
the following parts.

5.1 Experiments on Chunking

The goal of chunking is to group sequences of words together and classify them by
syntactic labels. Various NLP tasks can be seen as a chunking task, such as English
base noun phrase identification (base NP chunking), English base phrase identification
(chunking), and so on. Because chunking technique is used in many different fields, we
choose chunking task to evaluate the adaptation methods.

The background data used for chunker is generated from WSJ data(wsj 0200.mrg -
wsj 2172.mrg). The in-domain test data is from wsj 0000.mrg to wsj 0199.mrg. The
others are used to tune parameters. Bracketed representation is converted into IOB2
representation [23,24].

For adaptation experiments we use BROWN data in Penn Treebanks III. As Brown
Corpus dataset contains eight types of articles, we extract one article from each type(C*
01.mrg), which are used as adaptation data. The second articles from each type(C* 02.

mrg) are used as development data. The others are used for evaluations.
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Fig. 2. The impact of the adaptation data’s size

Table 2. Chunking Results on in-domain(WSJ) and out-of-domain data(BROWN)

Background Adaptation Evaluation Accuracy
data data data
WSJ NONE B-tst 88.4%
WSJ B-ada B-tst 95.0%
WSJ NONE wsj-tst 96.2%
WSJ B-ada wsj-tst 88.4%

where “wsj-tst” represents the test part of WSJ, “B-tst” represents the test part of BROWN.

The templates used in chunking experiments are shown is Table 1.
Results of both in-domain and out-of-domain are shown in Table 2. The σ2 used in

background model is selected by in-domain development data. σ2
a, and σ2

m are selected
by development data extracted from BROWN data. From the result we observe that
the performance of background model in in-domain data is significantly better than in
out-of-domain data. Adaptation improves the performance on Brown data by 56.9%
relative.

Figure 2 shows the result of the impact of the adaptation data’s size. X axis represents
the percentage of the adaptation data in BROWN corpus(B-ada). Y axis represents the
accuracy. Two lines represent the results of test data set on BROWN (B-tst) and WSJ
(wsj-tst) corpus. The result in 0% is got by the background model. The result in 10% is
got by the model adapted by 10 percents B-ada data. We observe from the result that the
larger adaptation data are used the higher accuracy in this domain could be get. When
the size of the adaptation data is very small, this technique can also achieve good result.
We use two sentences extracted from B-ada data to adapt the background model. The
adapted model also achieves 30.2% relative improvement.

Then we evaluate the impact of σ2
m to the performance. The result is shown in Fig-

ure 3. X axis represents σ2
m. Y axis represents the accuracy. As expected low values of
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Fig. 3. The impact of the σ2
m

σ2
m result little adaptation. When the σ2

m is between 1 and 10, the accuracy does have
significant changes. Therefore this parameter can be easily set in the real system.

5.2 Experiments on Capitalizing

Capitalization can be converted to sequence tagging problem. Each low case words re-
ceive a tag which represents its capitalization form. It’s also domain dependent. For
example, in bioinformatics domain “gene” is almost low case form. It represents a con-
cept. While in some domains, “gene” is usually capitalized, which represents a human
name. Therefor we did some experiments to show the impact of model adaptation tech-
nique on this task.

The TIPSTER copra are used to generate both background and adaptation data for
the capitalizer. The background data is WSJ data from 1987 - files from WSJ7 001 to
WSJ7 127 in TIPSTER Phrase I. The in-domain test data is WSJ 0402 and WSJ 0403,
which belong to WSJ 1990 in TIPSTER Phrase II. WSJ 0404 and WSJ 0405 are in-
domain development data. The out-of-domain adaptation data is the combination of
AP880212 and AP880213, which belong Associated Press 1988 in TIPSTER Phrase II.
Files AP880214 and AP880215 are out-of-domain test data.

We use the same tag set with the set used in [11]. Each word in a sentence is labeled
with one of the tags:

– LOC lowercase
– CAP capitalized
– MXC mixed case; no further guess is made as to the capitalization of such words.
– AUC all upper case
– PNC punctuation;

The feature templates we used are shown in table 3.
Table 4 shows results of in-domain and out-of-domain data. The σ2 in background

model we use in this experiment is 5, which is selected by development data. The σ2
a
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Table 3. Feature templates used by Capitalizer

type template
Base features w−1, w0,w1

Bi-gram features w−1w0, w0w1

used in adaptation part is set to 5. The σ2
m is 10. We can get the same trend with chunk-

ing’s results. The adapted model gives 29.6% relative improvement. The size of adap-
tation data is less than 1% of the background WSJ data’s size.

Table 4. Capitalizing Results on in-domain and out-of-domain data

Background Adaptation Evaluation Accuracy
data data data
WSJ NONE AP-tst 94.6%
WSJ AP-ada AP-tst 96.2%
WSJ NONE wsj-tst 96.8%
WSJ AP-ada wsj-tst 96.4%

WSJ+AP-ada NONE AP-tst 94.7%
WSJ+AP-ada NONE wsj-tst 96.8%

where “wsj-tst” represents the test part of WSJ,“AP-ada” represents the adaptation data, “AP-tst”
represents the test part of Associated Press.

Then we combine adaptation data(AP-ada) with the background data(WSJ) and train
a capitalizer with it. The accuracy of capitalizing wsj-tst is 96.8%. In AP-tst data, the
accuracy is 94.7%. Comparing with the results got by background model, the capitalizer
trained by combined data couldn’t significantly improve the performance.

6 Conclusions

In this paper we present a novel technique for maximum a posteriori (MAP) adaptation
of Conditional Random Fields Model. Through experimental results,we observe that
this technique can effectively adapt a background model to a new domain with a small
amount of domain specific labeled data. We did several experiments in three different
fields: chunking and capitalizing. The relative chunking’s performance improvement
of the adapted model over the background model is 56.9%. With two in-domain sen-
tences, it also can achieve 30.2% relative improvement. The relative improvement of
capitalizing experiment is 29.6%. The experimental results prove that the MAP adap-
tation of Conditional Random Fields Model technique can benefit the performances in
different tasks.
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Abstract. In this paper, we present a new bootstrapping method based on Graph
Mutual Reinforcement (GMR-Bootstrapping) to learn semantic lexicons. The nov-
elties of this work include 1) We integrate Graph Mutual Reinforcement method
with the Bootstrapping structure to sort the candidate words and patterns; 2) Pat-
tern’s uncertainty is defined and used to enhance GMR-Bootstrapping to learn
multiple categories simultaneously. Experimental results on MUC4 corpus show
that GMR-Bootstrapping outperforms the state-of-the-art algorithms. We also use
it to extract names of automobile manufactures and models from Chinese corpus.
It achieves good results too.

1 Introduction

Learning semantic lexicons is the task of automatically acquiring words with semantic
classes (e.g. ”gun” is a WEAPON). It has been proved to be useful for many natural lan-
guage processing tasks, including question answering [1,2], information extraction [3]
and so on. In recent years, several algorithms have been developed to automatically
build semantic lexicons using supervised or semi-supervised methods [4,5,6,7]. As un-
supervised method dispenses with the manually labeled training data, more and more
methods have been proposed [8,9,10,11,12,13]. There exist some semantic dictionar-
ies (e.g., WordNet [14], HowNet [15]). However most of them don’t contain resources
from specialized domain.

In this paper we propose a weakly supervised learning method, GMR-Bootstrapping,
to learn semantic lexicons. It begins with unlabeled corpus and a few of seed words.
Then it automatically generates a lists of words with the same category with seed words.
From analyzing procedure of the similar bootstrapping algorithm, Basilisk [10], we
found that some of the good patterns are given very low score at the beginning stage by
Basilisk. Because Basilisk’s scoring functions give low scores to all the patterns with
large amount of extractions at the beginning stage. However some of them are good
ones, whose extractions almost belong to the same category. Therefore we incorporate
Graph Mutual Reinforcement to weight candidate words and extraction patterns, in or-
der to partially overcome this problem. Evaluations on MUC4 corpus [16] show that
incorporating Graph Mutual Reinforcement to weight the candidate words and extrac-
tion patterns enables substantial performance gains in extracting BUILDING, EVENT,
HUMAN, LOCATION, TIME and WEAPON lexicons.

Another novelty of GMR-Bootstrapping is that pattern’s uncertainty is added into
scoring functions to learn multiple categories simultaneously. Normally, if a pattern’s
extractions belong to several different categories, the pattern’s correctness should be

H. Li et al. (Eds.): AIRS 2008, LNCS 4993, pp. 203–212, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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low. In order to use this information, we integrate a scoring functions to measure pat-
tern’s uncertainty. The experimental results show that adding patterns’ uncertainty into
scoring functions improves the performance too.

We also evaluate GMR-Bootstrapping method on extracting automobile manufac-
ture names and automobile models Chinese corpus (details in Section 4). From the
experimental results we also observe that the quality of lexicons of extracted by GMR-
Bootstrapping is better than quality of lexicons extracted by Basilisk.

The reminder of the paper is organized as follows: Section 2 discussed the related
works. In section 3, we introduce our bootstrapping structure and scoring functions.
In section 4, experiments are given to show the improvements. Section 5 concludes
the paper.

2 Related Work

Several weakly supervised classifier algorithms have been proposed to learning seman-
tic lexicons with a small set of labeled data and a large number of unlabeled data, such
as Co-training and Bootstrapping. Co-training [17] alternately learns using two orthog-
onal views of data in order to utilize unlabeled data. This enables bootstrapping from a
small set of labeled training data via a large set of unlabeled data.

Meta-bootstrapping [18] is a Bootstrapping algorithm that uses a two layer boot-
strapping structure to learn a dictionary of extraction patterns and a domain specific se-
mantic lexicon. Snowball [19], a system for extracting relations from large collections
of plain-text documents, uses standard bootstrapping structure and introduces novel
techniques for evaluating the quality of the patterns and tuples generated at each step of
the extraction process. The KnowItAll [12] utilizes a set of domain-independent extrac-
tion patterns to generate candidate facts. Then the candidate facts are evaluated by point
wise mutual information (PMI) statistics. Hassan et al.(2006) presented an unsupervised
method, which does not require seeds or examples. Instead, it depends on redundancy
in large data sets and graph based mutual reinforcement to acquire extraction patterns.

The algorithm most closely related to our method is Basilisk [10], which is also
a bootstrapping algorithm. While meta-bootstrapping trusts individual extraction pat-
terns to make unilateral decisions, Basilisk gathers collective evidence from a large set
of extraction patterns. We also use the same idea and structure. While there are some
differences between GMR-Bootstrapping and Basilisk. Firstly, our method incorporates
Graph Mutual Reinforcement to weight candidate words and extraction patterns. An-
other difference is that we enhance the GMR-Bootstrapping with pattern’s uncertainty
to learn multiple categories simultaneously.

3 GMR-Bootstrapping

GMR-Bootstrapping is a weakly supervised learning method. It is used to generate
semantic lexicons. The input to GMR-Bootstrapping are few manually selected seed
words for each semantic category and an unlabeled text corpus. Figure 1 shows the
structure of GMR-Bootstrapping process. In this section, we describe details of GMR-
Bootstrapping algorithm.



Graph Mutual Reinforcement Based Bootstrapping 205

Fig. 1. GMR-Bootstrapping Algorithm

3.1 Structure and Algorithm of GMR-Bootstrapping

As shown in Figure 1, the GMR-Bootstrapping begins by extracting a number of the ex-
traction patterns that can match the seed words. After that candidates for the lexicon are
extracted with these patterns. Then a bipartite graph (Figure 2) is built, which represents
the matching relation between patterns and candidate words. Finally GMR Scoring is
applied to iteratively assign correctness weights of patterns and candidate words. The
five best candidate words are added to the lexicon.Then process starts over again.

Fig. 2. A bipartite graph representing patterns and candidate words

3.2 Pattern

In order to find new lexicon entries, extraction patterns are used to provide contex-
tual evidence that a word belongs to which semantic classes. There are two commonly
used patterns, Syntactic Pattern and Context Pattern. Both of them are used in our
experiments.
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Syntactic Pattern. Syntactic Pattern is used by many other Bootstrapping methods
[20,18,10]. We follow Thelen and Riloff (2002)’s methods, which used the AutoSlog
system [21], to represent extraction patterns. AutoSlog’s extraction patterns represent
linguistic expressions that extract a noun phrase’s head noun in one of three syntactic
roles: subject, direct object, or prepositional phrase object. For example, three patterns
that would extract weapon are: [subject]was fired, carry [direct object], wounded by [pp
object].

Context Pattern. Different from the Syntactic Pattern, Context Pattern uses words
only. Syntactic roles are not included in it. In our implementations, if X0 belongs to
lexicons, a number of patterns will be generated based on the following templates in
MUC4 corpus:

X−3X−2X−1[X0], X−2X−1[X0],
[X0]X1X2 , [X0]X1X2X3.

X−1 represents the word immediately before current word,while X1 represents the
word immediately after current word.

Different from English, Chinese words are not delimited by spaces. There is no clue
to tell where the word boundaries are. Automobile manufacture names and automobile
models names can not be segmented well by most of the state-of-the-art Chinese word
segmenters. Therefore, patterns we used in Chinese corpus contain characters before
and after the target words. Chinese word segmenter could be omitted through this kind
of patterns. The following templates are used in Chinese corpus:

X−3X−2X−1[ext]X1X2X3,
X−2X−1[ext]X1X2,

X−2X−1[ext]X1X2X3,
X−3X−2X−1[ext]X1X2.

where X∗ represents the Chinese character. If a article fragment matches both the part
before and after the [ext], the characters between them are extracted as candidate word.

3.3 GMR Scoring

GMR Scoring is used to iteratively assign scores of patterns and candidate words. We
assume that patterns that match many words from the same category tend to be im-
portant. Similarly, words matched by many patterns that belong to same category tend
to be correct. A bipartite graph is build to represent the relation between pattern and
candidate word. Each pattern or candidate word is represented by a node in the graph.
Edges represent matching between patterns and candidates. Then the problem is trans-
ferred to hubs (patterns) and authorities (words) problem which can be solved using the
Hypertext Induced Topic Selection (HITS) algorithm [22].

Each pattern p in P is associated with a weight sp(p) denoting its correctness. Each
candidate words w in W has a weight sw(w) which express the correctness of the word.
The weights are calculated iteratively through equation 1 to equation 5 as follows:

F (i+1)(p) =
∑

u∈W (p)

sw(i)(u) (1)
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sp(i+1)(p) =
F (i+1)(p) · log F (i+1)(p)

|W (p)| · SP (i)
(2)

sw(i+1)(w) =

∑
p∈P (w) log (F (i+1)(p) + 1)

|P (w)| · SW (i)
(3)

where sw(u) is initialized to 1 if u ∈ Semantic
Lexicons and to 0 if u �∈ SemanticLexicons, W (p) is the set of words matched
by p, P (w) is the set of patterns matching w, sp(i)(p) is the correctness weight of pat-
tern p in the iteration i, and sw(i)(w) is the correctness weight of word w in the iteration
i, SW (i) and SP (i) are the normalization factors defined as:

SW (i) =
|P |∑

p=1

W (p)∑

u=1

sw(i)(u) (4)

SP (i) =
|W |∑

w=1

P (w)∑

v=1

sp(i)(v) (5)

Equation 2 is similar with RlogF , which has been used to score patterns [10], except
that we changed the Fi in RlogF to Equation 1. RlogF is

RlogF (patterni) =
Fi

Ni
∗ log(Fi)

where Fi is the number of category members extracted by patterni and Ni is the total
number of nouns extracted by patterni. From the definition of RlogF , we observe that
the patterns which contain a large amount of extractions would be given low scores by
RlogF at the beginning stage. Although some of them are good ones. Equation 3 is
changed from AvgLog, which has been used to score candidate words [10]. Through
those changes the scoring functions of pattern and candidate words are connected and
can be iteratively calculated. The scores of good patterns with amount extractions will
increase through iterations. The problem of RlogF could be partially overcame.

3.4 Learning Multiple Semantic Categories

From and Thelen and Riloff (2002)’s analysis and results of Basilisk-MACT+ [10],
we observe that learning multiple semantic categories can improve all the categories’
results. We also extend GMR-Bootstrapping to learn multiple semantic categories si-
multaneously (GMR-M-Bootstrapping). Normally, if extractions of a pattern belong to
several different categories, the pattern’s correctness should be low.

We use Lp to represent labels of pattern p’s extractions, H(Lp) is the entropy of
Lp, which is calculated only in the extractions which have been labeled to a semantic
category. For example: pattern p, whose extractions are w1, w2, ...wn. We can find its
extractions’ labels through semantic lexicons at this stage.Lp = l1, l2, ..., ln, where

li =

{
Labelj,if wi ∈ Lexiconj;

NULL,otherwise.
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Then the entropy of Lp is calculated through Equation 6.

H(Lp) = −
|χ|∑

k=1

p(Labelk) · log(p(Labelk)) (6)

where p(Labelk) = Ck∑ |χ|
k=1 Ck

, Ck denotes the number of times Lablek occurs in Lp.

Through we could define the patterns’ uncertainty, (1 − H(Lp)
log2 |χ| ), which varies from 0

when Lp is uniform to 1 when Lp contains one types of labels [23].
Therefore equation 2 and 3 are changed into:

sp(i+1)(p) =
F (i+1)(p) · log F (i+1)(p) · (1 − H(Lp)

log2 |χ| )

|W (p)| · SP (i) (7)

sw(i+1)(w) =

∑
p∈P (w)

log (F (i+1)(p) + 1) · (1 − H(Lp)
log2 (|χ|) )

|P (w)| · SW (i) (8)

which are modified by multiplying patterns’ uncertainty. The experiments and results
using E.q 7 and E.q 8 are shown in Section 4.

4 Experiments

To compare the performance of GMR-Bootstrapping with other weakly supervised
methods, we design several experiments to evaluate with two corpora. One is the MUC-
4 corpus [16], which contains 1700 texts (includes both test and training parts) in terror-
ism domain. All the words in the corpus are divided into nine semantic categories [10]:
BUILDING, EVENT, HUMAN, LOCATION, ORGANIZATION, TIME, VEHICLE,
WEAPON and OTHER. A few of semantic lexicon learners have previously been eval-
uated on the this corpus [20,4,18,10], and of these Basilisk achieved the best results. We
reimplemented the Basilisk algorithm to compare it with GMR-Bootstrapping. Another
one, CRCV (Chinese Review Corpus about Vehicle), which was collected by ourselves,
contains about 500,000 articles in around 500 automobile domain forums. All the ar-
ticles are reviews about vehicle. GMR-Bootstrapping and Basilisk are used to learn
MANUFACTURE and MODEL categories in this corpus.

4.1 Results in MUC4 Corpus

Figure 3 shows results of Repeated Basilisk (R-Basilisk) with different patterns, Con-
text Pattern (CP) and Syntactic Pattern (SP). For each category, 10 most frequent nouns
that belong to the category are extracted as seed words. It is the same as Thelen and
Riloff (2002)’s way. We ran the algorithm with different patterns for 200 iterations , so
1000 words are extracted. The X axis shows the number of words were extracted. The Y
axis shows the number of correct ones. From the results we know that the performance
of SP is better than CP’s in all categories except the time category. The results reflect
that syntactic roles are useful to learn semantic lexicons. Experimental results also show
that the R-Basilisk’s performance is similar with the Basilisks’ results reported by The-
len and Riloff (2002) in all categories.
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Fig. 3. Repeated Basilisk (R-Basilisk) Results with different Patterns

Table 1. The impact of number of Seed words

#Seed GMR- R-
Words Bootstrapping Basilisk

building
2 78 58
5 114 98

10 109 94
50 75 58

event
2 250 70
5 270 158

10 258 238
50 240 222

human
2 691 456
5 786 702

10 821 795
50 793 758

#Seed GMR- R-
Words Bootstrapping Basilisk

location
2 452 397
5 452 435

10 463 436
50 426 452

time
2 39 14
5 50 25

10 46 39
50 16 17

weapon
2 72 39
5 80 68

10 86 72
50 45 36

The next experiment we did is to evaluate the impact of the number of seed words on
both our method and Basilisk. Table 1 shows the result. The left-hand column represents
the number of seed words given and each cell represents the number of correct words
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Table 2. GMR-M-Bootstrapping vs Basilisk-MACT+

Category GMR GMR-M RI B-MACT+
building 109 115 5.50% 109

event 258 273 5.81% 266
human 821 852 3.78% 829

location 463 510 10.15% 509
time 46 48 4.35% 45

weapon 86 92 6.98% 88

Table 3. GMR-Bootstrapping vs Basilisk in Chinese CRCV Corpus

Category Total GMR GMR-M R-Basilisk
Words

manufacture 100 47 61 44
200 67 82 61
500 93 112 87
944 107 120 92

model 100 63 71 50
200 115 121 66
500 196 216 131
1000 253 299 210

learned by different algorithms. Same as the previous experiments, the seed words are
also selected by their frequency in MUC-4 Corpus. From the result we can know that
performance of GMR-Bootstrapping is better than Basilisk in all the conditions. The
improvements are more significant when the number of seed words is small. GMR-
Bootstrapping’s result is good even when only 2 seed words are given. We can also find
that the sum of the number of seed words and correct extractions doesn’t have signifi-
cant increase in building, time and weapon categories when the number of seed words
is more than 5. It shows that both GMR-Bootstrapping and Basilisk have a bottleneck.
Even a lot of seed words are given, low frequency words are hard to extract.

Then we evaluated GMR-M-Bootstrapping to learn multiple semantic categories si-
multaneously. The results are shown in Table 2, where the column GMR represents the
result of GMR-Bootstrapping, GMR-M represents GMR-M-Bootstrapping’s results, RI
represents the relative improvement of GMR-M-Bootstrapping over GMR-Boot
strapping, Basilisk-MACT+’s results [10], which is the previous best result in MUC-4
corpus, are shown in column B-MACT+. Experiments show that GMR-M-Boot
strapping’s results are better than GMR-Bootstrapping’s in all the categories. Those
results indicate that our method can improve the results and including pattern’s un-
certainty into scoring functions can benefit the final results. We know that GMR-M-
Bootstrapping’s results are better than the previous best results in all the categories and
GMR-Bootstrapping’ results are similar with the Basilisk MACT+’s.
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4.2 Results in CRCV Corpus

Finally we compare the results of GMR-Bootstrapping with R-Basilisk in CRCV Cor-
pus (details in the beginning of the Section 4). Both of them ran 200 iterations to
learn MANUFACTURE and MODEL categories. 10 seed words are given for each
category. From the results, which are shown in Table 3, we can know that GMR-
M-Bootstrapping’s performance is better than GMR-Bootstrapping’s and GMR-Boot
strapping’s performance is better than R-Basilisk’s in both of the categories. The trend
is same as the results in MUC-4 corpus.

5 Conclusion and Feature Work

In this work, we present a novel bootstrapping method, GMR-Bootstrapping, to learn
semantic lexicons. Through changing the candidate words and patterns scoring func-
tions, we incorporate Graph Mutual Reinforcement to weight the correctness of candi-
date word and extraction patterns. The motivation for our approach is provided from
graph theory and graph link analysis. We also enhance the GMR-Bootstrapping to
learn multiple categories simultaneously by adding patterns’ uncertainty into scoring
functions. Another contribution of this work is that we present the number of seed
words’ impact on Basilisk and our method. Experimental results show that GMR-
Bootstrapping’s results are better than previous best algorithm’s results in MUC4 cor-
pus. Experiments in Chinese corpus also show that GMR-Bootstrapping outperform the
state-of-the-art technique Basilisk.

In our future work, we plan to focus on Chinese corpus, try to find more generalized
feature and pattern.
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Abstract. We present a novel approach that transforms the weighting task to a 
typical coarse-grained classification problem, aiming to assign appropriate 
weights for candidate expansion terms, which are selected from WordNet and 
ConceptNet by performing spreading activation. This transformation benefits us 
to automatically combine various features. The experimental results show that 
our approach successfully combines WordNet and ConceptNet and improves 
retrieval performance. We also investigated the relationship between query dif-
ficulty and effectiveness of our approach. The results show that query expansion 
utilizing the two resources obtains the largest improving effect upon queries of 
“medium” difficulty. 

Keywords: Query Difficulty, Query Expansion, WordNet, ConceptNet. 

1   Introduction 

Query expansion (QE) has been a well-known and popular technique to improve per-
formance of typical Information Retrieval (IR) systems. The effectiveness of QE comes 
from that users’ queries (especially short queries) usually cannot describe their infor-
mation needs clearly, and on the other hand, sometimes the vocabulary in a query is 
inconsistent with that in relevant documents. Typical sources of terms for automatic QE 
include 1) query logs; 2) statistical thesauri constructed from corpus; 3) top-ranked 
documents of initial retrieval; and 4) general-purpose knowledgebase such as WordNet 
[13] and ConceptNet [10]. Hsu et al [7] studied the characteristics of WordNet and 
ConceptNet and show that these two resources are intrinsically complementary for QE. 
Intuitively commonsense knowledge in ConceptNet is useful for IR. However, it is still 
challenging to introduce “Concept” for automatic QE. This paper explores the com-
bination of these two resources automatically to improve retrieval performance. 

In the past researches, candidate terms for expansion are usually ranked and selected 
according to their co-occurrence correlations with the regarded query. The threshold 
determining whether to select a candidate term or not must be carefully tuned. The weight 
of expansion terms are decided by the correlation [11] and/or by a constant parameter [21, 
24]. However, Peat and Willett [15] have investigated that there are limitations with QE 
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methods based on co-occurrence statistics. Their study indicates that some good  
expansion terms may not frequently co-occur with the regarded query terms, and some 
terms which have high co-occurrence correlations with the query may not be suitable for 
expansion with high weights. Therefore, typical co-occurrence-based correlation esti-
mations may not be a desirable manner to select and to weight expansion terms. While the 
weights of expansion terms may cause different effects on retrieval performance, inves-
tigating a better weighting method for QE will support the IR system more strongly. 

Given a retrieval environment, weight of an expansion term represents its importance 
to the regarded query. In this paper, we investigate if there are some characteristics, 
which are dependent only on the regarded query, would determine the appropriate 
weights of expansion terms for this query. For example, intuitively a “simple” query 
(e.g., average precision=0.9) would need “slightly” (i.e., lightly weighted) helpful ex-
pansion terms, but a “difficult” (e.g., average precision=0.1) query would need “greatly” 
(i.e. heavily weighted) helpful ones. Such characteristics, which are independent of 
expansion terms, are rarely studied in previous works involving QE. However, it’s 
strongly connected with the investigations about predicting query difficulty, which has 
been paid much attention recently [1, 20, 22]. 

Aiming to combine WordNet and ConceptNet for automatic QE by assigning ap-
propriate weights for expansion terms, we transform the weighting task to a typical 
coarse-grained classification problem. This transformation benefits us to automatically 
combine various features by employing the state-of-art classification algorithm. Some 
of the features have been shown significantly correlated with query difficulty, and the 
others have been shown useful for QE in previous works. 

1.1   Related Work 

There are rich investigations regarding QE, e.g. [2, 4, 8]. Rocchio [17] proposed the 
well-known pseudo-relevance feedback approach and then Salton addressed an im-
proved version [18]. In Rocchio’s approach, candidate expansion terms are ranked 
according to their TF-IDF values averaged over the top-N initially retrieved documents, 
and the expansion terms are weighted by a constant parameter. Voorhees [23] expanded 
queries by utilizing lexical semantic relations defined in WordNet. Her experimental 
results showed that automatically fitting a general-purpose knowledge base to a spe-
cific environment of ad hoc retrieval is certainly a challenge. Liu et al. [11] addressed 
the first approach that effectively adopted WordNet for automatic QE. They performed 
phrase recognition and sophisticated word sense disambiguation on queries, and then 
selected highly-correlated terms of the same sense with query terms. The weight of an 
expansion term was the probability that it has the same sense as the regarded query 
term. Xu and Croft [24] compared the performances of utilizing local and global 
document analysis for QE. Their experiments concluded that local analysis is more 
effective than global analysis. In their approach, candidate expansion terms are ranked 
by their co-occurrence correlations with the query and weighted by a constant ac-
cording to their rank. Sun [21] mined dependency relations in passages to rank candi-
date terms with a weighting scheme similar to the work of Xu and Croft. 

As ConceptNet has been adopted in many interactive applications [9], Hsu et al [7] 
investigated the intrinsic comparison of WordNet and ConceptNet for QE by using 
quantitative measurements. Their experimental results showed that WordNet and 
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ConceptNet are intrinsically complementary. However, as far as our investigations, 
there have been no approaches successfully utilizing ConceptNet for automatic QE. 

On the other hand, the goal of past Robust Retrieval Track in TREC [22] is to 
identify “difficult” queries and then IR systems can handle those queries specifically to 
improve system robustness. There have been some linguistic or statistical features 
shown to be significantly correlated to query difficulty; for example, document fre-
quencies (DF) and polysemy values of query terms [14], retrieval scores of top-ranked 
documents [5] and the consistency between top-ranked documents retrieved by using 
the whole query and sub-queries respectively [20]. We simplified and adopted some of 
these features in our learning model. 

1.2   Our Approach 

As discussed above, previous researches on QE focus on how to rank candidate expan-
sion terms, and the weight of an expansion term is often decided by its correlation or 
similarity with the regarded query, or by a constant parameter. In order to introduce 
ConceptNet for automatic QE, we explore a novel approach to assign appropriate weights 
to expansion terms. We transform the task of weighting to a typical coarse-grained clas-
sification problem. The basic idea is to classify candidate expansion terms to be as one of 
the discrete weight classes, e.g., greatly important (heavy weight), slightly important 
(light weight), or not important (no weight, i.e., not selected for expansion). The classi-
fied instances, i.e., candidate terms for expansion, are selected from WordNet and Con-
ceptNet, via spreading activation [19] on the two knowledge bases. We use the 
state-of-art classification learning algorithm, support vector machine (SVM), to auto-
matically combine features of various types extracted from several sources. 

This paper is arranged as follows. Section 2 shows the framework of our approach. 
In Section 3, we give a brief introduction to ConceptNet and describe the way we 
perform spreading activation to select candidate expansion terms. Section 4 describes 
the various features we utilized. Section 5 shows and discusses the experimental re-
sults. Section 6 concludes the remarks. 

2   The Framework 

Figure 1 shows the procedures of our approach. In the pre-processing stage, the original 
query is POS-tagged and an n-gram in the query is identified as a phrase if it occurs in 
WordNet or ConceptNet. Words and phrases with their POS-tags are treated as con-
cepts in the following procedures. After pre-processing, we perform spreading activa-
tion in ConceptNet and WordNet, and concepts in the queries are the activation origins. 
Words with the top N activation scores form the set of candidate expansion terms. For 
each candidate, we automatically label its suitable weight versus the original query and 
extract its features from global analysis, local analysis, and knowledge base analysis 
(Section 4). Candidates along with their labels and features are then sent to SVM [3] for 
classification training and testing, i.e., weight prediction. 

Candidate terms with their predicted weights are combined with the original query to 
form the expanded query, and it is sent to an IR system for further evaluation of  
retrieved result. 
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Fig. 1. The framework of our approach 

3   Selecting Candidate Terms 

3.1   A Brief Introduction to ConceptNet 

ConceptNet, presently the largest commonsense knowledge base, is developed by MIT 
Media Laboratory. It is a relational semantic network automatically generated from the 
Open Mind Common Sense corpus1. Nodes in ConceptNet are compound concepts 
formed as natural language fragments (e.g. “buy food” and “grocery store”). Aiming to 
cover pieces of commonsense knowledge to describe the real world, ConceptNet cov-
ers 20 kinds of relations categorized as causal, spatial, etc. ConceptNet has been 
adopted in many interactive applications [9]. Hsu et al [6] utilized it to expand image 
annotations and got slight improvement. As commonsense knowledge is deeply  
context-sensitive, the suitability of ConceptNet for QE is still uncertain. Note that 
ConceptNet bears word sense ambiguities without differentiation. 

3.2   Spreading Activation 

We perform spreading activation in a semantic network to select candidate terms. The 
node of activation origin represents the concept of the given query. The activation 
origin is the first to be activated, with an initial activation score (e.g., 1.0). Next, nodes 
one link away from the activation origin are activated, then two links away, and so on. 
Equation (1) determines the activation score of node j by three factors: (i) a constant Cdd

≦1, which is called distance discount that causes a node closer to the activation origin 
to get a higher activation score; (ii) the activation score of node i; (iii) W(i,j), the weight 
of the link from i to j. Different relations in the semantic network are of different 
weights. Neighbor(j) represents the nodes connected to node j. 

∑
∈

××
)(

),()(＝)(
jNeighbori

dd jiWi_scoreActivationCj_scoreActivation  . 
    ( 1 ) 

Since most traditional IR systems are of a bag-of-words model, we select the top N 
words with the higher activation scores as the candidate expansion terms. Note that for 

                                                           
1 http://openmind.media.mit.edu/ 
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a word w, its activation score is the sum of scores of the nodes (i.e., synsets in Word-
Net) that contain w, in our implementation. 

3.3   Spreading Activation in ConceptNet 

In addition to commonsense concepts and relations, ConceptNet also provides a set of 
tools for reasoning over text. One of these tools, Get_context (concepts), performs 
spreading activation on all kinds of relations in ConceptNet, to find contextual 
neighborhood relevant to the concepts as parameters. Different relations are set to 
different weights in default setting. For example, the weight of ‘IsA’ relation is 0.9 and 
the weight of ‘DefinedAs’ is 1.0, etc. We adopt this tool directly for selecting candidate 
expansion terms. In our experiments, each word in a compound concept has the same 
activation score as that of the compound concept. More details about the reasoning 
tools in ConceptNet please refer to [10]. 

3.4   Spreading Activation in WordNet 

Since each node in WordNet is a synset that contains synonyms of a certain sense, 
spreading activation in WordNet is naturally performed on the unit of synset. Because 
ConceptNet covers most relations in WordNet, we determine the weights of relations in 
WordNet, shown in Table 1, by referring to the settings in ConceptNet. The ‘Defini-
tion’ relation is abstractly utilized but not defined in WordNet. For an activated node i, 
we implement spreading activation through the ‘Definition’ relation by activating the 
first sense of distinct concepts (word with POS-tag) in the definition of i. 

Table 1. Weights of relations in WordNet for spreading activation 

Relation 
Type 

Causes 
Defini-
tion 

Holo-
nyms 

Hy-
pernyms 

Hypo-
nyms 

Mero-
nyms 

Per-
tainyms 

Weight 0.8 1.0 0.8 0.8 0.9 0.9 0.7 

For each concept in a query, all its different senses (synsets) of the corresponding 
POS-tag are the activation origins. Suppose S = {S1, S2, …, Sn} is the set of all the n 
synsets (senses) of query term t. According to the frequency information provided by 
WordNet, Equation (2) determines the initial activation score of synset Si, Ini-
tial_score(Si), where Freq(Si) represents the frequency of Si in WordNet. 

∑
∈

=
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c
k
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i

i
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Equation (2) indicates that the initial activation score of activation origin Si is positively 
correlated to its frequency. We do not perform word sense disambiguation (WSD) for 
query terms. The constant c is set as 0.5 in our experiments. 
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4   Labeling and Feature Extraction 

4.1   Labeling the Weight Class 

In this study, the weighting task is transformed to a coarse-grained classification 
problem. As a preliminary study of such transformation for weighting, we introduce 
only three weight classes here. That is, we classify each candidate expansion term with 
corresponding query as one of the three weight classes: no weight (not important), light 
weight (slightly important), and heavy weight (greatly important). In our implementa-
tion, we set the light weight to 0.1 because this small value was shown to be a good 
constant weight for typical pseudo relevance feedback approaches [2]. The heavy 
weight is set to 0.5, which causes an expansion term more effective than lightly 
weighted ones but less effective than original query terms. 

Given the IR system, Okapi [16] we adopted, and the relevant assessment of the 
regarded query, labeling of the suitable weight class for each candidate term is auto-
matically carried out, by examining which of the three weights assigned to the candi-
date would lead to the best improvement in traditional IR evaluation metrics. For 
example, for the query “Hubble Telescope Achievement”, the performance without 
expansion is 0.1424 in average precision (AP). One of the candidate terms is “orbit”, 
which improves the performance to 0.1472 with weight 0.5 and 0.1569 with weight 0.1; 
hence “orbit” would be labeled as the light weight class. 

4.2   Extraction of Various Features 

We categorize the adopted features as two types: query-analysis and candi-
date-dependent. Features of query-analysis type are dependent on 1) the query terms, 2) 
the IR system, and 3) the initial retrieval result without expansion, but independent of 
the candidate expansion term. Most of the adopted query-analysis features are shown to 
be significantly correlated to query difficulty in previous works. Features of the two 
types are described in detail in the following sub-sections. 

Suppose Q= {q1, q2… qm} is the regarded query of m terms and E= {e1, e2… en} is 
the set of n candidate expansion terms for Q. Features of query-analysis type depict: 1) 
some properties of qi; and 2) some relations between qi and qj. The other feature type, 
candidate-dependent, covers features that describe: 1) properties of the candidate ek; 
and 2) relations between ek and Q. The co-occurrence correlation COR(t1, t2) between 
two terms t1 and t2 is calculated by Equation (3), the typical t-test estimation: 

N

ttpttp

tptpttp
ttCOR

)),(1(),(

)()(),(
),(

2121

2121
21 −⋅

⋅−
=  , 

(3) 

where p(t1, t2)= n(t1, t2)/N, and n(t1, t2) is the number of documents that contain both t1 
and t2. N is the number of documents in the corpus. 

Some features (QDIST in Table 2 and CDIST in Table 3) require calculating the 
average distance (measured in character) of two terms t1 and t2 in a document. We im-
plement it by looking for the positions of t1 occurrences in the document, summing up 
the distances between t1 and t2 in those t1 positions, and then averaging the sum of  
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Table 2. Description of query-analysis features 

Feature Description 

QCOR the co-occurrence correlations between qi and qj, i.e., COR(qi, qj) for qi, qj
∈Q 

QDIST 
the average distance between qi and qj in top 20 documents of initial retrieval result, 
for qi, qj

∈Q 

QIDF the logarithm of inverse document frequency (IDF) of qi for qi∈Q 

QMPS the maximum possible retrieval score of returned documents for Q 

QMXS the retrieval score of document with rank 1 in the initial result of Q 

QNS the number of senses of qi in WordNet, for qi
∈Q 

QNT the number of query terms, i.e., |Q| 

QPS the probability of qi being its first sense for qi
∈Q 

Table 3. Description of candidate-dependent features 

Feature Description 

CACR the average of co-occurrence correlations between ek and qi for qi
∈Q 

CCOR the co-occurrence correlation between ek and qi, i.e., COR(ek, qi) for qi
∈Q 

CCRK rank of ek in the spreading activation of Q in ConceptNet 

CCSA score of ek in the spreading activation of Q in ConceptNet 

CDIST average distance between ek and qi in top 20 documents of initial retrieval result  
of Q, for qi

∈Q 

CIDF logarithm of IDF of the candidate term ek 

CMPS the maximum possible retrieval scores for Q expanded by ek with the two weights 

CMXS the retrieval scores of documents ranked 1 in retrieved results for Q expanded by  
ek with the two weights (0.1 and 0.5) 

CNS the number of senses of ek in WordNet 

CPS the probability of ek being its first sense 

CPTD the probability of documents that contain ek in the initially retrieved top 20 
documents of Q 

CPTT the probability of ek occurrences in all terms in the initially retrieved top 20 
documents of Q 

CWRK rank of ek in the spreading activation of Q in WordNet 

CWSA score of ek in the spreading activation of Q in WordNet 

 
distances over the number of t1 occurrences. For example, suppose the positions of t1 
occurrences are (5, 66, 173) and the positions of t2 occurrences are (35, 102), then the 
average distance between t1 and t2 is (|35-5|＋|35-66|＋|102-173|)/3＝44. 
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Query-Analysis Features. Table 2 shows the query-analysis features and their de-
scriptions. As described in previous sections, some of the query-analysis features, e.g., 
QIDF, QNS and QMXS, have been shown to be correlated to difficulty of the regarded 
query Q. QMPS and QMXS utilize the retrieval scores provided by the IR system. 
QMPS is special, because it’s supported by Okapi only. The extraction of QPS relies on 
the information of sense frequency provided by WordNet. Let the frequency of the first 
sense of qi in WordNet be fi1 and the sum of frequencies of all senses of qi be fi. QPS is 
the value of (fi1 / fi) for qi ∈Q. 

Candidate-Dependent Features. Table 3 shows the candidate-dependent features. 
The extraction of CPS is similar to that of QPS of query-analysis type. CCRK, CCSA, 
CWRK and CWSA are extracted from the result of spreading activation of Q in Con-
ceptNet and in WordNet. The extraction of CMPS and CMXS is similar to that of 
QMPS and QMXS, except that the regarded query is expanded by ek with assigned 
weight. CPTD and CPTT calculate the probabilities that ek occurs in top-ranked 
documents of initial retrieval result of Q. 

5   Experiments 

5.1   Experimental Environment 

We evaluate our approach with the topics of TREC-6, TREC-7 and TREC-8, i.e., total 
150 topics. Only the title part of each topic is used to simulate short queries in web 
search. The IR system is Okapi-BM25. The words with top N activation scores in 
WordNet or ConceptNet, except those in the query, are selected as the set of candidate 
terms for each query. We use the state-of-art classification algorithm, SVM [3], for our 
coarse-grained weight classification. The default kernel function, radial basis function, 
is adopted. When TREC-6 topics are used for testing, TREC-7 and TREC-8 topics are 
for training, and vice versa. Aiming to improve retrieval performance, in the training 
phase, instances of heavy weight would cause higher misclassified penalty than those 
of light weight, and light weight ones would cause higher penalty than no weight ones. 
We adjust the penalty ratio between heavy and light weight classes (and between light 
and no weight ones) through cross-validation. 

5.2   Experiment Results and Discussions 

Number of Candidate Terms vs. Retrieval Performance. The number of candidate 
terms (the N in Subsection 5.1) is an important parameter in our approach. It reflects 
both the amount of training instances in the training stage and the number of candidate 
expansion terms for the testing (i.e. QE) stage. Table 4 shows the “upper bound” per-
formance (in average precision) of our model, which happens when the accuracy of 
weight classification is 100%, when adopting various number of candidate terms. BL is 
the result of the baseline performance, i.e. word-based document retrieval using 
Okapi-BM25 without expansion. U50 shows the upper bound performance obtained 
with N=50, and U100 represents N=100, etc. Table 4 shows that when N increases, the 
upper bound also rises. When N is equal to or larger than 100, the upper bound results 
(the bold) are higher than the best known result of the same topic set, 0.3199 in the  
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Table 4. Upper bound performance of our approach with various number of candidate terms 

Topic set BL U50 U100 U200 U300 U400 

TREC-6 0.2209 0.3383 0.3613 0.3952 0.4065 0.4011 

TREC-7 0.1637 0.2875 0.3093 0.3263 0.3370 0.3401 

TREC-8 0.2196 0.3123 0.3318 0.3516 0.3590 0.3664 

All 0.2014 0.3127 0.3341 0.3577 0.3675 0.3692 

Table 5. Retrieval performance of our approach with various number of candidate terms 

Topic set BL N50 N100 N200 N300 N400 

TREC-6 0.2209 0.2076 0.2398 0.2273 0.2350 0.2345 

TREC-7 0.1637 0.1865 0.1891 0.1955 0.1937 0.1941 

TREC-8 0.2196 0.2277 0.2362 0.2473 0.2413 0.2386 

All 0.2014 0.2073 0.2217 0.2234 0.2233 0.2224 

 
previous works [12]. It shows the potential of our model and the importance of ap-
propriate weighting method. However, taking U100 for example, 0.3341 is not the best 
performance that can be achieved by using the same set of candidate terms. We ob-
served some topics in this result perform worse than in the baseline “BL”, indicating 
that the weights of individual candidate terms are not optimal for their combination. 
This problem would be a direction of future work. 

Table 5 shows the performances of our weight classification model versus the values 
of N. The bold results are significant (with confidence over 99% by two-tailed t-test) 
improvements over the baseline. Note that we didn’t perform WSD in queries, indi-
cating that our approach is certainly feasible and effective. On the other hand, dis-
similar to the upper bound results, the performance of our model doesn’t rise when N 
increases larger than 100. The reason is that a big value of N would introduce noises in 
the training stage, decreasing the quality of training data. Therefore, we set the value of 
N to 100 in the later experiments. 

Query Difficulty vs. Suitable Weights of Candidates. We plan to observe the cor-
relation between query difficulty and suitable weights of candidate expansion terms. 
The difficulty of a query is estimated according to its baseline performance in average 
precision, i.e., the lower the average precision, the higher the difficulty. Therefore, all 
the 150 topics are sorted according to their baseline performance and divided equally 
into three sets of difficulty classes: High, Medium and Low. Each set of difficulty class 
contains 50 topics. For each topic, E is the set of candidate expansion terms, W(E) 
represents the sum of the suitable (i.e., labeled) weights of all terms in E, and Eu 
represents the subset of E that contains only useful (i.e., with positive suitable weight) 
candidates. 

Table 6 shows the mean average precision (MAP), the average W(E) and the average 
|Eu| for each difficulty class. It shows the “Medium” and the “High” difficulty classes 
have almost the same average W(E). However, the two classes are significantly distinct  
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Table 6. Statistics of query difficulty vs. weights of candidates 

Topic set MAP Average W(E) Average |Eu| 
HIGH 0.0285 13.958 49.5 
MEDIUM 0.1432 13.946 59.94 
LOW 0.4327 9.592 53.28 

 
from each other in average |Eu|, with the confidence of over 98% by two-tailed t-test. 
This result indicates that for the “High” difficulty topics, useful candidates selected 
from the two resources are much fewer than those for the “Medium” difficulty topics. 
The difference of average |Eu| between the “Low” and the “Medium” classes is not 
significant. The average W(E) of the “Low” class is significantly distinct from both of 
the “Medium” and the “High” classes. This result exhibits that the difficulty of the 
query is indeed correlated to the suitable weights of its candidate expansion terms, 
especially those selected from WordNet and ConceptNet. Overall, Table 6 brings out 
an interesting summary: the “High” and the “Medium” classes are distinct from each 
other in their average |Eu|, while the “Low” and the “Medium” classes are distinct in 
their average W(E). 

Figure 2 shows in detail the correlation between W(E) and query difficulty, in terms 
of average precision, for all the 150 topics. The “Trend ”curve shown in the figure is the 
3rd-order polynomial regression of these points. The curve shows the abstract trend that 
W(E) decreases with the increase of AP. However, W(E) varies widely between queries 
which have similar AP values. 

Influence of Query Analysis Features. As Table 6 and Figure 2 indicate the correla-
tion between query difficulty and sum of suitable weights of candidates, Table 7 shows 
the performance of our model with or without (“N100-No-QA”) query-analysis fea-
tures. Surprisingly, our approach achieves slightly higher MAP when not adopting 
query-analysis features. By observing the weight prediction result for each topic, we 
found that when adopting query-analysis features, our model tends to predict the can-
didate terms as higher-weighted for most of the topics. It may indicate a phenomenon 
of “over fitting” or that the query-analysis features are too rough to predict query dif-
ficulty. This problem requires more investigations. 

 

Fig. 2. Query difficulty vs. sum of suitable weights of candidate expansion terms 
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Table 7. Performance with or without query analysis features 

Topic set MAP N100 N100-No-QA U100 

HIGH 0.0285 0.0400 0.0394 0.1643 

MEDIUM 0.1432 0.1725 0.1760 0.3098 

LOW 0.4327 0.4526 0.4640 0.5282 

All 0.2014 0.2217 0.2264 0.3341 

6   Conclusions 

In this paper, we transform the weighting task to a coarse-grained multi-class classi-
fication. While the goal, i.e., predicting suitable weight classes for candidate expansion 
terms, is difficult and the idea of our approach is simple, we achieved significant im-
provement over the baseline, without performing WSD in queries and with a small 
amount of training queries and features. The experimental results show that we suc-
cessfully combined WordNet and ConceptNet, indicating that commonsense knowl-
edge in ConceptNet is feasible for automatic QE. 
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Abstract. In recent years, the taxonomy integration problem has obtained much
attention in many research studies. Many sorts of implicit information embed-
ded in the source taxonomy are explored to improve the integration performance.
However, the semantic information embedded in the source taxonomy has not
been discussed in the past research. In this paper, an enhanced integration ap-
proach called SFE (Semantic Feature Expansion) is proposed to exploit the se-
mantic information of the category-specific terms. From our experiments on two
hierarchical Web taxonomies, the results are positive to show that the integration
performance can be further improved with the SFE scheme.

Keywords: hierarchical taxonomy integration, semantic feature expansion,
category-specific terms, hierarchical thesauri information.

1 Introduction

In recent years, the taxonomy integration problem has obtained much attention in many
research studies (e.g. [1,2,3,4,5,6,7]). A taxonomy, or catalog, usually contains a set of
objects divided into several categories according to some classified characteristics. In
the taxonomy integration problem, the objects in a taxonomy, the source taxonomy S,
are integrated into another taxonomy, the destination taxonomy D. As shown in past
research, this problem is more than a traditional document classification problem be-
cause the implicit information in the source taxonomy can greatly help integrate source
documents into the destination taxonomy. For example, a Naive Bayes classification
approach can be enhanced with the source implicit importation to achieve accuracy
improvements [1], and SVM (Support Vector Machines) approaches have similar im-
provements [6].

The implicit source information studied in previous enhanced approaches generally
includes following features: (1) co-occurrence relationship of source objects [1,6], (2)
latent source-destination mappings [2,4], (3) inter-category centroid information [3],
and (4) parent-children relationship in the source hierarchy [5,7]. To the best of our sur-
vey, however, the semantic information embedded in the source taxonomy has not been
discussed. Since different applications have shown that the semantic information can
benefit the task performance [8,9], such information should be able to achieve similar
improvements for taxonomy integration.

H. Li et al. (Eds.): AIRS 2008, LNCS 4993, pp. 225–236, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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In this paper, we propose an enhanced integration approach by exploiting the implicit
semantic information in the source taxonomy with a semantic feature expansion (SFE)
mechanism. The basic idea behind SFE is that some semantically descriptive terms can
be found to represent a source category, and these representative terms can be further
viewed as the additional common category labels for all documents in the category.
Augmented with these additional semantic category labels, the source documents can
be more precisely integrated into the correct destination category.

To study the effectiveness of SFE, we implemented it based on a hierarchical tax-
onomy integration approach (ECI) proposed in [7] with the Maximum Entropy (ME)
model classifiers. We have conducted experiments with real-world Web catalogs from
Yahoo! and Google, and measured the integration performance with precision, recall,
and F1 measures. The results show that the SFE mechanism can further consistently
improve the integration performance of the ECI approach.

The rest of the paper is organized as follows. Section 2 describes the problem defini-
tion and Section 3 reviews previous related research. Section 4 elaborates the proposed
semantic feature expansion approach and the hierarchical integration process. Section
5 presents the experimental results, and discusses the factors that influence the experi-
ments. Section 6 concludes the paper and discusses some future directions of our work.

2 Problem Statement

Following the definitions in [7], we assume that two homogeneous hierarchical tax-
onomies, the source taxonomy S and the destination taxonomy D, participates in the
integration process. The taxonomies are said to be homogeneous if topics of two tax-
onomies are similar. The taxonomies under consideration are additionally required to
be overlapped with a significant number of common documents. In our experimental
data sets, 20.6% of the total documents (436/2117) in the Autos directory of Yahoo!
also appear in the corresponding Google directory.

The source taxonomy S has a set of m categories, or directories, S1, S2, . . . , Sm.
These categories may have subcategories, such as S1,1 and S2,1. Similarly, the destina-
tion catalog D has a set of n categories. The integration process is to directly decide the
destination category in D for each document dx in S. In this study, we allow that dx

can be integrated into multiple destination categories because a document commonly
appears in several different directories in a real-world taxonomy.

Fig. 1 depicts a typical scenario of the integration process on two hierarchical tax-
onomies. For illustration, we assume that the source category S1,1 has significantly
some overlapped documents with the destination categories D1,1 and D2,2. This means
that the documents appear in S1,1 should have similar descriptive information as the
documents in D1,1 and D2,2. Therefore, a non-overlapped document d1

x in category S1,1

should be intensively integrated into both two destination categories D1,1 and D2,2.

3 Related Research

In previous studies, different sorts of implicit information embedded in the source tax-
onomy are explored to help the integration process. As described in Section 1, these
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S1

…
Sm D1

…
DnD2

1
xd

S D

S1,1 S1,2 D1,1 D2,1 D2,2

Source Taxonomy Destination Taxonomy

Fig. 1. A typical integration scenario for two hierarchical taxonomies

implicit source features can be mainly categorized into four kinds. (1) co-occurrence
relationship of source objects, (2) latent source-destination mappings, (3) inter-category
centroid information, and (4) parent-children relationship in the source hierarchy. The
co-occurrence relationships of source objects are first studied to enhance a Naive Bayes
classifier based on an intuition that if two documents are in the same source category,
they are more likely to be in the same destination category [1]. The enhanced Naive
Bayes classifier (ENB) is shown to have more than 14% accuracy improvement on av-
erage. The work in [6] also has the similar concept in its iterative pseudo relevance feed-
back approach. As reported in [6], the enhanced SVM classifiers consistently achieve
improvements.

Latent source-destination mappings are explored in [2,4]. The cross-training (CT)
approach [2] extracts the mappings from the first semi-supervised classification phase
using the source documents as the training sets. Then the destination documents are
augmented with the latent mappings for the second semi-supervised classification phase
to complete the integration. The co-bootstrapping (CB) approach [4] exploits the pre-
dicted source-destination mappings to repeatedly refine the classifiers. The experimen-
tal results show that both CT and CB outperform ENB [2,4].

In [3], a cluster shrinkage (CS) approach is proposed in which the feature weights of
all objects in a documents category are shrunk toward the category centroid. Therefore,
the cluster-binding relationships among all documents of a category are strengthened.
The experimental results show that the CS-enhanced Transductive SVMs have signifi-
cant improvements to the original T-SVMs and consistently outperform ENB.

In [5,7], the parent-children information embedded in hierarchical taxonomies is in-
tentionally extracted. Based on the hierarchical characteristics, Wu et al. extend the CS
and CB approach to improve the integration performance. In [7], an enhanced approach
called ECI is proposed to further extract the hierarchical relationships as a conceptual
thesaurus. Their results show that the implicit hierarchical information can be effec-
tively used to boost the accuracy performance.
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The semantic information embedded in the source taxonomy has not been discussed
in past studies. This observation motivates us to study the embedded taxonomical se-
mantic information and its effectiveness.

4 Hierarchical Taxonomy Integration with Semantic Feature
Expansion

In our work, the proposed semantic feature expansion (SFE) approach is currently stud-
ied with a hierarchical taxonomy integration approach (ECI) to further study the hi-
erarchical integration problem. The Maximum Entropy (ME) model is used because
of its prominent performance in many tasks, such as natural language processing [10]
and flattened taxonomy integration [5]. In the following, the ME model and the ECI
approach are introduced first. Then, SFE is presented in detail.

4.1 The Maximum Entropy Model

Here we briefly describe the ME model according to [10] where more details can be
found. In ME, the entropy H(p) for a conditional distribution p(y|x) is used to measure
the uniformity of p(y|x), where y is an instance of all outcomes Y in a random process
and x denotes a contextual environment of the contextual space X , or the history space.
To express the relationship between x and y, we can have an indicator function f(x, y)
(usually known as feature function) defined as

f(x, y) =
{

1 if (x, y) has the defined relationship
0 else

(1)

The entropy H(p) is defined by

H(p) = −
∑

x∈X

p(y|x) log p(y|x) (2)

The Maximum Entropy Principle is to find a probability model p∗ ∈ C such that

p∗ = argmax
p∈C

H(p) (3)

where C is a set of allowed conditional probabilities. However, there are two constraints:

Ep̃{f} = Ep{f} (4)

and ∑

y∈Y

p(y|x) = 1 (5)

where Ep̃{f} is the expected value of f with the empirical distribution p̃(x, y) as de-
fined in Equation 6 and Ep{f} is the observed expectation of f with the observed
distribution p̃(x) from the training data as defined in Equation 7.

Ep̃{f} ≡
∑

x,y

p̃(x, y)f(x, y) (6)
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Ep{f} ≡
∑

x,y

p̃(x)p(y|x)f(x, y) (7)

As indicated in [10], the conditional probability p(y|x) can be computed by

p(y|x) =
1

z(x)
exp

(
∑

i

λifi(x, y)

)
(8)

where λi is the Lagrange multiplier for featurefi, and z(x) is defined as

z(x) =
∑

y

exp

(
∑

i

λifi(x, y)

)
(9)

With the improved iterative scaling (IIS) algorithm [10,11], the λi values can be esti-
mated. Then the classifiers are built according to the ME model and the training data.

4.2 The ECI Integration Schemes

In ECI, the conceptual relationships (category labels) is first extracted from the hierar-
chical taxonomy structure as a thesaurus [7]. Then the features of each document are
extended with the thesaurus by adding the weighted label features. A weighting for-
mula is designed to control the impact of the semantic concepts of each hierarchical
level. Equation 10 calculates the ECI feature weight fe

x,d of each term x in document
d, where Li is the relevant label weight assigned as 1/2i with an i-level depth, fx,d is
the original weight, and λ is used to control the magnitude relation. The weight fx,d

is assigned by TFx/
∑

TFi, where TFx is the term frequency of x, and i denotes the
number of the stemmed terms in each document. The label weight Li of each thesaurus
is exponentially decreased and accumulated based on the increased levels.

fe
x,d = λ × Lx∑n

i=0 Li
+ (1 − λ) × fx,d (10)

Table 1 shows the label weights of different levels, where L0 is the document level,
L1 is one level upper, and so on to Ln for n levels upper. To build the enhanced classi-
fiers for destination categories, the same enhancement on hierarchical label information
is also applied to the destination taxonomy to strengthen the discriminative power of
the classifiers.

4.3 Semantic Feature Expansion

To further improve the integration performance, the semantic information of inter-
taxonomy documents is explored in the proposed approach to perform semantic feature
expansion (SFE). The main idea is to augment the feature space of each document with
representative topic words. As noted in [12], the hypernyms of documents can be con-
sidered as the candidates of the representative topic words for the documents. Hereby,
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Table 1. The weights assigned for different labels

Hierarchical Level Label Weight
Document Level (L0) 1/20

One Level Upper (L1) 1/21

Two Levels Upper (L2) 1/22

...
...

n Levels Upper (Ln) 1/2n

SFE adopts the similar approach as in [12] to first select important term features from
the documents and then decide the representative topic terms from hypernyms.

According to previous studies [12,13,14], although the χ2-test (chi-square) method
is very effective in feature selection for text classification, it cannot differentiate nega-
tively related terms from positively related ones. For a term t and a category c, their χ2

measure is defined as:

χ2(t, c) =
N × (N+

T × N−
T − N+

F × N−
F )2

(N+
T + N−

F )(N+
F + N−

T )(N+
T + N+

F )(N−
F + N−

T )
(11)

where N is the total number of the documents, N+
T (N+

F ) is the number of the doc-
uments of category c (other categories) containing the term t, and N−

T (N−
F ) is the

number of the documents of category c (other categories) not containing the term t.
Therefore, the correlation coefficient (CC) method is suggested to filter out the neg-

atively related terms [12,13]. Since N is the same for each term, we can omit it and get
the following equation to calculate the CC value for each term:

CC(t, c) =
(N+

T × N−
T − N+

F × N−
F )√

(N+
T + N−

F )(N+
F + N−

T )(N+
T + N+

F )(N−
F + N−

T )
(12)

Since the categories in a taxonomy are in a hierarchical relationship, SFE only considers
the categories of the same parent in the CC method.

Then five terms with the highest CC values are selected to perform semantic feature
expansion. As indicated by [12,13], the terms selected with CC are highly representative
for a category. However, the category-specific terms of a source category may not be
topic-genetic to the corresponding destination category. Therefore, SFE uses them as
the basis to find more topic-indicative terms for each category.

Some lexical dictionaries, such as InfoMap [15] and WordNet [16], can be used to
extract the hypernyms of the category-specific terms to get the topic indicative features
of a category. For example, if a category has the following five category-specific terms:
output, signal, circuit, input, and frequency, SFE gets the following hypernyms from
InfoMap: signal, signaling, sign, communication, abstraction, relation, etc. These hy-
pernyms are more topic-generic than the category specific terms. Then SFE calculates
the weight HWx of each extracted hypernym x by

HWx =
HF x

n∑
i=1

HF i

(13)
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Table 2. The experimental categories and the numbers of the documents

Yahoo! |Y-G| |Y Class| |Y Test| Google |G-Y| |G Class| |G Test|
Autos /automotive/ 1681 24 436 /autos/ 1096 12 426
Movies /movies film/ 7255 27 1344 /movies/ 5188 26 1422
Outdoors /outdoors/ 1579 19 210 /outdoors/ 2396 16 208
Photo /photography/ 1304 23 218 /photography/ 615 9 235
Software /software/ 1876 15 691 /software/ 5829 27 641
Total 13695 108 2918 15124 90 2932

where HFx is the term frequency of x, and i denotes the number of the hypernyms in
each category.

For each document dk, its SFE feature vector sfk is changed by extending Equa-
tion 10 as follows:

sfk = λ × lk + (1 − λ)
[
α × hk + (1 − α) × fk

]
(14)

where lk denotes the feature vector of the hierarchical thesaurus information computed
from the left term of Equation 10, hk denotes the feature vector of the topic-generic
terms of the category computed from Equation 13), and fk denotes the original feature
vector of the document derived from the right term of Equation 10.

5 Experimental Analysis

We have conducted experiments with real-world catalogs from Yahoo! and Google to
study the performance of the SFE scheme with an Maximum Entropy classification tool
from Edinburgh University (ver. 20041229) [17]. Two versions were implemented. The
baseline is ME with ECI (ECI-ME), and the other is ME with ECI and SFE (SFE-ME).
We measured three scores with different λ and α settings: precision, recall, and F1 mea-
sures. The experimental results show that SFE-ME can effectively improve the integra-
tion performance. In precision and recall, SFE-ME outperforms ECI-ME in more than
70% of all cases. SFE-ME can also achieve the best recall and precision performance.
In F1 measures, SFE-ME outperforms ECI-ME in nearly all the cases. The experiments
are detailed in the following. Due to the paper length limitation, this paper only reports
part of our results of integrating Google taxonomies into Yahoo! taxonomies.

5.1 Data Sets

In the experiments, five directories from Yahoo! and Google were extracted to form two
experimental taxonomies (Y and G). Table 2 shows these directories and the number of
the extracted documents after ignoring the documents that could not be retrieved. As
in previous studies [1,2,7], the documents appearing in only one category were used
as the training data (|Y-G| and |G-Y|), and the common documents were used as the
testing data (|Y Test| and |G Test|). Since some documents may appear in more than
one category in a taxonomy, |Y Test| is slightly different with |G Test|. For simplicity
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Table 3. The macro-averaged recall (MaR) measures of ECI-ME and SFE-ME from Google to
Yahoo!

ECI-ME SFE-ME (α = 0.4)
λd=0.10 λd=0.30 λd=0.50 λd=0.70 λd=0.90 λd=0.10 λd=0.30 λd=0.50 λd=0.70 λd=0.90

λs=0.10 0.8023 0.7491 0.7320 0.7334 0.7175 0.8935 0.8618 0.8500 0.8489 0.8678
λs=0.20 0.7636 0.7342 0.7274 0.7331 0.7192 0.7867 0.7845 0.7769 0.7742 0.7950
λs=0.30 0.7481 0.7336 0.7315 0.7333 0.7210 0.7347 0.7501 0.7511 0.7476 0.7539
λs=0.40 0.7422 0.7329 0.7283 0.7313 0.7197 0.7185 0.7367 0.7403 0.7374 0.7398
λs=0.50 0.7362 0.7299 0.7272 0.7301 0.7204 0.7085 0.7310 0.7340 0.7337 0.7346
λs=0.60 0.7317 0.7261 0.7262 0.7292 0.7207 0.7081 0.7284 0.7338 0.7338 0.7338
λs=0.70 0.7262 0.7242 0.7233 0.7263 0.7191 0.6941 0.7227 0.7333 0.7338 0.7338
λs=0.80 0.7231 0.7205 0.7232 0.7253 0.7235 0.6922 0.7208 0.7277 0.7304 0.7338
λs=0.90 0.7192 0.7205 0.7191 0.7262 0.7243 0.6922 0.7146 0.7224 0.7275 0.7304
λs=1.00 0.7186 0.7200 0.7181 0.7216 0.7211 0.7020 0.7138 0.7214 0.7223 0.7243

consideration, the level of each hierarchy was controlled to be at most three in the
experiments. If the number of the documents of a certain subcategory is less than 10,
the subcategory would be merged upward to its parent category.

Before the integration, we used the stopword list in [18] to remove the stopwords,
and the Porter algorithm [19] for stemming. In the integration process, we allow that
each source document dx can be integrated into multiple destination categories (one-
to-many) as what we can find in real-world taxonomies. Different λ values from 0.1 to
1.0 were applied to the source taxonomy (λs) and the destination taxonomy (λd). To
both taxonomies, the same α value ranging from 0.1 to 1.0 was applied for semantic
feature expansion. The lexical dictionary used in the experiments was InfoMap [15]
to get hypernyms. As reported in [12], we believe that WordNet will result in similar
hypernym performance.

In the experiments, we measured the integration performance of ECI-ME and SFE-
ME in six scores: macro-averaged recall (MaR), micro-averaged recall (MiR), macro-
averaged precision (MaP), micro-averaged precision (MiP), macro-averaged F1

measure (MaF) and micro-averaged F1 measure (MiF). The standard F1 measure is
defined as the harmonic mean of recall and precision: F1 = 2rp/(r + p), where re-
call is computed as r = correctly integrated documents

all test documents and precision is computed as
p = correctly integrated documents

all predicted positive documents . The micro-averaged scores were measured by com-
puting the scores globally over all categories in five directories. The macro-averaged
scores were measured by first computing the scores for each individual category, and
then averaging these scores. The recall measures are used to reflect the traditional per-
formance measurements on integration accuracy. The precision measures show the de-
grees of false integration. The standard F1 measures show the compromised scores
between recall and precision.

5.2 Experimental Results and Discussion

Although we have measured the integration performance with different λ values, this
paper only lists part of the results in which λd is 0.1, 0.3, 0.5, 0.7, and 0.9, respectively.
Considering α, we have also measured the integration performance with different values
ranging from 0.1 to 1.0. When α is between 0.2 to 0.5, SFE-ME is superior to ECI-ME.
Here we only report the α = 0.4 case to save paper space.
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Table 4. The micro-averaged recall (MiR) measures of ECI-ME and SFE-ME from Google to
Yahoo!

ECI-ME SFE-ME (α = 0.4)
λd=0.10 λd=0.30 λd=0.50 λd=0.70 λd=0.90 λd=0.10 λd=0.30 λd=0.50 λd=0.70 λd=0.90

λs=0.10 0.8561 0.7999 0.7873 0.7945 0.7718 0.9301 0.9096 0.8972 0.8969 0.9109
λs=0.20 0.8174 0.7807 0.7770 0.7934 0.7732 0.8369 0.8400 0.8325 0.8133 0.8284
λs=0.30 0.7989 0.7797 0.7787 0.7907 0.7746 0.7838 0.8030 0.8058 0.7921 0.7962
λs=0.40 0.7921 0.7797 0.7777 0.7873 0.7742 0.7698 0.7831 0.7917 0.7835 0.7849
λs=0.50 0.7866 0.7787 0.7773 0.7862 0.7746 0.7640 0.7804 0.7821 0.7814 0.7825
λs=0.60 0.7801 0.7773 0.7770 0.7859 0.7742 0.7650 0.7790 0.7818 0.7818 0.7818
λs=0.70 0.7780 0.7766 0.7760 0.7831 0.7739 0.7585 0.7756 0.7814 0.7818 0.7818
λs=0.80 0.7763 0.7739 0.7760 0.7828 0.7763 0.7575 0.7746 0.7780 0.7790 0.7818
λs=0.90 0.7736 0.7739 0.7732 0.7831 0.7766 0.7575 0.7715 0.7760 0.7777 0.7790
λs=1.00 0.7729 0.7736 0.7725 0.7801 0.7749 0.7619 0.7715 0.7753 0.7753 0.7766

Table 5. The macro-averaged precision (MaP) measures of ECI-ME and SFE-ME from Google
to Yahoo!

ECI-ME SFE-ME (α = 0.4)
λd=0.10 λd=0.30 λd=0.50 λd=0.70 λd=0.90 λd=0.10 λd=0.30 λd=0.50 λd=0.70 λd=0.90

λs=0.10 0.1936 0.3273 0.3356 0.3426 0.3425 0.2122 0.2980 0.3139 0.3158 0.3557
λs=0.20 0.3491 0.3482 0.3475 0.3459 0.3559 0.3664 0.3696 0.3572 0.3477 0.3510
λs=0.30 0.3890 0.3537 0.3486 0.3460 0.3547 0.4707 0.3960 0.3793 0.3523 0.3486
λs=0.40 0.4090 0.3613 0.3497 0.3482 0.3543 0.5794 0.4137 0.3797 0.3723 0.3531
λs=0.50 0.4253 0.3657 0.3515 0.3521 0.3560 0.6279 0.4649 0.3971 0.3778 0.3552
λs=0.60 0.4373 0.3734 0.3565 0.3588 0.3603 0.6613 0.4918 0.4192 0.3556 0.3624
λs=0.70 0.4455 0.3811 0.3611 0.3681 0.3655 0.6600 0.5592 0.4397 0.3663 0.3916
λs=0.80 0.4532 0.3876 0.3686 0.3735 0.3559 0.6607 0.6403 0.4872 0.3876 0.3333
λs=0.90 0.4548 0.3904 0.3747 0.3853 0.3607 0.6636 0.6543 0.5738 0.4321 0.3548
λs=1.00 0.4565 0.4125 0.3862 0.4070 0.3625 0.6662 0.6575 0.5955 0.5043 0.4304

Table 6. The micro-averaged precision (MiP) measures of ECI-ME and SFE-ME from Google to
Yahoo!

ECI-ME SFE-ME (α = 0.4)
λd=0.10 λd=0.30 λd=0.50 λd=0.70 λd=0.90 λd=0.10 λd=0.30 λd=0.50 λd=0.70 λd=0.90

λs=0.10 0.1156 0.2504 0.2715 0.2740 0.2817 0.1205 0.2835 0.3099 0.2782 0.3687
λs=0.20 0.2253 0.3018 0.2947 0.2822 0.3080 0.1569 0.3661 0.3570 0.3504 0.3629
λs=0.30 0.2741 0.3170 0.2984 0.2858 0.3107 0.2737 0.3777 0.3946 0.3515 0.3642
λs=0.40 0.3136 0.3329 0.3002 0.2897 0.3115 0.4721 0.3834 0.3776 0.3866 0.3688
λs=0.50 0.3494 0.3390 0.3033 0.2965 0.3135 0.5581 0.4556 0.3862 0.3879 0.3666
λs=0.60 0.3763 0.3475 0.3101 0.3101 0.3199 0.6061 0.4663 0.4032 0.3147 0.3700
λs=0.70 0.3906 0.3583 0.3192 0.3336 0.3317 0.6041 0.4924 0.3952 0.3180 0.4151
λs=0.80 0.3966 0.3759 0.3334 0.3485 0.3414 0.6016 0.5824 0.4335 0.3229 0.3452
λs=0.90 0.3987 0.3826 0.3402 0.3734 0.3540 0.6078 0.5871 0.4726 0.3509 0.3800
λs=1.00 0.3992 0.4332 0.3772 0.4198 0.3568 0.5999 0.5894 0.4937 0.3879 0.3974

Table 3 and Table 4 show the macro-averaged and micro-averaged recall results of
ECI-ME and SFE-ME in different λ settings. Table 5 and Table 6 show the macro-
averaged and micro-averaged precision results of ECI-ME and SFE-ME in different λ
settings. Table 7 and Table 8 show the macro-averaged and micro-averaged F1 measure
results of ECI-ME and SFE-ME in different λ settings.

From Table 3 and Table 4, we can notice that SFE-ME is superior to ECI-ME in
more than 75% of all MaR scores and in more than 60% of all MiR scores. Among
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Table 7. The macro-averaged F1 (MaF) measures of ECI-ME and SFE-ME from Google to
Yahoo!

ECI-ME SFE-ME (α = 0.4)
λd=0.10 λd=0.30 λd=0.50 λd=0.70 λd=0.90 λd=0.10 λd=0.30 λd=0.50 λd=0.70 λd=0.90

λs=0.10 0.3119 0.4556 0.4602 0.4670 0.4637 0.3430 0.4428 0.4585 0.4603 0.5046
λs=0.20 0.4792 0.4724 0.4703 0.4700 0.4761 0.5000 0.5025 0.4894 0.4799 0.4870
λs=0.30 0.5118 0.4773 0.4722 0.4702 0.4755 0.5738 0.5184 0.5041 0.4789 0.4767
λs=0.40 0.5274 0.4840 0.4725 0.4718 0.4748 0.6415 0.5299 0.5020 0.4948 0.4780
λs=0.50 0.5391 0.4872 0.4739 0.4751 0.4765 0.6658 0.5684 0.5154 0.4988 0.4789
λs=0.60 0.5475 0.4932 0.4782 0.4810 0.4804 0.6839 0.5871 0.5336 0.4790 0.4852
λs=0.70 0.5522 0.4994 0.4817 0.4886 0.4847 0.6766 0.6305 0.5497 0.4887 0.5106
λs=0.80 0.5572 0.5040 0.4884 0.4931 0.4771 0.6761 0.6782 0.5836 0.5065 0.4584
λs=0.90 0.5572 0.5064 0.4927 0.5035 0.4816 0.6776 0.6831 0.6396 0.5422 0.4776
λs=1.00 0.5583 0.5245 0.5022 0.5205 0.4825 0.6836 0.6845 0.6525 0.5939 0.5399

Table 8. The micro-averaged F1 (MiF) measures of ECI-ME and SFE-ME from Google to
Yahoo!

ECI-ME SFE-ME (α = 0.4)
λd=0.10 λd=0.30 λd=0.50 λd=0.70 λd=0.90 λd=0.10 λd=0.30 λd=0.50 λd=0.70 λd=0.90

λs=0.10 0.2037 0.3814 0.4037 0.4075 0.4128 0.2133 0.4322 0.4607 0.4246 0.5249
λs=0.20 0.3533 0.4353 0.4273 0.4163 0.4406 0.2642 0.5099 0.4997 0.4897 0.5047
λs=0.30 0.4082 0.4508 0.4314 0.4199 0.4435 0.4058 0.5138 0.5298 0.4869 0.4998
λs=0.40 0.4493 0.4666 0.4332 0.4236 0.4443 0.5852 0.5148 0.5113 0.5177 0.5018
λs=0.50 0.4838 0.4723 0.4363 0.4306 0.4463 0.6450 0.5753 0.5170 0.5184 0.4993
λs=0.60 0.5077 0.4803 0.4433 0.4447 0.4527 0.6764 0.5834 0.5320 0.4487 0.5023
λs=0.70 0.5201 0.4904 0.4523 0.4679 0.4644 0.6725 0.6024 0.5249 0.4521 0.5422
λs=0.80 0.5250 0.5060 0.4664 0.4823 0.4742 0.6706 0.6649 0.5568 0.4565 0.4789
λs=0.90 0.5262 0.5121 0.4725 0.5057 0.4863 0.6744 0.6668 0.5874 0.4835 0.5108
λs=1.00 0.5264 0.5554 0.5069 0.5458 0.4887 0.6713 0.6682 0.6032 0.5171 0.5257

these cases, SFE-ME can achieve the best MaR of 0.8915 and the best MiR of 0.9301
when λs = 0.1 and λd = 0.1. When λd = 0.1 and λs ≥ 0.3, ECI-ME outperforms
SFE-ME. It appears that the imbalanced weighting between λd and λs seriously impairs
the SFE improvement.

From Table 5 and Table 6, we can notice that SFE-ME is superior to ECI-ME in more
than 80% of all MaP and MiP scores. Among these cases, SFE-ME can achieve the best
MaR of 0.6662 λs = 1.0 and λd = 0.1 and the best MiR of 0.6078 when λs = 0.9 and
λd = 0.1. It appears that if the portion of the mis-integrated documents is reduced, SFE
has lower recall scores but better precision performance.

For many applications, a compromised performance may be required with a high F1

score. From Table 7 and Table 8, we can notice that SFE-ME is superior to ECI-ME in
88% of all MaF and MiF scores. In our experiments with α = 0.4, SFE-ME achieves
the best MaF (0.6839) and the best MiF (0.6764) when λs = 0.6 and λd = 0.1. It
reveals that the SFE scheme can mostly get more balanced improvements in both recall
and precision considerations.

We have also measured these six scores for the λs = 0.0, λd = 0.0, and α = 0.0
case which means that the integration is performed by only ME without ECI and SFE
enhancements. In this configuration, ME can achieve the highest MaR (0.9578) and
MiR (0.9616) but with very low MaP (0.0111) and MiP (0.0111). Its MaF and MiF are
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0.022 and 0.0219, respectively. Although ME can get the best recall performance, it
allows many documents of other categories to be mis-integrated.

The experimental results are positive to show that SFE-ME can get more improved in-
tegration performance with the SFE scheme. Compared with ECI-ME, SFE-ME shows
that the semantic information of the hypernyms of the category-specific terms can be
used to facilitate the integration process between two hierarchical taxonomies.

6 Conclusions

In recent years, the taxonomy integration problem has been progressively studied for
integrating two homogeneous hierarchical taxonomies. Many sorts of implicit informa-
tion embedded in the source taxonomy are explored to improve the integration perfor-
mance. However, the semantic information embedded in the source taxonomy has not
been discussed in the past research.

In this paper, an enhanced integration approach (SFE) is proposed to exploit the
semantic information of the hypernyms of the category-specific terms. Augmented with
these additional semantic category features, the source documents can be more precisely
integrated into the correct destination category in the experiments. The experimental
results show that SFE-ME can achieve the best macro-averaged F1 score and the best
micro-averaged F1 score. The results also show that the SFE scheme can get precision
and recall enhancements in a significant portion of call cases.

There are still some issues left for further discussion. For example, we do not yet
clearly know whether SFE can be applied to other classification schemes, such as SVM
and NB. In addition, an open issue is whethere there is other implicit information
embedded in the source taxonomy with more powerful discriminative capability. We
believe that the integration performance can be further improved with appropriate as-
sistance of more effective auxiliary information and advanced classifiers.
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Abstract. In the Internet environment, ontology heterogeneity is inevitable due 
to many coexistent ontologies. Ontology alignment is a popular approach to 
resolve ontology heterogeneity. Ontology alignment establishes the relation 
between entities by computing their semantic similarities using local or/and 
non-local contexts of entities. Besides local and non-local context of entities, the 
relations between two ontologies are helpful for computing their semantic 
similarity in many situations. The aim of this article is to improve the 
performance of ontology alignment by using these relations in similarity 
computing. A hierarchical Ontology Model (HOM) which describes these 
relations formally is proposed followed by HOM-Matching, an algorithm based 
on HOM. It makes use of the relations between ontologies to compute semantic 
similarity. Two groups of experiments are conducted for algorithm validation 
and parameters optimization. 

1   Introduction 

Ontologies—an explicit specification of a conceptualization [1]—facilitate knowledge 
sharing and semantic interoperability between different systems. However, in the 
Semantic Web environment, data come from different ontologies, and information 
processing across ontologies is impossible without knowing the semantic mappings 
between them. Ontology alignment or ontology mapping[2-4]establishes relationships 
between entities in different ontologies according to semantic similarities between 
them. Most available approaches used local or/and non-local contexts of entities within 
ontology to compute semantic similarity. Besides those information, the relations 
between ontologies are helpful for computing the semantic similarity between different 
ontology entities. 

For example, suppose two ontologies
1 2,O O , 1O is the Economy ontology, 2O is 

Transportation ontology, and both of them extend Mid-Level-Ontology. 
Mid-Level-Ontology provides much heuristic information to align

1 2,O O . 

In this article, we focus on aligning ontologies utilizing the relations between them. 
The goal of our approach is not to provide a complete solution to automated ontology 
alignment but rather to augment existing methods by determining additional possible 
points of semantic similarity between ontology entitiese. To begin with, we propose a 
hierarchical ontology model (HOM) to express the relation between ontologies 
formally. Based on HOM, we present an algorithm HOM-Matching, which utilizes 
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these relations in computing similarity between ontology entities. Given a pair of 
entities, similarity computation consists of four steps: 1) identifying their tracks; 2) 
obtaining LUBC (Least Upper Bound Concept) of entity pair; 3) identifying different 
partition of the revised tracks of concepts; 4) computing external structure similarity. 

The rest of this paper is organized as follows. Section 2 reviews the related works. The 
hierarchical ontology model is expounded in section 3. The detail of HOM-Matching is 
presented in section 4. And section 5 gives some experiments and analysis of their results. 
Finally conclusion was made in section 6. 

2   Related works 

In different context, there are different methods to compute similarity during ontology 
alignment. J. Euzenat etc.[2] classified them as six categories, namely terminological, 
internal structure comparison, external structure comparison, extensional comparison 
and semantic comparison.  

The semi-automated approaches of ontology alignment that do exist today such as 
PROMPT[5] and Chimaera[6] analyze only local context in ontology structure, i.e. 
given two similar classes, the algorithms consider classes and slots that are directly 
related to the classes in question. External structure comparison compares the relations 
of the entities with other entities. Rose Dieng [7] describes ontology as conceptual 
graph, and matches conceptual graphs by comparing super-classes and subclasses. 
Steffen Staab[8] computes the dissimilarity between two taxonomies by comparing for 
each class the labels of their superclasses and subclasses. Anchor-Prompt[9] uses a 
bounded path comparison algorithm with the originality that anchor points can be 
provided by the users as a partial alignment. Anchor-PROMPT takes as input a set of 
anchors—pairs of related terms defined by the user or automatically identified by lexical 
matching. Anchor-PROMPT treated ontology as a graph which represents classes as 
nodes and slots as links. The algorithm analyzes the paths in the sub-graph limited by the 
anchors, and determines which classes frequently appear in similar positions on similar 
paths. These classes are likely to represent semantically similar concepts. 

To align two representations of anatomy at the lexical and structural level, Songmao 
Zhang[10] presented a novel method. They considered alignment consists of the 
following four steps: 1) acquiring terms, 2) identifying anchors (i.e., shared concepts) 
lexically, 3) acquiring explicit and implicit semantic relations, and 4) identifying anchors 
structurally. Their method aligned the representations using the shared concepts. 

Bernstein and colleagues created the SimPack framework[11] that uses a set of 
similarity measures to calculate the similarity of different concepts. SemMF[12] 
describes three kinds of concept matching techniques implemented: the string matcher, 
the numeric matcher, and the taxonomic matcher exploiting a concept hierarchy. The 
taxonomic matcher computes the similarity between two concepts c1 and c2 based on 
the distance dc(c1, c2) between them, which represents the path over the closest 
common parent (ccp). And it presented two alternative calculators to compute the 
distance. Mark Hefke and colleagues[13] present the conceptual basis and a prototypical 
implementation of a software framework for syntactical and semantic similarities 
between ontology instances. They calculated the taxonomic similarity of two instances 
by looking at the relative taxonomic position of the concepts of the regarded instances. 
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HOM-Matching, which we present here, complements these approaches by 
analyzing the relations between aligned ontologies, and by providing additional 
suggestions for possible matching terms. 

3   Hierarchical Ontology Model (HOM) 

Category theory, which is independent of special model and language, is a useful tools 
to express ontology[14-16]. In this section, we illustrate hierarchical ontology model 
(HOM), which formally describes the relations between ontologies sharing same 
imported ontologies, with category theory firstly. First of all, we give the definition of 
ontology formally. 

Definition 1 Ontology (O). Ontology is 4-tuple : ( , , )O = C
CC R H ,A , consisting of two 

disjoint sets C and CR , whose elements are called concepts and relation identifiers, 

respectively, a concept hierarchy CH : CH is a directed, transitive relation, 

⊆ ×CH C C ,which is also called concept taxonomy. 1 2( , )C CCH  means that 1C is a 

super-concept of 2C , and a set of axioms A , whose elements characterize the relations. 

It is obvious that C
CH R⊆ . Therefore we denote ontology as 3-tuple : ( , , )O = CC R A  

unless focusing on hierarchy 

Definition 2 Ontology Model (OM). Ontology Model is a tuple : ( , )OM = OO R , 

where:  
O is the set of ontologies used in the model; 

⊆ ×OR O O is binary relations on O .  

We take hierarchical relation HR  into account. ⊆H OR R , which is defined as follows. 

Definition 3 Hierarchical Relation ( HR ). Given two ontologies 

1 ( , , )O =
11 c 1C R A , 2 ( , , )O =

22 c 2C R A and any formula F , 1 2( , )O O ∈ HR , if and only if: TP1 PT 

 (1) ⊆1 2C C   

 (2) ⊆
1 2C CR R  

 (3) ⇒1 2A F A F  

Formula (3) means that any formula inferred from Axioms 1A  can also be inferred 

from Axiom 2A . 

Definition 4 Hierarchical Ontology Model (HOM). : ( , )HOM = HO R  is a 

hierarchical ontology model, if HR  are the relation defined as definition 3.  

Definition 5 Common Ancestor (CA). Given two ontologies 1 ( , , )O =
11 c 1C R A , 

2 ( , , )O =
22 c 2C R A , 1 2| ( , ) ( , )H HO R O O R O O∧CA= { } . That’s to say, CA  is the set of 

share imported ontologies of 1 2,O O .  

                                                           
TP

1
PT “ A F ” denotes formula F can be inferred from axioms A;”⇒ ” is logical implication. 
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Definition 6 Least Upper Bound Concept of Concept Pair (LUBC). Given a pair of 
concepts, 1C in 1 ( , , , )O =

H

C
1 C 1 1 1C R H A  and 2C  in 2 2( , , , )O =

H

C
2 C 2 2C R H A , the LUBC of 

1 2,C C  is the concept that satisfying following conditions: 

 (1) 1 1 2 2( , ) ( , )
H HC CR LUBC C R LUBC C∧  

 (2) 
' ' '

1 1 2 2

' '
1 2 '

, ( , ) ( , )

, ' ( , ) ( , )
H H

H

C C

C

LUBC R LUBC C R LUBC C

O O CA O O R LUBC LUBC

∀ ∧

⇒ ∃ ∈ ∧
 

And 'O  is called LCA (latest Common Ancestor) of 1 2,C C . In context shown as figure 

1, LCA of 1 2,C C  is CA and the LUBC of 1 2,C C  is 'C . While we compute external 

structure similarity between a pair of concepts, we consider LUBC as the anchor. 
Taking LUBC into account, we revise the definition of Track of concept. 

4   HOM-Matching 

4.1   Additional Definitions  

Before giving the algorithm of computing similarity, we present some related 
definitions in addition.  

Definition 7 Track of Concept. Given a concept C  in ( , , , )O =
H

C
CC R H A ,  the Track 

of C  is the path from C  to the root of ontology tree along CH . In figure 1, the track of 

1C  in 1O  is 1, , , ', '',C Ca Cb C C Cr . 

 

Fig. 1. LCA, LUBC and the Track of concept 

Taking LUBC into account, we revise the definition of Track of concept. 

Definition 8 Revised Track of Concept. Given a pair of concepts 1 2,C C , the revised 

track of them is the sub-sequence of their tracks from themselves to their LUBC. In 
context shown as figure 1, the revised track of 1C  with 2C  is 1, , , 'C Ca Cb C . 

As shown in figure 1, the revised track is partitioned into two parts: revised Track in 
LCA, whose element is defined by LCA originally; and revised Track out LCA, the rest 
sequence. In example shown as figure 1, the revised Track of 1C  with 2C  in LCA is 

',Cb C  and the track out LCA is 1, ,C Ca Cb . 

Computing external structure similarity between entities is based on the position of 
entities within their hierarchies. There are many methods to compute the similarity.  
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The structural topological dissimilarity sδ P
[17]

P on a domain presented by Valtchev 
follows the graph distance. And Mädche and ZachariasP[13]

P described the upward cotopy 
distance for computing the similarity between entities. These measures can be applied 
as such in the context of ontology alignment since the ontologies are supposed to share 
the same taxonomy H . In this paper, we revise the similarity used in SemMFP[16]P, 
where the similarity is calculated based on the path. 

The concept similarity is defined as: 1 2 1 2( , ) 1 ( , )sim C C dc C C= − within a single 

ontology. Similarity between two concepts from different ontologies is defined 
as: 1 2 1 2( , ) ( , )* ( , )sim C C sim C LUBC sim C LUBC= with the help of their LUBC. 

Therefore the similarity between two given concepts in different hierarchy is calculated as: 

1 2 1 1 2 2( , ) (1 ( , ))*(1 ( , ))c cSim C C d C LUBC d C LUBC= − − , where semantic 

distances ( , )cd C LUBC  are calculated with: 

1 1 2 2* *
( , )

( )c

P P
d C LUBC

L N

λ λ+
=  

where ( )L N represents length of the track of concept and 1λ is the weight for revised 
track in LCA ; 2λ is the weight for revised track out of LCA; 1P  is the length of revised 
track in LCA; 2P  is the length of the revised track out of LCA. To ensure 

1 21 ( , ) 0Sim C C> > , the parameters’ scope are set as 1 21 , 0λ λ> > . This formula 
implies that the semantic distance between concept and LUBC increases and semantic 
similarity decreases with the length of revised track of concepts. 

4.2   Algorithm  

In this section, we proposed the related algorithm for computing the similarity using 
LUBC. Figure 2 shows the detail of the algorithm. 

Algorithm 1. Calculating semantic similarity between two concepts in different 
ontologies 

ComputeSimilarity(Concept C1,Ontology O1,Concept C2,Ontology O2) : Similarity 
Sim 
1: Get the track of C1 in ontology O1 
2: Get the track of C2 in ontology O3 
3: Get the Common Ancestor Concepts (CAC) of C1,C2  
4: LUBC=thing 
5: Foreach concept LUBC’ in CAC do
6:       If LUBC is parent LUBC’ then
7:      LUBC=LUBC’ 
8:       endif
9:   endfor 
10: Get the Latest Common Ancestor LCA 
11: D1=Distance(C1,LUBC,O1,LCA) 
12: D2=Distance(C2,LUBC,O2,LCA) 
13: S=(1-D1)*(1-D2) 
14: Return S 

 

Fig. 2. Algorithm of Similarity Calculation 
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Algorithm 2. Computing distance between two entities within ontology 
Distance( Concept C, Concept LUBC, Ontology O, OntologyLCA): Distance D 
1: Get RevisedTrack of C with LUBC 
2: Foreach concept RC in RevisedTrack do
3:       If RC in LCA then 
4:         1 / (D D L N )
5:       Else
6:        2 / ( )D D L N
7:      Endif
8: Endfor
9: Return D

 

Fig. 3. Algorithm of Semantic Distance Calculation 

The algorithm computes the Tracks of the concepts respectively. Then LUBC and 
LCA of concept pair are calculated. Based on these, the distances between concepts and 
LUBC are accumulated along the revised track of the concept respectively. Finally, we 
get the similarity across ontologies based on these distances. 

5   Evaluation 

Our approach is to facilitate ontology alignment and improve its performance. In this 
section, we conduct two groups of experiments to validate our algorithm’s efficiency 
and optimize the parameters of our algorithms. 

5.1   Measure and Evaluation Scenarios 

Standard information retrieval metrics are adopted to evaluate the performance of 
alignment: 

#   
Precision  = 

#  

correct found mappings
p

found mappings
 

#   
Recall   

#  

correct found mappings
r

existing mappings
=  

2
F-Measure   

pr
f

p r
=

+
ψ

Precision is the ratio of correct found mappings to found mappings; Recall is the ratio 
of correct found mappings to existing mappings; F-Measure is harmonic means of 
precision and recall. We consider the F-Measure as most relevant for our evaluation 
since it balances well precision and recall. If the focus were laid more onto precision or 
recall, as may be necessary for specific use cases, slight changes would be necessary.  

When evaluating the performance of ontology alignment, we aggregate different 
local semantic similarities, including terminological similarity with and without lexicon; 
internal structure similarity and external structure similarity, to get global similarity. 
And the terminological similarity (SimT) is computed by longest-common-substring; 
further with the help of Java WordNet library (JWNL)[20], the terminological similarity 
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(SimTM) is computed; the internal structure comparison compares (SimIS) the properties 
of classes, include properties’ name, rang and domain. The external structure similarity 
(SimES) is calculated by our algorithm. The global similarity is the weighted sum of 
these local similarities:  

1 2 1 1 2 2 1 2 3 1 2 4 1 2( , ) * ( , ) * ( , ) ( , ) ( , )T TW IS ESSim C C Sim C C Sim C C Sim C C Sim C Cω ω ω ω= + + +
where 1 2 3 4, , ,ω ω ω ω  are the weights and 1 2 3 4 1ω ω ω ω+ + + = . 

In first group experiments, where different weights assignments for different local 
similarities are tested according to the performance of ontology alignment, we align 
two pair ontologies, BibTeX/MIT and ATO-Mission/ ATO-Task. ATO-Mission/ 
ATO-Task sharing same imported ontologies come from SUO ontology library. 
BibTeX/MIT, provided for the alignment contest I3Con, is independent ontologies. 
And the weights for other local similarities are equal except for external structure 
similarity. In these experiments, the parameters are set as follows: 2 10.8 0.6λ λ= > = , 

and 1 2 3 4(1 ) / 3ω ω ω ω= = = − . 

In our algorithm, the parameters 1 2,λ λ  impact the performance of ontology 

alignment. To get the optimal setting of 1 2,λ λ , we conduct the second group 

experiments, where we align ATO-Mission/ ATO-Task only and assign weights for 
different similarities as 1 2 3 40.2; 0.4ω ω ω ω= = = = , which is the optimal setting 

getting in first group experiments. These experiments show the relation between 1 2,λ λ  

and the performance of ontology alignment.  

5.2   Results and Discussion 

In our experiments, we prune the available mappings by n-percent method[13]. In this 
method, the mapping whose global similarity is over the cut-off value are preserved and 
the cut-off value is defined by taking the highest similarity value of all and subtracting 
a fixed percentage from it. In our experiments, the fixed percentage is set to 50%.  

The experimental results are shown as figure 4. Figure 4 (a) show the relation between 
the weights for local similarities and F-Measure of ontology alignment while aligning 
different pairs of ontologies. Figure4 (b) shows the relation between 1 2,λ λ  and F-Measure 

of ontology alignment while aligning the ontology sharing imported ontologies.  
From those experimental results, we get following conclusions: 

1) While aligning ontologies not sharing same imported ontologies, HOM-Matching 
almost does not affect the performance of ontology alignment, shown as fig.4 (a). 

2) Assigned appropriate weight (about 0.4), the F-Measures of ontology alignment 
are improved observably while aligned ontologies share same imported 
ontologies(Fig.4(a)). 

3) While aligning ontologies shared imported ontologies, assigning proper weights 

to different local similarities (
1 2 3

0.2ω ω ω= = =  and 
4

0.4ω = ), the weights for 

different parts of revised track of concept 1 2,λ λ  impact the performance of 

ontology alignment(Fig.5(b)). The figure shows that the optimum setting is about 

2 10.8 0.6λ λ= > = . 
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-.2 0.0 .2 .4 .6 .8 1.0 1.2

F
-M

ea
su

re

0.0

.2

.4

.6

.8

1.0

Ontologies not sharing imported ontologies
Ontologies sharing imported ontologies

   

.3

.4

.5

.6

.7

.8

.9

0.1*2

0.2*2

0.3*2

0.4*2

0.5*2

0.1*2
0.2*2

0.3*2
0.4*2

F
-M

ea
su

re

W
ei
gh

t f
or

 T
ra

ck
 o

ut
 C

A

Weight for Track in CA  

Fig. 4. Relation between parameters of algorithm and F-Measure of ontology alignment 

In our approach, if 1 2λ λ= , and 1 2O O= , the similarity measure equals the 

taxonomic matcher of SemMF. That is to say, our approach adapts this matcher to 
computing semantic similarity between entities from different ontologies.  

6   Conclusion and Future Works 

In open and distributed computing environment, autonomic agents and services may 
employ different ontologies. High-quality alignment between ontologies is a necessary 
precondition to establish semantic interoperability between these agents or services. 
Ontologies describing the same or relevant domain share same imported ontologies in 
most situations in Semantic web. We propose a hierarchical ontology model (HOM) to 
make the relation between ontologies explicit. Basing on HOM, HOM-Matching 
utilizes the relations between ontologies in computing semantic similarity between 
entities. The experimental results show that HOM-Matching improves the performance 
of ontology alignment when the parameters are set rationally and aligned ontologies 
share imported ontologies. 

In future, we will present and compare some other calculators that computing the 
semantic distance between entities in different context. Further, we will use the obtained 
alignment to discover and match web service semantically in multiple-ontology 
environment. 
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Abstract. Query translation is the mainstream in cross-language information 
retrieval, but ambiguity must be resolved by methods based on dictionary 
translation. In this paper, we propose a progressive algorithm for 
disambiguation which is derived from another algorithm we propose called the 
max-sum model. The new algorithm take a strategy called weighted-average 
probability distribution to redistribute the probabilities. Moreover, the new 
algorithm can be computed in a more direct way by solving an equation system. 
All the resource our method requires is a bilingual dictionary and a monolingual 
corpus. Experiments show it outperforms four other methods. 

Keywords: Cross-language information retrieval, Co-occurrence measures, 
Max-sum model, Weighted-average distribution. 

1   Introduction 

The common way to overcome the language barrier in cross-language information 
retrieval (CLIR) is to translate either the query or the documents. Since the price of 
document translation is too high, query translation becomes the mainstream though 
the former can get a better translation. The problem with query translation is how to 
overcome translation ambiguity, and many methods are proposed for disambiguation. 

All the methods use a corpus for training, and according to the language of the 
corpus, they are divided into two categories: one is to use parallel bilingual corpus; 
the other is to use monolingual corpus. In the former, there are approaches such as 
statistical translation models [1, 2] and relevance language models [3, 4]. However, 
all these methods are very time-consuming and it’s hard to acquire large parallel 
bilingual corpus, especially of minor languages. On the other hand, monolingual 
corpus is easy to get and methods based on it always use term (or word) co-
occurrence statistics to resolve the translation ambiguity [5, 6, 7, 8]. In general, 
monolingual corpus is more widely used.  

Translation usually involves two aspects: term and grammar. In the case of query 
translation, the queries are short and often given in irregular grammar, sometimes 
even without any sentence structure, hence correct translation of a term is more 
important, while the grammar can be ignored somehow. In such situation, only a 
dictionary is needed, so we call it dictionary translation. However, this increases the 
difficulty of translation because each term maybe has several entries in the dictionary 
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and combinations of every translation candidate are large. To select the correct 
translation combination out of nk candidate combinations (n is the average number of 
entries each term has and k is the number of terms a query has) is a very difficult task, 
and it’s very probable to be wrong if only the best translation combination is returned 
by a method ([5, 6] use such strategy). Therefore, it’s far more accepted to compute 
the probability distribution of translations for each term than make a simple binary 
decision among the translations. 

In this paper, we propose a progressive algorithm for computing the translation 
probability. Its original form is from another unsatisfactory progressive algorithm we 
propose called max-sum model. By analyzing the model’s drawbacks, we replace its 
strategy on redistribution of translation probability by a more reasonable one. What’s 
more interesting is that the new progressive algorithm can be computed in a more 
direct way by solving an equation system. We inspect the performance of the 
algorithm on SougouT2.0. Experiments show it outperforms four other methods. 

The remainder of this paper is organized as follows. Section 2 describes the max-
sum model in detail and its drawbacks. Section 3 proposes the new algorithm and how 
to compute it directly. Section 4 presents the experiment setup and its results. In 
Section 4, we draw our conclusions and have an outlook of further work. 

2   Max-Sum Model 

To choose the best translation for a query by using a monolingual corpus, a simple 
way is to choose the most frequent translation combination. For example, a query has 
three source terms, s1, s2 and s3, and each has 1, 2 and 3 translations respectively. 
Then the number of all the possible translation combinations is 6. For every 
combination, we count the number of documents where all the translation terms of 
this combination appear and the highest one is regarded as the best translation 
combination. But this method is infeasible, because the time it takes is huge and it 
can’t be done beforehand. Moreover, it needs a very large corpus to avoid data-
sparseness when the query is long. To overcome this problem, we do it in an 
approximate way. We only compute the co-occurrences of each pair of terms, and 
sum them up to approximate the frequency of a translation combination. This 
approximate method is more understandable in a graph as shown in Fig.1. 

In Fig.1, ti,j stands for the translations of the source term si, and edges are only 
between translation terms of different source terms. We can define the graph in a rigid 
way. Let T be the collection of all the translation terms, S= {S1, S2,…, Sk} be a 
partition of T, and A be the adjacency matrix of the graph, then the graph G(T,S) can 
be described as a graph satisfies: 

   
⎩
⎨
⎧ ≠∈∈

=
otherwise

mlSjSi
a ml

ji 0

,,1
,  .        (1) 

For convenience, we define C(i) as the set of all the terms which have an edge with i, 
E be the set of all the edges, and S(i) as the set Sj which contains term i. Each edge ei,j 
has a weight value wi,j, namely the co-occurrences of the two terms. There are  
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Fig. 1. Co-occurrences of each pair of terms 

several kinds of measures, and here we use the measure called dice coefficient [9] 
which is defined in (2). The freq(i,j) is the frequency i and j co-occur in same 
document. 

   
)()(

),(2
),(

jfreqifreq

jifreq
jiDC

+
⋅=           (2) 

In G(T,S), each translation combination constitutes a k-complete subgraph (as shown 
in Fig.1, k is the number of source terms). By summing up all the edges’ weights, a 
score approximate to the frequency of the combination can be obtained. Hence the k-
complete subgraph G(T,S) with the highest score is regarded as the best translation. 
As mentioned above, we prefer to compute the probability distribution of a source 
term rather than make a simple decision. Some modification should be done to the 
highest-score k-complete subgraph method to suit the probability form. We specify a 
probability to each translation term i, notated by pi, and all the pi of some Sj sum to 1. 
Instead of computing the highest-score k-complete subgraph, we compute the 
maximum value of (3), which is also used in a similar form in [8]. 

    ∑
∈

⋅⋅
Ee

jjii

ji

pwp
,

,  .         (3) 

In fact, the computation of the highest-score k-complete subgraph is a special case of 
(3) when the probabilities are 0-1 distributions. But very strangely, though the 
formula generalized to the probability form, the maximum doesn’t exceed the highest 
score of k-complete subgraph according to the following theorem. 

Theorem 1. In G(T,S), the maximum of formula (3) equals to the highest score of k-
complete subgraph. 

Proof. Suppose there exists some probability distribution which makes the maximum 
of (3) larger than the highest score of k-complete. There must be some Si where the 
probability is not 0-1 distribution. Rewrite (3) as following: 

)1(max)3(
)(

,
)(

, =⋅≤⋅⋅= ∑∑∑ ∑
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That is to say, we can redistribute the probability to make the inequality above 
equal, by letting pj of the max j in the right side of inequality above be 1 and others be 
0. Thus, the probability of Si becomes a 0-1 distribution, and the value of (3) is no less 
than the original. Because the number of Si is finite, we can redistribute the 
probability of all Si to 0-1 distribution in finite steps and the value of (3) will not 
decrease in each step. So the original value of (3) can’t be larger than some k-
complete subgraph, and the supposition can’t be true.                                                   

From the proof of Theorem 1, a progressive algorithm for computing the maximum of 
(3) is derived. 

Algorithm 1  
1. For every pi, i∈T, specify an initial value 
2. While  

∑∑ ∑
∈∈∈ ∈

⋅<⋅⋅∃
)(

,
)(

, max,
jCl

ljl
Sj

Sj jCl
ljlji wpwppS

i
i

               (4) 

  Do for every j∈Si, let 
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⎪
⎨
⎧ ⋅
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others

wp
p jCl

ljl

j

0

max1
)(

,
                         (5) 

The value of (3) increases after every loop of step 2 and terminate on the maximum 
at last. From Theorem 1, we know that the highest-score k-complete subgraph is the 
result of Algorithm 1, so the answer is always the simple 0-1 distribution though we 
compute it in a probability form, which makes the method perform poor in the 
experiment (see Section 4). The main reason is that the relationship between the value 
of (3) and the correctness of the translation is not linear, even though we think that the 
value of (3) somehow reflects the correctness of the translation. For instance, one 
term has three translations in dictionary, a, b, c respectively, and the weights 0.127, 
0.131, 0.028 respectively; according to the strategy of Algorithm 1, the probability 
distribution should be 0, 1, 0 respectively, while the correct answer is a though its 
weight is not the highest. Hence the strategy of computing the maximum is not so 
wise that other condition should be established to compute a reasonable result of the 
translation probability. 

3   Weighted-Average Probability Distribution 

The main idea of Algorithm 1 is to readjust the probability distribution of each Si until 
there is none to be readjusted, but in the course of readjusting, it always adds all the 
probability to the term which have the highest weights (seen in (5) in Algorithm 1), 
which eventually makes the result 0-1 distribution. This strategy is not so fair because 
if the weights of two terms are close, the result is still the 0-1 distribution rather than 
specifying close probabilities to them. A fairer probability distribution seems more 
reasonable in practice. Hence, we use the following formula in place of (5) in 
Algorithm 1. 
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(6) redistributes the probability according to the weight each term has, so we call it 
the weighted-average probability distribution. In addition, the iterating condition of 
(4) should be modified as: 

    0)(, ≠∃ Tfj j  .          (7) 

If we let: 
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Thus, we acquire a new algorithm, and besides, the new algorithm can be computed in 
a more direct way. Since (7) can be rewritten as “if any of the following equalities is 
not satisfied: 

    

|)|(0)(

...

0)(

0)(

2

1

TnTf

Tf

Tf

n ==

=
=

 .”        (9) 

Actually, all these equalities constitute an equation system, and the new algorithm 
terminates on the solutions to these equations. Hence, we direct solve the equations of 
(9) to obtain the result. 

3.1   Solving the Equations 

Since the equations in (9) are nonlinear, we use the Newton Method [10]. In brief, the 
Newton Method is divided into two steps. First, specify the initial value: 

    
|)(|
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iS
pi =  .         (10) 

Then iteratively calculate (11): 
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Until (12) is met: 
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Where P(k) is: 
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δ(k) is the solution to (14). 
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Since (14) is a linear equation system, there are many ways to solve it. Here we use 
the common method called Gauss elimination [11]. The calculation of the Jacobian 
matrix in (14) seems very time-consuming, but the partial derivative can be simplified 
according to (8). 
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Where Ai is the vector form of C(i); Bi, Ci and di,j are defined as follows: 

   )(),...,,( ,,, 21
iCtwwwB

ntititii ∈=  .      (16) 

    ∑
∈

=
)(

,,
iSk

jkji wd   .       (17) 

   )(),...,,( ,,, 21
iCtdddC

ntititii ∈=  .      (18) 

All the three vectors and d only need calculated once, and because the two vector 
products of (15) are same in every row of the Jacobian matrix, the number of vector 
product calculation in each iteration is only 2n. To further simplify the computation, 
the divisor of (15) can be moved to the right side of equations (14). Therefore, the 
price for computing the Jacobian matrix in (14) is roughly 2n2 times of product, which 
is not so high as it seems. Besides, the Gauss elimination needs (n2+3n-1)n/3 times of 
product or division [11], so the overall computational overhead in each iteration is 
roughly n3/3+3n2-n/3 times of product or division and 2n times of vector product. 



252 S.A. Yuan and S N. Yu 

 

4   Experiment 

In this section, experiments are setup to verify the effect of the method in Section 3. 
Various methods are compared under the measure of precision curve by retrieving a 
given documents collection. There are three kinds of experiment data we need in the 
experiments: queries, corpus for training and retrieving, and on-line dictionary. 

The queries we use are in English, come from a manual English translation of the 
70 topics (TD216-TD285) from the Chinese Web Information Retrieval Forum 
(http://www.cwirf.org/). Each topic is divided into two fields. One is the “title”, and 
the other is the “description”. The “title” is short and concise, while the “description” 
is long and detailed. Both fields are used as queries. Since most words in a “title” are 
highly relevant to each other, while the “description” usually includes many irrelevant 
or only slightly relevant words, we expect translation disambiguation is a more 
challenging problem for the latter. 

The online bilingual dictionary we use is Lexiconer (http://www.lexiconer.com/), 
and the translation is done in a word-by-word way. Processing of phrases is not 
considered in the experiments. 

The corpus is in Chinese, comes from a simplified version of SogouT2.0. Its size is 
roughly 1.1 GB. We use it in two aspects: one is to compute the dice coefficient (2) 
between pairs of terms; the other is to retrieve the documents relevant to the queries.  

4.1   Methods Compared 

Five methods for translation disambiguation are compared. In addition, the original 
Chinese queries are used as a reference to all the methods. Apart from the max-sum 
model method of Section 2 and the weighted-average method of Section 3, the other 
three methods are: 

Include All [12] makes no difference between any translations of a term. In fact, it 
includes all the translations of a term. Hence, it must include the correct translation 
combination, but also include much more wrong ones.  

Simple Weighted is a simplified version of the weighted-average method. Instead 
of (6), it computes the probability distribution in a more direct way like (19).  
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Maximum Coherence Model [8] computes the maximum of a formula similar to (3), 
but it treats it as a quadratic programming problem. Its implementation is quite 
complex and the price for computation is also high. 

The results of these methods are not all in probability form, but they are all treated 
in probability form in retrieving. All the probabilities of a query are viewed as a 
vector, and we use standard vector space model [13] for calculating the relevance of 
retrieved documents. 
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4.2   Results and Remarks 

Precision curves are plotted using the precisions of top 5-100 ranked relevant 
documents. The results of short (using the “title” field of the topic) and long (using 
the “description” field) queries are presented in Fig.2 and Fig.3 respectively. Tab.1 
lists the average precision of each method and the relative improvement our method 
achieves over others. 
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Fig. 2. Precision curve for short queries 
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Fig. 3. Precision curve for long queries 
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Table 1. Average precision and the relative improvements of our algorithm over others 

Short Queries Long Queries  
Avg Prec. Rel. impr. Avg Prec. Rel. impr. 

Include All 0.196 +67.3% 0.153 +78.4% 
Simple Weighted 0.279 +17.6% 0.201 +35.8% 
Max-Sum Model 0.220 +49.1% 0.178 +53.4% 
Max Coherence 0.288 +13.9% 0.230 +18.7% 
Average-Weighted 0.328 -- 0.273 -- 
Monolingual 0.415 -- 0.322 -- 

 
In Fig.2 and Fig.3, the curve of monolingual (direct using Chinese queries to 

retrieve) represents the theoretic upper boundary of precision, so it always stays above 
other curves. Except for this, we can see our average-weighted algorithm performs 
better than other four and the average improvement over other methods is about 15%-
60% from Tab.1. The max-sum model performs unexpectedly poor in the 
experiments, and this may be due to the 0-1 distribution of its results and the 
unreasonable strategy to redistribute the probabilities. Moreover, a better retrieval 
achieved by short queries proves that the long queries tend to include more irrelevant 
or only slightly relevant words and they are usually more difficult to disambiguate for 
algorithms based on co-occurrence statistics of terms. 

5   Conclusion 

In this paper, we first introduce a progressive algorithm called the max-sum model. Its 
main idea is to compute the maximum value of a formula, but its result is always a 0-
1 distribution which proves incompetent in the experiments. Then we modify the 
algorithm by taking a strategy called weighted-average probability distribution, which 
seems fairer because it takes terms having close weights into account. The new 
algorithm outperforms four other methods in the experiments. Moreover, it can be 
computed in a more direct way by solving an equation system using Newton method. 

The running efficiency of our algorithm is not so satisfactory, and we plan to 
improve the algorithm in the following fields in the future: 1) accelerate the 
convergence rate of Newton method; 2) optimization of time and space in Gauss 
elimination and the Jacobian matrix; 3) design a parallel version of the algorithm for 
longer query. 
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Abstract. Much work has been done on supervised ranking for information 
retrieval, where the goal is to rank all searched documents in a known 
repository with many labeled query-document pairs. Unfortunately, the labeled 
pairs are lack because human labeling is often expensive, difficult and time 
consuming. To address this issue, we employ graph to represent pairwise 
relationships among the labeled and unlabeled documents, in order that the 
ranking score can be propagated to their neighbors. Our main contribution in 
this paper is to propose a semi-supervised ranking method based on graph-
ranking and different weighting schemas. Experimental results show that our 
method called SSG-Rank on 20-newsgroups dataset outperforms supervised 
ranking (Ranking SVM and PRank) and unsupervised graph ranking 
significantly. 

Keywords: Semi-Supervised Ranking, Graph Ranking, Text Retrieval. 

1   Introduction 

Ranking is the key problem for information retrieval, which sorts candidate 
documents searched from a large amount of corpus based on their relevance to the 
query submitted by user. Recently, many researches have been developed on it. In 
general, all of these researches can be categorized into two classes. One is 
unsupervised ranking which makes use of the link relations among the web pages to 
construct graph, such as PageRank [3] or HITS [8]. Based on the link relation graph, 
the influence of web pages can be propagated through the path of graph and the final 
ranking scores can be obtained from the stable graph. The other one is supervised 
ranking (also called “learning to rank”), which trains ranking models by learning from 
the labeled query-document pairs, such as Ranking SVM [6] or Prank [5]. Recently, 
learning to rank has attracted much attention. For example, Cao and Xu et al. has 
proposed cost-sensitive Ranking SVM that gives different penalties for the errors 
occurring at different positions [4] [13]. Xu and Li directly optimize ranking 
performance measure by Boosting method [14]. Furthermore, in SIGIR 2007, 
“learning to rank” workshop is held and supervised ranking has gained increasing 
attention. 
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From the above work, it can be found that unsupervised ranking has been used for 
the web page ranking successfully, but cannot be used for text retrieval directly, as 
link relations of documents cannot be obtained. Moreover, ‘learning to rank’ needs a 
lot of labeled query-document pairs which require expensive human labeling and 
much time. At the same time, large numbers of unlabeled data are far easier to obtain. 
Therefore, semi-supervised ranking for text retrieval should be deeply studied. 

To address the above issues, a novel semi-supervised graph ranking (SSG-Rank) 
method is proposed in this paper, which re-weights the affinity matrix by using pairs 
of labeled documents, so that similarities between documents in the same class are 
enhanced, and vice versa. With the constrained graph, the ranking scores are 
propagated more precisely and efficiently. 

The rest of paper is organized as follows: Section 2 introduces some basic notions 
on graph, and then a semi-supervised graph ranking method called SSG-Rank is 
proposed based on the graph Laplacian regularization. Section 3 presents the 
experimental results and the analysis of ranking for text retrieval, and this paper is 
concluded in Section 4. 

2   Semi-Supervised Graph Ranking 

An important problem for text retrieval is the insufficiency of labeled instances, since 
the labeling of documents are often expensive, difficult and time consuming, 
meanwhile unlabeled data are relatively easy to collect[18]. In addition, the 
generation of documents is much faster than the manual labeling on them. Hence it is 
important for the text retrieval to create an appropriate ranking model, in order that 
the large amount of unlabeled documents may help supervised ranking. Major 
research on semi-supervised learning is focused on classification and regression. For 
example, Blum and Mitchell exploit co-training method that splits the features into 
two sets, such as web link and content, and then two classifiers trained by using 
labeled data with these two different feature sets predict the unlabeled data, and teach 
the other one with predicted labels until most of predictions are agreed by these two 
independent classifiers[2]. Joachims applies SVM to semi-supervised classification by 
adding the unlabeled data constraint to the loss function[7]. Zhou, Z. employs co-
training to semi-supervised regression[17]. Zhu adopts graph to semi-supervised 
learning[18]. Zhou, D. et al. and Agarwal propose the unsupervised graph ranking 
algorithms respectively[16][1]. And Wan et al. employ unsupervised graph ranking 
for document search[11]. Unfortunately, few semi-supervised ranking methods for 
text retrieval are proposed. To deal with above problems, we propose a novel semi-
supervised graph-ranking algorithm by re-weighting the affinity graph on the basis of 
labeled document pairs. 

2.1   Construction of Text Ranking Matrix 

The key to semi-supervised learning is priori consistency (also referred to as cluster 
assumption): (1) two points are likely to have the same label if they are so near in a 
dense region; (2) points in the same dense connective region (formally called a 
manifold or a cluster) are likely to have the same label. With these two assumptions, 
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semi-supervised learning methods can spread the label information to their neighbors 
through the global structure, so that the model trained by labeled data can be used to 
find credible predictions of unlabeled data, and then the training dataset is expanded 
by inserting predicted unlabeled data with high confidence. Motivated by it, the 
labeled pairs can be used as constraint when the affinity matrix is constructed on the 
basis of data features, which will make the ranking information spread more precisely 
and efficiently. 

Let G = (V, E, w) denote a weighted graph with vertex set dV ⊂ , edge set 
E V V⊆ × , and corresponding edge weights :w E + . The goal of graph ranking is 
to learn a ranking function :f V , The graph G represents the similarity between 
documents by assigning weight to each edge. The degree of similarity often uses RBF 
kernel distance (such as exp(-|xi - xj |

k/σ) , k = 1 or 2) or BM25(xi, xj) [10]. Note that 
relevant documents are not always near; therefore, the pairs between labeled 
documents should be used to revise the similarity graph. More concretely, the pairs 
from the same class are to be ranked with highest score (r1 level), followed by pairs in 
different classes (rm level). This weighting schema can also be extended to the task 
with hierarchical classes, and the pair from the same father class can be ranked as “rh” 
(1 < h < m). Suppose that R = {r1, r2, …, rh ,…, rm} is the ranking level set, and ri is 
preferred to rj if i < j. Consequently, the weighting schema can be represented as 
τ(r(xi, xj)) that will return high score if the ranking level is high, and vise versa, where 
function r( ,⋅ ⋅) denotes the ranking level of document pairs. After being re-weighted 
by τ( ⋅ ), the similarity graph G is revised under the constraint of known pairwise 
relationships and will be more suitable for the graph ranking. 

2.2   Semi-Supervised Graph Ranking 

A good ranking function can be considered as a ranking model that can minimize a 
suitable combination of the penalty of the model’s complexity and the empirical 
ranking error. And the optimization function is:  
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where F can be considered as a vectorial function that assigns a ranking value vector 
Fi to each point xi, and di is given by equation (2). 

:{ , }i j

i ij
j v v E

d w
∈

= ∑  
(2) 

The first term of equation (1) is the penalty of model complexity, ensuring that a 
good ranking model should make little difference between adjacent documents, which 
is also referred to as smoothness constraint. The second term is the empirical risk used 
to punish the ranking error on labeled data as well as the great change from the initial 
ranking score. The positive regularization parameter μ is the trade-off between these 
two terms. 

In order to minimize the Q(F), Q(F) should be differentiated about F as follows: 
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and the optimum F can be obtained. 

* 1( )F I S Yα −= −  (4) 

where S = D-1/2 W D-1/2.  
In practice, F* is often solved approximately by the iterative propagation, and the 

algorithm is illustrated as follows: 

Algorithm: SSG-Rank (Semi-Supervised Graph Ranking) 
L={< xi , yi> | ,d

i iy∈ ∈x } Labeled dataset Input: 

U={xj | d
j ∈x } Unlabeled dataset 

 1. Construct the similarity matrix W, where wij is the similarity of 
vertex xi and xj, and wii = 0. In text retrieval, exp(-|xi - xj |/σ) or 
BM25(xi, xj) is often used as the similarity; 

2. Calculate the τ(r(xi, xj)) by generating the pair from L, and re-weight 
the matrix W; 

3. The matrix W is normalized to S= D-1/2WD-1/2, where D = diag{di | i = 
1 … n}; 

4. Iterate 
1 (1 )t tF SF Yα α+ = + −  until convergence; 

5. Let F* be the limit of the sequence {Ft}. Rank each query xi 
according to Fi*. 

Output: The vectorial / discrete ranking function 

Fig. 1. Algorithm SSG-Rank 

When the iteration converges, the ranking score between query xi and document xj 
should be high if both of them belong to the same cluster or quite relevant, and vise 
versa. 

3   Experiments and Discussions 

In our experiments, we made use of 20-newsgroups dataset to test the performance of 
SSG-Rank，which consists of 20 hierarchical classes about 1000 documents per class. 
We selected 6 classes, including “comp.graphics”, “comp.os.ms-windows.misc”, 
“rec.motorcycles”,“rec.sport.baseball”, “sci.space”, and “talk.politics.mideast”(Fig. 2). 
Since Ranking SVM cannot handle large scale training dataset effectively and the 
count of document pairs is (n-1)/2 times of document, 360 documents are sampled 
from these 6 classes. There are 3 rank levels in our experiments, comprising r1(query 
and document are in the same leaf class), r2 (query and document are in the same father 
class, such as “comp” and “rec”), and r3 (the other pairs), where τ(r1) = 2, τ(r2) = 1, and 
τ(r3) = 0. To test the average performance, 12 datasets are sampled randomly. The  
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         Table 1. Datasets used in the experiments 

 

Fig. 2. Hierarchical classes of 20-
newsgroups 

Dataset Name Size Dataset Name Size 
L0 77 U0 82 
U1 82 L1 83 
U2 120 L2 125 
U3 162 L3 159 
U4 201 L4 197 
U5 239 L5 239 
U6 283 L6 278  

name and the size of them are listed in Table 1, where Li represents labeled document 
set and Uj represents unlabeled document set. 

3.1   SSG-Rank v.s. Supervised Ranking Methods 

The first experiment is performed for comparing with SSG-Rank and selected 
baselines, such as supervised Ranking SVM and PRank. Additionally, BM25 
representing the state-of-the-arts IR method was also chosen as a baseline. 
Experiments on SSG-Rank and these baselines were conducted respectively on L0Ui 
(i=1…6) and U0Lj (j=1…6), and the Figure 3 shows the MAP and NDCG measures 
of results ranked by different methods. It is clear that SSG-Rank outperforms 
supervised ranking models and BM25 particularly in terms of MAP and NDCG. 
Additionally, even the least NDCG accuracy is above 90%. 

We investigate and find the possible reason lying in the intrinsic manifold in the 
unlabeled data together with the constraint of labeled data. As the relationships 
between labeled data are credible, the ranking scores propagated from neighbors via 
the graph will be more credible. Furthermore, since SSG-Rank ran under the setting 
of transductive learning, the data to be tested also are involved in the spread of 
ranking score, while the supervised ranking methods never make any use of unlabeled 
data  

3.2   Properties of SSG-Rank 

The second experiment is conducted to test the properties of SSG-Rank by using 
different datasets and settings. Figure 4 (a) illustrates the ranking performance in 
terms of NDCG on the initial fixed labeled dataset and different unlabeled datasets 
with incremental size. It shows that NDCGs increase until the count of unlabeled data 
up to 162, and then decrease gradually, which indicates that SSG-Rank has an 
effective range with regard to the ratio of unlabeled data. Figure 4 (b) shows the 
ranking performance (MAP) on the same above datasets.  

Figure 5 presents the improvements of NDCGs and MAP when the unlabeled 
dataset with fixed size and the labeled data added incrementally are given. It can be 
observed that the performance is improved significantly at first, and then become 
stable with the incremental labeled data, which implies that too many labeled data are 
not needed when the affinity graph is re-weighted well. 
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Fig. 3. Average ranking performance comparisons among Ranking SVM, PRank, BM25 and 
SSG-Rank on 12 datasets (L0Ui (i=1…6) and U0Lj (j=1…6)). Ranking SVM and PRank adopt 
the training set listed in table 1 with features used in [9], and the affinity matrix applied in SSG-
Rank is calculated by using BM25. 
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Fig. 4. NDCG(a) and MAP(b) performance on labeled data with fixed size and unlabeled data 
added incrementally 
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Fig. 5. NDCG(a) and MAP(b) performance on labeled data added incrementally and unlabeled 
data with fixed size 
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Fig. 6. NDCG performance on L0Ui (i=1…6) and U0Lj (j=1…6) datasets under the different 
weighting schemas 

Finally, experiment is executed with different weighting schemas, and the results 
are illustrated in Figure 6. From the 12 results, it is evident that τ1 schema (τ(r1) = 4,  
τ(r2) = 1, and τ(r3) = 0) reveals the best performance for the reason that the ranking 
score propagated via definitely relevant pairs will be enhanced,  and more scores can 
be revised by these paths. In addition, unsupervised graph ranking is the special case 
of SSG-Rank with τ(r1) = 1, τ(r2) = 1, and τ(r3) = 1. Figure 6 indicates that semi-
supervised graph ranking benefiting from re-weighting of affinity graph on the basis 
of labeled pairs is much more effective than unsupervised graph ranking. 

4   Conclusion 

In this paper, we proposed a novel semi-supervised ranking algorithm referred to as 
SSG-Rank in text retrieval. In contrast to existing algorithms, on the basis of cluster 
assumptions and graph notions, SSG-Rank can modify the intrinsic manifold by using 
labeled pairs constraint. This is done by re-weighting the affinity matrix and 
propagating the ranking scores to their neighbors via the graph. The experimental 
results show that SSG-Rank executed on 20-newsgroups dataset outperforms 
supervised ranking (Ranking SVM and PRank) and unsupervised graph ranking 
significantly. Finally, we also analyze different weighting schemas for improving the 
ranking performance of top documents. 

Future work includes theoretical analysis on the generalization error and other 
properties of the SSG-Rank algorithm, and further empirical evaluations of the 
algorithm including comparisons with other algorithms should be studied. 
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Abstract. Focused crawling is proposed to selectively seek out pages
that are relevant to a predefined set of topics. Since an ontology is a
well-formed knowledge representation, ontology-based focused crawling
approaches have come into research. However, since these approaches
apply manually predefined concept weights to calculate the relevance
scores of web pages, it is difficult to acquire the optimal concept weights
to maintain a stable harvest rate during the crawling process. To ad-
dress this issue, we propose a learnable focused crawling approach based
on ontology. An ANN (Artificial Neural Network) is constructed by us-
ing a domain-specific ontology and applied to the classification of web
pages. Experiments have been performed, and the results show that our
approach outperforms the breadth-first search crawling approach, the
simple keyword-based crawling approach, and the focused crawling ap-
proach using only the domain-specific ontology.

1 Introduction

Due to the tremendous size of information on the Web, it is increasingly difficult
to search for useful information. For this reason, it is important to develop
document discovery mechanisms based on intelligent techniques such as focused
crawling [4,6,7]. In a classical sense, crawling is one of the basic techniques for
building data storages. Focused crawling goes a step further than the classical
approach. It was proposed to selectively seek out pages relevant to a predefined
set of topics called crawling topics.

One of the main issues of focused crawling is how to effectively traverse off-
topic areas and maintain a high harvest rate during the crawling process. To
address this issue, an effective strategy is to apply background knowledge of
crawling topics to focused crawling. Since an ontology 1 is defined as a well-
organized knowledge scheme that represents high-level background knowledge
with concepts and relations, ontology-based focused crawling approaches have
come into research [6,8,11]. Such approaches use not only keywords, but also an
ontology to scale the relevance between web pages and crawling topics.

In the ontology-based focused crawling approaches, because concept weights
are heuristically predefined before being applied to calculate the relevance scores
� Corresponding author.
1 http://www.w3.org/TR/owl-guide/
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of web pages, it is difficult to acquire the optimal concept weights to maintain a
stable harvest rate during the crawling process. To address this issue, a learnable
focused crawling approach based on ontology is proposed in this paper. Since
the ANN is particularly useful for solving problems that cannot be expressed
as a series of steps, such as recognizing patterns, classifying into groups, series
prediction and data mining, it is suitable to be applied to focused crawling. In
our approach, an ANN (Artificial Neural Network) is constructed by using a
domain-specific ontology and applied to the classification of web pages.

The outline of this paper is as follows: Section 2 reviews the related work
to provide an overview of focused crawling. Section 3 describes the framework
of our learnable focused crawling approach and elaborates the mechanism of
relevance computation. Section 4 provides an empirical evaluation that makes a
comparison with the breadth-first search crawling approach, the simple keyword-
based crawling approach, and the focused crawling approach using only the
domain-specific ontology. Section 5 discusses the conclusion and future work.

2 Related Work

Focused crawlers aim to search only the subset of the web related to a specific
category. There are lots of methods that have been proposed for focused crawling.
A generic architecture of focused crawling is proposed by S. Chakrabarti [4]. This
architecture includes a classifier that evaluates the relevance of a web page with
respect to the focused topics and a distiller that identifies web nodes with high
access points to many relevant pages within links. M. Diligenti [5] proposes a
focused crawling algorithm that constructs a model named context graph for the
contexts in which topically relevant pages occur on the web. This context graph
model can capture typical link hierarchies in which valuable pages occur, and
model content on documents that frequently occur with relevant pages. In [7],
focused crawling using a context graph is improved by constructing a relevancy
context graph, which can estimate the distance and the relevancy degree between
the retrieved document and the given topic. J. Rennie [10] proposes a machine
learning oriented approach for focused crawling: the Q-learning algorithm is used
to guide the crawler to pass through the off-topic document to highly relevant
documents. A domain search engine, MedicoPort [3], uses a topical crawler,
Lokman crawler, to build and update a collection of documents relevant to the
health and medical field.

However, most of the above approaches do not consider applying background
knowledge such as ontology to focused crawling. Since an ontology is a descrip-
tion of the concepts and relationships that can well represent the background
knowledge, a good way to improve the harvest rate of focused crawling is to use
ontology for crawling. Several focused crawling approaches based on ontology
have been proposed [6,8,11].

The most prevalent focused crawling approach based on ontology is called
ontology-focused crawling approach [6]. Figure 1 depicts the ontology-focused
crawling framework. In this approach, the crawler exploits the web’s hyperlink
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Fig. 1. Ontology-focused crawling framework

structure to retrieve new pages by traversing links from previously retrieved ones.
As pages are fetched, their outward links can be added to a list of unvisited pages,
which is refer to as the crawl frontier. To judge one page is relevant to the specific
topic or not, a domain-specific ontology is used to compute the relevance score.
After preprocessing, entities (words occurring in the ontology) are extracted
from the visited pages and counted. In this way, frequencies are calculated for
the corresponding entities in visited web pages. With the entity distance being
defined as the links between an entity in the ontology and the crawling topic,
concept weights are calculated by a heuristically predefined discount factor raised
to the power of the entity distance. The relevance score is the summation of
concept weights multiplied by the frequencies of corresponding entities in the
visited web pages. With the relevance score, a candidate list of web pages in
order of increasing priority is maintained in the priority queue. Based on the
priority queue, the crawler can crawl the relevant web pages and store them into
the topic specific web pages repository.

Ehrig’s approach, the ontology-focused crawling approach, uses the ontology
as background knowledge and applies the weights of concepts in the ontology
to compute the relevance score. Since the concept weights are manually prede-
fined, the relevance score can not optimally reflect relevance of concepts with
the crawling topics during the whole crawling process. Compared to these ap-
proaches discussed above, our method not only provides a way to apply the
ontology as background knowledge for focused crawling, but also use an ANN,
which quantifies the concept weights based on a set of training examples, to
classify the visited web pages. The idea of combining ontology and the ANN for
focused crawling has not been researched in detail until now.
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3 Ontology-Based Learnable Focused Crawling

In this section, we propose the framework of our learnable focused crawling
approach. Based on the framework, we describe each step in the crawling process
in detail. Then, the mechanism of relevance computation is elaborated by an
example.

3.1 Framework of Learnable Focused Crawling

The proposed learnable focused crawling approach consists of three stages ac-
cording to their distinct functions. Figure 2 depicts these three stages: data
preparation stage, training stage, and crawling stage. The data preparation stage
is responsible for preparing training examples that are used for the ANN con-
struction. In the training stage, an ANN is trained by the training examples. In
the crawling stage, web pages are visited and judged by the ANN as to whether
they will be downloaded or not. Finally, the downloaded web pages will be stored
in a topic specific web pages repository.

Fig. 2. Framework of learnable focused crawling

Data Preparation Stage. In the first stage, the data preparation stage, we
construct a set of training examples by crawling web pages. The weblech 1 crawler
is employed to crawl web pages. The weblech crawler is a breadth-first crawler
that supports many features required to download web pages and emulate stan-
dard web-browser behavior as much as possible. Given a seed URL, the weblech
crawler will crawl all the web pages near to this URL without bias. After crawl-
ing a collection of web pages, we classify the web pages relevant to the topic

1 http://weblech.sourceforge.net/
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manually. As a result, a set of training examples is composed of positive training
examples and negative training examples.

Training Stage. All the training examples constructed in the first stage are
fed to the second stage, the training stage, for training an ANN. In the train-
ing stage, a set of concepts is selected from a given domain-specific ontology
to represent the background knowledge of crawling topics. Those concepts are
selected because they are considered to have close relationships with crawling
topics. Those selected concepts are called relevant concepts of crawling topics.
For each web page in the training examples, we can get a list of entities (words
occurring in the set of relevant concepts) by preprocessing it.

Fig. 3. The structure of artificial neural network

A preprocessing module includes functions of parsing web pages from html to
text, making POS (Part-Of-Speech) tagging for web pages, stop words removal,
and word stemming. HTML Parser 2 is employed to process the html by removing
all the html tags. QTag is used to make POS tagging 3. After preprocessing of the
visited web pages, the entities (words occurring in the set of relevant concepts)
are extracted and counted. We get the term frequencies of relevant concepts in
the visited web pages.

After calculating the term frequencies of relevant concepts, we use them to
train an ANN. The ANN is initialized as a feed forward neural network with
three layers (Fig. 3). The first layer is composed of a linear layer with transfer
function y = βx. The number of input nodes is decided by the number of relevant
concepts. The hidden layer is composed of a sigmoid layer with transfer function
y = 1

1+e−x . There are four nodes in the hidden layer. Considering the ANN
will be used for binary classification, the output layer is also composed of a
sigmoid layer. The ANN outputs are the relevance scores of corresponding web
pages. We applied the well-known Backpropagation algorithm to train the ANN.

2 http://htmlparser.sourceforge.net/
3 http://web.bham.ac.uk/O.Mason/software/tagger/
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The training process will not stop until the root mean squared error (RMSE) is
smaller than 0.01. A more detailed description of the Backpropagation algorithm
can be found in [9].

Crawling Stage. The third stage, the crawling stage, is concerned with the
actual crawling and the use of the constructed ANN for classification. First, we
retrieve the robots.txt information for the host either from the metadata store or
directly from the host. Then we determine if the crawler is allowed to crawl the
page or not. If the URL passes the check, we begin to crawl web pages and judge
them relevant to the crawling topics or not. Given a domain-specific ontology, a
set of concepts, which are called relevant concepts, is selected to represent the
background knowledge of crawling topics. When the crawler visits web pages, the
term frequencies of relevant concepts are calculated after preprocessing. Then the
term frequencies of relevant concepts are acquired as inputs for the ANN. The
ANN will determine the relativity of the visited web pages to the crawling topics
by computing the relevance scores. The mechanism of relevance computation
will be described in detail in the next section. If the web pages are classified as
relevant to the crawling topics, we download them and save them into the topic
specific web pages repository.

3.2 Mechanism of Relevance Computation

The most important component within the framework is the relevance compu-
tation component in the crawling stage. First, a domain-specific ontology was
given as a background knowledge base in which the relevant concepts are selected
to calculate the relevance of the web pages.

Definition 1. (Domain-Specific Ontology) Ontology O:={ C, P, I, is-a, inst,
prop }, with a set of classes C, a set of properties P, a set of instances I, a class
function is-a: C → C (is-a(C1) = C2 ) means that C1 is a sub-class of C2 ), a
class instantiation function inst: C → 2I ( inst(C) = I means I is an instance of
C ), a relation function prop: P → C ×C ( prop(P) = (C1, C2 ) means property
P has domain C1 and range C2).

Given the domain-specific ontology, those relevant concepts in the ontology will
be selected to calculate the relevance score according to the distance between
those concepts and the crawling topics.

Definition 2. (Distance between Concepts) Distance between concepts d(t, ci)=
k , where k ∈ N being the number of links between t and ci in ontology O; t being
the crawling topic contained in ontology O; ci being concepts in ontology O, i ∈
{1,...,n}, n being the amount of concepts of ontology O.

The distance of concepts reflects the relativity between concepts in ontology and
the crawling topic. If d(t, ci) is too large, the concept ci will have low relativity
with the crawling topic t. Moreover, the number of concepts that need to select
from the ontology will increase exponentially when the distance between concepts
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Fig. 4. An example of relevance computation

is becoming large. Because of that, the time complexity of crawling will become
higher. To maintain a high crawling efficiency, we need to judge a suitable d(t, ci)
for selecting a set of relevant concepts.

According to the distance between concepts, given a crawling topic t, a set
of relevant concepts ci will be selected from the domain-specific ontology. When
visiting web pages, the preprocessing module parses the web pages from html
to text, performs POS (Part-Of-Speech) tagging, removes stop words, and pro-
cesses word stemming. After getting a list of entities (words occurring in the
relevant concepts) from the visited web pages, we calculate the term frequencies
of relevant concepts based on their occurrence in the visited web pages. The
term frequencies are input into the ANN. The ANN will calculate the relevance
score of each visited web page and decide whether or not to download the web
page.

Figure 4 shows an example of the relevance computation process. The rele-
vance is calculated through several steps, starting with preprocessing such as
word stemming and word counting etc., followed by ANN classification and fin-
ished with a relevance judgment.

The crawling topic in the example is “Cell”. The ontology used here is UMLS
(Unified Medical Language System) ontology (Fig. 5) [2]. The UMLS integrates
over 2 million names for some 900 000 concepts from more than 60 families of
biomedical vocabularies, as well as 12 million relations among these concepts.
The concepts relevant to the crawling topics are measured in terms of the dis-
tance of the concepts, i.e., d(t, ci) <= 3. Based on the distance of concepts,
we select 38 concepts in the UMLS ontology that are relevant to the crawling
topic—“Cell” and apply them to construct the ANN with training examples.
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Fig. 5. An UMLS ontology

Note that some of the class concepts in the UMLS ontology are composite
words such as “Gene or Genome”. With respect to these concepts, we decompose
them into single concepts. For example, we decompose the composite concept
“Gene or Genome” to concept “Gene” and concept “Genome”. When the crawler
visits web pages, the term frequencies of “Gene” and “Genome” are calculated.

After preprocessing the visited web pages, entities contained in relevant con-
cepts such as “Cell”, “Tissue”, and so on, are searched for in the visited web
pages. For each entity found, the corresponding relevant concept term frequency
is counted. In this example, the concept “Gene” has term frequency 6, the con-
cept “Tissue” has term frequency 5, the concept “Cell” has term frequency 13,
the concept “Anatomical” has term frequency 1 and so on. The concept “Com-
ponent” has term frequency 0, which means there is no such entity in the visited
web page. All these calculated term frequencies are input into the ANN. The
ANN calculate the relevance score of the visited web pages. Since the result is
a “positive” relevance judgement with the relevance score being 1, the crawler
decides to download the page.

4 Experiment Results

We compare our approach with the standard breadth-first search crawling ap-
proach, the focused crawling approach with simple keyword spotting, and Ehrig’s
ontology-focused crawling approach [6].
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Fig. 6. Harvest rate when the crawling topic is “Cell”

Our experiment focuses on two crawling topics: “Cell” and “Mammal”. Be-
cause the UMLS ontology [2] (Fig. 5) contains abundant medical information
relevant to topic “Cell” and “Mammal”, we use it as the background knowledge
for focused crawling. For evaluating our approach, we refer to the biology defini-
tion of “Cell” 4 and “Mammal” 5 in Wikipedia to judge the web pages whether
or not relevant to the crawling topics.

The rates at which relevant pages are effectively filtered are the most crucial
evaluation criteria for focused crawling. [1,4] provides a well-established harvest
rate metric for our evaluation.

hr =
�r

�p
, hr ∈ [0, 1] (1)

The harvest rate represents the fraction of web pages crawled that satisfy the
crawling target �r among the crawled pages �p. If the harvest ratio is high, it
means the focused crawler can crawl the relevant web pages effectively; otherwise,
it means the focused crawler spends a lot of time eliminating irrelevant pages,
and it may be better to use another crawler instead. Hence, a high harvest rate
is a sign of a good crawling run.

With respect to the crawling topic “Cell”, the URL
“http://www.biology.arizona.edu/” is used to crawl the web pages in the data
preparation stage. 100 training examples are filtered to train an ANN with 64
positive example and 36 negative examples.

In the training stage,, with the distance d(t, ci) <= 3, 38 relevant concepts ci

are selected from the UMLS ontology, such as “Tissue”, “Gene”, and so on. In
4 http://en.wikipedia.org/wiki/Cell (biology)
5 http://en.wikipedia.org/wiki/Mammal
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Table 1. Average harvest rate

Method Topic “Cell” Topic “Mammal”

Learnable focused crawling 0.6952 0.8215
Ontology-focused crawling 0.4908 0.6892
Keyword-based crawling 0.3715 0.5641
Breadth-first crawling 0.1132 0.3252

Fig. 7. Harvest rate when the crawling topic is “Mammal”

the crawling stage, we start crawling with the seed URL :
“http://web.jjay.cuny.edu/acarpi/NSC/13-cells.htm”. Also, the other four
crawling approached are applied to crawl web pages with the same seed URL. Af-
ter crawling 1150 web pages, we get the harvest rates of corresponding crawling
approaches shown in figure 6.

With respect to the crawling topic “Mammal”, the URL
“http://www.enchantedlearning.com/” is used to crawl the web pages in the
data preparation stage. 120 training examples are filtered to train an ANN with
73 positive examples and 47 negative examples.

In the training stage, with distance d(t, ci) <= 4, 56 relevant concepts ci, are
selected from the UMLS ontology such as “Vertebrate”, “Whale”, and so on. We
apply the five crawling approaches to start crawling with the seed URL:
“http://www.ucmp.berkeley.edu/mammal/mammal.html”. After crawling 980
web pages, we get the harvest rates shown in figure 7.

Table 1 shows the average harvest rate of topic “Cell” and topic “Mammal”.
When the crawling topic is “Cell”, our method’s average harvest rate is 41.6%
higher than the ontology-focused crawling, 87.1% higher than the keyword-based
crawling, and 514.1% higher than the breadth-first crawling.
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For the crawling topic “Mammal”, our method’s average harvest rate is 19.2%
higher than the ontology-focused crawling, 45.6% higher than the keyword-based
crawling, and 152.6% higher than the breadth-first crawling.

In the crawling process, harvest rate of the breadth-first crawling was lowest
because it does not consider the crawling topics. The keyword-based crawling
also performs low because it only considers the crawling topic during the crawling
process.

The ontology-focused crawling and our approach have better harvest rates
because they relate the crawling topics to the background knowledge base to
filter irrelevant web pages. Note that all the crawling processes begin with high
harvest rates, but decrease as more pages are crawled. The main reason is that
the seed URL has high relevance with the crawling topics. When more pages are
crawled, the ratio of irrelevant web pages get higher.

Compared to the ontology-focused crawling, our approach has better har-
vest rates. It is because the ontology-focused crawling calculates the relevance
score based on heuristically predefined concept weights. These predefined con-
cept weights are determined by humans subjectively. It is difficult to optimally
scale the contributions of those relevant concepts in real-time. In our approach,
concept weights are determined objectively to describe the contribution of each
relevant concept. Therefore, the harvest rate of our approach is higher during
the entire crawling process. Based on the experiment results, we believe that our
approach will play a promising role for focused crawling.

5 Conclusion and Future Work

In order to maintain a high harvest rate during the crawling process, we propose
an ontology-based learnable focused crawling approach. The framework of our
approach includes three stages: the data preparation stage, the training stage,
and the crawling stage. Based on a domain-specific ontology, an ANN is trained
by filtered training examples. The ANN is used to calculate the relevance score
of visited web pages. The empirical evaluation shows that our approach outper-
formed the ontology-focused crawling, breadth-first crawling, and keyword-based
crawling. Based on the experiment results, we believe that our approach improves
the efficiency of the focused crawling approach, which can be employed to build
a comprehensive data collection for a given domain.

In the future, the crawler will be applied in a larger application scenario
including document and metadata discovery. In particular, our efforts will be
focused on building an effective focused crawler with high crawling precision for
the medical domain.
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Abstract. This paper proposes a method for implementing real-time
synonym search systems. Our final aim is to provide users with an in-
terface with which they can query the system for any length strings and
the system returns a list of synonyms of the input string. We propose
an efficient algorithm for this operation. The strategy involves indexing
documents by suffix arrays and finding adjacent strings of the query by
dynamically retrieving its contexts (i.e., strings around the query). The
extracted contexts are in turn sent to the suffix arrays to retrieve the
strings around the contexts, which are likely to contain the synonyms of
the query string.

1 Introduction

This paper considers a problem of extracting synonymous strings of a query
given by users. Synonyms, or paraphrases, are words or phrases that have the
same meaning but different surface strings. “HDD” and “Hard Drive” in docu-
ments related to computers and “BBS” and “Message Boards” in Web pages are
examples of synonyms. They appear ubiquitously in different types of documents
because, often, the same concept can be described by two or more expressions,
and different writers may select different words or phrases to describe the same
concept. Therefore, being able to find such synonyms significantly improves the
usability of various systems. Our goal is to develop the algorithm that can find
synonymous strings to the user input. Applications of such an algorithm include
augmenting queries with synonyms in IR or text mining systems, assisting input
systems by suggesting expressions similar to users’ input, etc. One main prob-
lem in such tasks is that we do not know what kind of queries will be posted by
users. For example, consider a system that calculates similarities between all the
pairs of words or noun phrases in a corpus and provide a list of synonyms of a
given query based on such similarity. Such systems can not return any output for
queries that are neither words nor noun phrases, such as prepositional phrases
like “on the other hand.” Of course, this problem can be solved if we have simi-
larities between every substrings in the corpus. However, considering all strings

H. Li et al. (Eds.): AIRS 2008, LNCS 4993, pp. 276–285, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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(or n-grams) in the corpus as synonym candidates greatly increases the number
of synonym candidate pairs, which makes computation of similarities between
them very expensive in time and space.

We avoid this problem by abandoning extraction of synonym candidates in ad-
vance. Instead, we provide an algorithm to retrieve synonyms of user’s queries on
the fly. This goal is achieved by utilizing suffix arrays. Suffix arrays are efficient
data structures that can index all substrings of a given string. By using them, the
system can extract dynamically contexts to calculate similarities between strings.
By extracting contexts for the query string, and subsequently by extracting strings
that are surrounded by the contexts, synonym candidates can be retrieved in rea-
sonable time. As a result, the system that allow many types of queries, such as
“on the other hand”, “We propose that”, “:-)”, “E-mail:”, etc., is realized.

Our task is to extract synonymous expressions regardless of whether strings
have similar surfaces (e.g., having many characters in common,) or not. In such a
situation, similarity calculation is typically done by using contexts. The strategy
is based on the assumption that “similar words appear in similar contexts.” Some
previous systems used contexts based on syntactic structures like dependencies
[1] or verb-object relations [2][3], but we do not use this type of contexts for the
simplicity of modeling and language independency, as well as the fact that our
goal is to develop a system that accepts any kinds of queries (i.e., independent
from grammatical categories), although incorporating such kinds of contexts into
our suffix-array based algorithm is an interesting issue for future work. There
also exist studies on the use of other resources such as dictionaries or bilingual
corpuses [4] [5], but we assume no such outside resources to make our system
available to various kinds of topics and documents. Another type of contexts is
surrounding strings (i.e., strings that appear near the query). [6] reported that
surrounding strings (which they call proximity) are effective features for syn-
onym extraction, and combining them with other features including syntactic
features stabilized the performance. Using long surrounding strings [7] can spec-
ify paraphrases with high precision but low recall, while using short surrounding
strings [8] extracts many non-synonyms (i.e., low precision), which make systems
to require other clues such as comparable texts for accurate paraphrase detec-
tion. We use such surrounding strings i.e., the preceding and following strings,
as contexts in our system. In addition, the contexts in our system can be any
length to achieve a good precision-recall balance.

The remainder of this paper is organized as follows. Section 2 introduces
notations used in this paper and makes a brief explanation of suffix arrays.
Section 3 describes our algorithm and Section 4 and 5 reports the experimental
results. In Section 6, we concludes this paper and discuss future work.

2 Preliminaries

The input to the system is a corpus S and a query q. Corpus S is assumed
to be one string. For a set of documents, S is a result of concatenating those
documents into one string. The system finds synonyms of q from S.
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In this paper, context of the string s is defined as the strings adjacent to s,
i.e., s.x ∈ S or x.s ∈ S where . represents the concatenation operation and x ∈ S
means x appears in corpus S. If s.x ∈ S, x is called right context of s. On the
other hand, if x.s ∈ S, x is called left context of s.

Suffix arrays [9] are data structures that represent all the suffixes of a given
string. It is a sorted array of all suffixes of the string. By using the suffix array
constructed on the corpus S, all the positions of s in S can be obtained quickly
(in O(logN) time, where N is the length of S) for any s. They require 4N bytes1

of additional space to store indexes and even more space for construction. We
assume that both the corpus and the suffix array are on memory.2

The algorithm uses two suffix arrays: A and Ar. The former is constructed
from S, and the latter is constructed from rev(S), where rev(x) is a reverse
operation on string x. Right contexts are retrieved by querying A for q and left
contexts are retrieved by querying Ar for rev(q).

We define two operations nextGrams(A, x) and freq(A, x). The former re-
turns the set of strings in A whose prefix is x and whose length is one larger
than x, and the latter returns the number of appearance of x in A. We also write
them as nextGrams(x) and freq(x) if A is obvious from contexts.

We use a sorted list cands and a fixed-size sorted list results.3 Cands retains
strings that are to be processed by the algorithm, and results retains a current
top-n list of output strings. Elements in cands are ranked according to a priority
function priority(x), and elements in results are ranked according to a score
function sc(x). We define priority(x) to be smaller if x has larger priority (i.e.,
more important), and sc(x) to be larger if x is more important (i.e., relevant as
synonyms). Note that elements in both lists are sorted in the ascending order.
getF irst operations therefore return the most important element for cands and
the least important element for results. This means that getF irst operation of
results returns the N2-th ranked element, where N2 is a size of results.

3 Algorithm

The algorithm is divided mainly into two steps: context retrieval and candidate
retrieval. The context retrieval step finds top-N1 (ranked by the score defined
below) list of left contexts and right contexts.4 After that, the candidate retrieval
step extracts top-N2 list of candidates for synonyms.

1 If each index is represented by four bytes.
2 We used naive implementation (by ourselves) for suffix arrays. Using more sophisti-

cated implementations like compressed suffix arrays (CSAs) can reduce the memory
size required for our algorithm, which is an important future work.

3 These are implemented by using Java TreeSet data structures, which is the Java
class of red-black tree implementation, retains a sorted-list and allows O(log(N))-
time add, remove, and getFirst operations. Fixed-sized lists are implemented by
replacing the add operation of TreeSets by an add operation of a new element and
a subsequent remove operation of the first element.

4 Among strings with the same score, the ones found earlier are ranked higher.
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cands ← ‘’
while(cands �= ∅){
x = getF irst(cands);
N = nextGrams(A, q.x);
foreach (n ∈ N){
if (sc′

c(n) > scc(getF irst(results))){
cands ← cut(n, q);
results ← cut(n, q);
}
}
}

Fig. 1. Algorithm: Context Retrieval

3.1 STEP-1: Context Retrieval

The context retrieval step harvests the contexts, i.e., strings adjacent to the
query. For example, a left context list for the word example might include the
string in the following. We set parameter N1 that indicates how many contexts
are harvested. We only explain how to extract right contexts, but left contexts
can be extracted in a similar manner.

Figure 1 shows the context retrieval algorithm for right contexts. Note that
‘’ indicate a length-zero string. We also write removing context string c from
string s as cut(s, c). Starting from a set cands = { ‘’ }, the search proceeds
by expanding the length of strings in cands. (For example, element bye may be
added to cands when by is in cands.) Note that this strategy causes search spaces
very large because string lengths possibly increase to the end of the corpus. Our
idea to avoid this problem is to cut off unnecessary search spaces by terminating
string search if the score of current string and their children (ı.e., the strings
generated by adding suffixes to the current strings,) must be lower than the
current N1-th score. We call such termination pruning of search spaces.

The score for context strings are defined as follows, by analogy with tf-idf
scoring functions.

scc(x) = freq(q.x) log
|S|

freq(x)

where |S| is a size of corpus S. We also define the score for pruning as

sc′c(x) = freq(q.x) log |S|

Note that sc′c(x) can be used as the upper bound of scc(x.y) for any y be-
cause log |S| ≥ log |S|

freq(x.y) and freq(q.x) ≥ freq(q.x.y), resulting in sc′c(x) ≥
scc(x.y).

Threshold Values. We introduce the parameter F1 to reduce execution time of
our algorithm. F1 is set not to include contexts that appears too frequently in
the corpus. If a context freq(c) is over F1, c is not added to results.
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forall(c ∈ Cl){ cands ← (c,‘’) }
while(cands �= ∅){
D = ∅;
while (x does not change){
(c, x) = getF irst(cands);
Y = nextGrams(A, c.x);
foreach(y ∈ Y ){
y′ = cut(y, c);
D = D ∪ {(c, y′)}
scl(y

′) = scl(y
′) + 1; } }

forall ((c, d) ∈ D){
if (scl(d) > scl(getF irst(results))){
cands ← (c, d);
results ← d; } } }

Fig. 2. Algorithm: Candidate Retrieval

3.2 STEP-2: Candidate Retrieval

After context strings are obtained, the algorithm extracts strings adjacent to the
contexts. We refer to the strings as synonym candidates, or simply candidates.
We set the parameter N2 that indicates the number of candidates to be retrieved.

The algorithm proceeds in the following way.

Stage-1: obtain the N2-best candidates by using left contexts only, according
to score function scl(c).

Stage-2: obtain the N2-best candidates by using right contexts only, according
to score function scr(c).

Stage-3: rerank all obtained candidates according to score function sc(c) and
obtain a new top-N2 list.

Roughly speaking, in stage-1 and 2, the algorithm searches for top-N2 syn-
onym candidates by using the score which is relatively simple but useful for
pruning of search spaces. After that, in stage-3, the algorithm re-ranks these
top-N2 results by using a more complex scoring function. Here, we only explain
stage-1, because stage-3 is straightforward and stage-2 can be performed in a
similar manner to stage-1.

Figure 2 shows the algorithm. Here, Cl represents a left context set. Note that
elements in cands are pair (c, x), where the list is sorted according to priority(x).
priority(x) is defined to rank strings with the highest score come to the first.
The algorithm first makes a set D by expanding the current best candidate x.
After that, for each y ∈ D, if scl(y) is larger than the current N2-th score, y is
newly added to cands.

The score scl(x) is defined as the number of c ∈ Cl for which c.x ∈ S, i.e.,
how many types of left contexts appearing adjacent to x. The good point of this
score is that it is decreasing function of the length of x, i.e., scl(x) ≥ scl(x.y).
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This means that if the scl(x) is lower than the current n-th best score, there is
no need for searching for x.y for any y.

On the other hand, the score in stage-3 is defined as

sc(x) =
∑

c∈Cl

log
freq(c.x)

freqexp(c.x)
+

∑

c∈Cr

log
freq(x.c)

freqexp(x.c)

where Cr represents a set of right contexts extracted in step-2, and freqexp(x)
is the frequency of x expected from the context frequency and the number of x
appearing in the whole-corpus, defined as

freqexp(x) = freq(x) · freq(c)
|S|

where |S| is the size of corpus S.

List Cleaning. Obtained lists of contexts often contain redundant elements be-
cause it contains strings of any length. For example, “have to do” and “have to
do it” can be in the same list. To remove such redundancy, list cleaning is per-
formed on each context list. If the n-th element is a substring of the m-th element
or m-th element is a substring of the n-th element for m < n, the n-th element
is removed from the list. Not only it reduces the execution time by reducing the
number of contexts, but also we observed that it generally improves the quality
of extracted results mainly because it prohibits similar contexts from appearing
repeatedly in the same list. List cleaning is also performed on candidates lists.
We observed that it also improved the quality of candidate lists. Note that list
cleaning operations make the size of resulting lists smaller than N1 or N2.

4 Output Examples

We applied our algorithm to the web documents crawled from the web-site of
University of Tokyo.56 The size of corpus was about 800 Mbytes and parameters
were set to F1 = N1 = N2 = 1000. The system was run on an AMD Opteron
248 (2.2GHz) machine with 13Gbytes memory. Figure 3 shows some example
results of synonym extraction.7 Both results were obtained in a few seconds.
We observed that phrases like “Natural Language Processing” were correctly
associated with the one word string “NLP” without any preprocessing like NP
chunkers. In addition, phrases like “We propose” that are not in one phrase
structure category (like NP or VP), which are difficult to chunk, were able to be
processed thanks to the property of our method that takes into account every-
length string.
5 http://www.u-tokyo.ac.jp/
6 Due to the noisiness of the data (e.g., it includes very long substrings that appear

twice or more because of duplicated web pages), we set a threshold value (50) for
the length of strings in context retrieval and candidate retrieval on this data.

7 The first answer to the first query is a noise caused by variations of white spaces.
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Query: Natural Language Processing
Results: 1.Natural LanguageP / 2.NLP / 3.Artificial Intelligence / 4.ning /
5.Retrieval

Query: We propose
Results: 1.We present / 2.we propose / 3.we have develope / 4.we present /
5.This p

Fig. 3. Synonym Extraction Examples from Web documents of University of Tokyo

Query: likely to
Results: 1.will / 2.expected to / 3.going to / 4.ould / 5.able to

Query: U.S.
Results: 1.US / 2.Australian / 3.United States / 4.American / 5.Canadian

Query: doesn’t
Results: 1.does not / 2.didn’t / 3.would / 4.did not / 5.could

Fig. 4. Synonym Extraction Examples from the Reuter Corpus

We also ran the system with a part of the Reuter corpus (487 MBytes) on the
same machine with the same parameter settings. Figure 4 shows the extraction
results for some example queries. We observed that the results for acronym query
“U.S.” correctly included “United States”, and the results for contraction query
“doesn’t” correctly included “does not”.

5 Experiments

We used the JAL (Japan Airlines) pilot reports which had been de-identified
for data security and anonymity. The reports were written in Japanese except
for some technical terms written in English. The size of concatenated documents
was 7.4 Mbytes. The system was run on a machine with an Intel Core Solo U1300
(1.06GHz) processor and 2GBytes memory.8

Many expressions that have their synonymous variants are found in this cor-
pus, such as loan terms that can be written in both Japanese and English, and
long words/phrases that have their abbreviated forms (e.g., “LDG” is an abbre-
viation of “landing”), etc.

In order to evaluate the performance of the system, we used a thesaurus for
this corpus that are manually developed and independent of this research. The
thesaurus consists of (t, S(t)) pairs where t is a term and S(t) is a set of synonyms
of t, such as (CAPT, {Captain}) and (T/O, {Takeoff}), etc. In the experiment, t

8 Note that the machine is different from the one mentioned in the previous section.
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is used as a query to the system, and S(t) is used as a collect answer to evaluate
the synonym list produced by the system. The number of queries was 404 and
the average number of synonyms was 1.92.

The system performance was evaluated using average precision [10]. We pro-
vided each query in the test set to the system, which in turn returns a list of
synonym candidates 〈c1, c2, ..., cn〉 ranked on the basis of their similarity to the
query. Given this list and synonym set S = {s1, s2, ..., }, the average precision of
the result list is calculated as

1
|S|

∑

1≤k≤n

rk · precision(k),

where precision(k) is the accuracy (i.e., ratio of correct answers to all answers)
of the top k candidates, and rk represents whether the k-th document is relevant
(1) or not (0). (In other words, rk = 1 if ck ∈ S, and rk = 0 otherwise.)

We investigated the execution time of the algorithm and average precision
values for various parameter values. N1 parameter was set to 1000. Table 1
shows the results. We observed that setting F1 threshold value contributed to
improvement both of execution time and average precision. Among them, larger
parameter values contributed to improvement of output quality, at the expense
of execution time. The best result was obtained when F1 = N2 = 1000. The
execution time for that setting was 1.96 seconds.

Table 1. Execution time (in msec) per query for various parameter values

Execution Time

F1 \ N2 100 300 1,000

100 725.5 847.0 1070.0
300 863.7 1034.1 1359.0
1,000 1098.6 1403.4 1963.4
∞ 2635.9 3849.4 6550.6

Average Precision (%)

F1 \ N2 100 300 1,000

100 32.02 31.71 30.60
300 34.52 37.18 36.31
1,000 33.69 38.73 40.32
∞ 22.01 28.47 31.40

To analyze quality of outputs of our method, we compared them with the
output by the standard vector space model algorithm (VSMs) with cosine simi-
larity measure. Two major features for synonym extraction, namely, surrounding
words (or proximity) [6], and dependency relations [3], were used for the vector
space model. We defined three types of weighting schemes for vector values:
term frequency (TF), tf-idf values (TF-IDF), and logarithm of TF (logTF).9

The window size for proximity was set to 3.
We compared our algorithm with VSMs on the task of candidate sorting,

where the task is to make a ranked list of c ∈ T , where T is a set of words in the
thesaurus, according to the similarity to the query q. Ranked lists were made
from outputs of our method by filtering out elements in output candidate list
if they were not T .10 Note that this task is slightly different from the synonym
9 Note that logTF is defined as log(1 + tf) to handle the case where tf = 1.

10 In this experiment, we did not perform list cleaning on candidate lists.
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Table 2. Candidate ranking results shown in averaged precision values (%)

Algorithm

Our Method 52.20

Dependency Proximity Prox + Dep

VSM (logTF) 34.43 55.61 57.35
VSM (TF-IDF) 24.72 37.85 39.19
VSM (TF) 23.25 40.12 40.87

extraction because candidates outside of T is ignored, and therefore the aver-
age precision values are higher than the values in Table 1. Parameters of our
algorithm was set to F1 = 1000, N2 = 1000.

Table 2 shows the result. Among VSMs, we observed that proximity features
were effective for synonym extraction and the performance was improved by
using dependency features. This result agreed with the results reported in [6].

Among three weighting schemes, logTF weighting performed much better than
other two schemes. We think that it is because logTF emphasizes the number of
types of context words than their frequency, and the number of types of context
words shared by the query is important for synonym extraction.

The performance of our method was slightly inferior to the best results among
VSMs. We think that it was partly because our context features can not handle
relations among strings separated by various strings, and partly because our
method does not retrieve all the possible strings which cause some answers in T
to be not contained in resulting candidate lists.

6 Conclusions and Future Work

We proposed a method to extract synonymous expressions of a given query on the
fly by using suffix arrays. Experimental results on 7M bytes corpus showed that
our method was able to extract synonyms in 0.7 – 7.0 seconds. However, quali-
tative performance of our method was slightly worse than standard vector space
model methods. It suggests that our method still leaves room for improvement
by, for example, extracting synonymous expressions of context strings them-
selves and using them as new contexts for synonym extraction. Future work also
includes exploring possibility of use of other kinds of features like dependency
structures in our suffix-array based retrieving method. Use of more efficient
suffix-array implementations like compressed suffix arrays is also an important
issue for future work.
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Abstract. Documents or Web pages collected from the World Wide Web have 
been considered one of the most important sources for information. Using 
search engines to retrieve the documents can harvest lots of information, facili-
tating information exchange and knowledge sharing, including foreign informa-
tion. However, to better understand by local readers, foreign words, like  
English, are often translated to local language such as Chinese. Due to different 
translators and the lack of translation standard, translating foreign words may 
pose a notorious headache and result in different transliterations, particularly in 
proper nouns like person names and geographical names. For example, “Bin 
Laden” is translated into terms “賓拉登”(binladeng) or “本拉登”(benladeng). 
Both are valid synonymous transliterations. In this research, we propose an ap-
proach to determining synonymous transliterations via mining Web pages re-
trieved by a search engine. Experiments show that the proposed approach can 
effectively extract synonymous transliterations given an input transliteration. 

Keywords: Transliteration, Associated Word, Unknown Words, Focused 
Crawling, Speech Sound Comparison. 

1   Introduction 

A foreign word is usually translated to a local word according to their phonetic simi-
larity in the two languages. Such translated words are referred to as transliterations. 
Due to the lack of translation standard, a foreign word might be transliterated into 
different Chinese words, referred to as synonymous transliterations, especially proper 
names and geographical names, such as terrorist Bin Laden is translated into two 
different Chinese transliterations as “賓賓賓” (binladeng) and “本賓賓” (benladeng). 
Note that we use Hanyu pinyin for the Romanization of Chinese transliterations. 

Synonymous transliterations would raise obstacles in reading articles as well as 
communicating with other people. More importantly, search engines will generate 
incomplete search results. For example, using “本賓賓” as the input keyword cannot 
retrieve the Web pages that use “賓賓賓” instead as the transliteration.  

This research aims at mining synonymous transliterations from the Web. Our re-
search results can be applied to construct a database of synonymous transliterations, 
which can then be used to alleviate the problem of incomplete search of Web pages.  

Three major difficulties in extracting synonymous transliterations from huge Web 
pages are concerned. The first question is target documents collection: how to collect 
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appropriate pages which contain synonymous transliterations from the huge collection 
of Web pages [1]. We exploit a method, content focused crawling [2-3], to crawl a 
small number of, but related, documents which contain probable synonymous translit-
erations from the Web. The second question is term segmentation: how to segment 
words as synonymous transliteration candidates from noisy search-result pages; and 
the last is confirming synonymous transliterations: how to recognize those identified 
candidates as true synonymous transliterations.  

2   The Proposed Approach  

2.1   Observation 

Chinese transliterations may come with their original foreign words. One approach to 
retrieving synonymous transliterations is to query the foreign word in Chinese Web 
pages. However, most commercial search engines limit the number of Web pages 
returned to the user. For example, Google, Altavista, and Goo return only 1,000 pages 
even though more pages match the query [4]. Due to this limitation, a user inputs an 
original foreign word with the search scope limited to Chinese Web pages. The user 
may not be able to retrieve many distinct Chinese transliterations. Especially when 
there are a few dominant transliterations which appear more frequent than the others, 
the retrieved pages may contain only those dominant transliterations. For instance, the 
transliteration  ”本賓賓” appear less frequent than “賓賓賓”. 

Another alternative is to use associated words which are in terms of context highly 
relevant to its original word. For example, we used the term “恐恐份份” (terrorist) to 
submit to search engines, and then we got some Web pages containing the term 
“本賓賓” (Bin Laden) as shown in Fig. 1. Therefore, identifying appropriate associated 
words for submitting to search engines is a key step to retrieving synonymous trans-
literations.  

2.2   Collecting Candidate Web Pages 

Fig. 2 depicts the process of identifying candidate pages which may contain synony-
mous transliterations. First, some seed Web pages are downloaded by the input trans-
literation, e.g. “賓賓賓” (binladeng). Second, we extract its associated words and  
assign their weights which represent the degree of significance between the translit-
eration and the associated words. For instance, “恐恐恐份” (terrorist), “阿阿阿” (Af-
ghanistan) and “恐恐恐恐” (terrorism) all have significant weights in terms of their 
association with “賓賓賓”. The higher weighted words would not only be treated as 
keywords to be submitted to a search engine for candidate pages, but also be regarded 
as a set of characteristics of this input transliteration. The method of weight assign-
ment will be described in Section 2.3. 

Third, for each significant associated word which is used as a search keyword, we 
download a fixed number of Web pages. Four, because the Web consists of pages on 
diverse topics, naïve queries by users may find matches in many irrelevant pages [4].  
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Fig. 1. The search-result page of query term “恐恐恐恐” (terrorist) in Google search engine 

 

Fig. 2. Illustration of identifying candidate pages with content focused crawling by the term 
“賓賓賓” (binladeng) 

So, we use a method to filter out irrelevant Web pages. Specifically, if the Web pages 
contain many highly weighted associated words of the transliteration (i.e., the charac-
teristics of the transliteration), we regard that Web page a relevant page, such as the 
search-result page of Fig. 3. In contrast, we can discard the Web page which doesn’t 
contain significant associated terms, such as that of Fig. 4. 

 

 

Fig. 3. A search-result page of query term “恐恐恐恐” (terrorist) in Google search engine 

 

Fig. 4. Another search-result page of query term “恐恐恐恐” (terrorist) in Google search engine 

2.3   Associated Words Computation 

Several statistic methods have been proposed for estimating term association based on 
co-occurrence analysis, including mutual information, DICE coefficient, chi-square 
test, and log-likelihood ratio. For chi-square test, the required parameters can be  
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obtained by submitting Boolean queries to a search engine and utilizing the returned 
page count indicating the estimated number of qualified pages containing the query 
term [5]. In such a way, we do not need to perform time-consuming page download 
and text processing for estimating the counts and thus dramatically reduce computa-
tion time. 

We take the initial step of downloading a fixed number of Web documents for the 
input transliteration. Then we extract all known words wi from the set of downloaded 
pages Q using term segmentation. The vector space model VSM is employed, in 
which each element represents a word with a value of 1 when the document contains 
this word or a value of 0 otherwise. We estimate the probability Pr(wi) of the docu-
ments containing the word wi . 

    Pr(wi)= 
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(1) 

W represents the size of the extracted vocabulary from the downloaded documents 
Q. |Q| represents the size of Q. mij represents a vector element whose value is 1 when 
the document dj contains wi or 0 otherwise. 

We consider a word wi is more important if wi co-occurs frequently with the trans-
literation TL. Therefore, the significance of an associated word is proportional to the 
degree of co-occurrence with the transliteration. The significance (or weight) can be 
defined by Eq. (2) which can be further written such that it can be estimated by the 
frequencies of the words. It is worth noting that we just query a search engine and 
obtain the returned page counts without downloading and processing the Web pages. 
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Pr(TL|wi) and Pr(TL’|wi) represent the probabilities of observing TL or not given a 
page containing wi. )( iwf  represents the number of documents queried by wi. wi gets  

higher strength if wi occurs frequently in documents containing TL, but infrequently 
in documents without TL. 

2.4   Sifting the Collected Pages 

Each of significant associated words is submitted to obtain a small set of Web pages. 
Due to the diversity of the Web, some of the collected pages might not be relevant to 
the content of the input transliteration. A filtering step is needed to discard irrelevant 
pages. 

We sift the Web pages via the set of the characteristic associated words of the 
transliteration. Let AS1, AS2, AS3,…, ASn are the associated words of the transliteration 
mentioned in Section 2.3. di is a crawled Web page. Wdi,k represents a word in di. and 
weight(Wdi,k) = weight(ASi) if Wdi,k = ASi. The score of di with respected to TL is 
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defined as Eq. (3), the aggregated weight of the top-θ  weighted words Top_Wdi,j. We 
consider documents with high scores as candidate pages which might contain syn-
onymous transliterations and discard the other pages. 

∏
=

=
θ

1

)_()(
j

i,ji WdTopWeightdScore  (3) 

3   Recognizing and Confirming Synonymous Transliterations 

For those candidate Web pages, some preprocess is performed to extract unknown 
words. We first identify and eliminate known words with the help of a dictionary. We 
then apply an N-gram approach [6] to extract N-grams units on the remaining text 
strings. N is set between the length of TL minus and plus one, i.e., |TL| - 1 ≤ N ≤ |TL| 
+ 1 since most of synonymous transliterations has a length discrepancy less than or 
equal to one.  

The number of the extracted N-grams units is usually quite large. We use SPLR al-
gorithm [7] to help reduce the size. The SPLR algorithm is effective to detect an un-
known word which is a subsequence of an N-grams unit. For instance, the unknown 
word “本本本” (Bin Laden) is a subsequence of the 4-characters unit “本本本本” (of Bin 
Laden). Once the subsequence is determined an unknown word, its supersequences 
can be discarded. 

 

 

Fig. 5. Process of synonymous transliterations confirmation 

The process of recognizing and confirming the unknown words as the synonymous 
transliterations is illustrated in Fig. 5. Based on our observation, a transliteration has 
similar speech sounds with its synonymous transliterations, for instance the terms 
“賓本本” (binladeng) and “本本本” (benladeng). Therefore, we use speech sound com-
parison to identify synonymous transliterations. However, a candidate unknown word 
which scores high in speech sound comparison is not always a synonymous translit-
eration. To cope with this problem, a further confirmation step based on context 
matching is performed.  

3.1   Speech Sound Comparison 

In [8], we have given a description of the Taiwan’s phonetic system and devised an 
approach to comparing the phonetic similarity of two Chinese words. Our approach 
uses two similarity matrices of digitalized speech sounds, one for 412 basic Chinese 

Unknown words

Combined method Confirming 

Speech Sound Comparison Context Comparison 
Synonymous 
transliterations
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character sounds and the other for the 37 Chinese phonetic symbols used in Taiwan. 
The advantage of this digitalized sound comparison approach over the conventional 
statistic-based approaches is that it does not require a corpus for computing the pho-
netic similarity between two words and thus avoids potential bias inherent in the col-
lected corpus. 

We employee the speech sound comparison approach to compare the similarity be-
tween the extracted N-grams unknown word and TL. Highly similar pair is likely 
synonyms. The approach looks at the patterns of similarity in Chinese phonemes as a 
basis for comparing the degree of similarity between the pronunciations of different 
characters, and thus for comparing the degree of similarity between two words. We 
carry out numeric analysis to quantify the similarities among the digitalized sounds. 
For example, the Taiwan’s phonetic symbols ㄅ (p) and ㄆ (b) are both initials and are 
highly similar in pronunciation. In particular, we first recorded in digitalized form the 
two sets of sounds including the 412 basic Chinese character sounds and the 37 Tai-
wan’s phonetic symbols. We then adopted speech recognition technique to compare 
the similarity between every pair of two sounds in each set of the digitalized sounds. 
As a result, we got two similarity matrices for the 412 character sounds and the 37 
phonetic symbols, respectively. Note that the complete set of Chinese character 
sounds is about 5*412 which considers character’s tone. However, the tone does not 
affect much in terms of comparing phonetic similarity between two Chinese words 
[8]. Therefore, the tone is not taken into account in the set of character sounds to 
reduce the size of the set. 

Given the two sound similarity matrices, a dynamic programming based algorithm 
is used to measure the similarity between the N-grams word and TL. Specifically, the 
algorithm aligns the phonetically similar characters and aggregates their similarity 
scores. Since the final phoneme of a character has heavy influence during the sound 
recording, we include a weight on the initial consonant of the character to balance the 
bias in the computation. The recursive formula for the dynamic programming algo-
rithm to compute the similarity between two Chinese character strings is defined as 
follows. 
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))(),(()1( )).(,).(())(),((    where 21s41221s3721 jSiSsimwICjSICiSsimwjSiSsim ×−+×=  
sims412( , )

 gives the similarity between two Chinese character sounds by retrieving the correspond
ing entry in the 412-character-sound similarity matrix and sims37( , ) give the similarity 
between the two initial consonants of the two characters by retrieving the entry in the 37
 phonetic-symbol similarity matrix. The weight w can be set to 0.5, which experimentall
y leads to a good result. 

The comparison with the NULL character is sim(S1(k), ‘ ‘) = 0 and sim(‘ ‘, S2(k)) = 0. 
The initial conditions are T(i,0) = 0 and T(0,j) = 0. 

For an m-length unknown word UW and an n-length TL, the aggregate similarity 
score is T(m, n) and the score is further normalized by the average length of the two 
words. In other words, the similarity between UW and TL is defined by sim(UW, TL) 
= 2/(m+n) *T(m, n). 
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3.2   Context Comparison 

Some unknown words which are not a synonym of the transliteration might happen to 
have a high similarity score with respected to TL by sound comparison. For instance 
the unknown word “九九九九” (jiubaqinian, meaning 987 years） has high similarity 
score when compared to the transliteration “戈戈戈戈” (gebaqifu) of Gorbachev but 
clearly it is not a synonymous transliteration. Therefore, a confirmation step is needed 
to reduce false positives by the sound comparison approach in the previous step. 

The basic idea of the confirmation technique is that a true synonymous translitera-
tion shall share similar context. Therefore, it shall share common associated words 
with the input transliteration in its search-result pages. The confirmation step is thus 
performed as follows. We retrieve some Web pages by using the candidate synony-
mous transliteration, which is an N-grams unknown word having high similarity score 
with the input transliteration. If the retrieved pages have similar content with those of 
a transliteration, the candidate synonym is judged as a synonymous transliteration.  
To compare the content similarity of the pages, the cosine measure can be used. 
Again, the previously extracted associated words of TL can be used in this similarity 
computation. 

For example, given a transliteration “戈戈戈戈” (gebaqiaofu) of Gorbachev and its 
candidate synonymous transliteration N-grams words “戈戈戈戈” (gebaqifu) and 
“九九九九” (jiubaqinian), a search-result page is shown respectively in Fig. 6 and Fig. 7. 
Although both “戈戈戈戈” and “九九九九” have high similarity scores to “戈戈戈戈” in 
speech sound comparison to “戈戈戈戈”, we can see that the snippet in Fig. 6 by 
“戈戈戈戈” (gebaqifu) are relevant to “戈戈戈戈”, but the snippet in Fig. 7 tells that the 
page of “九九九九” (jiubaqinian) has nothing to do with  “戈戈戈戈”. 

3.3   The Combined Approaches 

The speech sound comparison measures the similarity of pronunciation whereas context 
comparison measures the similarity of context between Chinese terms. It might be bene-
ficial to take the advantages of both approaches. Thus, an alternative is to combine these 
two methods. We use a combined ranking scheme to determine the similarity between a 
transliteration TL and its synonymous transliteration candidate t as follow: 

1  subject to   ),(),( == ∑∑
mi

mimi

mi

mi tTLRtTLRank αα  
(5)

 

where mi represents the different methods. miα  is a weight for each mi, and 

miR (TL,t) represents the rank of the similarity between the pair (TL, t) with respected 
to all pairs under the method mi. The combined approach is expected to raise the 
ranking of true synonymous transliterations among other noise terms. 

 

 

Fig. 6. A search-result page of query ”戈戈戈戈” (gebaqifu) in Google search engine 
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Fig. 7. A search-result page of query ”九九九九” (jiubaqinian) in Google search engine 

4   Experiments 

4.1   Associated Words Extraction 

Our experimental data are the Web pages collected by the use of Google search  
engine. Determining the associated words of the transliteration is the core of the qual-
ity of content focused crawling. We limit the initial downloaded Web data to  
800 pages for each transliteration, and then extract the associated words for each 
transliteration. We use the 80K CKIP dictionary from Academia Sinica of Taiwan to 
determine known words in the downloaded Web pages and to extract the associated 
words. Some of experimental results of extracted associated words are shown in  
Tables 1. As the results show, most of the extracted Chinese associated words are  
 

Table 1. Some examples of personal names and geographical names and their extracted Chi-
nese associated words 

Initial Word Extracted Associated Words 

柯柯柯 柯柯柯, 總總, 柳柳柳, 美美, 柯柯柯柯柯, 白白 

賓賓賓 恐恐恐恐, 攻攻, 美美, 阿阿阿, 五五五五, 恐恐恐恐 

戈戈戈戈 蘇蘇, 雷雷, 史史柯, 柏柯柏柏, 冷冷, 總總 

麥麥麥賓 空空空空, 比比比比, 籃籃, 籃球, 公公 

莎莎史莎 地地地地, 史史史史史, 金金金史, 好好好, 第第第 

阿阿史阿金史 如如如如, 複複空, 無無無無無, 換換換, 合合 

陳陳陳 總總, 台台, 五大, 兩兩, 民民民, 台台 

布布布布布 終終終終冷, 沈沈, 恩恐, 兒兒兒兒兒, 海海海海 

比布查  安安, 勝地, 身身, 身穿, 節節, 陳水, 報報 

約約約約 教教, 約羅, 地恐教, 梵史梵, 新新, 去去 

約羅羅 去世世, 鐵鐵空, 雨雨, 金金金, 準準世 

海海 政政, 伊賓伊, 總總, 戈史史, 美美, 冷戰, 蘇聯 

梅比梅梅梅 搶搶雷恩五搶, 致致致致, 約羅, 李李羅羅, 海海海海 

俠俠俠俠比 小空俠, 空中, 鄧鄧, 摔五, 公公, 籃球, 士士士, 籃球 

史達達達 轉去, 音音, 汪汪, 流流, 兒查 , 印印空, 五阿, 尊尊 

雪雪 墨比墨, 澳五布澳, 歌歌歌, 澳澳, 坎坎賓, 資資, 美國 

悉俠 澳五布澳, 墨比墨, 歌歌歌, 李奧柯, 坎坎賓, 李奧 
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well relevant to the initial query words, indicating that our approach to determining 
the associated words works well. 

4.2   Synonymous Transliterations Extraction 

We show some experiments about synonymous transliterations extraction from the 
Web. We manually collected 18 transliterations and perform the approach to identify 
synonymous transliterations via searching and retrieving only a subset of the WWW 
that pertains to those transliterations. Via content focused crawling, we downloaded 
related Web pages, and then filter less relevant pages in order to keep the quality of 
crawling and to reduce the size of pages from which we expected to obtain synony-
mous transliterations. We set the filtering ratio to 0.7. It means that we downloaded 
3,000 pages, and then retain only 900 pages after the filtering. 

We perform the context comparison step as mentioned in Section 3.2 to top-200 
ranked words after speech sound comparison. Table 2 shows the results. 

In Table 2, the first column shows the 18 transliterations that we collected from 
newspapers. Column 2 shows the extracted synonymous transliterations from the 
Web. Column 3 SSC (speed sound comparison) shows the ranking of the identified 
synonymous transliterations among other segmented N-grams words via the speech 
sound comparison approach while Column 4 SSC+CC (speed sound comparison 
followed by context comparison) shows the ranking by further comparing the context 
of extracted synonymous transliterations with those of the input transliteration. 

Table 2.  The extracted results with the ranking of synonymous transliterations with the SPLR 
threshold set to 0.1 

Transliteration 
Extracted  
Synonymous 
Transliterations 

SSC
SSC
+CC

Transliteration 
Extracted  
Synonymous 
Transliterations 

SSC 
SSC 
+CC 

戈爾巴喬夫 2 6 詹妮弗安妮斯頓 1 6 
戈巴卓夫 7 4 

珍妮佛安妮絲頓 

(Jennifer Aniston) 珍妮花安妮斯頓 2 1 
戈巴喬夫 2 6 雪梨(Sydney) 悉尼 88 2 

戈巴契夫 

(Gorbachev) 

戈爾喬夫 6 1 梅爾吉普森 9 3 
布什 56 38 梅爾吉布森 6 8 

布希(Bush) 
布甚 111 22 梅爾吉布生 7 8 

布魯斯威利 

(Bruce Willis) 
布魯斯維利 1 3 米路吉勃遜 8 84 

弗羅倫斯(Firenze) 翡冷翠 34 16 

梅爾吉勃遜 

(Mel Gibson) 

米路吉遜 10 12 

貝克厄姆 2 10 
莎朗史東 

(Sharon Stone) 
莎朗斯通 5 17 貝克漢 

(Beckham) 
貝克漢姆 1 4 麥可傑克森 1 1 

妮可基嫚 

(Nicole Kidman) 
妮可基曼 1 1 

麥克傑克森 

(Michael Jordan) 邁克杰克遜 3 31 

阿諾舒華辛力加 10 4 
賓拉登 

(Bin Laden) 
本拉登 1 4 阿諾史瓦辛格 

(Arnold  
Schwarzenegger) 安諾德施瓦辛格 2 27 羅納度 2 22 
哈珊(Hisun) 海珊 6 25 

羅納多 

(Ronaldo) 羅納爾多 1 30 
柯林頓(Clinton) 克林頓 1 29 約望保祿 2 11 
查爾斯(Charles) 查理 64 66 

約翰保羅 

(John Paul) 若望保祿 1 27 
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The experimental results verify that we can get synonymous transliterations well 
even thought we only retain 900 pages via content focused crawling for a translitera-
tion. It also reveals that context comparison help greatly raise the ranking of some of 
synonymous transliterations, such as 布布 (bushe) and 悉悉 (xini). However, the 
method will reduce the ranking of some synonyms a little. The combined approach 
shown later will alleviate the problem.  

More analysis on the SPLR values is followed. The parameter setting of SPLR of-
ten affects the quantity of synonymous transliterations extraction. A loose parameter 
value will result in generating a large number of unknown words and consequently 
has less possibility of missing synonymous transliterations. On the contrary, a stricter 
parameter for unknown words extraction will cause damage, leading to significant 
reduction of recall rate. Fig. 8 shows the effect of the SPLR threshold value on the 
number of identified synonymous transliterations. 

As mentioned in Section 3.3, the combined ranking from the results of the speech 
sound comparison and the speech sound comparison followed by context comparison 
would be better than those of using a single approach. The resultant average rank of 
the synonymous transliterations by the combined approach is shown in Fig. 9, where 
different weights are placed to the individual comparison methods. The three curves 
represent the different SPLR values of 0.1, 0.5 and 0.9, respectively. Naturally, the 
stricter SPLR value generates better ranking since it eliminate more unknown words. 
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Fig. 8. SPLR threshold influences on harvesting the number of collected synonymous  
transliterations 

 

Fig. 9. The average rank of the combined approach with different weighting on individual 
methods 
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As we can see in Fig. 9, equal weights on each of the two approach results in the 
best result in which the average rank of synonymous transliterations is lowest. That is, 
we shall place a weight 0.5 on the speech sound comparison as well as on the speech 
sound comparison plus context comparison. Therefore, the speech sound comparison 
method and the context comparison method are quite complementary to each other. 
The best average rank of a synonymous transliteration is around six. 

Table 3. The inclusion rate of synonymous transliterations 

SPLR /Avg. NO. of S.T. Method Top 1 Top 3 Top 5 Top 10 
SSC 27% 48% 52% 82% 
SSC+CC 12% 21% 33% 52% 0.1 / 1.74 
Combined 27% 45% 64% 85% 
SSC 16% 36% 40% 76% 
SSC+CC 8% 20% 32% 52% 0.5 / 1.32 
Combined 20% 48% 68% 80% 
SSC 20% 30% 45% 75% 
SSC+CC 10% 20% 30% 65% 0.9 / 1.05 
Combined 20% 55% 75% 85% 

 

Table 3 shows the inclusion rate of the synonymous transliterations, which indi-
cates the percentage of synonymous transliterations, acquired under different SPLR 
values, being included in Top N terms. The experiments are conducted under three 
SPLR threshold values, 0.1, 0.5, and 0.9, respectively. ‘Avg. NO. of S.T.’ represents 
the average amount of collected synonymous transliterations for each input data. 
When SPLR is set to 0.1, an average count of 1.74 synonymous transliterations can be 
retrieved. Among these retrieved, 85% are ranked within top 10 under the combined 
approach. The results show that the linear combination of SSC and SSC+CC can help 
to improve the inclusion rate. 

5   Conclusion 

The preliminary results showed the approach is appealing. However, more experi-
ments, especially on a large set of test data, is needed to further verify and fine-tune 
the approach, especially to determine the optimal parameter values involved in the 
approach. The result of this research has many practical values, can be utilized in 
many applications, including help to construct a database of synonymous translitera-
tions which can alleviate the incomplete search problem, and help to detect and track 
news events, in which different transliterations may be used by different editors of 
news articles. 

Acknowledgement 

This research is  supported by National Science Council, Taiwan under grants 
NSC94-2416-H-224-007 and NSC 96-2416-H-224-004-MY2. 



 Synonyms Extraction Using Web Content Focused Crawling 297 

 

Reference 

1. Netcraft, How many Web sites are there?  
   http://www.boutell.com/newfaq/misc/sizeofWeb.html 

2. Han, J., Kamber, M.: Data Mining Concepts and Techniques. Morgan Kaufmann, San Fran-
cisco (2001) 

3. Qin, J., Zhou, Y., Chau, M.: Building Domain-Specific Web Collections for Scientific Digi-
tal Libraries: A Meta-Search Enhanced Focused Crawling Method. In: Proceedings of the 
2004 Joint ACM/IEEE Conference on digital Libraries, pp. 135–141 (2004) 

4. Oyama, S., Kokubo, T., Ishida, T.: Domain-Specific We Search with Keyword Spices. 
IEEE Transactions on Knowledge and Data Engineering 16(1), 17–27 (2004) 

5. Cheng, P.J., Teng, J.W., Chen, R.C., Wang, J.H., Lu, W.H., Chien, L.F.: Cross-Language 
Information Retrieval: Translating Unknown Queries with Web Corpora for Cross-
Language Information Retrieval. In: Proceedings of the 27th annual international ACM 
SIGIR conference on Research and development in information retrieval, pp. 146–153 
(2004) 

6. Gao, J., Zhang, J., Zhou, M.: On the use of Words and N-grams for Chinese Information 
Retrieval. In: Proceedings of the fifth International Workshop on Information Retrieval 
with Asian Languages, Beijing, China, pp. 141–148 (2000) 

7. Chang, T.H., Lee, C.H.: Automatic Chinese Unknown Word Extraction using Small-Corps-
based Method. In: Proceedings of the 2003 International Conference on Natural Language 
Processing and Knowledge Engineering, pp. 459–464 (2003) 

8. Hsu, C.C., Chen, C.H., Shih, T.T., Chen, C.K.: Measuring similarity between translitera-
tions against noise data. ACM Transactions on Asian Language Information Process-
ing 6(1) (2007) 

 



Blog Post and Comment Extraction Using

Information Quantity of Web Format

Donglin Cao1,2,3, Xiangwen Liao1,2, Hongbo Xu1, and Shuo Bai1

1 Institute of Computing Technology, Chinese Academy of Sciences, Beijing 100080
2 Graduate School, the Chinese Academy of Sciences, Beijing 100039

3 Dept. of Cognitive Science, Xiamen University, Xiamen, 361005, P.R. China
caodonglin@software.ict.ac.cn

Abstract. With the development of the research on blogosphere, ac-
quiring the post and comment from blog page becomes more important
in improving the search performance. In this paper, we present a two-
stage method. First, we combine the advantage of the vision information
and the effective text information to locate the main text which repre-
sents the theme of blog page. Second, we use the information quantity
of separator to detect the boundary between the post and comment. Ac-
cording to our experiments, this method achieves a good performance in
extraction and improves the performance of blog search.

1 Introduction

As we know, blog is one of the core applications of web 2.0. It is composed by
blogrolls, permalinks, comments, trackbacks and posts. With the development
of blogosphere, searching information from blog pages becomes more and more
important. However, blog pages inevitably include some noises which affect the
precision of the information retrieval system. In order to improve the perfor-
mance of information retrieval system, it is necessary to acquire the post and
comment from blog page.

There are some state-of-the-art methods in information extraction. One of
the most common methods is link/text removal ratio [2,3]. This method is use-
ful in removing useless links in news page. From the experiment in [2,3], this
method shows a good performance in extracting news from news page. However,
this method isn’t good at differentiating other useless texts from news texts.
Besides the research in text extraction, there are a lot of research in extracting
data record from the web page. Handcrafted rules, like NLP based, wrapper
[1,4,5,6,7,13] and Html-aware [12], are useful in locating the special data record
in web page, such as author name, publish time, etc. In [6], Bing Liu uses MDR
(Mining Data Region) to automatically find the data record. This method is use-
ful in mining both contiguous and noncontiguous data records. A Partial Tree
Alignment based method is presented in [12]. This method is used to align sim-
ilar data items from multiple data fields. In some specific web sites, the above
methods achieve a high precision. However, these methods need to write some
polished rules by hand. These rules aren’t easy to achieve and they are language

H. Li et al. (Eds.): AIRS 2008, LNCS 4993, pp. 298–309, 2008.
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sensitive. We have to write rules for each kind of nature language. Although
there are some kinds of methods to automatically acquire rules from the corpus,
all these methods require a well-formed corpus annotation which needs a great
effort.

Because the characters of the post and comment are different, it is necessary
to separate the post and comment. This work is similar to the topic segmen-
tation. Some papers were published in this field. Reynar provides an exten-
sive discussion of algorithms for topic segmentation [10]. Yan Qi introduces a
CUrvature-Based segmentation method [8]. Although the above topic segmen-
tation methods achieve very good performance in identifying boundaries in text
streams, the topics of the post and comment are often the same.

In this condition, it is necessary to do some research in blog extraction. In this
paper, we try to use html format information of blog page from the perspective of
information theory. Therefore, we propose a two-stage method which computes
the information quantity of the html format information to extract the post and
comment in blog page. The main contributions of this paper are as follows.

1. We transform the problem of detecting the boundary between the post and
comment into a problem of detecting the redundancy of web format in-
formation in the post and comment. By using the information quantity of
separator, it is easy to detect the boundary.

2. We combine the advantage of the vision information and the effective text
information to locate the main text of blog page which includes the post and
comment.

The structure of this paper is as follows. We discuss the framework of our
two-stage extractor in section 2. Section 3 describes the algorithm of locating
main text and presents an example. Finding separator between the post and
comment will be detailed in section 4. The results of experiments will be shown
in section 5.

2 Framework of Blog Extraction

A typical function of web page extraction is to locate some useful texts and filter
the noises. Here, in blog page, we call these useful texts ‘main text ’. Main text
is some of object texts which represent the theme of the web page. The main
text of blog page includes two parts of text. The first part is the post which is
written by the author. The second part is the comment which is written by the
reader who is interested in the post. A example of main text is shown in Figure 1.
In this figure, all of the texts in cell C2 are the main text of the example blog
page. Both of these two parts are important in representing the main idea of the
document and they have different priority. If we want to find the opinion of the
author, it is obvious that the post is the first thing to be concerned. Based on
this consideration, we have to separate the post and comment. The separating
result of example page is shown in Figure 2.
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With the above discussion, the framework of our blog extraction includes
two stages, locating the main text and finding separator between the post and
comment. Because the format of html can form a DOM (Document Object
Model) tree and the main text exists in one of the subtree, in the DOM model,
the object of locating the main text is equal to find the minimal subtree which
contains the main text. After the locating main text stage, the html format
information is used in finding separator between the post and comment. Because
of different html format distribution in the post and comment, the object of
finding separator is to make a suitable division which can partition the different
format of the post and comment.

F1

F2

C1

C2 C3

Fig. 1. A typical blog page

3 Locating Main Text

Based on the DOM tree structure, our task of locating main text is to find
the minimal subtree which contains the main text. We call this minimal subtree
‘minimal main text subtree’. Because the main text of the blog page only includes
the post and comment, the minimal main text subtree is the minimal subtree
which contains the post and comment. Here, any other texts and links except
the main text are treated as noises. There are three kinds of noises in blog
pages. The first kind of noise is some advertisements which have no contribution
to the information retrieval system. The second kind of noise is some useful
links. Such as the blogrolls which contain a list of other weblogs that the author
reads regularly. These links are useful in link analysis, but they are useless in
text analysis. The third kind of noise is some routine texts which represent some
status of the blog. Such as ‘copyright’ text and ‘about author’ text. For example,
in Figure 1, there are some ‘about author’ texts in cell C3. Although link/text
removal ratio is useful in removing the useless links in news page, there are two
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Post

Comment

Fig. 2. The separating result of sample page

limitations when it is used in blog page. First, some authors write some useful
links in the post. Second, it is difficult to distinguish the routine text and the
main text because they are natural language expressions appearing in text.

Based on our experiments, we find two important features of the main text.
The first feature is that most of the main texts of blogs hold the largest vision
space in comparing with their siblings in the DOM tree. we call this vision
space ‘vision information’. Vision information refers to the visual position of
each html block, such as width, height, etc. But in this paper, we only use
the width in vision information. In [11], it shows that the vision information is
useful in differentiating segments in the web page. The second feature is that
most of the main texts of blogs contain more words than other routine texts.
Therefore, for the first feature, we use css (Cascading Style Sheets) style in html
to acquire vision information, for the second feature, we calculate the effective
text information in each node of the DOM tree. We use the following formula to
calculate the effective text information .

Ie =
We

Wa
× We (1)

Where We is the number of words without links in the text, Wa is the number
of words in the text. We

Wa
is the effective text information ratio which represents

how much effective text information each word of the text has.
With the above consideration, we build the effective text information based

locating main text algorithm which is described as follows.

Locating main text algorithm

1. Build an html DOM tree.
2. Calculate the effective text information of each node.
3. Use the css style to get the visual width of each node.
4. From the root of html DOM tree, do the following steps.
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4.1 For the current root node, find the immediate child which has the largest
visual width and its number of words exceeds threshold (the value of
threshold is 10 in experiment). If the child exists, choose it as root node.

4.2 If all the immediate children have the same visual width, find the imme-
diate child whose effective text information is the biggest and choose it
as root node.

4.3 If the loss ratio is out of the range of threshold, then go to step 5. Oth-
erwise go to step 4.1. The formula of loss ratio is shown as follows.

LossRatio =
Ie(P )
Ie(C)

(2)

Where Ie(P ) is the effective text information ratio in the parent node,
Ie(C) is the effective text information ratio in the selected child node.

5. Use the range of chosen subtree as the range of main text.

In this algorithm, we define the concept of loss ratio. The main text and other
parts of blog page have different distribution of effective text information ratio.
If loss ratio changes greatly, it is in a great possibility that we have located
the boundary of main text. The value of loss ratio threshold is difficult to set
because the value of loss ratio threshold would be different for different blog
pages. Therefore, we use the average loss ratio as the value of loss ratio threshold.

According to our algorithm, we divide page into cells and it is easy to find
the correct cell C2. First, we compare two cells (F1 and F2). We will find that
the width of F2 is equal to the width of F1. Then we compare the effective text
information and choose cell F2 as root. Second, we compare three cells (C1, C2
and C3). It is easy to find that C1 has the longest width, but the number of
its words is fewer than the threshold. Although the effective text information of
C3 is bigger than C2, we select C2 because the width of C2 is bigger than C3.
So we select C2 as root. And we will find that loss ratio is out of the range of
threshold. This is because from cell F2 to cell C2, the distribution of effective
text information ratio changes greatly. As a result, we stop here and choose cell
C2 as the range of main text.

4 Finding Separator

4.1 Theory Analysis

In tree structure, suppose that the main text is correctly located and the web
format information of post and comment exists. We can partition the html tree
of main text into three parts. The first part contains a part of the post and the
last part contains a part of the comment. Therefore, the problem of finding the
separator between the post and comment is to find which part the middle part
is similar to. From this purpose, we have to compare two trees to compute their
similarity [9]. This kind of method greatly depends on the formula of computing
similarity. It is difficult to define a suitable formula.
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From another point of view, computing the similarity of tree structure is to
detect the redundancy of html format. If a block is redundant to the post (or the
comment), it will be similar to the format of the post (or the comment). From
data compression and information communication, the information theory shows
a great power in detecting the redundancy of information. In the information
theory philosophy, for three strings (A, B and C), if C is more similar to A
than B, then the increment of information quantity of adding C to A will be
smaller than the increment of information quantity of adding C to B. Based on
this consideration, the html tag sequence is mapped into string to compute the
redundancy of format information.

Without loss of generality, we assume that there are two possible separators
(S1 and S2) in the main text. Our goal is to find which one is the right one.
The whole html tag sequence is separated into three parts (M1, M2, M3). This
is shown in Figure 3. We treat the html tags in M3 as a whole block which is
named as D. p1 is the probability of D in M1. p2 is the probability of D in M2. If
p1 > p2, then − log2(p1) < − log2(p2). Because the number of D in M3 is 1, the
information quantity increment of combining the M1 and M3 is − log2(p1) and
the information quantity increment of combining the M2 and M3 is − log2(p2).
It is obvious that the format in M3 is more close to the format in M1 than in
M2, and we should choose S2 as the right separator. If there are more than two
possible separators, we can compare each pair of separators to find which one is
the best.

S1 S2

P1 P2

M1 M3 M2

Fig. 3. A simple status of two possible separators

In the above discussion, we treat the html tags in M3 as a whole block.
In unigram model, we consider each html tag as an independent block. Assume
that there are m kinds of html tags in blog page. Because each possible separator
divides the html tag sequence into two parts (post and comment), we define the
information quantity of separator as follows.

IS =
∑m

i=1((−n1i log2(p1i))) +
∑m

i=1((−n2i log2(p2i)))
=

∑2
j=1(

∑m
i=1((−nji log2(pji))))

(3)

Where j is the jth part which is divided by the separator. For the ith kind of
tag in the jth part, its probability is pji and its number is nji.

We can use this equation to find the suitable separator. For example, in
Figure 3, assume that pMji is the probability of the ith kind of tag in Mj. And
the number of the ith kind of tags in Mj is nMji. The information quantity of
M1 and M2 is

∑m
i=1(−nM1i log(pM1i) − nM2i log(pM2i)). Adding M3 to M1 (or
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M2) will increase the information quantity. If we choose S1 as the right separator
(adding M3 to M2), the information quantity will increase Δ1. If we choose S2

as the right separator (adding M3 to M1), the information quantity will increase
Δ2. Then we can get the following result.

Δ1 − Δ2

=
∑m

i=1(−(nM2i + nM3i) log(p′M2i) + nM2i log(pM2i))−∑m
i=1(−(nM1i + nM3i) log(p′M1i) + nM1i log(pM1i))

=
∑m

i=1(−(nM2i + nM3i) log(p′M2i) − nM1i log(pM1i))−∑m
i=1(−(nM1i + nM3i) log(p′M1i) − nM2i log(pM2i))

= IS1 − IS2

(4)

Where p′M1i is the probability of the ith kind of tag in M1 and M3 when S2 is
separator. p′M2i is the probability of the ith kind of tag in M2 and M3 when S1

is separator. ISi is the information quantity of Si.
From the above equation, we can find that the separator which has the min-

imal increment will also be the separator which has the minimal information
quantity. So our target becomes to find the separator which has the minimal
information quantity.

4.2 Basic Algorithm

Because all the nodes in unigram model are equal, we use the preorder traversal
method to map the tree structure into a linear structure. Then we calculate the
information quantity of separator to find the suitable separator. The algorithm
is shown as follows.

Finding separator algorithm

1. Build an html DOM tree in the range of the main text.
2. Eliminate all the non-tag nodes in DOM tree and build an html tag tree.
3. For each immediate child node of the root, do the following steps.

3.1 Separate the tree into two parts. The first part includes the current
selected immediate child and all siblings which are on the left of it. The
second part includes all siblings which are on the right of it.

3.2 Use the preorder traversal method to map two parts of subtree structure
into a linear structure.

3.3 Calculate the information quantity of the separator.
3.4 If all immediate child nodes are visited, then go to step 4. Otherwise, go

to step 3.1.
4. Choose the separator which has the minimal information quantity.

In this algorithm, we only check the immediate child node of the root node
of minimal main text subtree. This is because the post node and comment node
exist in the different immediate child node, otherwise the root node won’t be
the root node of the minimal main text subtree which contains the post and
comment. So if we locate wrong minimal main text subtree, the chosen separator
in this algorithm will be wrong.
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5 Experiment

5.1 Corpus Processing

The goal of our experiment is to test the performance of our information quantity
based extracting algorithm. We use the standard blog corpus which comes from
the blog track in TREC2006. According to our algorithm, we process the corpus
in the following steps. First, we choose all the permalinks from the data which
were crawled in December 7, 2005. Second, according to the domain name of
each blog page, we count the number of pages in each domain and select the
blog pages in the top 100 domains as test data. Third, because our algorithm
uses css style to acquire the visual width of each html tag, we download css
style file of each page. At last, after eliminating the pages without css style, we
get 25910 blog pages and label them in manual. The status of these pages are
shown in Table 1. Because a lot of domain names of blog pages are from the

Table 1. Corpus distribution

Site # pages
www.livejournal.com 16944

blogspot.com 7401

nospeedbumps.com 382

www.plogress.com 340

ipunkrock.com 318

www.blogespierre.com 215

weblogs.java.net 110

redjar.org 100

www.sff.net 100

Table 2. Experiment precision

Type Precision
MainText 85.38%

PostComment 77.70%

PostComment|MainText 91.00%

MainText + PostComment 77.70%

same blog site, the final 25910 blog pages are distributed in 9 blog sites. We
manually label these pages and the annotation of the corpus denotes the root
node of the minimal main text subtree and immediate child node which contains
the comment in the minimal main text subtree. Labelling blog page one by one
isn’t an easy work. Fortunately, although there are hundreds of format styles in
these pages, we find that the blog site builders like to use some comprehensible
words in html tag to identify the main text and comment. Such as ‘main’, ‘post’,
‘comment’, ‘reply’, etc. So we use some heuristic words in html tag to group
these 25910 pages and get 84 groups. These groups were checked one by one.
In each group, we use these heuristic words to manually label the root node of
the minimal main text subtree and immediate child node which contains the
comment. Finally, we write only 84 templates instead of 25910 labelled pages.

5.2 Experiment Result

Experiment evaluation
For the performance evaluation, we define four kinds of precisions as follows.
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Precision(MainText) = NL
NCorpus

Precision(PostComment) = NS
NCorpus

Precision(PostComment|MainText) = NSL
NL

Precision(MainText + PostComment) = NSL
NCorpus

Where NL is the number of pages which is correct in locating main text.
NCorpus is the number of pages in corpus. NS is the number of pages which is
correct in finding separator. NSL is the number of pages which is both correct
in locating main text and finding separator.

Performance test
In our experiment, the overall performance of our algorithm and the performance
of each stage is tested. The results of our algorithm are shown in Table 2.

In Table 2, we can see that both Precision(MainText) and Precision(Post
Comment | MainText) are high. It shows that our algorithm can locate main
text and find separator precisely. We can also see that Precision(PostComment)
and Precision(MainText+PostComment) are so close. As we have mentioned in
section 4.2, if the minimal main text subtree is wrong, the chosen separator will
be wrong in a great probability. In other words, its contrapositive, if the post and
comment is separated correctly (Precision(PostComment)), then the minimal
main text subtree is correct in a great probability (Precision(MainText+Post
Comment)).

Because our extracting framework includes two stages, we have to test the
performance of each stage. In the following experiments, we first compare our
locating main text algorithm with other two methods, then we show the perfor-
mance of finding separator in all kinds of post/comment ratio.

In Figure 4, we compare the performance of three kinds of locating meth-
ods, our effective text information based method, link/text removal ratio based
method and text based method. The x axis is the MainText/WebText ratio,
and the y axis is Precision(MainText). Because we consider that other texts and
links except the main text as noises, the x axis shows the sequence of ratio of
main text and noise in blog page. If the MainText/WebText ratio is small,
there will be a lot of noises in blog page. Three curves in this figure show the
performance trend of three methods. It is clear that our effective text informa-
tion based method outperforms other two methods. The link/text removal ratio
isn’t easy to precisely locate the main text. The text based method achieves a
good performance when the MainText/WebText ratio is over 7/10. But the
text based method isn’t easy to differentiate the main text and other texts when
they have the similar number of bytes.

Some blog pages contain few comments (or no comments). Our finding sep-
arator algorithm is based on the condition that the web format information of
post and comment exists. In our corpus processing, we treat the message text ‘0
comments’ as a part of comment text. For example, in Figure 2, although there
are 0 comment, we treat the message text ‘0 comments’ and the web format
framework of comments as the comment part. In this condition, the length of
post text will be bigger than the length of comment text. It is important to exam
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Fig. 4. Performance comparison of three locating main text algorithms

the performance of our information quantity based finding separator method in
all kinds of post/comment ratio. The result is shown in Figure 5. The x axis is
the post/comment ratio, and the y axis is Precision(PostComment | MainText).
In the result, our method achieves a high precision (over 90%) when the length
of comment text is bigger than the length of post text. When the length of post
text becomes bigger than the length of comment text, the precision decreases
slightly. This is because there are more redundant html formats in the comment
than in the post. Our finding separator algorithm is easy to detect the similar (or
redundant) html tag node. The trend of curve shows that even in the condition
of few comments, our algorithm also achieves a good precision (over 78%).

Blog search test
Based on our blog extraction method, we can extract the post and comment
from blog to improve the performance of blog search. In order to test the contri-
bution of our extraction method, we use the 88.8G blog corpus and 50 topics in

Fig. 5. Performance of finding separator algorithm
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Table 3. Blog search performance

Model Map R-Prec bPref P@10
Language Model (before Extraction) 0.2987 0.4030 0.4039 0.6460

Language Model (after Extraction) 0.3224 0.4335 0.4439 0.6800

Best results in Trec2006 0.2983 0.3925 0.4272 0.706

TREC2006 blog track to retrieval the relevant blog pages. The retrieval model
is the classical language model with Dirichlet smoothing. Retrieval results are
shown in Table 3. The results show that our extraction method improves all
four metrics and our results even better than the best results in TREC2006 blog
track in three metrics.

6 Conclusions

Extracting the information from the web page is one of the challenging works in
information retrieval. In order to acquire the blog post and comment, we build
a two-stage method. First, we use the effective text information based method
to locate the main text. This method combines the advantage of effective text
information and vision information. Second, in finding the separator between the
post and comment, we choose the separator which has the minimal information
quantity. Both in the theory analysis and experiment, we find this method is very
useful. From the results of experiments, our method achieves a good performance.

Although our two-stage method achieves a good performance, there are still
some spaces to improve. In finding separator, we only use the unigram model
to calculate the information quantity. Compare with bigram and trigram model,
unigram model is more simple in representing the information. In fact, there
are some relations between the html tags, especially the hiberarchy structure
relation between the html tags.
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Abstract. In this paper we propose a novel chain scoring (chain selecting) 
method to enhance the performance of Lexical Chain algorithm in query-
focused summarization and present an information filtering strategy to adapt 
Lexical Chain method to update-style summarization. Experiments on 
DUC2007 datasets demonstrate the encouraging performance.  

Keywords: Multi-document summarization, query-focused, update-style, lexi-
cal chain. 

1   Introduction 

Automatic text summarization is the process of automatically producing a short ver-
sion of source document’s or document-set’s main topics. Text summarization is a 
valid and efficient way to compress, filter, and find information. With the develop-
ment of WWW, text summarization has drawn more and more attention, such as in 
Question Answering (QA) and Information Retrieval (IR) tasks. Query-focused sum-
marization, a new branch of automatic text summarization, is introduced in 2005 at 
DUC conference.  

There is a new pilot task in DUC2007 called update-style summarization. In this 
task there are 10 document-sets with 25 documents and a single query in each. Every 
document-set has been divided into three subsets according to time. Assuming that 
readers read documents in each document-set in sequence, first time read the first 
subset and then the second subset and finally the third, participants are required to 
generate summaries for the subsets in each document-set conforming to the query and 
the summary generated for one subset cannot contain information from previous sub-
set(s). There are three levels of task: 1) assuming reader has read nothing, generate a 
summary for the first document-set; 2) assuming reader has already read documents 
in the first document-set, generate a summary for the second document-set; 3) assum-
ing reader has already read the former two document-sets, generate a summary for the 
third document-set [4]. This pilot task shows the update-style summarization. 

The precondition of update-style summarization is that readers are reading a series 
of documents about the same topic or topics related closely and they need a piece of 
summary for the documents they want to read, which we call candidate documents, 



 A Lexical Chain Approach 311 

 

without information they have already known from documents they read before, 
which we call previous documents. The update-style summarization can filter redun-
dancies while compressing information and thus make information retrieving more 
efficient. 

Our summarization system was initially designed for DUC2005 and was further 
developed for DUC 2006. For DUC2007 we carried out a number of necessary im-
provements aimed at enhancing its efficiency and performance. After DUC2007 we 
attempted to make further reforming on our summarizer especially at chain scoring 
strategy and update-style summary generation.  

We use the existing lexical chain algorithm optimized by Barzilay and Elhadad in 
[1] as our major means for intermediate representation construction. Several modifi-
cations have been made, for ameliorating its efficiency and adapting it to general and 
update-style query-focused multi-document summarization. 

The remaining sections of this paper are organized as follows: in section 2, the re-
lated work will be shown, and then the system architecture will give the generaliza-
tion of whole summarization process in section 3. We describe the focus of our study 
in this paper, chain scoring strategy and update-style summary generation, in section 
4 and section 5 and discuss the evaluation in Section 6. Lastly we conclude this paper 
in Section 7.  

2   Related Works 

Automatic text summarization is a difficult task. “This requires semantic analysis, 
discourse processing, and inferential interpretation. Those actions are proved to be 
highly complex by the researchers and their systems in the last decade.” [14] 

The process of summarization has been generally divided into two steps in current 
research. The first step is to extract the important concepts from the source text and 
construct some form of intermediate representation. The second one is to use the 
intermediate representation to generate a coherent summary of the source text. [8] 

In the first step most summarization approaches can be generally classified into the 
following three categories according to the semantic analysis level: [19] 

1. Based on extraction. These methods analyze global statistical feathers (word 
frequency, sentences similarity, etc.) and extract the most important sentences to 
generate the summary, for example, MEAD [15].  

2. Based on simple semantic analysis. Take Lexical Chain for example, it first con-
structs a tree structure of the original document, and then scores every chain to 
select the strongest chains for summary generating. 

3. Based on deep semantic analysis. For example, Marcu [11] proposed an  
approach based on the construction of a rhetorical tree which uses heuristic rules  
and explicit discourse markers to find out which the best rhetorical tree for a 
given document is. 

Obviously methods based on deep semantic analysis can offer the best opportunity 
to create an appropriate and fluent summary. The problem with such methods is that 
they rely on detailed semantic representations and domain specific knowledge bases.  
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And the major problem with methods based on extraction is that they do not take 
context into account. Specifically, finding the about-ness of a document relies largely 
on identifying and capturing the existence of duplicate terms and related terms. This 
concept, known as cohesion, links semantically related terms which is an important 
component in a coherent text [5].  

The simplest form of cohesion is lexical cohesion, namely lexical chain. In 1991, 
Morris and Hirst first gave a logical description of the implementation of lexical chain 
using Roget dictionary [13]. It has been used in a variety of IR and NLP applications 
including summarization in which it is used as an intermediate text representation. 
Afterwards Hirst and Onge used WordNet for lexical chain construction and adopted 
a strategy to choose word’s sense with respect to those words occurring ahead of it 
[7]. An optimized strategy was put forward by Barzilay and Elhadad in [1] to insure 
that all senses of a candidate word be properly considered. It was applied to generate 
coherent summaries for single document summarization. Barzilay and Elhadad also 
develop the first summarizer using lexical chain. In their summarizer lexical chains 
are used to weigh the contribution of sentences to the main topic of a document. 
Brunn et al. [2] suggests “calculating the chain scores with the pair-wise sum of the 
chain word relationship strengths in the chains”. Then, “sentences are ranked based 
on the number of ‘strong’ chain words they contain.” [3] 

3   System Architecture 

In general, there are three main steps to build a summary using lexical chain: 1) se-
lecting candidate words for chain building, 2) constructing and scoring chains to rep-
resent the original document and 3) selecting the “strongest” chains to generate a 
summary. And before main steps we need preprocessing to transform raw documents 
from plain text into sets of words and to extract query terms as well. We employ 
GATE and Stanford Tagger to tag words with POS and identify named entities. Fig-
ure 1 shows our system architecture.  

We utilize the optimized lexical chain algorithm described in [9] and [20] to select 
candidate words and build lexical chains (single chains and multi chains). Thus, in this 
paper we mainly focus on chain scoring step and update-style summary generation step. 

 

Fig. 1. System Architecture 



 A Lexical Chain Approach 313 

 

4   Chain Scoring Strategy 

General chain scoring strategy in lexical chain algorithm calculates chain’s score 
according to frequencies of all words in it and the number of distinct words. This 
empirical strategy works fine with general single document summarization and even 
multi-document summarization, but it doesn’t suit query-focused summarization well. 
Chain with highest score calculated by this strategy means that the theme represented 
is most similar with the main theme of the whole document but not the theme re-
sponse query best. In other words this strategy does not take query into account. 
Therefore we propose a new chain scoring strategy described below. 

 

1. Select all noun words from query and retrieve their senses using WordNet. 
2. For the next noun word in query find an element of chain which is most similar 

with this word (by calculating similarities between all elements and all senses of 
the word and choosing the highest one). Record this similarity score as chain score 
on this query word.  

3. Repeat 2) until all noun words in query have been calculated.  
4. Accumulate chain scores on all query words as the final score of the chain.  
5. Repeat 2), 3) and 4) until all chains have been calculated. 

 

Step 1) is just like candidate words selection procedure. Step 2), 3) and 4) calculate 
and extract the highest similarities between chain and each query term. Step 5) en-
sures all chains are calculated. We evaluate both strategies in our experiments to give 
a comparison. 

5   Update-Style Summary generation 

The most important task in update-style summary generation step is distinguishing 
between new information and information already known. We have experimented  
on two different summary generation strategies, simple strategy and chain filtering 
strategy.  

For convenience we call chain set from candidate document-set the candidate chain 
set and chain set from previous document-set the previous chain set. 

5.1   Simple Strategy 

Assuming in candidate document-set information already known, namely candidate 
chain set, can be ignored we build and merge all chains come from candidate docu-
ment-set and previous document-set(s), but only extract sentences from candidate 
document-set. In other words we process candidate documents and previous docu-
ments together while constructing chains but separately while generating summaries.  

Take the second level task of DUC2007 for example, we build chain set for both 
the former two document-sets but we extract sentences only from the second docu-
ment-set, which ought to be summarized, to generate the summary.  

By this way we treat update-style summary generation as general summarization 
having external chains. We use previous document-set (previous chain set), to help our 
intermediate representation construction without filtering information they contain.  
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We implemented this strategy in our summarizer when we participated in 
DUC2007. 

5.2   Chain Filtering Strategy 

In order to filter information already known from the candidate chain set we need to 
find out where the information is. Assuming that two kinds of information can be 
identified by themes of document-set which are expressed by chains we divided the 
candidate chain set into two parts by comparing chains from the candidate chain set to 
the previous chain set. In the first part all chains are new and considered containing 
information new for reader. In the other part chains are related to the previous chain 
set and considered containing information reader has already read. We give a bounty 
(5.0 by default) on score to chains in the first parts while extracting sentences to gen-
erate summaries. It is carried out by the following procedure. 

 

1. Select the first chain not been processed from the candidate chain set.  
2. For the first chain in the previous chain set calculate similarity between it and the 

chain selected from candidate chain set in 1).  
3. For the next chain in the previous chain set calculate similarity between it and the 

chain selected in 1) 
4. Repeat 3) until all chains in the previous chain set have been calculated. Record 

these similarities and choose the highest one as the similarity between the chain se-
lected in 1) and the previous chain set.  

5. Select the next chain not been processed from the candidate chain set and repeat 2), 
3) and 4).  

6. Repeat 5) until all chains in the candidate chain set have been processed.  
7. Choose a critical value (default 0.5) as the criteria to divide the candidate chain set 

into two parts. Chain has a similarity to the previous chain set less than the criteria 
will take the bounty. 
 

Step 2), 3) and 4) traverse all chains in the previous chain set to calculate the high-
est similarity between the chain from the candidate chain set and chains from the 
previous chain set, which will be considered as similarity between chain and chain 
set. Step 1), 5) and 6) ensure all chains in the candidate chain set have been calcu-
lated. Step 7) divides the candidate chain set into two parts for further process.  

The method calculating similarity between chains mentioned in step 2) imple-
mented as follows. 

 

1. Prepare two chains to be calculated, chain A and chain B.  
2. For the first element in chain A calculate similarities between it and each element 

in chain B by WordNet. Take the highest one.  
3. For the next element in chain A calculate similarities between it and each element 

in chain B. Take the highest one.  
4. Repeat 3) until all elements in chain A have been calculated.  
5. Calculate similarities between chain A and each element in chain B in the same 

way.  
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6. Calculate average of highest values of all elements in chain A and chain B taken in 
previous steps and take that average as the final similarity between chain A and 
chain B. 
 

Step 2), 3) and 4) calculate similarities between chain B and each element in chain 
A. Step 5) calculates reverse similarities. Step 6) calculates the final similarity be-
tween two chains utilizing results from previous steps.  

5.3   Summary Generation 

After dividing chain set and distributing bounties we use the following formulas to 
scoring sentences and generate summaries with the aid of query terms and named 
entities extracted in preprocessing.  

)()()( ynamedentitSquerySchainSScore ⋅+⋅+⋅= γβα  (1) 

)()( ynamedentitSchainSScore ⋅+⋅= βα  (2) 

Where S(chain) is the sum of the scores of the chains whose words come from the 
candidate sentence, S(query) is the sum of the co-occurrences of key words in a query 
and the sentence, and S(named entity) is the number of name entities existing in both 
the query and the sentence. 

The upper formula is used for calculating sentence score with chains built by gen-
eral chain scoring strategy and the lower one with chains built by new chain scoring 
strategy proposed above. Because new chain scoring strategy calculates chain score 
with query terms, there is no need to calculate query score again in sentence scoring 
procedure.  

Each score is normalized first. We select the sentence with the next highest score 
until reaching the word number limit for a summary.  

In our experiments, S(query) and S(named entity) are found to affect the system’s 
performance remarkably. Empirically, for the upper formula the three coefficients α, β 
and γ are set to 0.2, 0.3 and 0.5 and for the lower formula the two coefficients α and β 
are set to 0.5 and 0.5, respectively. 

6   Evaluation 

6.1   Data Set 

We use the DUC2007 update task dataset for evaluation in the experiments. The up-
date task of DUC2007 aims to evaluate update-style query- focused multi-document 
summaries with a length of approximately 100 words or less. The dataset has already 
been described simply in Section 1.1. Table 1 and Table 2 give a short summary of 
the dataset. Documents in each document-set in this dataset are topic-related and each 
document-set has been given a query for summarization. The articles all come from 
news reports and are in XML format. 



316 J. Li and L. Sun 

 

Table 1. Summary of datasets 

  DUC2007  
 Task Update task  
 Number of document-set 10  
 Number of document 250  
 Document per set 25  
 Subset per set 3  
 Document length (words) 100~1900  
 Summary length (words) 3×100  

Table 2. Summary of subsets in document-set 

Subset Set A Set B Set C 
Number of document 9~10 8 7~8 
Summary length (words) 100 100 100 

6.2   Evaluation Toolkit 

In our experiments we use the ROUGE toolkit for evaluation, which is widely 
adopted by DUC for automatic summarization evaluation. ROUGE stands for Recall-
Oriented Understudy for Gisting Evaluation. It measures summary quality by count-
ing overlapping units such as the n-gram, word sequences and word pairs between the 
candidate summary and the reference summary (generated manually). 

ROUGE toolkit reports separate scores for 1, 2, 3 and 4-gram, and also for longest 
common subsequence co-occurrences. Among the scores, bi-gram (ROUGE-2), 4-
gram (ROUGE-4) and skip-4-gram co-occurrence (ROUGE-S4 & ROUGE-SU4) 
perform best for multi-document summarization according to Lin’s conclusion in 
[10]. And DUC takes ROUGE-2 and ROUGE-SU4 for evaluation criteria. For con-
venience and impartiality we use the same criteria as DUC does. 

6.3   General Summary Evaluations 

In the first level in DUC2007 update task participants need to generate summaries for 
the first document-set and there isn’t any pervious document. Thus this level of task 
can be considered as general query-focused multi-document summarization and we 
can evaluate our chain scoring strategy without the influence of update-style summary 
generation.  

Table 3. General summary ROUGE results 

 ROUGE-2 ROUGE-SU4 
DUC Best 0.12586 0.15592 
New Strategy 0.10171 0.13541 
DUC Baseline2 0.08343 0.11479 
DUC Ours 0.07734 0.11462 
DUC Baseline1 0.04614 0.07830 
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Fig. 2. General Summary ROUGE results comparison 

Table 3 shows resulting scores of our summarizer with new scoring strategy gener-
ated by ROUGE together with our evaluation result of first level task (with former 
chain scoring strategy), the best system’s performance and baselines in DUC2007 
extracted from DUC 2007 update task evaluation results table. And they are visually 
compared in Figure 2. 

From the table and figure above we can see clearly that new chain scoring strategy 
improves system’s performance in evidence. 

6.4   Update-Style Summary Evaluation 

There are two groups of parameters in update-style experiments, the critical value in 
dividing chain set (CV for short) with a default value of 0.5 and the critical sense 
similarity (CSS for short) in building chains. The CV decides whether one chain 
should take bounty. Lower CV means less chains take bounty and higher means more 
(details described in Section 2.4.2). The CSS decides whether one sense of a word 
should be inserted into chain. Lower CSS means longer chains and higher mean 
shorter (details described in Section 2.2.1). 

We have experimented with CV 0.1, 0.3, 0.5, 0.67 and 0.8 respectively, and CSS 0.3, 
0.5, 0.67 and 0.8. We abstract the highest one and the mean from these twenty groups  
 

Table 4. Update-style summary ROUGE results 

 ROUGE-2 ROUGE-SU4 
DUC Best 0.11189 0.14306 
Machine Reading [6] 0.11189 0.14306 
New Strategy (Highest) 0.09398 0.12718 
New Strategy (Average) 0.08810 0.12361 
DUC Baseline2 0.08501 0.12247 
DUC Ours 0.08068 0.11577 
Feature-based Relevance measures [17] 0.06801 0.11143 
Fuzzy Co-reference Cluster Graphs [18] 0.05302 0.09560 
DUC Baseline1 0.04543 0.08247 
Term Frequency Distribution [16] 0.04205 0.07809 
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Fig. 3. Update-style summary ROUGE results comparison 

of ROUGE resulting scores and compare them to DUC baselines, our evaluation re-
sults in DUC, best system’s evaluation results and other four participants’ system 
performances according to their workshop papers in DUC2007 [6][16][17][18]. Table 
4 and Figure 3 show the comparison. 

The table and figure above state that the chain filtering strategy does work with up-
date- style summarization. But the performance improvement enhanced by this new 
strategy is not as large as we thought. The reason may be that lexical chains can’t 
divide document into themes accurately enough, which causes extra noise during 
implementing the new strategy.  

Experiment results on different parameters are shown in Figure 3. The left figure in 
Figure 3 shows system’s ROUGE-2 and ROUGE-SU4 scores with respect to different 
CVs (taking default CSS of 0.67) and the right one shows system’s ROUGE scores 
with respect to different CSS (taking CV of 0.1).  
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Fig. 4. Rouge score vs. critical value in dividing chain set and vs. critical sense similarity 

Seen from Figure 4, while critical value going higher, the ROUGE scores increase. 
It means the stricter filtering criteria can generate better summaries for update pur-
pose. And while critical sense similarity going higher, the scores of system first in-
crease and then decrease and the best performances are achieved at CSS 0.67. CSS 
too low leads longer chains being built and more themes being contained in one chain, 
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which brings more noise. CSS too high leads shorter chains being built by contrast 
and one theme being broken up and distributed into several chains, which brings more 
noise, too. 

7   Conclusion and Future Work 

In this paper we proposed a novel chain scoring method and an update-style summari-
zation strategy based on lexical chain. In the chain scoring method we import query 
information to relate chains to query while scoring chains. In the update strategy we 
divide chain set built from document-set into two parts, the part containing previous 
information and the part containing new information, by calculating similarity be-
tween chains, and then treat them separately during summary generating. Experimen-
tal results on the DUC 2007 update task dataset demonstrate the performance im-
provement of the new method and strategy. Taking query information into account 
while scoring chains can adapt Lexical Chain algorithm to query-based summariza-
tion better. And by introducing chain filtering summarizer based on Lexical Chain is 
adapted for update-style summarization. 

There are more implementations than chain filtering strategy in this study. In future 
work, we will explore more summarization methods for update-style to validate the 
robustness of our summarizer. In addition Lexical Chain algorithm as method based 
on simple semantic analysis has its own limitation and cannot exceed method based 
on deep semantic analysis such as Machine Reading [6]. We will attempt to imple-
ment some kind of complex method for better performance. 
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Abstract. Multi-document summarization (MDS) is a challenging re-
search topic in natural language processing. In order to obtain an ef-
fective summary, this paper presents a novel extractive approach based
on graph-based sub-topic partition algorithm (GSPSummary). In par-
ticular, a sub-topic model based on graph representation is presented
with emphasis on the implicit logic structure of the topic covered in
the document collection. Then, a new framework of MDS with sub-topic
partition is proposed. Furthermore, a novel scalable ranking criterion
is adopted, in which both word based features and global features are
integrated together. Experimental results on DUC2005 show that the
proposed approach can significantly outperform existing approaches of
the top performing systems in DUC tasks.

Keywords: Multi-document Summarization, Sub-topic, Graph
Representation.

1 Introduction

With the rapid increasing of online information and fast development of sci-
ence and technology, a lot of research efforts have been made on web mining,
text mining, information extraction, and information retrieval (IR). However, the
conventional IR technologies are becoming more and more insufficient for obtain-
ing useful information effectively. Which makes how to summarize documents
with all kinds of information increasingly urgent. Therefore, MDS - capable of
summarizing either complete documents sets, or a series of documents in the
context of previously ones - is likely to be essential in such situations. The goal
of text summarization is to take an information source, extract content from it,
and present the most important content to the user in a condensed form and
in a manner sensitive to the user’s application needs [3]. If the summarization
system can make an effective summary, which can be a substitute of the original
documents, the retrieval effectiveness or efficiency can be improved and the user
can save the reading time.

Usually, the topic of a document collection is composed of some aspects of in-
formation, each aspect is named sub-topic of the document collection. In order to

H. Li et al. (Eds.): AIRS 2008, LNCS 4993, pp. 321–334, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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model the sub-topics, many cluster-based approaches have been proposed. These
approaches employ a clustering method to model the logic structure of the topic
based on the structure of the topic covered in the document collection in the first,
follows by a sentence selection method in a a specified cluster. However, the im-
plicit logic structure of the topic covered in the document collection is not only
represented by the explicit distribution of features (statistical features in usual),
but also represented by the implicit distribution of features (centrality, etc).

In this paper, we argue that information selection in a MDS can be based
on the implicit logic structure of the topic covered in the document collection.
Using the relationship information with graph representation, we investigate the
use of sub-topics as a model of the document collection for the purpose of pro-
ducing summaries. Furthermore, unlike the two-step cluster-based approaches,
we aim to obtain an approach can select important information when modeling
sub-topics.

It would be worthwhile to highlight several aspects of our proposed algorithm
here:

1. Presenting a new framework of MDS with sub-topic model, according to the
implicit logic structure of the topic covered in the document collection.

2. Proposing a scalable criterion to rank the salience of sentences, in which both
the word based and global features are modeled explicitly and effectively.

3. Proposing a novel MDS algorithm to determine the sub-topics in global space
of a document collection.

The rest of this paper is organized as follows. Section 2 relates a review of the
previous work. In section 3, we present the proposed graph-based summarization
approach using sub-topic partition. The experimental methodologies and results
are reported in section 4 and 5, followed by the conclusion and future work in
section 6.

2 Related Work

Generating an effective summary requires the summarizer to select, evaluate, or-
der and aggregate items of information according to their relevance to a particular
subject or purpose. These tasks can either be approximated by IR techniques or
done in great depth with full natural language processing (NLP). Most previous
work in summarization has attempted to deal with the issues by focusing more on
a related, but simple problem. Most of the work in sentence extraction applied sta-
tistical techniques (frequency analysis, variance analysis, etc.) to linguistic units
such as tokens, names, anaphora, etc. (e.g., [9]). Other approaches include the
utility of discourse structure [10], the combination of information extraction and
language generation [1], and using machine learning to find patterns in text [6][7].

Several researchers have extended various aspects of the single document sum-
marization approach to look at MDS [12][13]. These include comparing templates
filled in by extracting information - using specialized, domain specific knowledge
sources - from the document, and then generating natural language summaries
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from the templates, comparing named-entities - extracted using specialized lists
- between documents and selecting the most relevant section, finding co-reference
chains in the document collection to identify common sections of interest, or build-
ing activation networks of related lexical items (identity mappings, synonyms,
hypernyms, etc.) to extract text spans from the document collection [13].

Many of recent researches put emphasis on the comprehensiveness while keep-
ing readability of summaries or maximizing the coverage and the anti-redundancy
to keep the comprehensiveness and readability to some extent. For example, Radev
et al. [14] proposed a method that classifies given documents into some clusters and
made one sub-summary for each cluster, then placed them in an order.

Carbnell [1] proposed the Maximal Marginal Relevance (MMR) criterion for
combining query relevance with information novelty in the context of text re-
trieval and summarization. Goldstein et al. [11] proposed a method called MMR-
MD (Maximal Marginal Relevance - Multi-Document), which collects passages
related to the query from newspaper articles retrieved by an IR system and
arranged them into one summary.

As first proposed in [17], the central to the MDS approach has been gained
a lot of interest. In 2005, Harabagiu et al. [15] proposed a topic themes method
that a MDS can be based on the structure of the topic covering in the document
collection.

3 Graph-Based Sub-topic Partition Algorithm

Although the document collection used to generate a summary may be relevant
to the same general topic, they do not necessarily include the same information.
Extracting all similar sentences would produce a verbose and repetitive sum-
mary, while extracting some similar sentences could produce a summary biased
towards some sources, as it was noted in [8]. However, the graph-based extractive
summarization algorithm succeeds in identifying the most important sentences
in a document collection based on information exclusively drawn from the collec-
tion itself. In this section, we propose a graph-based algorithm - GSPSummary
- to obtain the important sub-topics. GSPSummary starts from the assumption
that capturing sub-topic structure of document collection is essential for sum-
marization. It firstly creates a graph representation of the document collection,
then selects the salient (or more central) sentences with GSPRank and obtains
the most important sub-topics in global graph space iteratively, finally forms the
summary supported by the salient sentences of different sub-topics. We will give
the definition of graph-based sub-topic representation, the GSPRank criterion,
and the GSPSummary algorithm in more details in the subsections below.

3.1 Problem Formalization

Let G = (V, E) be an undirected graph with the set of nodes V and set of edges
E, where E is a subset of V ×V . Then a graph G of a related document collection
can be represented by the set of sentences V , and the similarities to each other
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Fig. 1. Sentences distance graph for
a small document collection with 22
sentences

Fig. 2. Sentences distance graph with
three sub-topics marked by three circles
around node 1, 2, 3 respectively

E. Figure 1 is a sentences distance undirected graph representing a document
collection with 22 sentences (the nodes in Figure 1), the edge stands for the
distance dist(ui, uj) of every pair of sentences ui, uj in the document collection.
A threshold is defined to eliminate the edges whose distance is higher, since
we are interested in significant similarities. This reduction in the graph also
provides us with computational savings. To define distance, we use the bag-of-
words model to represent each sentence as an N-dimension vector, where N is
the number of all possible words. Formally, the distance between two sentences
is then defined by the following equation:

dist(ui, uj) = 1.0 − ui.uj

|ui||uj |
(1)

where ui.uj

|ui||uj | is the traditional cosine similarity between two sentences ui and
uj using tfidf weighting method. The effectiveness and robustness of the above
measure has been proven in IR and NLP.

Suppose there are three sub-topics in this document collection (the three
circles marked in Figure 2), and node 1, node 2 and node 3 are the salient
sentences of the three sub-topics.

In order to generate the sub-topics set, we need a ranking method which can
generate sub-topics using combined criterion of relevance to the given topic and
its centrality. Here, relevance and centrality are not two conflicting concepts
while belong to two different dimension. Relevance is the relationship of the
topic with retrieved sentences set, centrality is based on the relationship among
its similar sentences.

We used the following notation throughout this paper:

– subtopic(S|T ): the sub-topic coverage of the document collection correspond-
ing to a topic. Given a certain topic T , we may substitute the notation by
subtopic(S) which is clear under certain context.

– u: a single node in the document collection, in usual, is a sentence.
– pc(u): the salient node u of a certain sub-topic S.
– neighbor(u): the nodes near to the salient node u, also these nodes belong

to the same sub-topic S.
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More precisely, we define the sub-topics subtopic(S|T ) as:

subtopic(S|T ) = pc(u) + neighbor(u) (2)

Then the summarization problem can be formulated as a graph partition
problem:

Given a sentences distance graph G of a document collection of a certain topic
T , composed of a set of N nodes U = u1, u2, ..., uN , and a length l, partition
K sub-graphs of nodes Si ⊆ U as K sub-topics such that: (1) each sub-graph
has a salient node u and its neighborhood neighbour(u) and (2) using u as a
representative node of Si; (3) sum of the length of all the K salient nodes should
not be more than l.

The key for our task here is to find the appropriate salient node pc(u) and its
neighborhood neighbour(u) in G.

3.2 GSPRank Criterion

Many existing approaches explore the most important units (clauses/ sentences/
paragraphs) in texts [4] with statistics scoring methods and other higher seman-
tic/syntactic structure such as rhetorical analysis, lexical chains, co-reference
chains [6]. Unfortunately, these methods are still hard to obtain the really im-
portant units, for the important units are not only decided by the statistical
features, but also decided by the semantic features and other fields’ features.
To explore the most important units or assess the salient nodes in graph, we
propose a new sentence ranking criterion - GSPRank - served as basis for our
GSPSummary method. This criterion has inspired by the ideas in information
retrieval and feature selection. Since the summarization is controlled by choosing
the central sentences, which we call ”salient sentences”, it is in principle possible
for the salient sentences to be scored according to the word based features - the
statistical features or semantic features according to words or phrases - and the
global features.

g(u) = f1(u) · f2(u) (3)
where g(u) is the salience score of sentence u, f1(u) is the score of word based
features, and f2(u) is the score of global features. We can use the product of the
two classes of features to assess the salience of sentence u, for they belong to two
different feature spaces.

Word Based Features Metrics. Among the word based features proposed
previously, the tfidf score of word is the most widely used approach. In the
course of our investigation, the word based features can be presented with a
linear combination as the following:

f1(u) =
m∑

i=1

λifwi(u) (4)

s.t.
λi ≥ 0
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where fwi(u) is a single word based feature, and the parameter λi is the factor
to adjust different word based features. Normally, we can express these m word
based features with a linear combination. In practice, we use the following word
based features:

f1(u) = λ1fw1(u) + λ2fw2(u, T ) + λ3fw3(D(u), T ) (5)

That is, fw1(u) is the centrality score of sentence u, fw2(u, T ) is the rele-
vance score between sentence u and the document collection’s topic T , and
fw3(D(u), T ) is the relevance score between the document D(u) where sentence
u located and the topic T .

To compute the overall centrality fw1(u) of a sentence given to other sentences,
Radev et al. [5] proposed a LexRank approach based on the concept of graph-
based centrality. The LexRank value of a sentence gives the limiting probability
that such a random walk will visit that sentence in the long run. By LexRankthe
score of sentence u can be computed as:

fw1(u) = l(u) =
d

N
+ (1 − d)

∑

v∈adj[u]

w(u, v)∑
z∈adj[v] w(z, v)

l(v) (6)

where l(u) is the LexRank value of sentence u, N is the total number of nodes in
the graph, d is a damping factor for the convergence of method, and w(u, v) is
the weight of the link form sentence u to sentence v. Equation 6 can be written
in the matrix form as

l = [dU + (1 − d)B]T l (7)

where U is a square matrix with all elements being equal to 1/N . The transition
kernel [dU+ (1 − d)B] of the resulting Markov chain is a mixture of two kernels
U and B.

Global Features Metrics. Here, global features mainly consider the length,
the position, the text pattern of a sentence, and so on. A simple fact is that
short sentences cannot carry enough information corresponding to the topic.
Thus, they are not appropriate candidates of summary sentences. And due to
the constraint of summary length, too long sentences are not appropriate, either.
There are some patterns which are unsuitable for appearing in the summary. The
sentences which have these patterns will be discounted for summary sentence.
Normally, we can consider the global features are independent, then the global
features can illustrated in a form of conditional probability in Equation 9.

f2(u) = P (Fg|u) =
k∏

i=1

p(fgi|u) (8)

where Fg are the global features, and P (Fg|u) is the probability of sentence u in
global features space, and P (Fg|u) equals to the product of k global features. In
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our work, global feature space involves three salient phases: the sentence length,
sentence position, and sentence pattern.

⎧
⎪⎨

⎪⎩

p(fg1|u) = p(length|u)
p(fg2|u) = p(position|u)
p(fg3|u) = p(pattern|u)

(9)

That is, p(fg1|u) is the probability that the observation of length feature was
generated by the training data set, p(fg2|u) is the probability of position feature
of u, and p(fg3|u) is the probability of sentence pattern of u. What’s more,
the global features can be exploited from a supervised way by using a machine
learning method based on a training corpus of documents, such as HMM.

GSPRank. As mentioned above, we can obtain the new sentence ranking crite-
rion - GSPRank - combining with word based features and global features. From
the Equation 3, 5, 6, and 9, we can induce

GSPRank(u) = g(u) = j(u) · l(u) (10)

s.t.

j(u) = (1 + λ′
1

fw2(u, T )
l(u)

+ λ′
2

fw3(D(u), T )
l(u)

)
k∏

i=1

p(fgi|u)

where g(u) is the salience score of sentence in Equation 3, j(u) is a feed function
for sentence u, and l(u) is the centrality score of sentence u, which is same to
fw1(u) noted in Equation 5. As the Equation 6 mentioned, l(u) can be calculated
as a Markov chain model. The convergence property of Markov chains provides
a simple iterative algorithm, called Power Method1, to compute the stationary
distribution. The algorithm starts with a uniform distribution. At each iteration,
the eigenvector is updated by multiplying with the transpose of the stochastic
matrix. Since the Markov chain is irreducible and aperiodic, the algorithm is
guaranteed to terminate.

Based on these, we can write Equation 3 in the matrix notation as Equation
11. Here, the salience scores of the sentences set U can be formulated with the
product of a feed matrix J and a vector L as the following equation.

R = J · L (11)

where R is the vector of GSPRank scores of the sentences set U , J is the feed
matrix corresponding to U , each diagonal element in J is a feed function for
sentence u in Equation 12, and L is the centrality score vector of U , which can
be calculate with the Power Method. Since the procedure of calculating L is
iterative, the procedure of calculating R can also be presented as an iterative
method with the Markov model.

1 http://math.fullerton.edu/mathews/n2003/PowerMethod- Mod.html
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J =

⎛

⎜⎜⎜⎜⎝

j(u1) . . . 0 . . . 0
. . . . . . . . . . . . . . .
0 . . . j(ui) . . . 0

. . . . . . . . . . . . . . .
0 . . . 0 . . . j(un)

⎞

⎟⎟⎟⎟⎠
(12)

3.3 GSPSummary Algorithm

In section 3.2, we proposed a novel ranking criterion - GSPRank - to assess
salience of sentence. The GSPRank can be expressed as an iterative way. Equiv-
alently, our procedure of sub-topic partition algorithm can be described itera-
tively. This way, a GSPSummary algorithm (in Algorithm 1) should include the
following stages as the Fig.3 illustrates:

1. Partition a sub-topic: Generate a ranked list G of U with GSPRank, select
the most salient node pc(u), then obtain neighbor(u) with graph searching
or graph partition algorithms.

2. Modify adjacency matrix for next partition: Reduce all the nodes of sub-
graph S from M (in Fig.3(3)), and generate the next salient node pc(u′) and
its neighborhood neighbor(u′) until the algorithm can be terminated.

A brief sketch of our GSPSummary algorithm by looking at the graphs in Fig.3
is to find the salient node pc(u) and its neighborhood neighbor(u) in graph
G of the document collection based on sentences relation. Suppose M is the
adjacency matrix of G (in Fig.3(1)), M0 is the initial matrix of G, and each
circle is an element. As seen in Fig.3(2), we can use GSPRank to obtain the
salient node pc(u) in the global space of M0, then the neighborhood of pc(u) can

(1) M0 (2) pc(u) = 3, Neighbour(u)={4}

(3) M1 (4) pc(u) = 2,  Neighbour(u)={1}

Fig. 3. The procedure of GSPSummary algorithm, (1) illustrates a adjacency matrix
of graph, which has 5 nodes, and a circle means an element of the matrix
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be generated with graph partition or searching algorithms - e.g, BFS - with a
specified neighborhood threshold. At the first iteration, the salient node 3 and its
neighborhood node 4 denote the first sub-topic S1. After eliminated the elements
corresponding to S1, the matrix is be adjusted into a lower dimension one M1

in Fig.3(3), follows by the next iteration to find the next sub-topic in Fig.3(4).
In order to rank the scores of salient nodes, we used the GSPRank method (in
Algorithm 2) in each iteration. ζ is the convergence factor for Power Method.

Input: A document collection D about the topic T
Output: An array of summary sentences S
repeat1

InitGraphMatrix(&M,D);2

ArrayRS;3

i = GSPRankMethod(M, DistThre, ζ, RS);4

ArrayNeighbours = NeighbourSearch(i, M, NeighbourThre);5

iLen = LengthOfSentence(i);6

if ((iLen + iSummaryLen) > SelectThre) then7

break;8

end9

InsertIntoSelectedArray(S,i);10

iSummaryLen+ = iLen;11

UpdateRemainGraph(RS);12

until (RS.size() >= MINGRAPHSIZE);13

Algorithm 1. GSPSummary Algorithm

The following GSPRank Method (Algorithm 2) describes how to select a
salient sentence for a given set of sentences with GSPRank. Note that the cen-
trality score vector L is also computed as a side product of the algorithm, and
ε is the distance threshold used to eliminate some high distance.

4 Experimental Setup

In order to evaluate our GSPSummary approach, we use the ROUGE2 metrics
on DUC2005 data sets for comparison. And the ROUGE score of the DUC2005
start-of-the-art systems came from Hoa’s overview of DUC2005 in [2].

4.1 DUC Task Description

Every year, Document Understanding Conferences (DUC3) evaluates competing
research group’s summarization systems on a set of summarization tasks. In
DUC2005, the task is to produce summaries of sets of documents in response
to short topic statements that define what the summaries should address. The
2 ROUGE stands for Recall-Oriented Understudy for Gisting Evaluation,

http://haydn.isi.edu/ROUGE/
3 Document Understanding Conferences, http://duc.nist.gov/
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Input: An array S of n sentences, distance threshold ε, a size N feed matrix J
Output: The ID of the salient sentence of S
Array DistMatrix[n][n];1

Array Degree[n];2

maxDist = −INFINITE;3

for i ← 0 to n do4

for j ← 0 to n do5

DistMatrix[i][j]=dist(S[i],S[j]);6

if DistMatrix[i][j] < ε then DistMatrix[i][j]=1;7

Degree[i]++;8

else DistMatrix[i][j]=0;9

end10

end11

Normalization of matrix DistMatrix[i][j];12

L = PowerMethod(DistMatrix);13

R = J · L;14

return the ID with maximal score from R;15

Algorithm 2. GSPRank Method for obtaining salient sentence in global space

summaries are limited to 250 words in length. The DUC 2005 task was a complex
question-focused summarization task that required summaries to piece together
information from multiple documents to answer a question or set of questions as
posed in a DUC topic. NIST4 Assessors developed a total of 50 DUC topics to be
used as test data. For each topic, the assessor selected 25-50 related documents
from the Los Angeles Times and Financial Times of London and formulated
a DUC topic statement, which was a request for information that could be
answered using the selected documents. The topic statement could be in the
form of a question or set of related questions and could include background
information that the assessor thought would help clarify his/her information
need. The assessor also indicated the granularity of the desired response for
each DUC topic. That is, they indicated whether they wanted the answer to
their question(s) to name specific events, people, places, etc., or whether they
wanted a general, high-level answer. Only one value of granularity was given for
each topic, since the goal was not to measure the effect of different granularity
on system performance for a given topic, but to provide additional information
about the user’s preferences to both human and automatic summarization.

4.2 ROUGE

Automatic text summarization has drawn a lot of interest in the NLP and IR
communities in the past years. Recently, a series of government-sponsored eval-
uation efforts in text summarization have taken place in both the United States
and Japan. The most famous DUC evaluation is organized yearly to compare
the summaries created by systems with those created by humans. Following

4 National Institute of Standard and Technology, http://www.nist.gov/
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the recent adoption of automatic evaluation techniques by the machine trans-
lation community, a similar set of evaluation metrics - known as ROUGE [16]
- were introduced for both single and multi-document summarization. ROUGE
includes four automatic evaluation methods that measure the similarity between
summaries: ROUGE-N, ROUGE-L, ROUGE-W, and ROUGE-S.

5 Experimental Results

5.1 Threshold Selection Results

In order to obtain an appropriate sub-topic, the threshold selection of neighbor-
hood is also significant. The higher the threshold, the less the informative; while
the lower the threshold, the higher redundancy. On the extreme point where
we have a very high threshold or a very low threshold, the GSPSummary algo-
rithm would be of no expected use. Fig.4 demonstrates the effect of threshold
for GSPSummary on DUC2005 data set with ROUGE-2 and ROUGE-SU4 met-
rics. We have experimented with 13 different thresholds - from 0.09 to 0.81 with
step 0.06. It is apparent in the figure that the threshold of 0.21 can produce the
best summaries together. When the threshold is too lower, the ROUGE scores
are decreased for no node in the neighborhood. Similarly, when the threshold is
too higher, the ROUGE scores are rapidly decreased for too many nodes in the
neighborhood. Therefore, the curves less than 0.08 and higher than 0.81 were
not plotted in Fig.4.

0.09 0.15 0.21 0.27 0.33 0.39 0.45 0.51 0.57 0.63 0.69 0.75 0.81
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0.07
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0.15
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ROUGE−2
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Fig. 4. The thresholds selection of GSPSummry, and the ROUGE scores change when
the neighborhood threshold varies

5.2 Performance Comparison

We evaluated the performance of our system in terms of both comparison with
LexRank and comparison with DUC2005 results. These comparisons indicate
their applicability for real data, DUC2005.
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Comparison of GSPSummary and LexRank. In the experiment, the pro-
posed approach was compared with LexRank. With a unit matrix replaced the
feed matrix J in Equation 12, our system will degenerate to a hierarchical
LexRank system. In practice, we can introduce a hierarchical LexRank method
to obtain the most important sub-topics. Unfortunately, for centrality only in
LexRank, it is hard to measure the real salience of a sub-topic. Table 1 shows
the results of two systems with two different ranks - LexRank and GSPRank.
The ROUGE scores of Table 1 illustrates that our system with GSPRank can
be quite more effective than the system with LexRank.

Table 1. Performance comparison between systems with LexRank and GSPRank.
Columns 2-3 are the ROUGE-2 and ROUGE-SU4 scores of these two systems, and
compared with LexRank, the results of GSPRank increase by 48% in ROUGE-2, 26%
in ROUGE-SU4 respectively.

Approach ROUGE-2 ROUGE-SU4
LexRank 0.04943 0.10541
GSPRank 0.07311 0.13231

Table 2. Evaluation results on DUC2005 dataset, IIITH-Sum, PolyU, NUS3 are
the state-of-the-art systems competing in DUC2005, PolyU is the rank 2 system in
ROUGE-2 and ROUGE-SU4, and NUS3 is the best system in ROUGE-2 and ROUGE-
SU4. The last two rows are our two systems GSP-S1 and GSP-S2, and the ROUGE
scores of DUC2005 can be highly improved with our GSP-Summary algorithm GSP-S2.

MDS SystemsROUGE-2ROUGE-SU4
Baseline 0.04160 0.08946

IIITH-Sum 0.06963 0.12525
PolyU 0.07174 0.12973
NUS3 0.07251 0.13163

GSP-S1 0.06964 0.12923
GSP-S2 0.07311 0.13231

Comparison of GSPSummary and DUC2005 Results. Table 2 shows the
results of our two summarization systems GSP-S1, GSP-S2 on the data set of
DUC2005 with ROUGE-2, ROUGE-L, and ROUGE-SU4. The baseline is the
result provided by NIST, NUS3 is the best system in the two NIST official
ROUGE scores: ROUGE-2 and ROUGE-SU4 recall. The GSP-S1 is used the
GSPRank without consideration global features, while the GSP-S2 is used the
GSPRank with the global features consideration. The score of our GSP-S1 in
ROUGE-2 can obtain the 3rd rank, and the score of ROUGE-SU4 can obtain
the 3rd place in DUC2005. Furthermore, comparing with IIITH-Sum - the third
ranked system in ROUGE-2 and the 5th ranked system in ROUGE-SU4 - our
GSP-S1 system has significant superiority in performance. The scores of our
GSP-S2 can both obtain the 1st place in DUC2005. In comparison with the
scores in GSP-S1, the ROUGE-2 score and the ROUGE-SU4 score increase 5.0%
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and 2.4% respectively, which demonstrates the influence of the global features
in the proposed approach. The results confirm that our graph-based sub-topic
partition summarizer performs well as comparing to the state-of-the-art systems
competing in DUC.

6 Conclusions and Future Work

Summarization is a product of electronic document explosion, and can be seen
as the condensation of the document collection. As summary is concise, accurate
and explicit, it became more and more important. In this paper, we present a new
sub-topic representation model for MDS, and a new rank criterion is presented
to obtain sub-topics. Furthermore, a new procedure and algorithm for generic
and topic-oriented summarization is proposed. With the representation of graph,
our algorithm can obtain the appropriate sub-topic with an iterative procedure
in global space. We test our algorithm with DUC2005 data set, and the results
suggest that our algorithm is effective in MDS.

The study has three main contributions: (1) we propose a new framework of
MDS with sub-topic representation model, according to the logic structure of
the topic covered in the document collection. (2) we propose a new ranking cri-
terion GSPRank, in which both the word based and global features are modeled
explicitly and effectively. (3) we present a new graph-based sub-topic partition
algorithm GSPSummary for MDS.

As future work, we plan to explore in how to generate neighborhood with some
other graph searching and partition algorithms. To some extent, our GSPSum-
mary approach can be viewed as a simple version of hierarchical Markov model,
with the scalable ranking criterion GSPRank, our algorithm can be further im-
proved. Thus, in future work, we will study how to deal with such issues, and
use fitful neighborhood searching or partition algorithms to model sub-topics.

Acknowledgments. The work is supported by the National Grand Funda-
mental Research 973 Program of China ”Large-Scale Tex Content Computing”
under Grand NO.2004CB318109 an Grand NO.2007CB311100.
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Abstract. 3D model retrieval is an important part of multimedia retrieval. 
However, the performance of traditional retrieval method of text-based and con-
tent-based is not satisfying because the keyword and the shape feature do not 
include the semantic information of the 3D models. The paper explores an on-
tology and SWRL-based 3D model retrieval system Onto3D. It can infer 3D 
models’ semantic property by rule engine and retrieve the target models by on-
tology. The experiments on Princeton Shape Benchmark show that Onto3D 
achieves good performance not only in text retrieval but also in shape retrieval.  

Keywords: Ontology; SWRL; 3D Model Retrieval; Clustering. 

1   Introduction 

With the proliferation of 3D models and their wide spread through internet, 3D model 
retrieval emerges as a new field of multimedia retrieval and has great value in indus-
try, military etc. [1]. Nowadays, two kinds of approaches are widely applied in 3D 
model retrieval to obtain the desired models, the text-based method (TBR) and the 
content-based method (CBIR) [2]. 

The method of text-based retrieval looks on the model as an object in the database. 
It describes the models with keywords and text. Although the text-based approach 
may be convenient for user, it relies on artificial annotation and has many shortcom-
ings such as time-consuming and hard-sledding. Moreover, the retrieval results need 
match strictly in query keyword, so its performance is not always satisfying. 

Therefore, the content-based retrieval way becomes the research focus in 3D model 
retrieval, especially the shape-based retrieval [1]. It is widely accepted that the key 
problem of shape-based retrieval is extracting model’s shape feature with good prop-
erties, such as rotation invariant. Researches of this kind concentrate on improving the 
describing ability of the shape feature. However, model’s shape feature only reflects 
its physics information and can not represent its semantics. Due to the influence of 
Semantic Gap [3], the shape-based method doesn’t perform quite well. 

The root of the problem is keyword and feature have not any meaning for com-
puter, namely they do not have any semantics. So the retrieval results cannot satisfy 
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the user’s intention, then we consider introducing ontology technology to the field of 
3D model retrieval. On the one hand, it can instruct retrieval intelligently according to 
the semantic relation among the models; on the other hand ontology can also be used 
to link the model’s low-level features and its high-level semantic information.  

The paper explores an ontology and SWRL-based 3D model retrieval system 
Onto3D. It can infer 3D models’ semantic property by rule engine and retrieve the 
target models by ontology. The experiments on Princeton Shape Benchmark [4] show 
that Onto3D achieves good performance not only in text retrieval but also in shape 
retrieval. 

The rest of the paper is organized as follows: Section 2 introduces the way to con-
struct the ontology for 3D models; Section 3 states the system realization; Section 4 
gives the experimental result; finally, Section 5 concludes the paper. 

2   Knowledge Base and Semantic Web Rule Language 

2.1   Ontology Structure 

The Knowledge Base of Onto3D contains a general ontology. Since our purpose is to 
create a large ontology of portrayable objects, we consider using the English lexical 
database WordNet [5]. WordNet covers both the abstract and concrete vocabulary of 
English, so we must prune it and extract only those branches containing these objects. 
In our experiment, the basis of pruning is the manual classifications of 1,814 models 
in the Princeton Shape Benchmark (PSB) [4]. By classification names, we can search 
their synonymy, hypernymy, hyponymy and meronymy in WordNet, and then supply 
their correlated concept as well as the attribute relations to our ontology. After prun-
ing, final 3D model ontology partial structure is shown in Fig. 1. 

In Fig. 1, ontology is represented by a directed acyclic graph and every node in the 
graph represents a concept. Concepts are interconnected by means of interrelation-
ships. If there is an interrelationship R between concepts Ci and Cj, then there is also 
an interrelationship R ' (R inverse) between concepts Cj and Ci. In Fig. 1, interrela-
tionships are represented by labeled arcs/links. Three kinds of interrelationships are 
used to create our ontology: specialization (Is-a), instantiation (Instance-of), and 
component membership (Part-of). 

Is-a interrelationship is used to represent specialization (concept inclusion). A con-
cept represented by Cj is said to be a specialization of the concept represented by Ci if 
Cj is kind of Ci. For example, bed is a kind of furniture .In Fig. 1, Is-a interrelation-
ship between Ci and Cj goes from generic concept Ci to specific concept Cj repre-
sented by a real line with an arrowhead. 

The Instance-Of relationship denotes concept instantiation. If a concept Cj is an ex-
ample of concept Ci, the interrelationship between them corresponds to an Instance-
Of denoted by a broken line with an arrowhead. For example, model m118 is an in-
stance of a concept human; Ins_hand and Ins_face are instances of the concepts hand 
and face respectively. In our ontology, the instance which has the 3D model’s serial 
number (such as m118) is the actual existence, and the model’s portion (such as 
Ins_hand) is the hypothesized instance, it only used to annotate the model’s portion. 
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A concept is represented by Cj is Part-Of a concept represented by Ci if Ci has a Cj 
(as a part) or Cj is a part of Ci. For example, the concept hand is Part-Of the concept 
human. The Part-of relationship is obtained by meronymy relation in WordNet, and in 
order to consistent with the WordNet expression, we use its inverse relation hasPart 
express the model whole/partial relationship, see Fig.1 model m118 hasPart Ins_hand 
and Ins_face. 

In ontology, the relationship is expressed by concept property. hasPart is a kind of 
object property. Moreover, 3D model’s name has SameAs property, it is a kind of 
datatype property, and used to express the concept synonym relationship, see Fig.1. 

 

 

Fig. 1. Portion of 3D Model Ontology 

2.2   OWL 

Each of the 3D models is an instance of a certain concept in the ontology. In the ex-
periment, we use Protégé 3.3 as the ontology modeling tool and OWL [6] as ontology 
modeling language. Fig.2 lists part of the OWL of the ontology about the concept 
human. 

Fig. 2 lists a portion of the ontology expressed in OWL about the concept human. 
It is the description about the 3D model m118 of PSB. It also contains some annota-
tion information about the model. For example m118 is a human and it can be de-
scribed by some synonyms, such as homo, man, human_being etc.. The model has 
two parts: face and hand. 
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Fig. 2. Portion of 3D Model Ontology in OWL 

2.3   SWRL 

SWRL [7] (Semantic Web Rule Language) is based on a combination of the OWL 
DL and OWL Lite sublanguages of the OWL Web Ontology Language the 
Unary/Binary Datalog sublanguages of the Rule Markup Language. SWRL allows 
users to write Horn-like rules expressed in terms of OWL concepts to reason about 
OWL individuals. The rules can be used to infer new knowledge from existing OWL 
knowledge bases. 

In our ontology we need a SWRL rule to express the transfer relationship of the 
hasPart properties: 

hasPart(?x,?y)∧hasPart(?y,?z) →hasPart(?x,?z) 

Furthermore, for every type of model we also need a SWRL rule to express its 
whole/partial relationship, for example: 

table(?x) →hasPart(?x,Ins_tabletop) ∧hasPart(?x,Ins_leg) 

bed(?x) →hasPart(?x,Ins_mattress) ∧hasPart(?x,Ins_bedstead) 
 

We can create, edit, and read/write SWRL rules in the Protégé SWRL Editor. The 
Protégé SWRL Editor is an extension to Protégé-OWL that permits interactive editing 
of SWRL rules. Figure 3 shows the part of the SWRL Editor tab in Protégé-OWL. 
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Fig. 3. Part of the SWRL Editor tab in Protégé-OWL 

In the Protégé SWRL Editor, the interaction between OWL and the Jess rule en-
gine is user-driven. After defining the SWRL rules, we can make OWL knowledge 
and SWRL rules transfer to Jess, and perform the inference using those knowledge 
and rules, and then make the resulting Jess facts be transferred back to Protégé-OWL 
as OWL knowledge. 

Figure 4 shows part of the Jess Asserted Properties Tab after jess inference in the 
Protégé SWRL Editor. 

 

 

Fig. 4. Jess Asserted Properties Tab in the Protégé SWRL Editor 

3   System Realization 

3.1   Working Principle  

We can use the two methods of text-based and content-based retrieval to retrieval the 
3D models in Onto3D.  

The user who used the method of text-based retrieval can make retrieval of 3D ob-
jects by textual query or browse the ontology and select the appropriate concept. The 
concrete working is as follows: 

1. System needs to establish an ontology knowledge-base which is connected with 
the PSB. The knowledge-base consists of SWRL.OWL files which contain the 
3D models instance data, metadata and the inference rules. 

2. User can input keyword or browse the ontology tree and select the model name to 
retrieval. 

3. The Knowledge Base can infer and obtain the retrieval results by query request of 
user, then make the satisfied result return to the user by 2D images. 

About the method of content-based retrieval, the model is based on the hypothesis 
that similar models may partially share the same semantic. So we use the method of 
clustering and relevance feedback for correlating 3D shape low-level feature with 
high-level semantic of the models. The concrete working is as follows: 
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1. System also needs an ontology Knowledge-base which is connected with PSB. We 
use the same ontology Knowledge-base as the method of text-based retrieval used. 

2. User uploads a sample 3D model. 
3. Extracting the sample model’s features. 
4. Cluster the features of all the models in KB and the sample model. After that, we 

can obtain many of clusters of the models. 
5. System returns all of the models of the cluster which the sample model belong to 

and waits for user to do information feedback. There are three kinds of selection 
of the feedback: the completely correct models (or completely relevant models), 
the category relevant models and the completely wrong models (or completely  
irrelevant models). 

6. If the first returned results have some completely relevant 3D models or category 
relevant models, then the knowledge-base can infer the sample model’s category or 
the category of its super-class according to the result model’s annotation. Finally, 
system returns all of the results to user. If the first returned results are all com-
pletely  irrelevant, then system returns to user the nearest cluster of the cluster 
which sample model belongs to and waits for users to do relevance feedback again. 

The system architecture is depicted in Fig.5. 

 

Fig. 5. Working Principle of Onto3D 

3.2   Shape Feature Extraction and Clustering 

The method of shape retrieval is mainly to search the models which are correlated 
with the 3D model that user provided. 

At present, there are many kinds of feature extraction methods [8]. In our system 
we used the method of shape feature extracting based on depth-buffer [9] to extract 
features of 3D models. 

We use X-means [10] algorithm to cluster the 3D models in the PSB and utilize the 
cluster results to simply classify the models. X-means is an important improvement of 
the well known method K-means. To overcome the highly dependency of K-means on 
the pre-decided number k of clusters, X-means requires but not restricts to the pa-
rameter k. Its basic idea is that: in an iteration of clustering, it splits the center of  
selected clusters into two children and decides whether a child survives. During  
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clustering, the formula (BIC) is used to decide the appropriate opportunity to stop 
clustering, where L(x｜c) is the log-likelihood of dataset x according to the model c, 
and m is the dimensionality of the data. In this way, the appropriate number of clus-
ters can be automatically decided. 

n
mk

cxLxcBICBIC log
2

)1(
)|()|(:)(

+−=  

In our experiment, we assigned X-means parameter range is [130, 150] which is 
according to the count of the basic manual classification in PSB. Finally, we can ob-
tain 130 clusters after executing the X-means clustering algorithm. In the course of 
retrieval, the system can return all the models in the cluster which the sample model 
belongs to. Meanwhile, the system can calculate the nearest N neighbors according to 
the distances between their centers, and saved the result to the temp document for user 
feedback later. 

3.3   Retrieval Realization and Relevance Feedback 

After annotating the 3D models with ontology concepts users have two possibilities. 
They can make retrieval of 3D objects by textual query. A query can be typed by the 
user or can be formed by ontology browsing. For example a user interested in table 
models can input the concept in a text box. Alternatively he can browse the ontology 
and select the appropriate concept. The system will answer the user query by return-
ing all the models annotated with the input concept or with a sub-concept of the input 
concept. Specially, the system provides the synonyms query. For example a user 
wants to query human, he/she can input man, homo or human being. 

The second possibility is to query by a sample model. Here a user can upload a 
new model. In the method of shape retrieval, the Knowledge-Base’s inference work 
starts after user’s relevance feedback, the selection of feedback can be divided into 
three kinds: the completely relevant models, the category relevant models and the 
completely  irrelevant models. 

The annotation information of the completely relevant models contains all the se-
mantic of the target models, so we can take such model’s property of 
http://www.w3.org/1999/02/22-rdf-syntax-ns#type as the property of target model and 
retrieve all the models having the same property in the knowledge-base.    

The category relevant models are those models that they and sample model should 
belong to the identical category such as table and bed. Although they are not same mod-
els, they both are the subclass of the concept furniture, namely they have the same hy-
pernymy (see Fig.1). For this kind of the model, we may infer its upper level concept 
according to its concept, and then return all of the instances of the upper level concept. 

If all of the results are completely  irrelevant models, we should use the X-means 
algorithm to find the nearest neighbor cluster, and return all of the models in the near-
est neighbor cluster. 

In addition, the completely relevant models have the highest priority, the category 
relevant models are the next high and the completely  irrelevant models have the 
lowest priority. For the unknown model which was not in the knowledge-base, ac-
cording to the retrieval result, the system may annotate it automatically by the rele-
vant model’s annotation and supply the unknown model as the instance of the certain 
concept to the knowledge-base. 
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We use Jena [11] as the reasoning tool in the model retrieval process and use 
SPARQL [12] to assist Jena perform query. The Protégé-OWL Plugin was used to 
generate the SWRL.OWL files and to retrieve the rules from the SWRL.OWL files 
for Jess to process.  

Jena is a Java frame which is used to construct application programs of semantic 
web, and it was developed by HP laboratory. Jena has the function of inference and 
retrieval knowledge-base. SPARQL (Simple Protocol and RDF Query Language) is a 
kind of RDF query language which is proposed by W3C. Jess (Java Expert System 
Shell) is a rule engine and scripting environment written entirely in Sun's Java lan-
guage by Ernest Friedman-Hill at Sandia National Laboratories in Livermore, CA. It 
is not open source but can be downloaded free for a 30-day evaluation period and is 
available free to academic users. 

4   Experiment and Analysis 

In experiment, we use the models of Princeton Shape Benchmark. The main page of 
the system is showed in Fig.6. Fig.6 (a), (c) and (d) shows the first retrieval results  
through the clustering arithmetic after user uploads a sample model in shape-retrieval. 
System also provides the model’s annotation information under the each result model. 
The annotation information is used to assist users to do relevant feedback. Fig.6 (b) 
shows the final feedback result of the query in the Fig.6(a). 

 

 
                                     (a)                                                                        (b) 

 
                                     (c)                                                                         (d) 

Fig. 6. Main Page of Onto3D System 
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In shape retrieval, we chose 20 kinds of the representative models, and selected one 
model in each kind respectively as sample model to perform experiment. We delete 
all the sample models from the PSB to improve the accuracy of the experiment. In the 
20 tests, 14 tests retrieved semantic completely relevant models at first time, then 
after user’s first relevance feedback the system can return all of the correct models 
according to the relevant models’ annotation. But in other 6 tests, we cannot retrieve 
any semantic relevant or category relevant models at first time. So the system needs to 
return all the models in the nearest neighbor cluster of the sample model as the query 
results. In order to compare the precision of the retrieval, we used the file compare 
function of the Princeton 3D search engine. The Princeton 3D search engine has about 
36000 models in its database and it can return 100 results after user upload a model 
file. Table 1 shows the retrieval efficiency of Onto3D.  

From table 1 we can see that Onto3D system’s precision of the first time retrieval 
is satisfying in the majority of retrieval experiment, then the system can retrieve all 
the relevant models after user’s first time relevance feedback. For those sample mod-
els that had not retrieved any relevant models at first time, the experiment shows that 
the system can retrieve the semantic relevant models in 2 or 3 times user feedbacks. 

Table 1. Precision Comparison of Princeton 3D Search Engine and Onto3D (%) 

Precision of Onto3D Search Engine 

3D Model Type 
(sample model) 

Precision of 
Princeton 3D 

Search  
Engine(%) 

System 
First 

returned 
results 

Users’ 
 First  

feedback 
results 

Users’  
Second 

feedback 
results 

Users’ 
Third  

feedback 
results 

human(m185) 81 93.3 100 - - 
biplane(m1134) 78 61.9 100 - - 

horse(m107) 11 22.7 100 - - 
table(m872) 58 72.7 100 - - 
chair(m819) 90 93.8 100 - - 
face(m320) 37 33.3 100 - - 

ship(m1433) 19 57.1 100 - - 
car(m1518) 69 45.5 100 - - 

bicycle(m1472) 5 27 100 - - 
desk_lamp(m612) 4 40 100 - - 

hot_air_balloon(m1343) 1 11.6 100 - - 
door(m1719) 28 50 100 - - 
guitar(m632) 3 20 100 - - 
sword(m707) 50 47.9 100 - - 

staircase(m1735) 2 0 0 6.9 100 
flower(m1570) 3 0 5 100 - 

ant(m3) 2 0 3.5 100 - 
sailboat(m1448) 7 0 3.8 100 - 

flower(m975) 1 0 10 100 - 
shoe(m1741) 21 0 23 100 - 
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But the system still has some shortcomings. Firstly, text-based retrieval relies on 
the words appeared in WordNet. For the words do not in WordNet or the non-entity 
words, the system could not find any results. Secondly, content-based retrieval relies 
on the cluster results. For the models which could not find any relevant result after 
feedback many times, retrieval efficiency of the system must be reduced greatly. 

5   Conclusions 

The paper explores an ontology and SWRL-based 3D model retrieval system Onto3D. 
It can infer 3D models’ semantic property by rule engine and retrieve the target mod-
els by ontology. The experiments on Princeton Shape Benchmark show that Onto3D 
achieves good performance not only in text retrieval but also in shape retrieval. Our 
future work will concentrate on improve the system and promote the Onto3D system 
to adopt more of the widespread 3D model database. 
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Abstract. This paper applies Chinese subword representations, namely
character and syllable n-grams, into the TextTiling-based automatic
story segmentation of Chinese broadcast news. We show the robustness
of Chinese subwords against speech recognition errors, out-of-vocabulary
(OOV) words and versatility in word segmentation in lexical matching on
errorful Chinese speech recognition transcripts. We propose a multi-scale
TextTiling approach that integrates both the specificity of words and the
robustness of subwords in lexical similarity measure for story boundary
identification. Experiments on the TDT2 Mandarin corpus show that
subword bigrams achieve the best performance among all scales with
relative f -measure improvement of 8.84% (character bigram) and 7.11%
(syllable bigram) over words. Multi-scale fusion of subword bigrams with
words can bring further improvement. It is promising that the integration
of syllable bigram with syllable sequence of word achieves an f -measure
gain of 2.66% over the syllable bigram alone.

Key words: story segmentation, topic segmentation, spoken document
segmentation, TextTiling, multi-scale fusion, spoken document retrieval,
multimedia retrieval

1 Introduction

Story segmentation is the task of dividing text, audio or video into homogenous
regions, each addressing a single central topic. It is a necessary pre-processing
step for a wide range of speech and language processing tasks, namely topic
tracking, summarization, information extraction, indexing and retrieval. These
tasks usually assume the presence of individual ‘documents’. For broadcast news
(BN), a major media channel in the information era, the objective of story seg-
mentation is to segment continuous audio/video streams into news stories. Man-
ual segmentation requires annotators to work through the whole audio/video,

s
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automatic segmentation, three kinds of cues have been explored, namely acous-
tic/prosodic cues from audio, lexical cues from speech recognition transcripts or
video captions and video cues such as anchor face and color histograms.

Borrowed from traditional text segmentation techniques, lexical-based story
segmentation in BN is mainly performed on errorful text transcribed from audio
stream via a large vocabulary continuous speech recognizer (LVCSR). Main ap-
proaches include word cohesiveness [1], [2], use of cue phrases and modeling (e.g.
hidden Markov model [3]). TextTiling [1], a classical word-cohesiveness-based
approach, has been recently introduced to segmenting spoken documents such
as BN [4] and meetings [5] due to its simplicity and efficiency. This approach is
based on a straightforward argument that different topic usually employs differ-
ent set of words. Shifts in word usage are indicative of changes in topic. Therefore,
lexical similarity measure between consecutive word chunks is performed across
the text and a local similarity minimum indicates a possible topic shift.

Despite of receiving a considerable amount of attention from TREC SDR,
TDT and TRECVID evaluation programs, state-of-the-art story segmentation
error rates on BN transcripts remain fairly high. This is largely because of the
high level of speech recognition error rates, e.g. about 30% for English and about
40% for Chinese Mandarin and Arabic in terms of the word error rate (WER)
reported in TRECVID 2006. Besides the errors caused by harsh acoustic condi-
tions (especially for ‘field’ speech) and diverse speaking styles from various speak-
ers (anchors, reporters and interviewees), the out-of-vocabulary (OOV) problem
remains the major obstacle for broadcast news segmentation. New words are
introduced continuously from growing multimedia collections and words outside
the speech recognizer vocabulary cannot be correctly recognized. Specifically for
Chinese BN, the OOV words are largely named entities (e.g. Chinese person
names and transliterated foreign names) that are highly related to topics. These
OOV words induce incorrect lexical similarity measures across the word stream
and thus decrease the segmentation performance greatly.

Recently, the use of subword indexing units (e.g. phonemes, syllables and
sub-phonetic segments) has been shown to be very helpful to alleviate problems
of speech recognition errors and OOV words in the spoken document retrieval
(SDR) task [6]. Especially for Chinese, retrieval based on character or sylla-
ble indexing units is superior to words due to the special features of Chinese,
namely character-based, monosyllabic and flexible wording structure [7], [8]. In
this paper, we propose to apply subword units (characters and syllables) in au-
tomatic story segmentation of Chinese broadcast news. We present a multi-scale
TextTiling approach, in which lexical similarities are measured in multiple scales
(word and subword scales) and integrated in two schemes, namely representa-
tion fusion and score fusion. We aim at fusing the specificity of words and the
robustness of subwords to improve story segmentation performance on errorful
speech recognition transcripts.

which takes a large amount of time that makes it an intractable task. To perform
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2 Corpus

We experiment with the TDT2 Mandarin corpus1 that contains about 53 hours
of Voice of America (VOA) Mandarin Chinese broadcast news with time span
from February to June, 1998. The 177 audio files are accompanied with manually
annotated story boundary files and word-level speech recognition transcripts. In
TDT2, speech recognition was performed by the Dragon LVCSR with word,
character and syllable error rates of 37%, 20% and 15%, respectively. We adopt
a home-grown Pinyin lexicon to get the syllable sequences of words. The corpus
covers about 2,907 news stories, and the average story duration is 65 seconds
(142 words, 248 characters). We separate the corpus into three parts: a quarter as
the training set, a quarter as the development set and another half as testing set
for evaluation. According to the definition of TDT2, a detected story boundary
is considered correct if it lies within a fifteen-second tolerant window on each
side of a hand-annotated reference boundary (ground truth).

3 Robustness of Chinese Subwords

Robustness to Speech Recognition Errors. Chinese language is fundamen-
tally different from western languages. Chinese is character-based while English
is alphabetical. Each Chinese character is pronounced as a tonal syllable (known
as the monosyllabic feature) and almost every Chinese character is a morpheme
with its own meaning. A ‘word’ is made up of one or several characters. Chinese
syllables are tonal because syllables with different lexical tones convey different
meanings2. There are four lexical tones and a neutral tone in Mandarin Chi-
nese. About 1200 phonologically allowed tonal syllables correspond to over 6500
commonly used simplified Chinese characters. When tones are disregarded, the
1200 tonal syllables are reduced to only about 400 base syllables. This means
that the small number of syllables implies large number of homonym characters
sharing the same syllable. Therefore in errorful Chinese ASR transcripts, it is
common that a word is substituted by another character sequence with the same
or similar pronunciations, in which homophone characters are the probable sub-
stitutions. There are considerable possibilities that a word (or part of a word) is
substituted with their homophones in the ASR transcripts. Matching at syllable
scale is robust to this kind of recognition errors.

Table 1 shows some word matching failures extracted from the TDT2 cor-
pus. In Table 1, (a) illustrates the case that the foreign person name 哈里斯
is substituted by another person name 哈里森 in its neighborhood in an ASR
transcript. Although the first two characters (哈 and 里) are correctly recog-
nized, a single mis-recognized character (the third character 斯 was replaced by
森) will make the word level match fail. In story segmentation approaches based
1 http://projects.ldc.upenn.edu/TDT2/
2 Lately, we have shown that the tonality of Mandarin Chinese affects the pitch reset

cue for prosody-based story segmentation in Chinese broadcast news. Please refer
to [9] for details.
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# Character sequence Syllable sequence English translation

(a) 哈里斯 /ha-li-si/ Harris

哈里森 /ha-li-sen/ Harrison

(b) 阿尔及利亚 /a-er-ji-li-ya/ Algeria

鲍尔 激励 要 /bao-er ji-li yao/ Bauer inspire want

(c) 股市 /gu-shi/ stock exchange

故事 /gu-shi/ story

on word cohesiveness, e.g. TextTiling, this failure will induce incorrect lexical
similarity measures. However, if character or syllable matching is adopted, the
first two characters 哈 and 里 in the two different words still can be matched.
Another failure in word matching is shown in (b), where the country name阿尔
及利亚 was mis-recognized as a sequence of three distinct words {鲍尔 激励 要}
with similar pronunciations as word 阿尔及利亚. In this case, syllable matching
can recall largely of the country name because character sequence 尔激励 has
the same syllable representation with 尔及利 in the correct word 阿尔及利亚.
(c) shows another failure, where the word 股市(stock exchange) was substituted
by another word 故事(story) with character homophones. In this case, syllable
matching can still link the two words together.

Robustness to OOV words. The limited number of Chinese characters
with different meanings can be combined to produce unlimited Chinese words. As
a result, there does not exist a commonly accepted lexicon for Chinese since new
words are born everyday. Therefore, the monosyllabic feature makes the OOV
problem more pronounced in Chinese spoken document segmentation, especially
in the broadcast news domain. An OOV word distributed in different places
of a spoken document may be substituted by several totally different character
strings with the same (or partially same) syllable sequence. For example, foreign
proper names are common OOV words in Chinese spoken documents as they
are transliterated to Chinese character sequences based on the pronunciations
(i.e. phonetic transliteration). As a result, speech recognizer may return different
character sequences with the same or similar pronunciations.

Table 2 shows two OOV words from the TDT2 corpus. In (a), the OOV word,
尼姆佐夫 (Nimzov, a Russian person name), was substituted by four different
character sequences (mainly come as singletons) within a news story. Lexical sim-
ilarity measure at syllable level can partially recover this highly-topical-related
OOV word because the last two syllables are the same for the four recogni-
tion outputs (all /zuo fu/). In (b), the former Korean president 金大中 (Kim
Dae-Jung) was an OOV word and mis-recognized as three singleton sequences.
Lexical similarity measure at syllable scale will successfully recover this OOV
word since the three recognition outputs have the same syllable sub-sequence
/da zhong/.

Table 1. Samples of word matching failures due to speech recognition errors
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# Character sequence Syllable sequence

OOV word 尼姆佐夫 (Nimzov) /ni-mu-zuo-fu/
名 模 作 福 /ming mo zuo fu/

(a) Recognizer 你 目 作 赋 /ni mu zuo fu/
output 英国 作 赋 /ying-guo zuo fu/

你 没 坐 夫 /ni mei zuo fu/

OOV word 金大中 (Kim Dae-Jung) /jin-da-zhong/

(b) 金 大 中 /jin da zhong/

Recognizer 竞 达 中 /jing da zhong/
output 近 大众 /jin da-zhong/

Robustness to Versatility in Word Segmentation. Words and sentences
in Chinese text appear as a sequence of characters. Different from English, there
are no blanks in Chinese text serving as word boundaries. As a result, ‘word’ is
not clearly defined in Chinese. Consequently, word segmentation in Chinese texts
is an ambiguous process and definitely not unique. For LVCSR, the same char-
acter sequence in different places might be recognized as several different word
sequences that both syntactically valid and semantically meaningful. Therefore,
the flexible wording structure of Chinese may contribute considerably to the
word recognition error. For example, 北京市领导 (Translation: leaders of the
Beijing city) can be segmented to words by the speech recognizer as:

a). 北京市 领导 (Translation: Beijing city leaders);
b). 北京 市 领导 (Translation: Beijing city leaders);
c). 北京 市领导 (Translation: Beijing city leaders).

Although they are indicating the same, word matching cannot link the three
together. Specifically, matching between北京市 (Translation: Beijing city) in a)
and 北京 (Translation: Beijing) in b) leads to a failure. This problem can be
solved easily by character matching.

4 Multi- cale TextTiling

We have demonstrated that Chinese subword units are robust to speech recog-
nition errors, OOV words and versatility in word segmentation in imperfect
Chinese ASR transcripts. This motivates the use of characters and syllables
in TextTiling for story segmentation of Chinese BN. In this section, we first
describe our TextTiling-based story segmentation algorithm, and then define
the subword overlapping n-grams used in lexical similarity measure in subword
scales. Finally, we explore the fusion schemes of multiple lexical representations
(words and subwords n-grams) for further improving the story segmentation
performance.

s

Table 2. Samples of word matching failures due to the OOV problem
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4.1 TextTiling-Based Story Segmentation

The classical TextTiling algorithm is composed of three steps: tokenization, lex-
ical score determination and boundary identification [1]. The tokenization step
splits a character stream into words, i.e. word segmentation. As the speech recog-
nition outputs are word-level text transcripts in the TDT2 corpus, we thus bypass
the tokenization step and jump to the rest two steps.

Lexical Score Determination. The Text Tiling algorithm first divides the
text document into sentences (or pseudo-sentences). At each inter-sentence gap
along the text stream, adjacent windows of fixed number of sentences are com-
pared in terms of lexical similarity. For ASR transcripts of spoken documents,
sentence boundaries are not readily available. A possible way for story bound-
ary investigation is to perform lexical similarity measure at places with sig-
nificant pauses (a useful prosodic cue). To evaluate story segmentation perfor-
mance purely based on the lexical information, we divide the ASR transcripts
into blocks/windows of fixed number of words (W ). The lexical score between
adjacent windows (at inter-window gap g) is calculated by cosine similarity:

lexscore(g) = cos(vl,vr) =
∑I

i=1 vi,lvi,r√∑I
i=1 v2

i,l

∑I
i=1 v2

i,r

(1)

where vl and vr are the term frequency vectors for the two adjacent windows
(left and right windows to the inter-window gap). vi,l is the ith element of vl,
i.e., the term frequency of word i registered in the vocabulary (with size of I).

Since story boundaries are searched at inter-window gaps, we increase the
boundary hypotheses by sliding. The lexical scores are calculated at positions
of J, 2J, 3J · · · word positions along the ASR transcript, where J is the sliding
length and J ≤ W .

Boundary Identification. Boundary identification can be carried out di-
rectly on the time trajectory of lexical score. However, TextTiling adopts the
relative score information instead of the absolute values. The inter-window gaps
whose similarity valleys represent a ‘valley’ are considered for boundary identifi-
cation. Specifically, depth score is calculated for each valley point on the lexical
score time trajectory. Denote the valley point as v, and the nearest left and right
peaks, pl and pr, around the valley points, the depth score of valley v is

depthscore(v) = (lexscore(pl)−lexscore(v))+(lexscore(pr)−lexscore(v)). (2)

Note that every non-valley point is given a depth score of 0. The depth score
considers a sharp drop in lexical similarity as more indicative of a story boundary
than a gentle drop. This helps make decisions in the cases in which a inter-window
gap’s lexical score falls into the middle of the lexical score range, but is flanked by
tall peaks on either side. This situation happens commonly enough to be possible
story boundaries. Boundary identification is performed on the depth score time
trajectory, in which a point whose depth score exceeds a pre-set threshold θ is
considered as a story boundary.

350 L. Xie, J. Zeng, and W. Feng 



4.2 Subword Overlapping N -grams

We perform lexical similarity measures in subword scales by subword over-
lapping n-grams. For a sequence of m subword units (characters or syllables)
{S1S2S3 · · ·Sm}, the subword overlapping bigram and trigram are formed as

{S1S2 S2S3 S3S4 · · ·Sm−1Sm} and (3)

{S1S2S3 S2S3S4 S3S4S5 · · ·Sm−2Sm−1Sm} (4)

respectively. Other n-grams can be listed accordingly. To reduce the possibility
of missing any useful information embedded in the subword sequence, overlap-
ping between subwords is used. Term frequency vectors, lexical scores and depth
scores are calculated on sequences of subword overlapping n-gram units trans-
formed from ASR word transcripts.

4.3 Fusion of Multi- cale Representations

We propose to combine multiple lexical scales (words and subwords) for improv-
ing story segmentation performance by taking advantage of different scales. We
present two different fusion strategies: representation fusion and score fusion.

Representation Fusion. Representation fusion merges lexical representa-
tions from different scales before the lexical similarity measure. The term fre-
quency vectors for all scales are combined to form a concatenated vector with∑K

k=1 Ik dimensions, where Ik denotes the dimension of scale k. The concate-
nated vector is formulated as

v = [w1 · v1, w2 · v2, · · · , wK · vK ], (5)

where wk denotes the fusion weight for scale k and
∑K

k=1 wk = 1. The fusion
weight is used to reflect the importance of each lexical scale. The lexical score and
the depth score are thus calculated on the concatenated vector, and boundary
identification is performed on the time trajectory of depth score.

Score Fusion. In score fusion, the lexical scores are calculated for all scales
separately, and then linearly integrated to a combined score by

lexscore =
K∑

k=1

wk · lexscorek, (6)

where lexscorek is the lexical score for scale k calculated on the term frequency
vector vk and

∑K
k=1 wk = 1. Subsequently the depth scores are calculated and

story boundary hypotheses are made.

5 Evaluations

We have carried out story segmentation experiments on the TDT2 corpus de-
scribed in Section 2. We evaluate our story segmentation approach by comparing

s
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Fig. 1. Experimental results on (a) individual scales and (b) multi-scale fusion. Syl:
syllable sequence of word; char2: character bigram; syl2: syllable bigram.

the automatically detected boundaries to the human-labeled boundaries. Recall,
precision and their harmonic mean, f -measure, are adopted as the evaluation
metrics. The training set is used to optimize the window size (W ), the sliding
length (J) and the boundary identification threshold (θ). An empirical selection
procedure is adopted on the testing set to choose the best W , J and θ maximiz-
ing the f -measure for the word scale. Experiment shows that the combination
of W = 50 and J = 10 achieves the best f -measure. The selected W and J are
then fixed in the empirical searching for the best θ on each subword scale. For
multi-scale fusion experiments, we use the development set to find the optimal
fusion weights, wk for each fusion form. We iterate through weights from 0 to
1.0 at intervals of 0.1 to seek the best weights that maximize the f -measure on
the development set. Story segmentation results are reported for the testing set.
Experimental Results on Individual Scales. Story segmentation results
for individual lexical scales are shown in Fig. 1 (a). We observe that subword
bigrams perform the best as compared with other lexical scales in story segmen-
tation of Chinese BN. The f -measure for character bigram and syllable bigram
are 0.6130 and 0.6119, respectively. Promisingly, the relative improvement of
subword bigrams over words are as high as 8.84% (characters) and 7.11% (sylla-
bles). This improvement is mainly because of the robustness of bigrams against
speech recognition errors, OOV words and versatility in word segmentation, as
illustrated in Section 3. This observation also accords with Chinese SDR using
subword units, where subword bigrams are also superior to other scales [7], [8].

Another observation is that as n increases from one to four for the subword n-
grams, performance reaches the peak at bigram and gradually drops from bigram
to 4-gram. It can also be seen that subword unigrams also bring considerable
improvement over words, performing the second best. The subword trigram and
4-gram perform worse even than the word scale. This can be explained by the
fact that most frequently used words in Chinese are bi-character, and the proba-
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Fig. 2. Lexical score and depth score time trajectories for a broadcast news audio file
(partial) in the testing set, calculated using (a) word scale alone and (b) fusion between
syllable sequence of words and syllable bigrams (syl+sy2, score fusion). The vertical
lines (in red) show the positions of human-labeled boundaries.

bility of long sequences with correctly recognized characters is smaller than two
character units.

Experimental Results on Multi-Scale Fusion. Since subword bigrams
show superior performance among other scales, we run experiments on multi-
scale fusion that integrates both subword bigrams and words for TextTiling-
based story segmentation. Results in Fig. 1 (b) shows that multi-scale fusion can
bring further improvement to the story segmentation performance. All multi-
scale integration forms under investigation outperform the single scales. The
best performance is achieved when syllable bigrams are combined with syllable
sequence of words (syl+syl2 ) in terms of score fusion. The f -measure is as high
as 0.6280 and the performance gain of 2.66% is achieved over using the syllable
bigram alone. The integration of words and syllable bigrams (word+syl2 ) offers
the second best performance with f -measures of 0.6255 for score fusion and
0.6252 for representation fusion. When syllable bigrams and character bigrams
are integrated (char2+syl2 ), the improvement is not as salient as the integration
between words and subword bigrams. This is probably because the two subword
bigram scales carry similar information (which can be seen from their very close
performance in Fig. 1 (a)) and neither have the specificity of words. Results also
show that score fusion marginally outperforms representation fusion.

Fig. 2 illustrates the lexical score and depth score time trajectories for a
broadcast news clip in the testing set, where (a) is calculated using the word
scale alone and (b) the fusion of syllable sequence of word and syllable bigrams
(syl+syl2, score fusion). We can clearly see that some of the story boundary
misses and false alarms in (a) are corrected in (b). This performance gain is
mainly due to the robustness of the syllable bigram.
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6 Conclusions and Future Work

In this paper, we have applied subword representations (characters and sylla-
bles) into story segmentation of Chinese broadcast news. We have shown the
robustness of Chinese subwords in lexical matching in errorful speech recogni-
tion transcripts. This have motivated us to propose a multi-scale TextTiling
story segmentation approach to integrate both the word and subword scales.
This approach aims at combining the specificity of words and the robustness of
subwords. Two different fusion schemes have been adopted, namely representa-
tion fusion and score fusion. Experimental results on the TDT2 Mandarin corpus
show that subword bigrams achieve the best performance among all scales with
relative f -measure improvement of 8.84% (character bigram) and 7.11% (syllable
bigram) over words. Multi-scale fusion experiments demonstrate that integration
of subword bigrams with words can bring further improvement for both fusion
schemes. The integration between syllable bigram and syllable sequence of words
achieves an f -measure gain of 2.66% over the syllable bigram alone.

There is still substantial work to be done. The overall story segmentation
performance of the TextTiling-based approach is not high. This is mainly because
the TextTiling algorithm is based on local lexical similarity measure, and thus
sensitive to sub-topics changes. This motivates us to integrate both local and
global measurements in the future work. In addition, we will experiment with
the fusion between lexical cues and prosodic cues to further improve the story
segmentation performance in Chinese broadcast news.
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Abstract. Spamdexing is any of various methods to manipulate the relevancy or
prominence of resources indexed by a search engine, usually in a manner incon-
sistent with the purpose of the indexing system. Combating Spamdexing has be-
come one of the top challenges for web search. Machine learning based methods
have shown their superiority for being easy to adapt to newly developed spam
techniques. In this paper, we propose a two-stage classification strategy to de-
tect web spam, which is based on the predicted spamicity of learning algorithms
and hyperlink propagation. Preliminary experiments on standard WEBSPAM-
UK2006 benchmark show that the two-stage strategy is reasonable and effective.

1 Introduction

The exploitation of search engines today is a serious issue, but, like it or not, most busi-
nesses see it as something that must be done–an online business imperative. For many
commercial web sites, an increase in search engine referrals translates to an increase in
sales, revenue and profits. The practices of crafting web pages for the sole purpose of
increasing the ranking of these or some affiliated pages, without improving the utility
to the viewer, are called spamdexing(web spam) [6]. Web spam seriously deteriorates
search engine ranking results, makes it harder to satisfy information need, and frustrates
users’ search experience. Combating spamdexing has become one of the top challenges
for web search.

The relation of spamdexing and spam detection has been likened to an “arm race”.
Once an anti-spam technique is developed, new spamdexing techniques will be imple-
mented to confuse search engine. Machine learning based methods have shown their
superiority for being easy to adapt to newly developed spam techniques [2] [17] . In
most machine learning based spam detection algorithms, spam identification is treated
as a binary classification problem. After extracting content based or hyperlink relevant
features, classification algorithms are employed to detect web spam.

In this paper, our focus is placed on finding more effective learning strategy by ex-
ploiting the hyperlinks dependent relation. Generally, more training samples will pro-
vide more discriminant information for classification. Based on such consideration, a
two-stage classification strategy based on predicted spamicity(PS) is proposed. Self-
learning and label propagation through hyperlink graph are used to expand the training
set in this strategy. The samples with high classification confidence or propagation con-
fidence will be put into the training set for the next stage learning. The strategy provides

H. Li et al. (Eds.): AIRS 2008, LNCS 4993, pp. 356–364, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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a well-founded mechanism to integrate the existing learning algorithms for spam detec-
tion. Experiments on WEBSPAM-UK2006 show that the strategy can improve the web
spam detection performance effectively.

The remainder of this paper is organized as follows. We review the previous research
work in Section 2. In section 3, we describe the proposed two-stage classification strat-
egy in detail. Experimentally evaluation of the proposed strategy on the standard col-
lection is presented in section 4. At last, we give the concluding remarks and future
research directions.

2 Related Works

Generally, search engine ranks a web page according to the content relevance and the
page importance which is computed with link analysis algorithm, such as PageRank.
Accordingly, web spam can be broadly classified into two categories: content spam and
link spam[11]. Previous work on web spam identification mostly focused on these two
types of spam.

Content spam is created for obtaining a high relevance score, which refers to the
deliberate changes in the content of the pages, including inserting a large number of
keywords, content hiding and cloaking. Similar with the methods used in fighting email
spam, [5] detected content spam via a number of statistical content-based attributes.
These attributes are parts of the features in our experiments.

Link spam tries to unfairly gain a high ranking on search engines for a web page
without improving the user experience, by mean of trickily manipulating the link graph
[14]. Based on the assumption that good pages seldom point to spam pages, but spam
pages may very likely point to good pages. Gyongyi et al. [7] proposed a method to
separate reputable pages from spam. The method consists of the following processes,
firstly, a small set of seed pages were evaluated by experts; then, the link structure of
the web was used to discover other pages that are likely to be good.

In recent years, machine learning based detection methods have received much at-
tention, which shows its superiority for being easy to adapt to newly developed spam
techniques. According to the characteristic of web spam, many link-based features have
been extracted to construct automatic classifiers [1] [2] [8], such as transformed PageR-
ank [3],TrustRank [7], and Truncated PageRank[1], etc. [19] used a number of features
for Web spam filtering based on the occurrence of keywords that are either of high
advertisement value or highly spammed. [17] designed several heuristics to decide if
a node should be relabeled based on the preclassified result and knowledge about the
neighborhood.

Many studies show that properties of neighboring nodes are often correlated with
those of a node itself [2] [8] [17]. Literature [2] computed the topological dependencies
of spam nodes on standard WEBSPAM-UK2006, the experiment shows that: “Non-
spam nodes tend to be linked by very few spam nodes, and usually link to no spam
nodes” and “Spam nodes are mainly linked by spam nodes”. Based on these facts, we
plan to increase the samples in the train set through link topology learning.

In our previous work[9][18], we proposed a predicted spamicity-based ensemble
under-sampling strategy for spamdexing detection. Within this strategy, many existing
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learning algorithms, such as C4.5, bagging and adaboost, can be applied in this strat-
egy; distinguishing information involved in the massive reputable websites are fully
explored and solves the class-imbalance problem well. Based on the strategy, we will
probe new classification method to improve spamdexing detection performance in this
paper. A two-stage classification strategy is proposed, which integrates the Self-learning
and Link-learning. This method takes full advantage of the information involved in the
web topology and expands the training data sets for the ultimate spam detection.

3 Proposed Two-Stage Classification Strategy

In this section, we will propose an two-stage classification strategy, which is based on
the predicted spamicity(PS)[18]. PS is defined as the probability of a website belong-
ing to web spam, which is based on the predicted confidence of classifiers.

The flow chart of the proposed two-stage classification strategy is depicted in Figure
1. The arrows indicate the direction of data flow, and the figures on the line represent
the order of the execution process.
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Fig. 1. Flow chart of the proposed two-stage classification strategy

Figure 1 illustrates the general bootstrapping process. The bootstrapping algorithm
aims to improve the classification performance, by integrating examples from the un-
labeled data into the labeled data set. In the first stage, we implement a preliminary
classification, then converts the most confidently predicted examples of each class into
a labeled training example. After that, link learning is carried out, and the samples with
high propagation confidence are converted into labeled ones, too. In the second stage,
a new classifier is trained with the expanded train set, then the the remaining unlabeled
examples are tested with the learned machine. In the next part, we will describe the
algorithm processes in detail.

The strategy starts with a set of labeled data(train set), and builds a classifier, which
then applied on the test set. The instances with a PS value exceeding a certain threshold
are added to the labeled set. Taking into account the dependence between samples, we
use link learning to further expand the labeled samples set.
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As the intention of link learning is to label more unlabeled samples for next step
learning, we adopt a more stringent restrictions, ie. both inlink and outlink nodes prop-
erties are taking into account. In order to remove the noise hyperlinks, not all the hy-
perlinks are taken into account. If the number of hyperlinks from one node(website) to
another one is more than 5, we think that there exist a valid link relation between the
two nodes. The propagated confidence of node is computed as follows:

Confnormal(i) = K1 · outn(i) + inn(i) + ε

outs(i) + ins(i) + ε
(1)

Confspam(i) = K2 · outs(i) + ins(i) + ε

outn(i) + inn(i) + ε
(2)

where outs(i) and ins(i) are the spam nodes number among inlink and outlink of node
i, respectively. Correspondingly, outn(i) and inn(i) are the non-spam nodes number
among inlink and outlink of node i, respectively. ε, is the smoothing factor, whose
value belongs to interval (0, 1). The value of K1 and K2 are decided by the following
algorithm:

Algorithm 1. Computing the Value of K1 and K2

Require: M1 > M2 > M3 ≥ 1,N1 > N2 > N3 ≥ 1
1: if ((outn(i) > 0) and (inn(i) > 0)) then
2: if ((ins(i) == 0) and (outs(i) == 0)) then
3: K1 = M1

4: else
5: K1 = M2

6: end if
7: else
8: K1 = M3

9: end if
10: if ((outs(i) > 0) and (ins(i) > 0)) then
11: if ((inn(i) == 0) and (outn(i) == 0)) then
12: K2 = N1

13: else
14: K2 = N2

15: end if
16: else
17: K2 = N3

18: end if

The condition C1 is the boolean conditions for selecting the samples with high pre-
dicted confidence and condition C2 is the conditions for selecting the instances with
high propagated confidence. For keeping consistency with original data, selected sam-
ples must have the same class ratio as the train set.

Algorithm 2 is the detailed implementation of our proposed two-stage classification
strategy.



360 G.-G. Geng, C.-H. Wang, and Q.-D. Li

Algorithm 2. Two-stage classification strategy for web spam detection

Input TrainSet: Train set
TestSet: Test set
Classifer: Classifier

Output The spamdexing detection results

1: Train Classifier with TrainSet
2: Save the learned model Model1
3: for all x such that x ∈ TestSet do
4: Test x with model Model1
5: end for
6: for ∀x such that x ∈ TestSet do
7: if condition C1 is met then
8: TrainSet+={x}

TestSet-={x}
Put x and predicted label to result set

9: end if
10: end for
11: Label the web graph with TrainSet samples
12: Link learning on the labeled web graph
13: for ∀x such that x ∈ TestSet do
14: if condition C2 is met then
15: TrainSet+={x}

TestSet-={x}
Put x and predicted label to result set

16: end if
17: end for
18: Train Classifier with TrainSet
19: Save the learned model Model2
20: for all x such that x ∈ TestSet do
21: Test x with model Model2
22: Put x and the predicted label into result set
23: end for

4 Experiments

4.1 Data Collection

The WEBSPAM-UK2006 [6] collection is used in our experiments, which is a pub-
licly available data set. The collection includes 77.9 million pages, corresponding to
roughly 11400 hosts, among which over 8000 hosts have been labeled as “spam”, “non-
spam(normal)” or “borderline”.

We use all the labeled data with their homepage in the summarized samples[6],
where 3810 hosts are marked normal and 553 hosts are marked spam1.

1 The original human labeled data are in webspam-uk2006-labels-DomainOrTwoHumans.txt,
which were downloaded from http://www.yr-bcn.es/webspam/datasets/webspam-uk2006-
1.3.tar.gz
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4.2 Features

The features used for classification involve transformed link-based features[2] and
content-based features[5]. All the link-based features are computed with the whole web
graph; and the content based features used in the rest of the paper are extracted from
the summarized samples containing 3.3 million pages[2].

Similar with [2][18], most of the link-based features are computed for the home page
and page in each host with the maximum PageRank. The content-based features include
the number of words in page, amount of anchor text, average length of words, fraction
of visible content and compressibility etc [2][5].

The following experiments were run with a combination of all the features mentioned
above, and preprocessed with information gain. After feature selection, each sample has
198 dimensions attributes.

4.3 Classification Algorithms

Most of the existing classification algorithms are applicable in our proposed two-stage
strategy. In [18], we proposed an ensemble random under-sampling classification strat-
tegy, which exploits the information involved in the large number of reputable websites
to full advantage. In the ensemble method, several subsets S1, S2, ..., Sn are indepen-
dently sampled from spam set S. For each subset Si(i ∈ N), a classifier Ci is trained
using Si and non-spam set M . All the results generated by the sub classifiers are com-
bined for the final decision. Experimental results on standard WEBSPAM-UK2006 col-
lection show that the proposed learning strategy is robust, and can improve the web
spam detection performance effectively. Especially when choose adaboost as the base
classifier, system achieved the best results. Thereby, we chose ensemble adaboost as
base classifier for our two-stage classification test. Decision stump is used as the weak
classifier for adaboost.

4.4 Experimental Results

5 times 2-fold cross-validation is run on the data set. The precision, recall, true positive
rate(TP), false positive rate(FP), area under ROC curve (AUC) and F-measure were
used to measure the performance of the learning algorithms.

We use the usual definition for ROC Area (AUC). An ROC plot is a plot of true
positive rate vs. false positive rate as the prediction threshold sweeps through all the
possible values. AUC is the area under this curve. AUC of 1 is perfect prediction – all
positive cases sorted above all negative cases. AUC of 0.5 is random prediction – there
is no relationship between the predicted values and truth.

All the results were obtained with M1 = 3 > M2 = 2 > M3 = 1, N1 = 1 >
N2 = 1 > N3 = 1, the resampling ratio K = 3, resampling times n = 15 in ensemble
under-sampling classification.

Figure. 2 shows the performance of AUC with different feedback sample ratio R in
step 4 and 7. The X-axis represents the ratio of annotating unlabeled samples ratio in
test set, and the Y-axis is the AUC values. The baselines of AUC were computed with
one-stage classification.
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From figure. 2, we can find that two-stage classification boosts the detection perfor-
mance. The classification strategy is robust, especially, when R ∈ [0.1, 0.7], the im-
provement is notable. It can be seen from figure. 2 that the AUC is poor with R > 0.8.
Actually, the phenomenon is understandable because bigger R value means more un-
labeled samples are put into train set according to the predicted confidence, then there
will be more samples are incorrectly labeled. When the ratio of wrong samples becomes
more and more in the new train set, the performance decline is inevitable.

To gain more understanding of the performance comparison, we further list in Table
1 all the assessment criteria with two-stage classification and one-stage classification.
All the data is computed with R = 0.5.

Table 1. Performace of Proposed Two-Stage Classification Strategy

Evaluation
criteria

TP FP Precision Recall F-measure AUC

Baseline 0.7996 0.0537 0.6845 0.7996 0.7372 0.9506

Proposed
Method

0.8402 0.0554 0.6876 0.8402 0.7561 0.9688

From the table, we can find that our proposed method can boost the detection per-
formance effective, especially TP(Recall), F-measure and AUC. For more conservative
spam filtering application, cost sensitive classification can be employed. The false pos-
itive changes with different cost matrix.

5 Conclusions

In this paper, a two-stage classification strategy is proposed. Self-learning and link
learning through hyperlink graph are used to expand the training set in this strategy.
The samples with high classification confidence or propagation confidence are put into



Improving Spamdexing Detection Via a Two-Stage Classification Strategy 363

training set for the next stage learning. Experimental results on standard WEBSPAM-
UK2006 collection show that the proposed learning strategy is feasible and effective.

Future work involves testing more learning algorithms with the proposed strategy,
taking the weight information of hyperlinks into account and improving the strategy
from two-stage classification to multi-stage classification.
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7. Gyöngyi, Z., Molina, H.G., Pedersen, J.: Combating Web Spam with TrustRank. In: Proc.
of the Thirtieth International Conference on Very Large Data Bases, August 2004, Toronto,
Canada (2004)
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Abstract. Deep Web database clustering is a key operation in organizing Deep 
Web resources. Cosine similarity in Vector Space Model (VSM) is used as the 
similarity computation in traditional ways. However it cannot denote the se-
mantic similarity between the contents of two databases. In this paper how to 
cluster Deep Web databases semantically is discussed. Firstly, a fuzzy semantic 
measure, which integrates ontology and fuzzy set theory to compute semantic 
similarity between the visible features of two Deep Web forms, is proposed, 
and then a hybrid Particle Swarm Optimization (PSO) algorithm is provided for 
Deep Web databases clustering. Finally the clustering results are evaluated ac-
cording to Average Similarity of Document to the Cluster Centroid (ASDC) and 
Rand Index (RI). Experiments show that: 1) the hybrid PSO approach has the 
higher ASDC values than those based on PSO and K-Means approaches. It 
means the hybrid PSO approach has the higher intra cluster similarity and 
lowest inter cluster similarity; 2) the clustering results based on fuzzy se-
mantic similarity have higher ASDC values and higher RI values than those 
based on cosine similarity. It reflects the conclusion that the fuzzy semantic 
similarity approach can explore latent semantics.  

Keywords: Semantic Deep Web clustering, Fuzzy set, Ontology, PSO,  
K-Means. 

1   Introduction 

The Deep Web usually means the databases available through the HTML pages in the 
Internet. Unlike the surface web, the Deep Web refers to the collection of web data 
that is accessible by interacting with a web-based query form, and not through the 
traversal of hyperlinks. Data mining in Deep Web sources has aroused a lot of inter-
esting in the recent researches. Approaches have been proposed for both clustering 
and classifying Deep Web sources [1-3].  

As an important technique of data mining, document clustering is the operation of 
grouping similar documents together into clusters which are coherent internally but 
clearly different from each other. There have been a lot of researches focused on clus-
tering algorithm, such as K-Means algorithm [4], Particle Swarm Optimization (PSO) 
and hybrid PSO approaches [5-9]. Compared with common data clustering, Deep 
Web clustering faces challenges due to a very wide variation in the way of web-site 
designers’ model that is not possible to assume certain standard form field names and 
structures [10-11].  



366 L. Song et al. 

 

Given a large scale of searchable forms of Deep Web databases, in order to group 
together forms that correspond to similar databases, pre-query and post-query ap-
proaches can be used [12]. Post-query techniques issue query probing and the  
retrieved results are used for clustering purposes [3]. Pre-query techniques rely on 
visible features of forms such as attribute labels and page contents [13-14]. In these 
approaches, visible features are represented as vectors and cosine similarity is used as 
the basis for similarity comparison. In classical VSM, measure of cosine similarity 
between two vectors di and dj is as follows:  

 
(1) 

Where: wji and wki are weights of the ith term in dj and dk  respectively. However, the 
representation of document as vector of bags of words suffers from well-known limi-
tations: its inability to represent semantics. The main reason is that VSM is based on 
lexicographic term matching. Two terms can be semantically similar although they 
are lexicographically different. Therefore, such lexicographic term matching results is 
inability to exploit semantic similarity between two Deep Web features, which affects 
the quality of clustering at last. 

Ontology is a specification of a conceptualization of a knowledge domain, which is 
a controlled vocabulary that describes concepts and the relations between them in a 
formal way, and has a grammar for using the concepts to express something meaning-
ful within a specified domain of interest. Researchers have focused on how to inte-
grate domain ontology as background knowledge into document clustering process 
and shown that ontology could improve document clustering performance [15-18]. In 
these measures, the basic idea is to re-weight terms and assign more weight to terms 
that are semantically similar with each other and cosine measure is used to measure 
document similarity. However, these term re-weighting approaches that ignore some 
of terms might cause serious information loss. Zhang’s experiments showed that term 
re-weighting might not be an effective approach when most of the terms in a docu-
ment are distinguish core terms [19].  

Facing the above problems, in this paper we firstly present a fuzzy semantic meas-
ure, which integrates semantics of ontology and fuzzy set theory to compute similarity 
between visible features of Deep Web forms. Then we present a hybrid PSO algo-
rithm for Deep Web clustering. Main contributions of this paper are:  

1. Proposes a semi-automatic approach of building domain ontology.  
2. Defines a similarity matrix of concepts based on domain ontology. 
3. Defines a fuzzy set to represent a conceptual vector of the Deep Web form, 

which can explore semantics in domain ontology. 
4. Necessity degree of matching between fuzzy sets is used in comparing Deep 

Web forms.  
5. A hybrid PSO algorithm is proposed for Deep Web databases clustering.  

The organization of this paper is as follows: After giving an approach of building 
domain ontology in Sec. 2, a fuzzy semantic similarity measure with respect to ontol-
ogy is proposed in Sec. 3, which is necessary for the work of Sec. 4, where it is  
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applied in Deep Web databases clustering with hybrid PSO. In Sec. 5, the efficacy of 
our approach is demonstrated through relevant experiments. Conclusions are given in 
Sec.6. 

2   Core Ontology and Domain Ontology 

A frame system for the core ontology is given in [20]: 
 

Definition 1 (Core Ontology). An core ontology is a sign system O:=(L;F;C; 
H;ROOT;), which consists of: A lexicon L consists of a set of terms ; A set of con-
cepts C, for each c∈C, there  exists at least one statement in the ontology; A refer-
ence function F, with F: CL 22 → . F links sets of lexical entries {Li} ⊂ L to the set of 
concepts they refer to. The inverse of F is F-1; Concept hierarchy structure H: Con-
cepts are taxonomically related by the directed, acyclic, transitive relation H, 
( )CCH ×⊂ . Ccc ∈∀ 21 , , H (c1,c2) means that c1 is a hierarchy relation of c2; A top 

concept ROOT∈C. For all c∈C it holds H(c, ROOT). 

Based on the frame system of above core ontology, a semi-automatic approach to 
build domain ontology from a given set of query forms is proposed. Firstly attribute 
features of the Deep Web forms are parsed. The OntoBuilder project supports the 
extraction of attributes from web search forms and saves as XML format [21]. From 
these XML files concepts and instances of concepts are then extracted, with which we 
can build domain ontology. Fig. 1 and fig. 2 are extracted form attributes and its XML 
file of a search form, respectively. 

 

 

Fig. 1. A fragment of extracted attributes                     Fig. 2. A fragment of XML file 

Our building process has the following components: (1) Concepts: e.g. “depar-
ture_city”, “destination_city”�are concepts of airfares domain. (2) Instances of con-
cept: e.g. � � ���� � �and � � � �� � � �  are instances of the concept “departure_city”. (3) 
 

<?xml version="1.0" encoding="UTF-8"?> 

<!DOCTYPE ontology SYSTEM "dtds/ontology.dtd"> 

<ontology name="http://www.11thhourvacations.com"   

<term name="Class:" value="ECO" class="select"> 

<entry>  <term name="Economy Coach" value="ECO">  

</term></entry>            

<entry>  <term name="Business" value="BUS">    

 </term> </entry> 

......... </domain>  </term> 

 <term name="Departure" value="Select a City" class="select"> 

      <domain name="Choice" type="choice"> 

        <entry> <term name="Aspen, CO" > </term> </entry> 

        <entry> <term name="Atlanta, GA"> </term> </entry> 

        <entry> <term name="New York, NY"> </term> </entry> 

.........</domain>  </term> 

 <term name="Destination" value="Select a City" class="select"> 

        <entry> <term name="Beijing" > </term> </entry> 

        <entry> <term name="Cancun"> </term> </entry> 

        <entry> <term name="Freeport, Bahamas">  

         ………. 
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Fig. 3. A Graph of Airfares ontology 

Mapping: e.g. the concept “departure_city”�may also be denoted by a set of terms 
such as “vacation from”， ”departure”， ”depart”， ”leave from”， ”Origin”， ”leaving 
from”， ”depart from”， ”departure from”, etc, which should be mapped to concept ” 
departure_city”. (4) Concepts relationships: A-Kind-Of relation. (5) Slot and facet. 

The main characteristics of a domain ontology based on query forms are: firstly, it 
orients to a domain, such as books, airfares, movies etc.; secondly, its semantic rela-
tion is very simple, only exists A-Kind-Of semantic relation; thirdly, the depth of the 
ontology isn’t deep. A domain ontology O can be represented by a graph G=(V, E), 
vertices and edges represent concepts and semantic relations respectively. All con-
cepts are semantic related by way of the transitivity relationship over the domain 
ontology.   

Protégé is a free, open source ontology editor and knowledge base framework [22]. 
We use protégé to edit domain ontology according to the above steps. Fig. 3 is a 
graph of airfares ontology. 

3   Our Work: Semantic Similarity with Respect to Ontology 

3.1   Similarity Matrix of Concepts 

Conceptual similarity in ontology plays an important role in mining semantics among 
concepts. To represent the role of semantic relations, weights are assigned to edges. In 
order to make the implicit membership relations explicit, we represent the graph 
structure by means of adjacency matrices and apply a number of operations to them. 
Adjacency matrix T, which is symmetry, is used to express the immediate weight 
between two concepts. Assuming that α express immediate weight of semantic rela-
tion, adjacency semantic matrix T is defined as:  

             1   if i=j 
  T=      α  if i≠j and (i, j)∈ A-Kind-Of  

                                               0  otherwise . 
(2) 

In order to represent transitivity of semantic relations, we define matrix composi-
tion operation ⊗ on matrices as follows:   [A⊗B]ij=max(Aik⋅ Bkj), where A and B are 
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two adjacency matrices respectively. Semantic relation is reflexivity, symmetry and 

transitivity, so the transitivity closure of T, denoted 
+T  is defined as follows:  

thenTTTTT rr ,, )()0()1()0( ⊗== +  )(lim r

r
TT

∞→

+ = . (3) 

Note that the computation of the closure 
+T converges in limited number of steps that 

are bounded by maximum depth of the ontology.  

3.2   Fuzzy Set to Represent a Concept 

Unlike the case of a classic crisp set, an element may belong partially to a fuzzy set. 

Definition 2. A fuzzy set A on a domain X is defined by a membership function μA 
from X to [0, 1] that denotes the degree to which x belongs to A with each element x 
of X. 

In our work, a set of concepts in domain ontology is regarded as domain X. Fuzzy 
set, which is more generally used to represent a concept in ontology whose border is 
not strictly delimited, can be used to define the granularity of a concept by associating 
a degree with every candidate value in domain. Semantic similarity matrix in Sec. 3.1 
can be generalized to a fuzzy measure if the weights for the relation links are replaced 
by membership degrees indicating the strength of the relationships between the parent 
and the child concepts. With similarity matrix 

+T , we import the fuzzy set theory 
into a concept. Suppose Fig. 4 is a domain ontology graph. 

 

Fig. 4. An Example of Domain Ontology Graph 

Example 1. In fig. 4, let α=0.8, for concept c14, its fuzzy set can be described 
as:μc14={0.51/c0, 0.41/c1, 0.41/c2, 0.64/c3, 0.33/c4, 0.33/c5, 0.33/c6, 0.33/c7, 0.51/c8, 
0.8/c9, 0.26/c10, 0.26/c11, 0.26/c12, 0.64/c13, 1/c14, 0.16 /c15, 0.51/c16, 0.8/c17} 
For concept 17, its fuzzy set can be described as:μ17={0.41/c0, 0.33/c1, 0.33/c2, 
0.51/c3, 0.26/c4, 0.26/c5, 0.26/c6, 0.26/c7, 0.41/c8, 0.64/c9, 0.21/c10, 0.21/c11, 0.21/c12, 
0.51/c13, 0.8/c14, 0.16 /c15, 0.41/c16, 1/c17}.  
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Where 0.51/c0 means the degree that c0 contributes to concept c14 is 0.51, 0.41/c1 
means the degree that c1 contributes to concept c14 is 0.41, 0.51 and 0.41all come 

from 
+T . 

3.3   Fuzzy Set to Represent a Vector of Concepts  

Fuzzy set can also be used to define the granularity of a documents’ conceptual vector 
by associating a degree with every candidate value in ontology. In order to explore the 
underlying semantics, a conceptual vector with respect to a document can be endowed 
with the structure of domain ontology by the fuzzy set operation. Here we use the 
standard min-max system proposed by Zadeh [23]: 

μ¬A(x)=1-μA(x). (4) 

μA∩B (x)=min(μA (x), μB (x)) . (5) 

μA∪B (x)=max(μA (x), μB (x)) . (6) 

 

Example 2. With domain ontology in Fig.4, if the conceptual vector CV of document 
A is represented as CV =(0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,1), it is described to be a fuzzy 
set with fuzzy set operations (equation (6)):  
μA=μ14∪17={0.51/c0,0.41/c1,0.41/c2,0.64/c3,0.33/c4,0.33/c5, 
.33/c6,0.33/c7,0.51/c8,0.8/c9,0.26/c10,0.26/c11, 0.26/c12,0.64/c13, 1/c14,0.16 
/c15,0.51/c16,1/c17}   
From above discussion, a conceptual vector with respect to a document can be de-
scribed as a fuzzy set. 

3.4   Fuzzy Similarity Measure between Documents 

Necessity degree of matching is used in fuzzy pattern matching to evaluate fuzzy 
semantic similarity between two fuzzy sets [24-25]: 

 

Definition 3. Let A and B be two fuzzy sets defined on a domain X: 
The necessity degree of matching between A and B, denoted N(A;B), is a “pessimis-
tic” degree of inclusion that estimates the extent to which it is certain that A is com-
patible with B, and is defined by: 

N(A;B)=inf x∈Xmax(μA (x),1- μB(x)) . (7) 
 

Example 3. Assume the conceptual vector of document A is 
(0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,1), and the conceptual vector of document B is 
(0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,1,0), their fuzzy semantic similarity is computed as fol-
lowing: Firstly, according to the computing in Sec. 3.3, the fuzzy sets of document A 
and document B are described as below: 

μA={0.51/c0, 0.41/c1, 0.41/c2, 0.64/c3, 0.33/c4, 0.33/c5, 0.33/c6, 0.33/c7, 0.51/c8, 0.8/c9, 
0.26/c10, 0.26/c11, 0.26/c12, 0.64/c13, 1/c14, 0.16 /c15, 0.51/c16, 1/c17} 
μB={0.51/c0, 0.41/c1, 0.41/c2, 0.64/c3, 0.33/c4, 0.33/c5, 0.33/c6, 0.33/c7, 0.51/c8, 0.8/c9, 
0.26/c10, 0.26/c11, 0.26/c12, 1/c13, 0.64/c14, 0.21 /c15, 0.8/c16, 0.51/c17} 
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With equation (7), the necessity degree of matching is N (A; B)=0.49. But with cosine 
similarity measure, similarity between document A and B is 0, because there are no 
co-occur lexicographic terms in document A and B.  

4   The Hybrid Particle Swarm Optimization (PSO) Clustering 
Algorithm 

Clustering problem is to find the partition C* that has optimal objective function with 
respect to all other feasible solutions. It has shown that the clustering problem is an 
NP-hard problem [26]. PSO is a population-based stochastic search algorithm, where 
each particle represents a potential solution to an optimization problem. In the PSO 
algorithm of document clustering, the whole document collection can be represented 
as a d-dimension problem space with n dots, where each concept feature represents 
one dimension and each dot represents a document. One particle in the swarm repre-
sents one possible solution for clustering the document collection, Xi = (C1, C2, …, Ci, 
.., Ck),where Ci represents the ith cluster centroid vector and k is the number of clus-
ters. When a particle moves to a new location, a different clustering solution is gener-
ated. Therefore, a swarm represents a number of candidate clustering solutions for the 
document collection. PSO must also have a fitness evaluation function that takes the 
particle’s position. xid (t) is the position of ith particle in a d-dimensional space at time 
step t, and vid (t) is the velocity of ith particle in a d-dimensional space at time step t. 
When a particle takes all the population as its topological neighbors, the best value is 
a global best and is called pgd. Each particle also keeps track of its highest fitness 
value. The location of this value is called its personal best pid. At each iteration, every 
particle adjusts its velocity vector, basing on its momentum and the influence of both 
its best solution and the global best solution of its neighbors, and then computes a 
new point to examine. The basic PSO document-clustering algorithm is:  

(1) Initialize locations and velocities: here each particle randomly chooses k dif-
ferent document conceptual vectors from the document collection as the ini-
tial cluster centroid vectors; 

(2) For each particle: 
(a)  Assign each conceptual vector in the document collection to the 

closest centroid vector. Evaluate the fitness value (equation 10); 
(b)  Compare particle's fitness evaluation with particle's best solution 

pid. If current value is better than pid, then set pi value equal to the 
current value, and the pid position equal to the current position in 
d-dimensional space; 

(3) Compare fitness evaluation with the population's overall previous best. If 
current value is better than the pgd, then reset pgd to the current particle's 
value and position; 

(4) Modify velocities and position with equation (8) and (9); 
(5) Repeat Step (2)-Step (5) until the average change in centroid vectors is less 

than a predefined value or a predefined number of iterations are completed. 

The particle updates its velocity and positions with following equation (8) and (9):  
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vid(t+1)= ω⋅ vid(t)+c1⋅rand1⋅(pid(t)-xid(t))+c2⋅rand2⋅(pgd(t)-xid(t)). (8) 

xid (t+1)=xid (t)+ vid(t+1)   . (9) 

Where ω denotes the inertia weight factor that controls the convergence of the parti-
cles; c1 and c2 are constants and known as acceleration coefficients; rand1 and  rand2 
are used to make sure that particles explore a wide search space before converging 
around the optimal solution.  

In this paper we use similarity measure between documents to compute fitness 
value (document function). The fitness value, whose goal is to attaining high 
intra-cluster similarity and low inter-cluster similarity, is measured by the equa-
tion below: 
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(10) 

Where mij denotes the jth document conceptual vector, which belongs to cluster i; Ci  
is the centroid vector of the ith cluster; sim(Ci, mij) is the similarity between document 
mij and the cluster centroid Ci; ⏐Ci ⏐ stands for the number of documents in cluster Ci; 

and k stands for the number of clusters. The larger a fitness value is, the better qual-
ity of clustering is. 

PSO can conduct a globalized searching for the optimal clustering, but requires 
more iteration numbers than K-Means algorithm. However the K-Means algorithm 
tends to converge faster than the PSO algorithm, but usually can be trapped in a local 
optimal area. The hybrid algorithm combines the ability of globalized searching of the 
PSO algorithm and the fast convergence of the K-means algorithm and avoids the 
drawbacks of both algorithms. In this paper our hybrid algorithm firstly executes the 
PSO process until the maximum number iterations are exceeded, and inherits cluster-
ing result from PSO as the initial centroid vectors of K-Means module, then starts K-
Means process until maximum number of iterations is reached.  

5   Experiments 

TEL-8 Query Forms [27] are used as knowledge acquisition database to build 8 do-
main ontologies. These 8 domains are airfares, automobiles, books, car rentals, hotels, 
jobs, movies and music records. We also gather 431 form pages of above 8 categories 
from CompletePlanet [28] and invisible-web [29] as test set to cluster. Attributive 
terms are extracted from web search forms of test set with OntoBuilder[21]. Each 
Deep Web search form is represented by attributive term vector. According to the 
definition of core ontology, attributive terms should be mapped to concepts with the 
help of domain ontology. Table 1 is statistical data about number of attributive terms 
and concepts in 8 categories. 
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Table 1. Numbers of attributive terms and concepts in each category about TEL-8 query forms 

 Airfares Automo-
biles 

Books Car 
Rentals

Hotels Jobs Movies Music 
Records 

Number of terms 68 169 104 72 158 153 122 130 
  Number  of  
  concepts 

58 122 68 64 141 133 78 100 

 
After mapping attributive terms to concepts, a conceptual vector can be represented 

by a fuzzy set. Necessity degree of matching N (equation (7)) is used to compute 
similarity between two fuzzy sets. Hybrid PSO clustering algorithm in Sec. 4 is used 
to perform Deep Web resources clustering.  

          Table 2. ASDC value in K-Means                             Table 3. ASDC value in PSO 

Simulation Cosine 
Similarity 

Fuzzy 
Semantic 
Similarity 

Simulation Cosine 
Similarity 

Fuzzy 
Semantic 
Similarity 

1 0.4527 0.5489 1 0.4625 0.5844 
2 0.4483 0.5659 2 0.4768 0.5859 
3 0.4238 0.5625 3 0.4758 0.5969 
4 0.4301 0.5269 4 0.4771 0.5822 
5 0.4687 0.5393 5 0.4700 0.5893 
6 0.4708 0.4708 6 0.4658 0.5975 
7 0.3741 0.5627 7 0.4757 0.6085 
8 0.4450 0.5725 8 0.4721 0.5856 
9 0.4468 0.5721 9 0.5037 0.5730 

10 0.4836 0.5337 10 0.4762 0.5893 
Average 0.44439 0.55561 

 

Average 0.47299 0.58926 
 

Table 4. ASDC value in hybrid PSO 

Simulation Cosine 
Similarity 

Fuzzy Semantic 
Similarity 

1 0.4633 0.5887 
2 0.4799 0.5859 
3 0.4780 0.6061 
4 0.4778 0.5840 
5 0.4711 0.5902 
6 0.4697 0.5994 
7 0.4757 0.6108 
8 0.4727 0.5892 
9 0.5045 0.5739 

10 0.4935 0.5911 
Average 0.47862 0.59193 

 
In our experiment, our emphasis is to compare the clustering’s performance of the 

fuzzy semantic similarity and cosine similarity with K-means, PSO and hybrid PSO 
clustering approaches. The fitness equation (10) is used not only in the PSO algorithm 
for fitness value calculation, but also in the evaluation of the cluster quality. It indi-
cates the value of the average similarity of document to the cluster centroid (ASDC). 
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For an easy comparison, the K-means and PSO approaches run 50 iterations in 
each experiment. Parameter k in K-means is set to 8. Because the attribute features 
of forms are not a high dimensional problem space, particle number in PSO is set to 
20. In the PSO algorithm, the inertia weight w is initially set to 0.7 and the accelera-
tion coefficient constants c1 and c2 are set to 2. The inertia weight w is reduced by 2% 
at each generation to ensure good convergence. Table 2, Table 3 and Table 4 demon-
strate the experimental results by using the K-Means, PSO, hybrid PSO respectively. 
Ten simulations are performed for each algorithm. 

 ASDC is internal criterion for the quality of high intra cluster similarity and 
low inter cluster similarity. We use The Rand Index (RI) measure as an external 
criterion that evaluates how well the clustering matches a set of gold standard classes 
[4]. We can view clustering as a series of decisions, one for each of the N(N−1)/2 pairs 
of documents in the collection. We want to assign two documents to the same cluster if 
and only if they are similar. A true positive (TP) decision assigns two similar docu-
ments to the same cluster, and a true negative (TN) decision assigns two dissimilar 
documents to different clusters. There are two types of errors we might commit. A 
false positive (FP) decision assigns two dissimilar documents to the same cluster. A 
false negative (FN) decision assigns two similar documents to different clusters. The 
Rand Index (RI) measures the percentage of RI decisions that are correct. 

%100
TNFN FP TP

TN TP ×
+++

+=RI . (11) 

Figure 5 is a comparing graph of RI value about hybrid PSO clustering with cosine 
similarity and fuzzy semantic similarity. 

 

Fig. 5. RI of hybrid PSO clustering with cosine similarity and fuzzy semantic similarity 

From the experiment, we can conclude: 

(1) Dimension reduces in feature space with ontological mapping approach (See ta-
ble 1). 

(2) As shown in table 2~4, each algorithm generates the clustering results with a 
higher ASDC value for fuzzy semantic similarity than cosine similarity. These 
results show that the fuzzy semantic method that we propose in the paper per-
forms better than traditional cosine similarity method. 
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(3) As shown in table 2~4, the hybrid PSO approach generates the clustering results 
with the highest ASDC value than PSO approach and K-Means approach. 

(4) As shown in fig. 3, fuzzy semantic similarity performs higher RI value than co-
sine similarity in hybrid PSO clustering.  

6   Conclusions  

Facing the problem of how to organize large amount of Deep Web databases, we 
propose a semantic clustering approach of Deep Web databases. Firstly domain on-
tology is built semi-automatically. Then the database form is represented by fuzzy set 
with the semantic help of domain ontology. And necessity degree of matching is used 
to compute fuzzy semantic similarity between two forms. A hybrid PSO is provided 
for Deep Web databases clustering. Finally experiments were carried out to evaluate 
the clustering results according to ASDC and RI. The experimental results show the 
clustering results based on fuzzy semantic similarity have higher ASDC values and 
higher RI values than those based on cosine similarity. The reason is that cosine simi-
larity between documents is 0 if there are no co-occur lexicographic terms, but its 
fuzzy similarity measure couldn’t be 0 if there exist conceptual semantics. It reflects 
the conclusion that the fuzzy semantic similarity approach can explore latent 
semantics. 
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Abstract. Web forum is an important information resource. Each day
innumerable postings on various topics are created in thousands of web
forums in internet. However, only a small part of them are utilized for
the reason that it is difficult to rank the postings importance. Unlike
general web sites with hyperlinks in web pages created by editors, links
in web forums are automatically generated, therefore, traditional link-
based methods, such as famous PageRank are useless to rank postings.
In this paper, we propose a novel algorithm named PostingRank to rank
postings. The main idea of our method is to exploit the common repliers
between postings and leverage the relationship between these common
repliers. We build implicit links based on that co-repliers relation and
construct a link graph. In the way of iterative calculation, each posting’s
importance score can be obtained. The experimental results demonstrate
that our method can improve retrieval performance and outperforms
traditional link-based methods.

1 Introduction

Web forum is a special kind of online portal for the internet users to discuss
on specific topics. Nowadays, web forum is quite popular. Everyday thousands
of hundreds of postings are created by millions of users in web forums. These
postings cover very broad topics and they are also great knowledge sources for
people. For example, someone who is planning to buy a car will deliver a posting
to ask for recommendation in an auto forum. Other users of this forum, who are
familiar with this area, probably give a reply. This kind of information from web
forums is more comprehensive and objective than that from company website.
Commercial search engines, such as Google [1]and Yahoo! [2], have indexed some
part of webpages in web forums. We find that if the submitted queries have the
keywords “how to”, the search results returned always contains many webpages
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from web forums. There is no doubt that the huge volume of information hidden
in the forum website should not be neglected, and how to effectively utilize these
information has become a valuable issue.

Link analysis is one of the most common methods to rank webpages. The fa-
mous PageRank, a hyperlink based link analysis algorithm, has been proved very
effective by Google and other commercial search engine for ranking webpages. In
link analysis algorithm, there are two basic assumptions [3]:(1) A link from page
A to page B is a recommendation of page B by the author of page A.(2) If page
A and page B are connected by a link, the probability that they belong to the
same topic is higher than not connected. However, these assumptions are not so
reliable. The navigational and ad links don’t mean any recommendation. The
webpages connected by those kinds of links are often irrelevant [4]. Therefore,
they are noisy hyperlinks and should not be used for link analysis to rank. In
web forums, the situation is worse. There are few links created by users or edi-
tors. Most postings are generated automatically by forum system. The purpose
of this kind of links is to provide the function of navigation or other operations
like creating posting or replying posting. Therefore, the link analysis algorithm
based on these noisy links is not reasonable.

In this paper, a novel posting rank algorithm named PostingRank is pro-
posed. The repliers, who reply postings, are taken into consideration in posting
importance calculation. Because most hyperlinks in the web forum are noisy,
those hyperlinks can’t be used for postings importance score calculation. We
utilize the relationship of postings’ repliers to build an implicit link graph. The
behavior of users’ reply shows their interests or concerns about postings, which
can be regarded as recommendation. One posting may be replied by many dif-
ferent users and the users may reply many postings. The Postings replied by
the same repliers have correlation. The more common repliers, the more related
the two posting are. That the postings have common users means they are rec-
ommended by same users, which can be considered as mutual recommendation
through those co-repliers. We exploit this relation between the repliers, build
implicit links between postings which have common repliers, and the weight of
link is proportioned to the ratio of the common repliers among all repliers. After
that, a link graph can be obtained. Then we can use iterative algorithm like
traditional hyperlink based link analysis algorithm to rank postings.

The rest of this paper is organized as follows. In Section 2, we review the recent
works on link analysis and forum search. In Section 3, we present our Postin-
gRank algorithm, including implicit link building and link graph construction.
Our experimental results are given in Section 4. Finally, we summarize our main
contributions in Section 5.

2 Previous Work

2.1 Previous Work on Link Analysis

The link analysis technology has been widely used to analyze the web pages
importance, such as HITS [5] and PageRank [6, 7].
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In HITS, a two level weight propagation is proposed. Every page is thought
to have two important properties, called hub and authority. The good hub pages
have links pointing to many good authority pages, and good authority pages
have links from many good hub pages. Thus the score of a hub (authority) is
the sum of the score of connected authorities (hubs):

A(p) =
∑

q:q→p

H(q) (1)

H(p) =
∑

q:p→q

A(q) (2)

PageRank models the users’ browsing behaviors as a random surfing model,
which assumes that a user either follows a link from current page or jumps to
a random page in the graph. The PageRank of a page pi is computed by the
following equation:

PR(pi) =
α

n
+ (1 − α) ×

∑

j:j→i

PR(pj)
outdegree(pj)

(3)

where α is a damping factor, which is always set as 0.15; n is the number of
nodes in whole web graph; and outdegree(pj) is the number of hyperlinks in
page pj. Both of above algorithm could be computed in an iterative way.

2.2 Previous Work on Forum Search

Xu [8] noticed the problem that the traditional link-based ranking algorithm is
ineffective for forum search and proposed a ranking algorithm named FGRank,
which introduces the content similarities into the link graph to build a topic hier-
archy, and calculates the postings score based on the topic hierarchy. To generate
the topic hierarchy, a method named hierarchical co-clustering is used. However,
the result of clustering may be not satisfying on large scale. Moreover, the quality
of postings content is not reliable. Many postings only have a few words and it’s
difficult to cluster these kind of postings simply based on their content. Our work
is different in introducing the reply information into algorithm framework.

3 Algorithm

Formally, in our framework, a set of web forum users ui, i = 1, ..., n and a set of
postings pj , j = 1, ..., m are dealed with. The goal of PostingRank is to compute
the postings importance. In this section, we present how to form a data model
and how to rank postings based on that model.

3.1 Data Model: Reply Graph

To use PostingRank, the implicit link graph should be constructed first. The
link between posting pi and posting pj is built if pi and pj have common users
and the weight can be calculated as follows:
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wij =

{
|Ui ∩ Uj | i �= j

0 i = j
(4)

where Ui denotes the set of repliers of pi and | · | denotes the cardinality of a
set. A link graph can be obtained after building all links between posting pairs,
which we name Reply Graph. Now we compute the (|P | × |P |) matrix R (P
denotes the set of postings). R contains the weight of link(pi, pj),

Rij = wij (5)

. Noticing that wij equals to wji, and ∀i, Rii = 0 , so R is a symmetrical matrix.
Then We normalize the matrix R as follows

R̃ = D− 1
2 RD− 1

2 (6)

where R̃ is the reply matrix reflecting the relationship of co-reply between postings
and D is the diagonal matrix with Dii equal to the sum of the ith row of R.

3.2 PostingRank Algorithm

The idea underlying PostingRank is spreading the repliers recommendation
through the reply graph. The spreading scores should decay as propagation,
because after many times spreading, the recommendation effect is decreased. So
the algorithm we apply should have two key properties: propagation and atten-
uation. These properties reflect two key assumptions. First, the good postings
are always related to other good postings. Through the Reply Graph we can find
the relation between the postings. If pi is a good postings, the pj related to pi is
probably a good postings. Second, the postings replied by many user should rank
highly. The postings with more repliers are more likely to share larger number of
repliers with other postings. SALSA [9] has both propagation and attenuation
properties we need. Considering the generic graph G = (V, E), the authorities
of all nodes n ∈ V can be calculated by iterating following equation:

a(n + 1) = a(n)WT
c Wr (7)

where a is the authority vector and Wr denote the matrix derived from affinity
matrix W for graph G by normalizing the entries such that, for each row, the
sum of the entries is 1, and let Wc denote the matrix derived from affinity matrix
W for graph G by normalizing the entries such that, for each column, the sum of
the entries is 1. Then the stationary distribution of the SALSA algorithm is the
principal left eigenvector of matrix WT

c Wr [9]. We replace WT
c Wr with normal-

ized matrix R̃ to calculate the a. Finally, we combine the postings importance
score obtained in the iterate procedure with the forum sites importance score
given by Google. pi’s postingRank score a′

i = ai · βi, where βi is the importance
coefficient of the forum site where pi is from.

We define PostingRank procedure as follows:

1. Calculate the link weight wij for each pair of (pi, pj)
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2. Form a matrix R, the entry Rij equals to wij . Symmetrically normalize R

by R̃ = D− 1
2 RD− 1

2

3. Initialize all elements in a(0) to 1.
4. Iterate the following equation until a converge:

(a) a(n + 1) = a(n)R̃

(b) Normalize a(n + 1)
5. Combine a with forum sites importance to generate a′

3.3 Convergence Issue

We now prove that the iterate procedure converges as n increases arbitrarily. It
is easily derived that the iterate procedure can be written as a(n) = a(0)R̃n. A
result from linear algebra [10] states that if M is a symmetrical n×n matrix, and
v is a vector not orthogonal to the principal eigenvector wi(M), then the vector
v in the direction of Mkv converges to wi(M) as k increases without bound.
If M has only nonnegative entries, the the principal eigenvector of M has only
nonnegative entries. The matrix R̃ is a symmetrical matrix, so a will converges
to the principal eigenvector of R̃ [5].

3.4 Improved PostingRank Algorithm

According to our observation, we find that it is likely that the replies at the end
of reply list are not relevant to the first posting in the group when there are
too many replies. For instance, some user, who wonder which is better between
Chevy and Ford, would post his question in an auto related board in web fo-
rum. Other users reply this posting and discuss on this topic. After some replies,
someone proposes that GM is better. Then the discussion shifts to the topic of
which is the best among GM, Chevy and Ford. The later replier may not reply
to the topic starter, but to other former repliers. We name this phenomenon
“topic drift”. This kind of replies may not mean that the repliers are interested
in original topic. As the number of replies increases, the probability of the topics
drift become larger. We should punish this kind of replies. To model the phe-
nomenon above, we improve our method to calculate the link weight. To handle
the irrelevant replies problem, we set a threshold t. We also take the replies order
into consideration. We prune the common repliers if they reply the posting after
t replies. We introduce a decaying factor to decrease the influence of topic drift.
The formula to calculate the weight wij can be re-written as follows:

wij =
t∑

k=2

ci(k)
log bk

+
t∑

k=2

cj(k)
log bk

(8)

ci(k) = 1 when the kth replier of pi exists in Ui ∩ Uj , otherwise, ci(k) = 0. k
start from 2, because k = 1 is the topic starter. log bk is the decaying factor, and
t is for tuning. Based on the new weight, a new Reply Graph can be obtained.
Other procedure is the same as original PostingRank.
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4 Experiments

To evaluate our proposed algorithm, we compare the retrieval performance of
well-known ranking algorithms versus the proposed algorithms.

4.1 Experiments Setting

The data for experiment are crawled from web forums, which covered 8 top-
ics,including auto,computer,and etc. More than 2 million webpages are crawled.
In this data set, postings are divided into groups according to their reply re-
lation, which means that the postings regarding the same detailed topic, like
“which is better CHEVY or FORD”, will be grouped together. After prepro-
cess, we get about 538,691 groups. Among all groups, 192,727 groups have not
any replies and 5,288 groups have replies but not common replies with other
groups. In this data set, there are 319,991 unique usernames and no anonymous
user among them, so each username will be considered as a unique user. On
average, each posting has about 9.29 repliers.The largest number of repliers in
a group is 21,131.

To evaluate the algorithms, we need to collect the queries. There are two query
sources. Some queries are collected by refining the frequently asked questions
from the forum sites into query terms as [8]. Other queries are long queries about
the very 8 topics manually selected from a commercial search engine query log.
Finally, we obtain 25 representative queries (e.g. “FORD”). we manually judge
the relevance of returned search results. Each returned posting is labeled as
relevant or irrelevant result.

We compare our proposed algorithm with BM2500 score [11] and PageRank [6,
7]. Here we don’t use FGRank [8] as comparison candidate since the features used
for link analysis are quite different. FGRank introduces content to link building
but we don’t. The replier information are utilized in our algorithm. We use the
content of postings to calculate BM2500 score. We linearly combine BM2500
score with the link-based importance score ,namely PageRank and PostingRank,
as follows:

si = λ · fimportance(pi) + (1 − λ) · frelevance(pi) (9)

where si is the overall score of pi and λ is the combination parameter
To evaluate the algorithms, the parameters are tuned to achieve the best

performance. For PageRank, the damping factor is set as 0.15. For improved
PostingRank, t is set as 50 and b is set as 2 according to tuning.

4.2 Evaluation and Results

Here we use P@10 and Means Average Precision (MAP) as the evaluation metrics
for they are widely used in TREC and the details can be found in [12].

After about 40 times iteration, the algorithm converges. The PostingRank
scores of the postings without replies are zero. It is reasonable that if nobody is
interested in that posting or nobody can answer the question in the posting, the
posting is useless.
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Fig. 1 shows the performance comparison between three algorithms. Improved
PostingRank get the best performance, outperforms PageRank and BM2500 by
5.4% and 11.2% on P@10 and by 4.1% and 8.6% on MAP,respectively. It also
outperforms original PostingRank by 2.4% on P@10 and 1.9% on MAP. As the
postings in web forums are topics-oriented, the performance is higher than the
general web search task. To understand whether these improvements are statisti-
cally significant, we performed t-tests. It shows that our algorithm significantly
improve the search result based on MAP measure. But our improvements on
P@10 failed to pass t-test.

Fig. 2 shows the performance of improved PostingRank changes with param-
eter t. At first, as t increases, the performance is improving. The reason is that
more useful replies are included. But when t is larger than 50, the performance
is deteriorated, since too many noisy replies are included.
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5 Conclusion

Because of the noisy link environment in web forums, the traditional linked-base
algorithm like PageRank is not suitable for ranking postings. In this paper, we
introduce the replier information to rank postings. We exploit the relation of co-
repliers between each pair of postings, build implicit link between postings and
generate a reply graph for our PostingRank. As the experiments demonstrated,
PostingRank and improved PostingRank algorithm proposed in this paper, out-
perform other ranking methods.

In this work, we conduct the experiments on the dataset we crawled. In future,
we hope to make a standard dataset for forum search. We will try to extract
more features from web forum to improve the performance of ranking method
for postings.

References

1. Google search engine, http://www.google.com
2. Yahoo!search engine, http://search.yahoo.com

http://www.google.com
http://search.yahoo.com


384 Z. Chen, L. Zhang, and W. Wang

3. Henzinger, M.: Link Analysis in Web Information Retrieval. IEEE Data Engineer-
ing Bulletin (2000)

4. Bergmark, D., Lagoze, C., Sbityakov, A.: Focused crawls, tunneling, and digital
libraries. In: Proceeding of the 6th European Conference on Digital Libraries, pp.
91–106 (2002)

5. Kleinberg, J.: Authoritative sources in a hyperlinked environment. In: Proceedings
of the Ninth Annual ACM-SIAM Symposium on Discrete Algorithms (1998)

6. Page, L., Brin, S., Motwani, R., Winograd, T.: The PageRank Citation Ranking:
Bringing Order to the Web. Technical report, Stanford University (January 1998)

7. Brin, S., Page, L.: The Anatomy of a Large-Scale Hypertextual Web Search Engine.
In: Proceedings of the 7th International World Wide Web Conference, pp. 107–117
(1998)

8. Xu, G., Ma, W.Y.: Building Implicit Links from Content for Forum Search. In:
Proceedings of the 29th International Conference on Research and Development in
Information Retrieval (2006)

9. Lempel, R., Moran, S.: The stochastic approach for link-structure analysis
(SALSA) and the TKC effect. In: Proceedings of the 9th International World Wide
Web Conference (2000)

10. Golub, G., Vanloan, C.G.: Matrix Computations. Johns Hopkins University Press
11. Robertsom, S.E.: Overview of the OKAPI projects. Journal of Documentation 53,

3–7 (1997)
12. Baeza-Yates, R., Ribeiro-Neto, B.: Modern Information Retrieval. Addisom-Wesley

Longman Publishing Co., Inc., Boston (1999)



 

H. Li et al. (Eds.): AIRS 2008, LNCS 4993, pp. 385–392, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

A Novel Reliable Negative Method Based on Clustering 
for Learning from Positive and Unlabeled Examples 

Bangzuo Zhang1,2 and Wanli Zuo1 

1 College of Computer Science and Technology, Jilin University,  
ChangChun, 130012, China 

2 College of Computer, Northeast Normal University, ChangChun, 130024, China 
zhangbz@nenu.edu.cn, wanli@mail.jlu.edu.cn 

Abstract. This paper investigates a new approach for training text classifiers 
when only a small set of positive examples is available together with a large set 
of unlabeled examples. The key feature of this problem is that there are no 
negative examples for learning. Recently, a few techniques have been reported 
are based on building a classifier in two steps. In this paper, we introduce a 
novel method for the first step, which cluster the unlabeled and positive exam-
ples to identify the reliable negative document, and then run SVM iteratively. 
We perform a comprehensive evaluation with other two methods, and show ex-
perimentally that it is efficient and effective. 

Keywords: Semi-Supervised Learning, Text Classification, Bisecting k-means 
Clustering, Learning from Positive and Unlabeled Examples (LPU). 

1   Introduction 

With the ever-increasing volume of text data from various online sources, it is an 
important task to categorize or classify these text documents into categories that are 
manageable and easy to understand. Text categorization or classification aims to 
automatically assign text documents to pre-defined classes. In supervised learning, 
text classifier relies on labeled training examples. For binary problems, positive and 
negative examples are mandatory for machine learning. The main bottleneck of build-
ing such a classifier is that a large, often prohibitive, number of labeled training 
documents are needed. But, for many learning task, labeled examples are rare while 
numerous unlabeled examples are easily available. 

Recently, semi-supervised learning algorithms from a small set of labeled data with 
the help of unlabeled data have been defined. These techniques alleviate some labor-
intensive effort. Semi-supervised learning includes two main paradigms: (1) learning 
from a small set of labeled examples and a large set of unlabeled examples; and (2) 
learning from positive examples and unlabeled examples (with no labeled negative 
examples). Many researchers have studied learning in the first paradigm [1]. In learn-
ing from positive and unlabeled examples, some theoretical studies and practical 
algorithms have been reported in [2-9]. 

In this paper, we study learning from positive data with the help of unlabeled data, 
which is also common in practice. For instance, in many text mining tasks, such as 
document retrieval and classification, one goal is the efficient classification and re-
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trieval of interests of some users. Positive information is readily available and unla-
beled data can easily be collected. One example is learning to classify web page as 
“interesting” for a specific user. Documents pointed by the user’s bookmarks defined 
a set of positive examples because they correspond to interesting web pages for him 
and negative examples are not available at all. Nonetheless, unlabeled examples are 
easily available on the World Wide Web. 

Theoretical results show that in order to learn from positive and unlabeled data, it 
is sometimes sufficient to consider unlabeled data as negative ones [2-3]. Recently, a 
few algorithms were proposed to solve the problem. One class of algorithms is based 
on a two-step strategy as follow. These algorithms include Roc-SVM [7], S-EM [8], 
PEBL (Positive Examples Based Learning) [9]. 

Step 1: Identifying a set of reliable negative documents from the unlabeled set. In 
this step, S-EM uses a Spy technique, PEBL uses a technique called 1-DNF, and Roc-
SVM uses the Rocchio algorithm. 

Step 2: Building a set of classifiers by iteratively applying a classification algo-
rithm and then selecting a good classifier from the set. In this step, S-EM uses the 
Expectation Maximization (EM) algorithm with a NB (Naive Bayesian) classifier, 
while PEBL and Roc-SVM use SVM (Support Vector Machine). Both S-EM and 
Roc-SVM have some methods for selecting the final classifier. PEBL simply uses the 
last classifier at convergence.  

The underlying idea of these two-step strategies is to iteratively increase the num-
ber of unlabeled examples that are classified as negative while maintaining the posi-
tive examples correctly classified. This idea has been justified to be effective for this 
problem [8]. 

In this paper, we first introduce another method for the first step, i.e. cluster the 
positive and unlabeled examples to identify the reliable negative document, and 
evaluate our method with other two methods (PEBL, and Roc-SVM). 

The remainder of this paper is organized as follow: We would like to first review 
the existing reliable negative methods to this problem in section 2; propose a novel 
clustering based approach in section 3; and comparative experiments have been made 
in section 4; finally make conclusion in section 5. 

2   Related Works 

In this section, we introduce algorithms for the first step that based on the two-step 
strategy. The techniques of the Roc-SVM, the S-EM and the PEBL have been re-
ported in [7], [8], [9] respectively. 

In this paper, we use P to denote the positive examples set, U for unlabeled exam-
ples set, and RN for reliable negative examples set that produced from the unlabeled 
examples set U. 

Li, X.L. et al. report the Spy technique in the S-EM [7]. It first randomly selects a 
set S of positive documents from P and put them in U. Documents in S act as “spy” 
documents. The spies behave similarly to the unknown positive documents in U. 
Hence they allow the algorithm to infer the behavior of the unknown positive docu-
ments in U. In step 2, it then run EM to build the final classifier. Since NB is not a 
strong classifier for text classification, so we do not compare with it. This algorithm 
performs stably when the positive examples set is very small. When the positive ex-
amples set is large, it is worse than others. 
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The Roc-SVM algorithm uses the Rocchio method to identify a set RN of reliable 
negative documents from U. Rocchio is an early text classification method. In this 
method, each document is represented as a vector, Let D be the whole set of training 
documents, and Cj be the set of training documents in class j. Building a Rocchio 

classifier is achieved by constructing a prototype vector jC  for each class j. In classi-

fication, for each test document td, it uses the cosine similarity measure to compute 
the similarity of td with each prototype vector. The class whose prototype vector is 
more similar to td is assigned to td. 

∑∑
−∈∈ −

−=
CjDdCjd d

d
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||||||

1

||||||
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When use this method, the amount of RN is so big that biased the classifier of step 
2 and poor performance, especially when the P set is small. 

The PEBL uses the 1-DNF method, first builds a positive feature set PF which con-
tains words that occur in the positive examples set P more frequently than in the unla-
beled examples set U. Then it tries to filter out possible positive documents from U. A 
document in U that does not have any positive feature in PF is regarded as a strong 
negative document. In this algorithm, the amount of RN set is always small and some-
times is short text examples. Its performance is poor when the number of positive ex-
amples set is small. When the positive examples set is large, it becomes more stable. 

3   The Proposed Technique 

In this section, we introduce a new method for the first step that use clustering to 
identify a set RN of reliable negative documents from the unlabeled examples set U 
and positive examples set P. 

For information retrieval and text mining, a general definition of clustering is the 
following: given a large set of documents, automatically discover diverse subsets of 
documents that share a similar topic. Clustering provides unique ways of digesting 
large amounts of information. Clustering algorithms divide data into meaningful or 
useful groups, called clusters, such that the intra-cluster similarity is maximized and 
the inter-cluster similarity is minimized. These discovered clusters could be used to 
explain the characteristics of the underlying data distribution and thus serve as the 
foundation for various data mining and analysis techniques. 

The standard clustering algorithms can be categorized into partitioning algorithms 
such as k-means and hierarchical algorithms such as Single-Link or Average-Link. 
Many variants of the k-means algorithm have been proposed for the purpose of text 
clustering. A recent study has compared partitioning and hierarchical methods of  
text clustering on a broad variety of test datasets. It concludes that k-means clearly 
outperforms the hierarchical methods with respect to clustering quality. A variant of  
k-means called bisecting k-means [10] is introduced, which yields even better per-
formance. Bisecting k-means uses k-means to partition the dataset into two clusters. 
Then it keeps partitioning the currently largest cluster into two clusters, again using k-
means, until a total number of k clusters has been discovered. 
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We propose a novel method for the first step as shown in fig. 1. First, set RN to 
null, and then run bisecting k-means clustering algorithm with the union of positive 
examples set and unlabeled examples set with parameter k. Last, if proportion of posi-
tive examples in each cluster is lower than the threshold that given, and then add this 
cluster to RN. 

Algorithm: Exploiting Reliable Negative by Clustering 
Input: P positive examples set 
         U unlabeled examples set 
         K number of cluster 
         T threshold  
Output: RN (reliable negatives set) 
Steps: 1.RN ={}; 
         2.Clustering set E = P •U; 
         3.run bisecting k-means with parameter k on E,  
           and divide into E1, E2, … Ek, in each Ei(i = 1, 
           2, …, k), the positive examples in it is Pi;  
         4.for each Ei (i = 1, 2, … , k )  
               if |Pi|/|Ei|<T then RN = RN •Ei. 

Fig. 1. The algorithm of exploiting reliable negative by clustering 

We use the CLUTO toolkit package [12] for clustering, which use bisecting k-
means algorithm. The parameter T generally is small, usually set to zero, i.e. the cluster 
that has no positive examples can be used as reliable negative examples set. Yang, Y. 
suggests that the numbers of text clustering impacts the resulting difference in F1 
scores are almost negligible [11]. From our experiments in section 4, we also observed 
that the choice of k does not affect classification results much as long as it is not too 
small. So we set k as 20. 

Algorithm: Iterative SVM 
Input: P  positive examples set 
        RN reliable negative examples set by step 1 
        Q  the remaining unlabeled examples set, U -RN; 
Output: The final classifier S; 
Steps: 
    1. Assigned the label 1 to each document in P; 
    2. Assigned the label -1 to each document in RN; 
    3. While(true) 
    4.     Training a new SVM classifier Si with P and 
RN; 
    5.     Classify Q using S; 
    6.     Let the set of documents in Q that are 
           classified as negative be W; 
    7.     If W ={} then break; 
    8.     Else Q = Q - W; RN = RN •W; 
    9.     End if 
   10. End while  

Fig. 2. The algorithm of iterative SVM 
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For step 2, we run SVM iteratively as shown in fig. 2. This method is similar to the 
step 2 of PEBL technique and Roc-SVM technique except that we do not use an addi-
tive classifier selection step. The basic idea is to use each iteration of SVM to exact 
more possible negative examples from Q (U – RN) and put them in RN. The iteration 
converges when no document in Q is classified as negative. Our technique does not 
select a good classifier from a set of classifiers built by SVM, and use the last SVM 
classifier at convergence. For Roc-SVM, the reason for selecting a classifier is that 
there is a danger in running SVM repetitively, since SVM is sensitive to noise. How-
ever, it is hard to catch the best classifier [6]. 

4   Experiments and Results 

We now evaluate our proposed method with the Roc-SVM technique [7] and the 
PEBL technique [9]. We do not compare with the S-EM technique [8], because it uses 
the Naïve Bayesian method, which is a weaker classifier than the SVM, and our pro-
posed technique is much more accurate than S-EM. Liu, B. et al. [6] have surveyed 
and compared these three methods, and our experiments on the dataset are with the 
same setting as [6] in order to allow comparison on the square. 

4.1   Experiments Setup and Data Preprocess 

We use Reuters-21578, the popular text collection in text classification experiment, 
which has 21578 documents collected from the Reuters newswire. Among 135 cate-
gories, only the most populous 10 are used. 9980 documents are selected to use in our 
experiment, as shown in Table 1. Each category is employed as the positive examples 
class, and the rest as the negative examples class. This gives us 10 datasets. 

Table 1. The most popular 10 categories on Reuters-21578 and their quantity 

Acq Corn Crude Earn Grain Interest Money-fx Ship Trade Wheat 
2369 237 578 3964 582 478 717 286 486 283 

 
 In data preprocessing, we use the Bow toolkit [13]. We applied stopword removal, 
but no feature selection or stemming was done. The tf-idf value is used in the feature 
vectors. For each dataset, 30% of the documents are randomly selected as test docu-
ments. The rest (70%) are used to create training sets as follows: γ percent of the 
documents from the positive examples class is first selected as the positive examples 
set P. The rest of the positive and negative documents are used as unlabeled examples 
set U. We range γ from 10%-90% to create a wide range of scenarios. 

4.2   Evaluation Measures 

In our experiments, we use the popular F1 score on the positive examples class as the 
evaluation measure. F1 score takes into account of both recall and precision. Preci-
sion, recall and F1 defined as: 
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For evaluating performance average across categories, there are two conventional 
methods, namely macro-average and micro-average. Macro-averaged performance 
scores are determined by first computing the performance measures per category and 
then averaging those to compute the global means. We use macro-averaging. 

4.3   Experiment Results 

In our experiments, we implemented the 1-DNF method used in PEBL and the Roc-
chio method in the Roc-SVM. We use the CLUTO toolkit package [12] for clustering, 
and set k=20. For SVM, we use the SVMlight system [14] with linear kernel, and do 
not tune the parameters. For Roc-SVM, we use α=16 and β=4 in formula (1). 

We first compare the quantity of reliable negative examples produced by three 
methods. Table 2 shows the averaged quantity on the Reuters collection. The γ de-
notes the percent of the document from the positive examples class is selected as 
positive examples set P. For the PEBL, the quantity of initial negative examples is so 
small; by browsing the initial negative examples, we found these examples sometimes 
are short paper, and the quality is poor too. For the Rocchio method, the quantity of 
reliable negative examples is so big that near the two third of training data. For clus-
tering method, the quantity is moderate, and sometimes balanced the training set. 

Table 2. Averaged reliable negative quantity of three methods on the 10 Reuters collection 

γ PEBL Rocchio Clustering 
10 394.1 6253.9 3760.5 
20 301.5 6894.7 3462.2 
30 201.6 6642.3 3248.6 
40 224.6 5845.0 3334.0 
50 227.6 6793.0 3109.9 
60 218.5 6779.1 2931.3 
70 207.0 6802.5 2909.7 
80 186.0 6816.3 2689.8 
90 208.2 6863.6 2496.9 

 
Then we compare the F1 score of our method with other two methods. The results 

of the PEBL method and the Rocchio method are extract from the experiment of Bing 
Liu et al. [6]. Fig.3 shows the macro-averaged F1 score on the 10 Reuters datasets for 
each γ setting. When γ is smaller (<50), our method outperforms than other two. 
When γ is bigger, our method is as good as other methods. But there is still room for 
further improvement. 
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Fig. 3. The macro-averaged F1 scores on the Reuters 10 collection 

The poor quality and quantity of the reliable negative examples by PEBL increase 
the number of the iterations of SVM, which ends up longer training time. The quan-
tity of negative examples of Rocchio method is so big that biased the training set. Our 
proposed method produces the moderate quantity reliable negative examples. 

5   Conclusion 

In this paper, we discussed the two-step strategies for learning a classifier from posi-
tive examples and unlabeled examples data. The clustering method was added to the 
existing techniques. A comprehensive evaluation was conducted to compare their 
performances. Our method produces the moderate quantity reliable negative examples 
and sometimes balanced the training set. Our experiment shows that our method is 
efficient and effective. In particular, when positive examples are small, our method 
outperforms than other two; when γ is bigger, our method is as good as other methods.  

Acknowledgments 

The work was supported by the National Natural Science Foundation of China under 
Grant No. 60373099, the Project of the Jilin Province Science and Technology De-
velopment Plan under the Grant No.20070533, and the Science Foundation for Young 
Teachers of Northeast Normal University (No.20070602). We would like to thank the 
anonymous reviewers for their comments and suggestions. 

References 

1. Nigam, K., McCallum, A., Thrun, S., Mitchell, T.: Learning to Classify Text from Labeled 
and Unlabeled Documents. In: AAAI-98, pp. 792–799. AAAI Press, Menlo Park (1998) 

2. Denis, F.: PAC Learning from Positive Statistical Queries. In: Richter, M.M., Smith, C.H., 
Wiehagen, R., Zeugmann, T. (eds.) ALT 1998. LNCS (LNAI), vol. 1501, pp. 112–126. 
Springer, Heidelberg (1998) 



392 B. Zhang and W. Zuo 

 

3. Letouzey, F., Denis, F., Gilleron, R.: Learning From Positive and Unlabeled Examples. In: 
Proceedings of 11th International Conference on Algorithmic Learning Theory (2000) 

4. Denis, F., Gilleron, R., Tommasi, M.: Text Classification from Positive and Unlabeled Ex-
amples. In: Conference on Information Processing and Management of Uncertainty in 
Knowledge-Based Systems (2002) 

5. Denis, F., Gilleron, R., Laurent, A., Tommasi, M.: Text Classification and Co-Training 
from Positive and Unlabeled Examples. In: Proceedings of the ICML 2003 Workshop: The 
Continuum from Labeled to Unlabeled Data (2003) 

6. Liu, B., Dai, Y., Li, L.X., Lee, W.S., Yu, P.: Building Text Classifiers Using Positive and 
Unlabeled Examples. In: Proceedings of the Third IEEE International Conference on Data 
Mining (2003) 

7. Li, X.L., Liu, B.: Learning to Classify Text using Positive and Unlabeled Data. In: Pro-
ceedings of Eighteenth International Joint Conference on Artificial Intelligence (2003) 

8. Liu, B., Lee, W.S., Yu, P., Li, X.L.: Partially Supervised Classification of Text Docu-
ments. In: Proc. 19th Intl. Conf. on Machine Learning (2002) 

9. Yu, H., Han, J., Chang, K.C.C.: PEBL: Web Page Classification Without Negative Exam-
ples. J. IEEE Transactions on Knowledge and Data Engineering (Special Issue on Mining 
and Searching the Web) 16(1), 70–81 (2004) 

10. Zhao, Y., Karypis, G.: Hierarchical Clustering Algorithms for Document Datasets. J. Data 
Mining and Knowledge Discovery 10(2), 141–168 (2005) 

11. Yang, Y.: An Evaluation of Statistical Approaches to Text Categorization. J. of Informa-
tion Retrieval 1(1/2), 67–88 (1999) 

12. The CLUTO toolkit package,  
   http://glaros.dtc.umn.edu/gkhome/cluto/cluto/download 

13. Bow, A.: Toolkit for Statistical Language Modeling, Text Retrieval, Classification and 
Clustering, http://www.cs.cmu.edu/~mccallum/bow/ 

14. Joachims, T.: Making large-Scale SVM Learning Practical. In: Advances in Kernel Meth-
ods - Support Vector Learning, MIT Press, Cambridge (1999) 

 



Term Weighting Evaluation in Bipartite

Partitioning for Text Clustering

Chao Qu1,2, Yong Li1, Jun Zhu1,2, Peican Huang1,
Ruifen Yuan1, and Tianming Hu1,3

1 Dongguan University of Technology, China
2 Zhongshan University, China

3 East China Normal University, China
tmhu05@gmail.com

Abstract. To alleviate the problem of high dimensions in text clus-
tering, an alternative to conventional methods is bipartite partitioning,
where terms and documents are modeled as vertices on two sides respec-
tively. Term weighting schemes, which assign weights to the edges linking
terms and documents, are vital for the final clustering performance. In
this paper, we conducted an comprehensive evaluation of six variants of
tf/idf factor as term weighting schemes in bipartite partitioning. With
various external validation measures, we found tfidf most effective in
our experiments. Besides, our experimental results also indicated that df
factor generally leads to better performance than tf factor at moderate
partitioning size.

1 Introduction

The high dimension in text clustering is a major difficulty for most probabilistic
methods such as Naive Bayes [1] and AutoClass [2]. To circumvent this problem,
graph-theoretic techniques have been considered for clustering [3]. They model
the document similarity by a graph whose vertices correspond to documents and
weighted edges give the similarity between vertices. Graphs can also model terms
as vertices and similarity between terms is based on documents in which they co-
occur. Partitioning the graph yields a clustering of terms, which is assumed to be
associated with similar concepts [4]. The duality between document and term
clustering can also be naturally modeled using a bipartite, where documents
and terms are modeled as vertices on two sides respectively and only edges
linking different types of vertices are allowed in the graph [5]. Finding an optimal
partitioning in such a bipartite gives a co-clustering of documents and terms,
with the expectation that documents and terms in the same cluster are related to
the same topic. In addition, bipartite graphs have also been used to model other
relationships, such as (documents, concepts)[6] and (authors, publications)[7].

Since the general partitioning goal is to minimize the edge cut, term weighting
schemes, which assign weights to edges linking term and document vertices, is
a vital step to the final clustering performance. Many researchers have studied
text clustering based on different term weighting schemes or different criterion

H. Li et al. (Eds.): AIRS 2008, LNCS 4993, pp. 393–400, 2008.
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functions using conventional probabilistic methods [8,9,10,11]. For instance, the
authors of [9] pointed out that it is the text representation schemes that dominate
the clustering performance rather than the kernel functions of support vector
machines (SVM). In other words, choosing an appropriate term weighting scheme
is more important than choosing and tuning kernel functions of SVM for text
categorization. However, to the best of our knowledge, there is little work on
comparing weighting schemes for graph based text clustering, not to mention
bipartite partitioning. For this purpose, we concentrate on the comparison of
various term weighting schemes in bipartite based text clustering. Specifically,
we provide a comprehensive experimental evaluation with real world document
datasets from various sources, and with various external validation measures.

Overview. The rest of this paper is organized as follows. Section 2 describes the
necessary background. Section 3 provides the results of extensive experiments.
Finally, we draw conclusions in Section 4.

2 Background

In this section, we first describe the overview of bipartite based text clustering.
Then we introduce the term weighting schemes that will be compared in this
paper.

2.1 Bipartite Generation

To apply clustering algorithms, a document data set is usually represented by
a matrix. First we extract from documents unique content-bearing words as
features, which involves removing stopwords and those with extreme document
frequencies. More sophisticated techniques use support or entropy to filter words
further. Then each document is represented as a vector in this feature space.
With rows for documents and columns for terms, the matrix A’s non-zero entry
Aij indicates the presence of term wj in document di, while a zero entry indicates
an absence.

A graph G = (V, E) is composed of a vertex set V = {1, 2, ..., |V |} and an edge
set {(i, j)} each with edge weight Eij . The graph can be stored in an adjacency
matrix M , with entry Mij = Eij if there is an edge (i, j), Mij = 0 otherwise.
Given the n × m document-term matrix A, the bipartite graph G = (V, E) is
constructed as follows. First we order the vertices such that the first m vertices
index the terms while the last n index the documents, so V = VW ∪ VD, where
VW contains m vertices each for a term, and VD contains n vertices each for a
document. Edge set E only contains edges linking different kinds of vertices, so

the adjacency matrix M may be written as
(

0, A
AT , 0

)
.

2.2 Bipartite Partitioning

Given a weighted graph G = {V, E} with adjacency matrix M , clustering the
graph into K parts means partitioning V into K disjoint clusters of vertices
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V1, V2, ..., VK , by cutting the edges linking vertices in different parts. The general
goal is to minimize the sum of the weights of those cut edges. Formally, the cut
between two vertex groups V1 and V2 is defined as cut(V1, V2)=

∑
i∈V1,j∈V2

Mij .
Thus the goal can be expressed as min{V1,V2,...,VK}

∑K
k=1 cut(Vk, V − Vk). To

avoid trivial partitions, often the constraint is imposed that each part should be
roughly balanced in terms of part weight wgt(Vk), which is often defined as sum
of its vertex weight. That is, wgt(Vk) =

∑
i∈Vk

wgt(i). The objective function
to minimize becomes

∑K
k=1

cut(Vk,V −Vk)
wgt(Vk) . Given two different partitionings with

the same cut value, the above objective function value is smaller for the more
balanced partitioning.

In practice, different optimization criteria have been defined with different
vertex weights. The ratio cut criterion [12], used for circuit partitioning, defines
wgt(i) = 1 for all vertices i and favors equal sized clusters. The normalized cut
criterion [13], used for image segmentation, defines wgt(i) =

∑
j Mij . It favors

clusters with equal sums of vertex degrees, where vertex degree refers to the sum
of weights of edges incident on it.

Finding a globally optimal solution to such a graph partitioning problem is
in general NP-complete [14], though different approaches have been developed
for good solutions in practice [15,16]. Here we employ Graclus [16], a fast kernel
based multilevel algorithm, which involves coarsening, initial partitioning and
refinement phases. As for the graph partitioning criterion used in Graclus, we
tried both the normalized cut criterion and the ratio cut criterion. We found the
former always produces better results, possibly for the following reasons. First,
our datasets are highly imbalanced, which makes unreasonable the constraint of
equal sized clusters by the ratio cut criterion. Second we find that sometimes
it yields clusters of pure word vertices, which makes it impossible to determine
the number of document clusters (clusters containing the document vertices)
beforehand. Those terms with low frequencies are likely to be isolated together,
since few edges linking outside are cut. As for the normalized cut criterion that
tries to balance sums of vertex degrees in each cluster, the resultant clusters tend
to contain both document and term vertices. So in this paper we only report
results from the normalized cut criterion.

2.3 Term Weighting

Term weighting schemes determine the value of non-zero entry Aij in the
document-term matrix when term wj appears in document di. Two frequen-
cies are commonly used. Term frequency tfij denotes the raw frequency of term
wj in document di. Inverse document frequency idfj = log(n/nj) considers the
discriminating power of wj , where nj is the number of documents that contain
wj . In this paper, we compared six term weighting schemes listed in Table 1.
Most of these term weighting schemes have been widely used in information
retrieval and text categorization. The first four term weighting schemes are dif-
ferent variants of tf factor. The last two incorporate idf . According to a recent
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Table 1. Term weighting schemes

name description
binary 1 for presence and 0 for absence
tf raw tf
logtf log(1 + tf)
itf 1 − 1/(1 + tf)
idf log(n/nj)
tfidf tf × idf

study of text classification with SVM [11], although the first four schemes relate
with term frequency alone, all of them show competitive performance with other
sophisticated schemes except binary. The idf factor, taking the collection dis-
tribution into consideration, does not improve the terms discriminating power
with SVM. The tfidf factor, combining both term and document frequencies,
usually yields best results in query based document retrieval [17].

3 Experimental Evaluation

In this section, we present an extensive experimental evaluation of various term
weighting schemes. First we introduce the experimental datasets and cluster
validation criteria, then we report comparative results.

3.1 Experimental Datasets

For evaluation, we selected 10 real data sets from different domains used in
[10]. The RE0 and RE1 datasets are from the Reuters-21578 text categorization
test collection Distribution 1.0. The datasets K1a, K1b and WAP are from the
WebACE project; each document corresponds to a web page listed in the subject
hierarchy of Yahoo. In particular, K1a and K1b contain the same data but K1a’s
class labels are at a finer level. The datasets TR31 and TR41 were derived from
the TREC collection. The LA1 and LA2 datasets were obtained from articles of
the Los Angeles Times that was used in TREC-5. The FBIS dataset is from the
Foreign Broadcast Information Service data of TREC-5. For all data sets, we
used a stoplist to remove common words, stemmed the remaining words using
Porter’s suffix-stripping algorithm, and discard those with very low document
frequencies. Some characteristics of them are shown in Table 2.

3.2 Validation Measures

Because the true class labels of documents are known, we can measure the quality
of the clustering solutions using external criteria that measure the discrepancy
between the structure defined by a clustering and what is defined by the class
labels. First we compute the confusion matrix C with entry Cij as the number
of documents from true class j that are assigned to cluster i. Then we calculate
the following four measures: normalized mutual information(NMI), conditional
entropy(CE), error rate(ERR) and F-measure.
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Table 2. Characteristics of data sets

data re0 re1 k1a k1b wap tr31 tr41 la1 la2 fbis
#doc 1504 1657 2340 2340 1560 927 878 3204 3075 2463
#word 2886 3758 4707 4707 8460 10128 7454 6188 6060 2000
#class 13 25 20 6 20 7 10 6 6 17

MinClass 11 13 9 60 5 2 9 273 248 38
MaxClass 608 371 494 1389 341 352 243 943 905 506
min/max 0.018 0.035 0.018 0.043 0.015 0.006 0.037 0.29 0.274 0.075
source Reuters-21578 WebACE TREC-6,7 TREC-5

NMI and CE are entropy based measures. The cluster label can be regarded
as a random variable with the probability interpreted as the fraction of data
in that cluster. Let T and C denote the random variables corresponding to the
true class and the cluster label, respectively. The two entropy-based measures are
defined as NMI = H(T )+H(C)−H(T,C)√

H(T )H(C)
, CE = H(T |C) = H(T, C)−H(C), where

H(X) denotes the entropy of X and log2 is used here in computing entropy. NMI
measures the shared information between T and C and it reaches the maximal
value of 1 when they are the same. CE tells the information remained in T after
knowing C and it reaches the minimal value of 0 when they are identical. Error
rate ERR(T |C) computes the fraction of misclassified data when all data in each
cluster is classified as the majority class in that cluster. It can be regarded as a
simplified version of H(T |C).

F-measure combines the precision and recall concepts from information re-
trieval [17]. We treat each cluster as if it were the result of a query and each
class as if it were the desired set of documents for a query. We then calculate the
recall and precision of that cluster for each given class as follows: Rij = Cij/C+j ,
Pij = Cij/Ci+, where C+j/Ci+ is the sum of jth column/i-th row, i.e., j-th class
size /i-th cluster size. Note that C+j could be larger than the true size of class j
if some documents from it appear in more than one cluster. F-measure of cluster
i and class j is then given by Fij = 2RijPij

Pij+Rij
. The overall value for the F-measure

is a weighted average for each class, F = 1
n

∑
j C+jmaxi{Fij}, where n is the

total sum of all elements of matrix C. F-measure reaches its maximal value of 1
when the clustering is the same as the true classification.

3.3 Clustering Results

Let c in cK denote the number of partitions we set. The six term weighting
schemes are evaluated in terms of the four validation measures at 5K, 10K, 15K
and 20K. The detailed results are shown in Table 3. NMI and F are preferred
large while ERR and CE are preferred small. For each setting, the best results
are highlighted in bold numbers. One can see in most cases tfidf gives the best
results and binary performs worst. Although tf , logtf and itf perform best in
certain settings, their gap between tfidf is not significant. The last six rows of
Table 3 give the number of wins over all measures at four levels of clustering
granularity, respectively. The superiority of tfidf is obvious at three levels.
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Table 3. Comparison of clustering results

5K 10K 15K 20K
data wgt NMI CE ERR F NMI CE ERR F NMI CE ERR F NMI CE ERR F
re0 binary 0.28 1.43 0.48 0.40 0.32 2.15 0.46 0.36 0.32 2.71 0.40 0.34 0.33 2.87 0.39 0.31

tf 0.33 1.40 0.45 0.47 0.31 2.18 0.45 0.36 0.33 2.69 0.39 0.37 0.32 2.95 0.42 0.31
logtf 0.30 1.28 0.47 0.43 0.30 2.24 0.43 0.35 0.33 2.64 0.40 0.33 0.35 2.82 0.38 0.33
itf 0.29 1.40 0.51 0.42 0.35 2.07 0.39 0.40 0.37 2.43 0.37 0.39 0.39 2.77 0.35 0.36
idf 0.29 1.26 0.44 0.49 0.26 2.10 0.48 0.36 0.24 2.72 0.44 0.30 0.27 3.01 0.43 0.29

tfidf 0.25 1.44 0.47 0.45 0.29 2.15 0.44 0.35 0.31 2.68 0.41 0.33 0.32 2.87 0.43 0.33
re1 binary 0.24 1.19 0.66 0.29 0.29 1.67 0.58 0.33 0.31 2.36 0.56 0.33 0.33 2.51 0.55 0.34

tf 0.26 1.46 0.63 0.31 0.31 1.68 0.58 0.36 0.33 2.37 0.56 0.31 0.35 2.40 0.51 0.35
logtf 0.28 1.36 0.62 0.33 0.26 1.93 0.64 0.28 0.31 2.17 0.56 0.32 0.35 2.42 0.53 0.35
itf 0.25 1.22 0.66 0.30 0.26 1.96 0.60 0.31 0.28 2.28 0.60 0.32 0.33 2.67 0.56 0.33
idf 0.20 1.27 0.70 0.24 0.26 1.78 0.61 0.31 0.30 2.12 0.57 0.34 0.32 2.35 0.55 0.32

tfidf 0.28 1.34 0.62 0.36 0.30 1.60 0.60 0.32 0.33 2.12 0.56 0.32 0.35 2.16 0.56 0.31
k1a binary 0.08 0.82 0.75 0.19 0.29 0.93 0.66 0.31 0.24 1.51 0.67 0.32 0.30 1.62 0.64 0.38

tf 0.11 0.45 0.75 0.21 0.38 0.66 0.63 0.36 0.32 1.18 0.60 0.38 0.39 1.26 0.56 0.43
logtf 0.16 0.39 0.73 0.22 0.39 0.62 0.63 0.36 0.38 1.03 0.58 0.41 0.37 1.32 0.59 0.43
itf 0.16 0.37 0.73 0.22 0.36 0.69 0.62 0.35 0.34 1.10 0.60 0.38 0.37 1.29 0.59 0.42
idf 0.31 0.66 0.65 0.30 0.31 1.19 0.63 0.36 0.45 1.32 0.49 0.48 0.39 1.68 0.53 0.44

tfidf 0.30 0.95 0.64 0.33 0.35 1.44 0.59 0.39 0.40 1.30 0.59 0.42 0.41 1.56 0.54 0.44
k1b binary 0.07 0.88 0.41 0.49 0.33 1.09 0.30 0.63 0.29 1.64 0.27 0.51 0.34 1.83 0.24 0.54

tf 0.03 0.59 0.40 0.50 0.39 0.93 0.28 0.69 0.29 1.53 0.30 0.60 0.42 1.57 0.22 0.60
logtf 0.06 0.57 0.40 0.49 0.40 0.89 0.26 0.68 0.38 1.38 0.29 0.64 0.42 1.56 0.22 0.58
itf 0.08 0.53 0.40 0.49 0.36 0.96 0.27 0.64 0.33 1.44 0.24 0.57 0.43 1.53 0.22 0.59
idf 0.33 0.86 0.33 0.63 0.37 1.34 0.25 0.57 0.47 1.71 0.19 0.56 0.42 2.04 0.22 0.51

tfidf 0.33 1.14 0.23 0.65 0.41 1.67 0.20 0.66 0.45 1.58 0.22 0.60 0.42 1.95 0.21 0.50
wap binary 0.46 0.32 0.61 0.39 0.40 1.40 0.53 0.41 0.39 1.52 0.56 0.38 0.43 1.56 0.49 0.42

tf 0.46 0.76 0.58 0.45 0.40 1.32 0.56 0.39 0.40 1.37 0.54 0.36 0.43 1.39 0.51 0.34
logtf 0.45 0.82 0.56 0.46 0.45 1.17 0.52 0.41 0.41 1.45 0.53 0.38 0.38 1.61 0.55 0.36
itf 0.48 0.40 0.57 0.43 0.50 0.97 0.52 0.48 0.43 1.53 0.54 0.42 0.44 1.80 0.46 0.42
idf 0.47 0.75 0.55 0.46 0.50 1.03 0.50 0.44 0.50 1.31 0.46 0.48 0.50 1.62 0.46 0.48

tfidf 0.48 0.23 0.60 0.42 0.50 0.73 0.52 0.44 0.52 1.48 0.44 0.46 0.52 1.65 0.40 0.48
tr31 binary 0.23 0.51 0.52 0.51 0.21 1.61 0.48 0.49 0.31 1.64 0.39 0.58 0.29 1.90 0.38 0.55

tf 0.25 0.78 0.51 0.48 0.52 0.68 0.28 0.72 0.49 1.02 0.28 0.67 0.54 1.27 0.20 0.68
logtf 0.22 1.00 0.51 0.48 0.44 0.87 0.32 0.69 0.44 1.19 0.29 0.61 0.50 1.26 0.22 0.70
itf 0.18 1.00 0.53 0.45 0.41 0.82 0.32 0.66 0.44 1.16 0.29 0.64 0.47 1.34 0.24 0.66
idf 0.32 0.69 0.40 0.54 0.48 1.07 0.29 0.64 0.39 1.75 0.33 0.58 0.51 1.76 0.20 0.60

tfidf 0.34 1.11 0.50 0.55 0.51 1.11 0.28 0.64 0.48 1.41 0.28 0.60 0.56 1.42 0.17 0.69
tr41 binary 0.54 0.89 0.33 0.66 0.57 1.44 0.30 0.63 0.48 1.98 0.32 0.48 0.45 2.25 0.36 0.42

tf 0.67 0.51 0.28 0.71 0.60 1.36 0.29 0.68 0.61 1.77 0.20 0.58 0.59 2.06 0.19 0.55
logtf 0.67 0.49 0.27 0.72 0.68 1.02 0.18 0.74 0.62 1.67 0.21 0.58 0.58 2.04 0.21 0.52
itf 0.65 0.57 0.29 0.70 0.58 1.32 0.24 0.61 0.57 1.76 0.24 0.57 0.55 2.12 0.24 0.54
idf 0.64 0.60 0.31 0.67 0.59 1.20 0.30 0.66 0.54 1.66 0.28 0.53 0.54 2.00 0.30 0.51

tfidf 0.58 0.76 0.33 0.64 0.61 1.14 0.26 0.65 0.58 1.67 0.24 0.57 0.61 1.90 0.18 0.57
la1 binary 0.01 1.02 0.70 0.32 0.15 1.43 0.60 0.41 0.10 2.00 0.62 0.37 0.15 2.23 0.54 0.42

tf 0.05 0.64 0.68 0.34 0.23 1.09 0.58 0.45 0.33 1.33 0.42 0.57 0.33 1.62 0.42 0.56
logtf 0.02 0.76 0.70 0.32 0.20 1.17 0.59 0.43 0.27 1.49 0.45 0.54 0.33 1.66 0.43 0.53
itf 0.02 0.76 0.70 0.32 0.18 1.22 0.61 0.42 0.26 1.51 0.43 0.55 0.32 1.65 0.43 0.53
idf 0.24 1.14 0.54 0.45 0.37 1.22 0.43 0.58 0.36 1.59 0.40 0.58 0.32 1.99 0.39 0.57

tfidf 0.29 0.91 0.51 0.49 0.27 1.33 0.53 0.48 0.39 1.45 0.37 0.64 0.35 1.82 0.38 0.61
la2 binary 0.01 0.82 0.70 0.32 0.16 1.28 0.59 0.42 0.10 1.86 0.63 0.38 0.12 2.17 0.58 0.41

tf 0.03 0.52 0.69 0.33 0.23 1.00 0.57 0.45 0.30 1.31 0.44 0.55 0.34 1.48 0.41 0.59
logtf 0.03 0.55 0.69 0.33 0.22 1.04 0.58 0.44 0.17 1.61 0.56 0.42 0.30 1.61 0.44 0.52
itf 0.02 0.57 0.70 0.33 0.19 1.11 0.59 0.43 0.14 1.68 0.59 0.40 0.21 1.83 0.50 0.49
idf 0.06 0.94 0.67 0.34 0.39 1.10 0.41 0.60 0.32 1.55 0.41 0.57 0.30 1.92 0.40 0.56

tfidf 0.36 0.50 0.48 0.50 0.42 1.00 0.36 0.64 0.32 1.52 0.45 0.52 0.36 1.73 0.40 0.60
fbis binary 0.38 0.97 0.58 0.44 0.51 1.37 0.41 0.54 0.33 2.59 0.47 0.45 0.32 2.94 0.46 0.40

tf 0.41 0.81 0.57 0.44 0.51 1.38 0.42 0.58 0.50 1.90 0.39 0.52 0.50 2.14 0.37 0.55
logtf 0.32 0.84 0.63 0.39 0.48 1.49 0.44 0.52 0.51 1.68 0.39 0.55 0.50 2.15 0.37 0.49
itf 0.37 0.86 0.58 0.43 0.47 1.51 0.43 0.52 0.48 1.71 0.38 0.53 0.49 2.14 0.38 0.52
idf 0.45 0.77 0.49 0.48 0.45 1.36 0.46 0.55 0.46 1.79 0.42 0.51 0.46 2.25 0.40 0.50

tfidf 0.41 0.86 0.56 0.44 0.53 1.29 0.40 0.55 0.50 1.81 0.41 0.55 0.51 1.91 0.38 0.53
#wins binary 2 1 0 0

tf 2 9 6 9
logtf 7 7 8 3
itf 2 6 7 6
idf 10 4 11 2

tfidf 17 13 8 20
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Fig. 1. The average results over the 10 datasets

To give a summary of performance, Figure 1 illustrates the average results
over all datasets for each measure. Apparently, tfidf gives the best results on all
the measures except CE. Recall that CE is an un-normalized measure, which
makes averaging questionable. This indicates that the incorporation of the dis-
criminating factor, idf , really makes a difference. It is confirmed again if we
compare the performance by idf and tf alone. One can see at 5K, 10K, 15K, idf
beats tf . It shows that at relatively moderate clustering granularity, the term
relevance for the whole document set is more important than that for each indi-
vidual document. However, as the number of clusters gets larger (e.g., 20K) and
each cluster gets smaller, the term frequency within each document matters.

4 Conclusions

Since the goal of bipartite partitioning is to minimize the edge cut, term weight-
ing schemes are essential for the final clustering performance. In this paper, we
provided an extensive comparison of six commonly used schemes. Our experi-
mental results show that tfidf generally yields better performance than other
term weighting schemes in terms of various external validation measures. Besides,
at moderate clustering granularity, idf is more important than tf . Because the
graph partitioning is always subject to the balance constraint, the vertex weight-
ing also plays an important role. For the future work, we plan to investigate the
impact of vertex weighting schemes. To capture the full semantics that cannot
be represented with single words, another direction is to augment the raw vocab-
ulary with word-sets based on frequent itemsets [18,19] or hypercliques [20,21].
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Abstract. Cross language text categorization is the task of exploiting
labelled documents in a source language (e.g. English) to classify doc-
uments in a target language (e.g. Chinese). In this paper, we focus on
investigating the use of a bilingual lexicon for cross language text catego-
rization. To this end, we propose a novel refinement framework for cross
language text categorization. The framework consists of two stages. In
the first stage, a cross language model transfer is proposed to generate
initial labels of documents in target language. In the second stage, expec-
tation maximization algorithm based on naive Bayes model is introduced
to yield resulting labels of documents. Preliminary experimental results
on collected corpora show that the proposed framework is effective.

1 Introduction

Due to the popularity of the Internet, an ever-increasing number of documents in
languages other than English are available in the Internet, thus creating the need
of automatic organization of these multilingual documents. In addition, with
the globalization of business environments, for many international companies
and organizations, huge volume of documents in different languages need to be
archived into common categories. On the other hand, in order to build a reliable
model for automated text categorization, we typically need a large amount of
manually labelled documents, which cost much human labor. Consequently, in
multilingual scenario, how to employ the existing labelled documents written in
a source language (e.g. English) to classify the unlabelled documents other than
the language has become an important task, as it can be leveraged to alleviate
cost of labelling. We refer to the mentioned-above task as cross language text
categorization (CLTC).

Cross language information retrieval is highly related to CLTC. Also, the use
of bilingual lexicon has been extensively studied in cross language information
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retrieval [1,2,3]. However, to our knowledge, there is little research on the di-
rection for CLTC. This paper will focus on investigating the use of a bilingual
lexicon. Accordingly, we propose a novel refinement framework for CLTC.

The basic idea is that we assume that initial and inaccurate labels from the
transferred model can be refined in the original documents into better result-
ing labels. Specifically, the framework consists of two stages. In the first stage,
a cross language model transfer is proposed to generate preliminary labels of
documents in target language. In the second stage, expectation maximization
algorithm (EM) [4] based on naive Bayes model is introduced to generate result-
ing labels of documents. Preliminary experimental results on collected corpora
show that in the case of sufficient test data, with a small number of training
documents, the proposed refinement framework can achieve better performance
than monolingual text categorization and with a large number of training doc-
uments, it can also obtain promising results close to that of monolingual text
categorization.

The remainder of this paper is organized as follows. Section 2 introduces related
work. Section 3 presents the refinement framework. Section 4 performs evaluation
over our proposed framework. Section 5 is conclusions and future work.

2 Related Work

Cross language text categorization is divided into two cases, which are poly-
lingual training and cross-lingual training [5]. The term poly-lingual training
indicates the case that enough training documents available for every language.
However, such scenarios are not particularly interesting as they can be handled
with separate monolingual solutions. The term cross-lingual training indicates
that another case that enough training documents available for a language but
no training documents for other languages. Currently, researchers focus their
effort on the latter case. In this paper, we also focus on this case.

Typically, some external lexical resources are used for CLTC. Li and Shawe-
Taylor [6] applied kernel canonical correlation analysis (KCCA) and latent se-
mantic analysis (LSA) to parallel corpora and induced the semantic space for
CLTC. Olsson et al. [7] used the probabilistic bilingual lexicon induced by parallel
corpora to ensure that test data is translated into the language of training data.
However, a good semantic space or accurate translation probabilities depend
on the amount of parallel corpora. Unfortunately, large-scale parallel corpora
are not easily obtained. To alleviate the difficulty, Gliozzo and Strapparava [8]
exploit comparable corpora to induce a semantic space by LSA. Nevertheless,
this method is applicable only for language pairs, which have common words for
the same concepts. Furthermore, Fortuna and Shawe-Taylor [9] applied machine
translation system to generate pseudo domain-specific parallel corpus. Rigutini
et al. [10] used a machine translation system to bridge the gap between dif-
ferent languages. However, there are not machine translation systems for many
language pairs and there is still wide gap of statistical characteristics between
translated documents and original documents.
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Compared with the above lexical resources, bilingual lexicon is a kind of cheap
resource, which is readily available. However, there is little research on the use
of a bilingual lexicon alone for CLTC. In this paper, we wish to concentrate on
the direction.

3 Refinement Framework

Figure 1 shows the overall architecture of our refinement framework. L1 denotes
the source language (i.e. the language in which documents are manually labelled);
L2 denotes the target language (i.e. the language in which documents are to be
classified according to the categories from language L1). The framework consists
of two stages. The preliminary labels are generated in the first stage and a
refinement with the preliminary labels is performed in the second stage. In the
following two sections, we shall explain the two stages in details.

Fig. 1. Refinement framework for cross language text categorization

3.1 The First Stage

In this stage, preliminary labels about documents in L2 are generated. Accord-
ingly, a learning model about L2 needs to be generated for label assignment of
the documents in L2. However, a learning model about L2 can not be derived
directly. As a result, we propose an approach which transfers the trained model
in L1 into the new model in L2 via a bilingual lexicon. This approach is called
as cross language model transfer (CLMT). In this paper, we choose to in-
vestigate the transfer of the naive Bayes model from L1 to L2, since naive Bayes
model is efficient and effective for multi-class case. The details of naive Bayes
model can be referred to [11]. For naive Bayes model in language L2, we need
estimate two parameters, P (wf |c) and P (c), where P (wf |c) denotes the proba-
bility that word wf in L2 occurs, given class c and P (c) denotes the probability
that class c occurs in language L2.
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In cross language information retrieval, a unigram language model in one
language is combined with a probabilistic bilingual lexicon to yield a unigram
language model in another language. Our approach is inspired by this well-known
technique. We extend this by using a class-conditional bilingual lexicon. It can
be formalized as follows:

P (wf |c) =
∑

we∈VL1

P (we|c)P (wf |we, c) (1)

where VL1 denotes the vocabulary in L1; P (we|c) denotes the probability that
word we in L1 occurs given class c; and P (wf |we, c) denotes the probability that
word we is translated into word wf given class c.

P (we|c) is derived from the parameter estimation of model about L1. There
are two solutions for P (wf |we, c). First, a naive and direct method is that we
simply assume for each class c, a word we is translated into wf with the same
probability, which is a uniform distribution on a word’s translations. If a word
we has n translations in our bilingual lexicon L, each of them will be assigned
equal probability, i.e. P (wf |we, c) = 1

n , where wf is a translation of we in L;
otherwise P (wf |we, c) = 0.

Second, we propose to apply EM algorithm to deduce the conditional trans-
lation probabilities given class c, via the bilingual lexicon L and the training
document collection at hand. This idea is inspired by the work of word trans-
lation disambiguation [12]. We can assume that given class c, each word we in
language L1 is independently generated by a finite mixture model according to
P (we|c) =

∑
wf

P (wf |c)P (we|wf , c).
Therefore we can use EM algorithm to estimate the parameters of the model.

Specifically, p(wf |we, c) is initialized through the first solution and then the
following two steps are iterated until p(wf |we, c) remains unchanged.

– E-step:

P (wf |we, c) =
P (wf |c)P (we|wf , c)∑

wf∈VL2 P (wf |c)P (we|wf , c)
(2)

– M-step:

P (we|wf , c) =
N(we, c)P (wf |we, c)∑

we∈VL1 N (we, c)P (wf |we, c)
(3)

P (wf |c) =

∑
we∈VL1 N(we, c)P (wf |we, c)∑

we∈VL1 N(we, c)
(4)

where N(we, c) denotes the times of co-occurrence of we and c.
For P (c), there are two solutions, too. A simple solution is that we use es-

timation from the labelled documents in langauge L1, since we assume that
documents from different languages have the same class distribution. Another
solution is that we can assume that the class distribution for documents in L2

conforms to the uniform distribution, i.e. P (c) = 1
|C| . The true class priors for
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documents in language L2 may be different from those for documents in lan-
guage L1. We do not simply estimate P (c) in language L2 from the documents
in language L1. That is, we have no idea of any information about the class
distribution for documents in language L2. According to principle of maximum
entropy, we can assume that the class distribution for documents in L2 conforms
to the uniform distribution.

3.2 The Second Stage

In this stage, preliminary labels of documents in language L2 from the first stage
are used as input and an EM algorithm is introduced to obtain the final labels
of document in language L2. The iterations of EM are a hill-climbing algorithm
in parameter space that locally maximizes the entire log likelihood of documents
in the collection. In this paper, we use naive Bayes model for the EM, similar
to [11]. The algorithm we use is an unsupervised clustering whereas [11] is a
semi-supervised learning. The basic idea is that EM is initialized to onto a right
hill and then hill-climb the top. Specifically, P (c|d) is initialized based on the
preliminary labels of documents in language L2 and then the following two steps
are iterated until P (c|d) stays unchanged, where d denotes a document.

– E-step:

P (c|d) =
P (c)P (d|c)∑
c P (c)P (d|c) (5)

– M-step:

P (wf |c) =
1 +

∑
d N(wf , d)P (c|d)

|VL2 | +
∑

c

∑
d N(wf , d)P (c|d)

(6)

P (c) =
1 +

∑
d P (c|d)

|C| + |D| (7)

where the calculation of P (d|c) is referred to [11]. The resulting labels of docu-
ments in language L2 are assigned according to the following equation:

c = argmax
c

P (c|d) (8)

Notice that in this stage only original documents in language L2 are involved.

4 Evaluation

4.1 Setting

We chose English and Chinese as our experimental languages, for we can easily
setup our experiments and they are quite different languages. Standard evalu-
ation benchmark is not available and thus we developed a test data from the
Internet, containing Chinese Web pages and English Web pages. We applied
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Table 1. Source of Chinese Web pages

Chinese Web sites Number of Web pages

people.com.cn 464
sina.com.cn 4814
tom.com 94

xinhuanet.com 408
chinanews.com.cn 41

jfdaily.com 32
voanews.com 18

takungpao.com 140

Total 6011

Table 2. Source of English Web pages

English Web sites Number of Web pages

abcnews.go.com 232
allafrica.com 110

english.people.com.cn 416
football.guardian.co.uk 191
gradschool.about.com 19

news.bbc.co.uk 794
news.xinhuanet.com 142

soccernet.espn.go.com 237
yahoo.com 963

cbc.ca 81
cnn.com 335
nba.com 353

news.gov.hk 56
nytimes.com 740

soccerway.com 164
sportnetwork.net 246

uefa.com 290
voanews.com 93

Total 5462

RSS reader1 to acquire the links to the needed content and then downloaded the
Web pages. Although category information of the content can be obtained by
RSS reader, we still used three Chinese-English bilingual speakers to organize
these Web pages into the predefined categories. The data consists of news dur-
ing December 2005. There are total 5462 English Web pages which are from 18
news Web sites and 6011 Chinese Web pages which are from 8 news Web sites.
The details of the sources of Web pages are shown in Table 1 and Table 2. Data
distribution over categories is shown in Table 3.

Some preprocessing steps are applied to those Web pages. First we extract the
pure texts of all Web pages, excluding anchor texts which introduce much noise.
Then for Chinese corpus, all Chinese characters with BIG5 encoding first were

1 http://www.rssreader.com/
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Table 3. Distribution of documents over categories

Categories English Chinese

Sports 1797 2375
Business 951 1212
Science 843 1157
Education 546 692
Entertainment 1325 575

Total 5462 6011
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Fig. 2. Performance comparison of our refinement framework with different parame-
ter estimations. The entire test data is used. Each point represents the mean perfor-
mance for 10 arbitrary runs. The error bars show standard deviations for the estimated
performance.

converted into ones with GB2312 encoding, applied a Chinese segmenter tool2

by Zhibiao Wu from linguistic data consortium (LDC) to our Chinese corpus
and removed words with one character and less than 4 occurrences; for English
corpus, we used a stop list from SMART system [13] to eliminate common words.
Finally, We randomly split both the English and Chinese documents into 2 sets,
25% for training and 75% for test.

2 http://projects.ldc.upenn.edu/Chinese/LDC ch.htm
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Fig. 3. Performance comparisons of different methods. The entire test data is used.
Each value represents the mean performance for 10 arbitrary runs.

We compiled a general-purpose English-Chinese lexicon, which contains
276,889 translation pairs, including 53,111 English entries and 38,517 Chinese
entries. Actually we used a subset of the lexicon including 20,754 English entries
and 13,471 Chinese entries , which occur in our corpus.

4.2 Evaluation Measures

The performance of the proposed methods was evaluated in terms of conven-
tional precision, recall and F1-measures. Furthermore, there are two conven-
tional methods to evaluate overall performance averaged across categories,
namely micro-averaging and macro-averaging [14]. Micro-averaging gives equal
weight to each document while macro-averaging assigns equal weight to each
category. In this paper, it is a multi-class case. Micro F1 and Macro F1 are short
for micro-averaging F1 and macro-averaging F1.

4.3 Results

In our experiments, all results are averaged over 10 arbitrary runs. For the
proposed CLMT approach for initial labels of documents in language L2, four
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Fig. 4. Performance comparisons of CLMT-EM1 and R-EM1 varying the size of test
data. The entire training data is used. Each value represents the mean performance for
10 arbitrary runs.

variants are naturally yielded as different parameter estimations may be used.
As a result, we first investigate the impact on resulting performance, through
varying different parameter estimations of CLMT. For ease of description, we
call them as R-D1, R-D2, R-EM1 and R-EM2, where R indicates refinement
framework, D indicates the first solution to estimate P (wf |we, c), EM indicates
the second solution to estimate P (wf |we, c), digit 1 denotes the first solution to
estimate P (c) in language L2, and digit 2 denotes the second solution to esti-
mate P (c) in language L2. Their results on collected corpora are shown in Fig. 2.
We can notice that R-EM1 and R-EM2 consistently work better than R-D1 and
R-D2 over experiments trained on English documents and tested on Chinese
documents or trained on Chinese documents and tested on English documents.
In addition, R-EM1 performs slightly better than R-EM2.

For further evaluation of our framework, we compare our approach with the
following three baselines. In our experiments, we use Naive Bayes as our classifier
for fair comparison.

Mono (Monolingual text categorization). Training and testing are per-
formed on documents in the same language.
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CLMT-EM1. It is used to generate preliminary labels for R-EM1. It sets a
starting point of refinement for R-EM1, which is used as representative of our
methods, since it perform better than other methods.

MT (machine translation). We used Systran premium 5.0 to translate train-
ing data into the language of test data, since the machine translation system is
one of the best commercial machine translation systems. Then use the translated
data to learn a statistical model for classifying the test data.

The results are shown in Fig. 3. We notice that with fewer training docu-
ments, R-EM1 works best among all methods and with more training docu-
ments, R-EM1 achieves a performance close to monolingual text categorization.
In addition, we observe that MT obtains poor performance. This may be be-
cause statistical property of the translated documents is quite different from
that of the original documents, although human can understand the translated
documents produced by Systran premium 5.0.

To examine how the size of test data affects resulting performance, we compare
CLMT-EM1 with R-EM1, varying the size of test data. The results are shown in
Fig. 4. Experiments show that higher performance benefits from more test data.
Meanwhile, we can also notice that when applied on a small portion of English
test data set, EM based on naive Bayes model obtains results contrary to what
we expect. The EM does not improve the performance of initial labels. On the
contrary, it makes resulting performance worse than initial performance. It may
be because there are too many parameters to be estimated but few data do not
provide potential of accurate parameter estimation.

5 Conclusions and Future Work

This paper proposes a novel refinement framework for cross language text cate-
gorization. Our preliminary experiments on the collected data show that our re-
finement framework is effective for CLTC. This work has the following three main
contributions. First, we are apparently the first to investigate the use of a bilingual
lexicon alone for cross language text categorization. Second, a refinement frame-
work is proposed for the use of a bilingual lexicon on cross language text cate-
gorization. Third, a cross language model transfer approach is proposed for the
transfer of naive Bayes models from different languages via a bilingual lexicon and
an EM algorithm based on naive Bayes model is introduced for the refinement of
initial labels yielded by the proposed cross language model transfer method.

In the future, we shall improve our work from the following three directions.
First, our data set is limited and the predefined categories are coarse. we plan to
collect larger data collection with finer categories and test our proposed refine-
ment framework on it. Second, different monolingual text categorization algo-
rithms will be explored with the framework and accordingly new cross language
model transfer approaches need to be proposed. Third, the EM algorithm is eas-
ily trapped into local optima. Therefore, we plan to propose a new refinement
approach to avoid this case. Finally, people have recently tried to automatically
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collect bilingual corpora from web [15,16], and therefore we may benefit by using
the translation probabilities trained from the bilingual corpora.
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Abstract. Researches on asynchronous communication-oriented page searching 
aim at solving the new problems for search engine brought about by the 
adoption of asynchronous communication technology. At present, a full text 
search engine crawler mostly adopts the algorithm based on a hyperlink 
analysis. The crawler searches only the contents of the HTML page and ignores 
the codes in the script region. But it is through the script codes that 
asynchronous communication is realized. Since a great number of hyperlinks 
are hidden in the script region, it is necessary to improve the present search 
engine crawler to search the codes in the script region and extract the hyperlinks 
hidden in the script region. This paper proposes an approach, which, with the 
help of script code operation environment, takes advantage of the Windows 
message mechanism, and employs simulation clicking script function to extract 
hyperlinks. Meanwhile, in view of the problem that a feedback webpage is not 
integrated resulting from the asynchronous communication technology, this 
paper adopts a method that loads in the source page where hyperlinks locate and 
uses partial refreshing mechanism to save the refreshed page to solve the 
problem that information cannot be directly stored. 

Keywords: asynchronous communication, search engine, crawler. 

1   Introduction 

With the development of network communication technology, the traditional web 
application model of client/server and correlative N layer frame construction has 
increasingly restricted web application[1][2], which is mainly reflected in the 
following two aspects. Firstly, with the traditional web model, web application is 
done through synchronous communication. Thus, the client has to wait for the 
server’s response after sending each request, which affects the user’s efficiency and 
experience. Secondly, the traditional web model adopts a whole page refreshing 
mechanism, by which a lot of data of the server backs out leading to the increase of 
network delay and load and the waste of network communication resources. As a 
result, an asynchronous communication model represented by Ajax emerges[3] which 
has the following strengths[4]: First, asynchronous communication. When the user 
needs the data from the server, the Ajax engine will transfer synchronously, so the 
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user can continue the operation on the page with no need to wait for response from 
the server. And the Ajax will automatically refresh the page showing the result when 
there is response. Second, data is extracted as required. Since it is a synchronous 
request from the Ajax, the rest of the template file, the navigation list and the page 
layout has been sent to the browser with the initial page before the relative data is 
sent, which reduces redundant requests, lessens the burden on the server and cuts 
down the gross data downloading. Third, partial refreshing. It only refreshes the 
necessary part, which enhances user experience. Finally, it increases client function 
and alleviates the burden on the server.  

The adoption of asynchronous communication has promoted the development of 
web application, which greatly challenges the traditional search engine. Firstly, with 
the adoption of asynchronous communication the majority of labels will lose the 
HREF property, and the traditional directly extracting HREF property WebPages 
crawl technology based on hyperlink analysis will lose its effect. Secondly, it is very 
difficult and of great importance to extract integrated and accurate URL and to assure 
ordinal and non-repeating visits, because within the website adopting the 
asynchronous communication technology, it is impossible to get all URL lists when 
visiting the WebPages, the URL is extracted while the function is being sent. Thirdly, 
as asynchronous communication technology employs partial refreshing, the 
mechanism by which the traditional search engine uses URL as the primary key and 
stores the server response content in database is not advisable. Based on this, research 
on asynchronous communication-oriented page searching has become a new field. 

At present, a lot of researches have been done on page search engine both at home 
and abroad. For example, Michael Kohlhase[5] has presented a search engine for 
mathematical formulae. W. John Wilburwe[6] describes the methodology he has 
developed to perform spelling correction for the PubMed search engine.Chen 
Hanshen[7] discusses a new intelligentized and personalized search engine based on 
server port and client port. Tan Yihong[8] has put forward a method of query 
expansion based on the association rules-based databases. But none of the above 
mentioned researches aim at page searching of asynchronous communication website. 
Up till now, there are no papers on asynchronous communication-oriented page 
searching. Therefore, the asynchronous communication-oriented page searching 
approach presented in this paper may serve as an introduction so that other researches 
may come up with valuable opinions. 

2   The Structure of the Asynchronous Communication-Oriented 
Page Crawler System 

There are not many obvious HRFE on the WebPages adopting asynchronous 
communication technology, for great quantities of URL are hidden in the district of 
Script code. Therefore, for the WebPages adopting asynchronous communication 
technology, it is not only necessary to have the traditional page URLextraction, but 
more necessary to have the WebPages additionally processed to enable the crawler to 
collect the great number of URL hyperlinks hidden in JavaScript code. Furthermore, 
because of the adoption of partial refreshing technology, feedback information of the 
remote server corresponding to the URL hyperlink hidden in the script code is not an 
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integrated HTML WebPages, which cannot store any data unless processed. Thus, 
compared with the traditional WebPages crawler, the asynchronous communication-
oriented WebPages crawler needs additional processing in terms of URL list 
extraction and WebPages storage. In accordance with the characteristics of 
asynchronous communication technology, this paper has improved the workflow of 
the traditional crawler. The main workflow is as follows: 

(1) To use page classifier to distinguish the current page. In accordance with the 
characteristics of the current page, a classifier model is used to get the classification 
result, which distinguishes an asynchronous communication technology WebPages 
from a common WebPages. Reprocessing is only aimed at the WebPages, which 
has adopted asynchronous communication technology so as to enhance work 
efficiency of the search engine crawler. 

(2) For the WebPages adopting asynchronous communication technology, the URL 
hyperlinks hidden in the district of script codes are extracted and added in the 
waiting queue for visits. Meanwhile, URL hyperlinks and the WebPages URL 
under processing are recorded.  

(3) When the current URL hyperlink visited by the crawler is logged in, it suggests that 
the URL is extracted from a WebPages adopting asynchronous communication 
technology. It is necessary to process correspondingly the storage of the WebPages 
adopting asynchronous communication technology in order to rightly store the 
multi-kind, multi-format feedback information from the server. 

3   Crawler Hyperlink Extractions and Processing Technology 

The common crawler spider can only visit the main code of the page that is the 
contents of HTML, so it is not able to effectively extract URL hyperlinks of the 
WebPages adopting asynchronous communication technology. In order to enable  
the spider to have access to the contents of the script codes, it is necessary to provide 
the crawler with an environment that may guarantee the function of the script codes. 
In addition, the crawler should be able to produce corresponding mouse or keyboard 
events so that it can guarantee JavaScript events. The concrete workflow is as follows.  

Step1: To give the WebPages under processing a unique number for registration. 
Step2: To analyze the page property, compare page character string according to the 

characteristics of JavaScript language and the name list of JavaScript events, 
extract the function list of the JavaScript events and add the event function to 
the event queue.  

Step3: To provide JavaScript with an operation environment to guarantee the well run 
of JavaScript events and the sending of the page to the operation environment, 
and to produce the corresponding mouse or keyboard events in proper order in 
accordance with the prior extraction event list. 

Step4: To monitor the port in the local area, intercept the request if it is sent from the 
port, analyze the request message according to Http request message format; 
extract URL, and record URL and the contents of the message. 

Step5: To output URL hyperlinks and add URL to the request queue.  
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According to the above extracting flow, this paper divides the whole hyperlink 
extracting and processing system into the page analyzer, the event producer, the URL 
interceptor and the HTTP message analyzer. The page analyzer takes charge of reading 
the page, using JavaScript event list to analyze page characteristics, extracting JavaScript 
event function list and adding it to 
the event list. The event producer is 
responsible for reading the event list 
and producing mouse or keyboard 
events in accordance with event type. 
The URL interceptor is in charge of 
monitoring the port and intercepting 
requests before sending them to the 
HTTP message analyzer. The HTTP 
message analyzer is in charge of the 
analysis of the message, the 
extraction of URL, the registration of 
the message contents and so on. The 
crawler’s workflow of hyperlink 
extraction and subsystem processing 
is shown in Figure 1. 

4   Crawler Page Storage Technologies 

The feedback information from the server of a WebPages adopting asynchronous 
communication technology varies. It’s not an integrated page, possibly a part of the page 
or only an XML file, or even several JavaScript functions. But the search engine indexer 
requires an integrated page. Therefore, the feedback information must be reprocessed, as 
the crawler cannot directly store it. Asynchronous communication technology usually 
adopts callback function making the page refreshed. So the page must be sent to the 
browser once more, and the feedback data from the server is transmitted so that the 
callback function could be called and the page refreshed. And then the refreshed page is 
saved as a page storage cell. The whole page storage flow is as follows: 

Step1: To read URL queue and judge whether the URL is extracted from a WebPages 
adopting asynchronous communication technology, if yes, extract the host 
computer information from URL and request a link to the host computer. If it 
is successfully linked, then take the next step; if no, extract the next URL.  

Step2: Load in URL and request data from the host computer when the link with the host 
computer is successful. Delay storing the feedback data flow from the server. 

Step3: Refer to the characteristics of HTML page integrity before judge whether the 
feedback page from the server is integrated or not, if yes, save the page 
directly; if no, take the next step. 

Step4: Look up in the registration list the source page URL corresponding to the 
current URL. 

Step5: Use the homepage URL to request the source page contents from the server. 
Step6: Load in both the source page and the delay-stored data to the operation 

environment, call the callback function, and realize partial refreshing of the 
source page. Export the integrated page and save in the WebPages database.  
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Fig.1. The crawler’s workflow of hyperlink 
extraction and subsystem processing
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5   An Evaluation of the Asynchronous Communication-Oriented 
Crawler 

In order to offer a clear explanation and better contrast, this paper uses the Ajax 
demonstrative page as a reference to make a simple contrast between the searching 
effects of the asynchronous communication-oriented crawler and the common full 
Text search engine crawler, see Table1 for the URL addresses collected by the 
 

Table 1. A list of hyperlinks 

(http://openrico.org/rico/demos.page?demo=rico_ajax_inner_HTML) 
Id URLstring  A B 
1 home.page   
2 demos.page   
3 downloads.page   
4 http://Weblog.openrico.org   
5 http://forum.openrico.org   
6 http://tracking.openrico.org:9004/rico   
7 docs.page   
8 demos.page?demo=rico_ajax_inner_HTML   
9 demos.page?demo=rico_ajax_complex   
10 demos.page?demo=rico_drag_and_drop_simple   
11 demos.page?demo=rico_drag_and_drop_custom_draggable   
12 demos.page?demo=rico_drag_and_drop_custom_dropzone   
13 demos.page?demo=rico_effect_position   
14 demos.page?demo=rico_effect_size   
15 demos.page?demo=rico_effect_size_and_position   
16 demos.page?demo=rico_effect_fade_to   
17 demos.page?demo=rico_effect_round   
18 demos.page?demo=rico_color   
19 demos.page?demo=rico_corner   
20 demos.page?demo=rico_accordion   
21 demos.page?demo=rico_weather   
22 livegrid.page   
23 yahoo_search   
24 ajax_person_info?firstName=Debbie&lastName=Holloman&_=%0D%0A   
25 ajax_person_info?firstName=Pat&lastName=Barnes&_=%0D%0A   
26 ajax_person_info?firstName=Joan&lastName=Dampier&_=%0D%0A   
27 ajax_person_info?firstName=Randy&lastName=Alvarez&_=%0D%0A   
28 ajax_person_info?firstName=William&lastName=Neil&_=%0D%0A   
29 ajax_person_info?firstName=Kimber&lastName=Hardoway&_=%0D%0A   
30 ajax_person_info?firstName=Leslie&lastName=Story&_=%0D%0A   
31 ajax_person_info?firstName=Charlie&lastName=Lott&_=%0D%0A   
32 ajax_person_info?firstName=Sabrina&lastName=Patton&_=%0D%0A   
33 ajax_person_info?firstName=Juan&lastName=Lopez&_=%0D%0A   

Note: (1) Host computer is http://openrico.org/rico; (2) A means URL addresses collected by 
the common full text search engine crawler; (3) B means URL addresses collected by the 
asynchronous communication-oriented crawler. 
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common full text search engine crawler or by the asynchronous communication-
oriented crawler based on hyperlink analysis. 

By contrasting Column A with Column B in Table 1, we can see the items after 
number 24 in Column B disappear in Column A, it is obvious that the asynchronous 
communication-oriented mechanism crawler designed and realized in this paper is 
superior to the traditional full text search engine crawler. 

6   Conclusions 

This paper has structured a hyperlink extraction and analysis system for the 
WebPages adopting the asynchronous communication technology. With the aid of 
script operation environment and windows message response, the hyperlinks hidden 
in the script code of the WebPages are effectively extracted. In view of the problem 
that the feedback information from the server is no longer an integrated page that can 
be directly saved, a crawler page storage system is structured. As is shown by the 
experiment, the asynchronous communication-oriented page searching technology 
proposed in this paper is effective. Nevertheless, the asynchronous communication-
oriented page searching technology is a very complicated process, I would like to do 
further research on such problems as how to exploit lightweight JavaScript operation 
environment and how to optimize saving the WebPages adopting the asynchronous 
communication technology. 
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Abstract.  Fuzzy Kernel C-Means (FKCM) algorithm can improve accuracy 
significantly compared with classical Fuzzy C-Means algorithms for nonlinear 
separability, high dimension and clusters with overlaps in input space. Despite of 
these advantages, several features are subjected to the applications in real world 
such as local optimal, outliers, the c parameter must be assigned in advance and 
slow convergence speed. To overcome these disadvantages, Semi-Supervised 
learning and validity index are employed. Semi-Supervised learning uses limited 
labeled data to assistant a bulk of unlabeled data. It makes the FKCM avoid 
drawbacks proposed. The number of cluster will great affect clustering 
performance. It isn’t possible to assume the optimal number of clusters especially 
to large text corps. Validity function makes it possible to determine the suitable 
number of cluster in clustering process. Sparse format，scatter and gathering 
strategy save considerable store space and computation time. Experimental 
results on the Reuters-21578 benchmark dataset demonstrate that the algorithm 
proposed is more flexibility and accuracy than the state-of-art FKCM.  

Keyword: Text clustering, Semi-supervised Learning, Fuzzy Kernel C-Means, 
Kernel Validity Index. 

1   Introduction 

Fuzzy Kernel C-Means (FKCM) algorithm [2] extends kernel methods to Fuzzy 
C-Means algorithm which is introduced by Bezdek [1]. FKCM algorithm achieves 
better performance than classical FCM for nonlinearly separable data and clusters with 
overlaps. FCM algorithm often minimizes the sum of square of Euclidean distance 
between samples and centroids. The assumption behind this measure is the belief that 
the data space consist of isolated elliptical regions. However, such an assumption is not 
always held on real world applications. Mapping the data to higher dimension space 
satisfies the requirement of the optimization measure.  

Though FKCM algorithms have excellent performance in many applications, it 
suffer from several drawbacks: The c parameter specified in advance and fuzzier m, 
significant computation time and memory space for  introducing kernel function, local 
optimal and bad convergence speed, These drawbacks restrict application in real world 
especially for large scale document clustering.  
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2   Adaptive Semi-supervised Fuzzy Kernel C-Means Algorithm 

The major challenges in using FKCM algorithm on text clustering lie not in performing 
the clustering itself, but rather in choosing the number of clusters and tacking with the 
high dimensional, sparse document vectors. Worse, kernel functions always consume 
significant computation time and store space especially for large text collection. More 
unfortunately, extremely sparse feature vectors and the large difference size of clusters 
make some vectors be merged into the larger clusters. All these drawbacks are subject 
to generalize in practical applications.  

2.1   Kernelised Validity Index 

It’s often unfeasible to predefine the number of clusters in advance for large, 
high-dimensional text data. With an exponential increase in the complexity and volume 
of data, it is blind to assign labels to document without knowing any information about 
categories. Many researches have been conducted. Validity indexes find the optimal 
c cluster that can measure the description of the data structure. It is tradeoff of the 
compactness and separation [4, 5, 6].  

In order to save computation cost, Gauss kernel is extended to the validity index 
introduced by Bensaid [6]. Then the validity index function can be rewritten as 

∑
∑

∑

=

=

=

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−

−
=

c

i
c

i
jij

ji

n

j
ij

KBszid

vvKn

xvKu

cVUV
1

1

1

)),(1(

)),(1(

);,(          where, ∑
=

=
n

j
ijj un

1
 

Let )),(1(
1

ji

n

j
ij xvKu −∑

=
be compactness and be separation ∑

=
−

c

i
jij vvKn

1
)),(1(  

It’s readily shown that the following advantages are true. First, it is able to observing 
the same size of clusters but distinct partitions. Second, by measuring the average 
compactness sum of each cluster, it’s not sensitive to the size of cluster.  

2.2   Sparse Format and Scatter-and-Gathering 

Each document vector generally has small percentage of nonzero elements. Therefore, 
storing the data set in sparse format may not only reduce the computational time but 
also reduce considerable space to store it.   

Inherent drawbacks of the kernel do lie in dot production computations consume 
significant time and kernel function need to marked memory space. To alleviate the 
expensive kernel computational and store cost, we introduce Scatter-and-Gathering 
strategy to further enhance performance [9].  

The Scatter-and-Gathering strategy is an efficient way of computing vector dot 
production for sparse vectors. The main idea is to first scatter the sparse vector into a 
full length vector, then looping through the nonzero element of sparse matrix to 
evaluate the vector product. The strategy can explore the pipeline effect of the CPU to 
reduce the number of CPU cycles and lead to significant computing saving. Therefore, 
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the strategy releases the expensive burden for kernel and makes it suitable for 
large-scale text data.  

2.3   Semi-supervised Learning 

Text feature vectors are always very high dimensional and extremely sparse, leading to 
the clusters with rarely data merging into large cluster. So, the performance of 
clustering suffers from great impact. The key advantage of incorporating prior 
knowledge into clustering algorithm lies in their ability to enforcing the correlations of 
feature vectors and enhancing the speed of convergence.  
  Semi-Supervised clustering falls into two general approaches that we call 
Constraint-based and Distance-based methods [8, 10].  
  We introduce the Semi-Supervised Learning into FKCM algorithm. Then, We briefly 
discusses the problem.  
  Let labeled vector B=[ jb ], nj ,,2,1 …=   
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In the help of labeled vectors, the better the degree of membership F is obtained  
F= ][ ijf njci ≤≤≤≤ 1,1  

For simultaneously obtaining the minimum of distance from clustering data to 
clustering center and the degree of prior membership, we rewrite  
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Here, α  is coefficient that adjusts the proportion of unsupervised clustering and 
semi-supervised clustering. The larger α  is, the more important of labeled data are. 
The α  is proportional to labeled data. Due to labeled data are far smaller than unlabeled 

data, we calculate α with the equation
M

n
a =  , where n  and M represents the total 

number of objects and the number labeled data respectively.  
Minimizing the objective function, we introduce the Lagrange multiplier λ  .  
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Setting the partial derivative of the Lagrange λ and variable respectively of equation (3) 

to zero stu  yield   
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From validity of clustering, we take the optimal value in interval [1.5, 2.5] [4]. Bezdek 
[1, 6] considered 2=m  is the optimal value. So we take 2=m , then we have  
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AS
2
FKCM algorithm 

Step1: Initial centroids using labeled data ),2,1()0( civi …= and termination value   
ε =0.01  

Step2: Compute and update the degree of membership )(t
iju  using equation (5)   

Step3: Compute and update kernel ),( ji xvK using 
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<+1 , then 1+= cc , go to step 2; otherwise, Validity index get the 

optimal the number of cluster, 1−= cc  stop.  

3   Experiments  

3.1   Dataset 

Experiments were carried out on the popular dataset which was evaluated perfor- 
ance of text clustering algorithms.  

Table 1. The number of labeled and unlabeled documents in five categories 

  corn grain wheat sugar ship  

Labeled      10  10  10  1  1  

Unlabeled  90  90  90   9  9  
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Reuters-21578: We constructed the subset of Reuter-21578 by sampling 320 
documents from the original dataset. Features were extracted by removing stopwords 
by stoplist, performing stemming. The 1 percentage documents of each category have 
been not removed topics. The subset embodies the feature characteristics of a typical 
text collection, which are high dimensional, sparse, some significantly overlapping and 
skewed. The briefly describes as follows. 

3.2   Results 

The results on Reuter-21578 are shown in Figure 1. From the results, we see that the 
three algorithms perform well regarding balanced dataset with high overlapping. 
ASSFKCM obtains a small amount of improvement than FKCM for balanced dataset. 
FKCM gain better results indicate that the boundaries of text clusters are in possession 
of nonlinear relations. But the FCM and FKCM have no ability to tackle with small 
datasets overlapped with large dataset. Small datasets always be merged big cluster. 
Incorporating limited labeled data can marked improve in term of skewed dataset.  

A few things need to be noted regarding the run time and the store space in Figure2. 
Generally, document vectors are all high-dimensional, extremely sparse. Storing the 
vector in sparse format, we save marked store space. We need not load big matrix into 
memory time after time. It is important to note that kernel computation and storing 
consume exponent power in term of the number of objects. Figure 2 indicates that 
sparse format and scatter-and –gathering strategy achieve sharp decrease.  

4   Conclusion 

FKCM algorithms which are based on minimizing the objective function have two 
drawbacks. The first one is sensitivity of algorithms to the initialization of the 
parameter c . The second is that local optimal and slow convergence speed for skewed 
clusters. In this paper, we first have introduced a kernelised validity index measures the 
fitness of clustering algorithms. The objective is to find optimal c clusters that can 
ensure the best description of the data structures. Then, semi-supervised learning has 

Fig 1. The performances of three 
algorithms on Reuters-21578 

Fig 2. Comparison of store space and run 
time for three algorithms on the benchmark 
dataset 
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been explored to enhance the convergence and performance of clustering algorithms. 
Labeled data efficiently strengthen the correlations of unlabeled data and centroids. 
Last but least, avoiding the issue of high dimensionality, extremely sparse, we have 
introduced spare format and scatter-and-gathering strategy. In the end, the experiments 
on the popular benchmark datasets indicate that the algorithm proposed has high ability 
to automatic tackling with skewed and pronounced overlapping data clustering.   
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Abstract. In this paper we present an improved method for hierarchical 
clustering of Gaussian mixture components derived from Hierarchical Gaussian 
Mixture Expectation Maximization (HGMEM) algorithm. As HGMEM 
performs, it is efficient in reducing a large mixture of Gaussians into a smaller 
mixture while still preserving the component structure of the original mode. 
Compared with HGMEM algorithm, it takes covariance into account in 
Expectation-Step without affecting the Maximization-Step, avoiding excessive 
expansion of some components, and we simply call it Cov-HGMEM. Image 
retrieval experiments indicate that our proposed algorithm outperforms 
previously suggested method. 

1   Introduction 

Content-Based Image Retrieval (CBIR), searching large image repositories according to 
their content, has emerged as an important area in computer vision and multimedia. A 
proper image representation and an appropriate distance measure between images are 
the main issues for an image retrieval framework. We model an image as a set of 
coherent regions. Each homogeneous region in the image plane is represented by a 
Gaussian distribution, and the set of all the regions in the image is represented by a 
Gaussian mixture model (GMM). It is exhaustive to traverse in a large database. 
Hierarchically searching could be a promising solution. All Gaussian mixture 
components that belong to the same class were clustered into a simpler GMM. Then, 
evidently, it makes work easy to navigating from coarse classes to fine images. 
HGMEM proposed by N.Vasconcelos in [1,2], is an efficient algorithm in reducing a 
large mixture of Gaussians into a smaller mixture while still preserving the component 
structure of the original mode, which is achieved by clustering the components. Without 
taking the differences of covariance between components into consideration, it usually 
excessively expands those components have big covariance, leading to a final GMM 
which doesn’t reflect the real semantics of the class. Semantic multinomial (SMN) was 
adopted in [3] to denote the similarity between query image and image classes, which 
not only result in too complex computation, but also enlarge the time complexity. 

In this paper, we propose an improved hierarchical clustering algorithm-Cov-
HGMEM. Image retrieval experiments show that our proposed algorithm not only 
inherit the exceptional computational complexity of HGMEM, but also improves 
retrieval efficiency and proficiency.  
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2   Basic Hierarchical Image Retrieval Framework 

2.1   Image Modeling 

An image is represented as a GMM in feature space. Here, we only take color into 
consideration. It should be noted that the representation model can be extended to any 
feature space. We choose to work in ( , , )L u v  color space [10]. Besides, including the 

spatial information enabling a localized representation [6], we append the ( , )x y position 

of pixel to the feature vector. Therefore, each pixel is represented by a 5-dimensional 
feature vector ( , , , , )L u v x y . Expectation-Maximization (EM) [8] algorithm is adopted to 

determine the parameters. The number of Gaussian mixtures could be selected by the 
Minimum Description Length (MDL) principle [7], we simply choose 8 [9] in this paper. 
Figure 1 shows an example of learning a GMM for a given image. Each Gaussian in the 
model is displayed as a localized colored ellipsoid. 

  

Fig.1. Sample image and its GMM components 

2.2   HGMEM Algorithm and Image Class Modeling 

Denote ( )1 1 1, ,l l l
i i iπ μ+ + +Σ  the a priori probability, mean vector and covariance of the 

thi  component at child level 1l + , ( ), ,l l l
j j jπ μ Σ  the thj  component at father level l . In 

image analysis, it corresponds to components of image and image class respectively. 
Assume the total number of virtual samples taken from child level l is Μ . HGMEM 
algorithm iterates between the following steps: 

Expectation-Step: Compute 
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where 1l
i iπ +Μ = Μ denotes the size of virtual samples from the thi  child component, 

and ( ), ,G stands for Gaussian mixture component. 
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(a) 

Fig.2. Image class “sunset” and the final models using different clustering algorithms ( 4k = ) 
(a) Samples from “sunset”, (b) Results given by HGMEM, (c) Results given by Cov-HGMEM 
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Fig 2(a) shows 12 images belong to class “sunset”, if we extract 8 Gaussian 
components from each image, there would be 96 in total, we cluster them into a 
GMM with only 4 components and show the result in Fig.2 (b). 

2.3   Similarity Function 

Consider a query mixture ( ) ( ) ( ), ,
1

,
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= ,Σ∑ , where C and iC represents the number of 

components of query image and database image respectively. ALA [4] is defined 
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The plausibility of the two assumptions that ALA has to satisfy [4] grows with 
dimension of the feature space. 
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3   Ameliorate HGMEM Algorithm -Cov-HGMEM 

Go to Equation (1) and consider the expression  
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condition can be met easily in high dimension spaces. Experiments show it is very 
small. So, taking the power of iΜ will lead to a catastrophic result, it is very 

inaccurate. But Expectation-Step holds only when iΜ  goes to infinite. 

Generally speaking, when iΜ small, component that has a big covariance 

influenced much. So, adding an affection factor relates to covariance may be a 

promising choice. Let’s return to deduction process in [1]. Adding a factor l
ja Σ  to 

equation [1](9), a  being a constant, we obtain 
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Substitute Equation (7) in post probability equation [1](9), Expectation-Step becomes 
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 (8) 

We needn’t modify Maximization-Step, and we briefly call Equation (8) and (2) Cov-
HGMEM iteration steps. 
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It obviously that modification on the expression of Expectation-Step will not 
influence Maximization-Step. 

Similar to HGMEM algorithm, we model image class as a simpler GMM using 
Cov-HGMEM algorithm. As shown in Fig. 2(c), Cov-HGMEM performs better than 
HGMEM algorithm. For, taking covariance into consideration, components with 
small covariance will not be absorbed into big ones. The final mixture model reflects 
the semantic of original class more accurately. 

4   Experimental Evaluation 

To evaluate the efficiency of our proposed Cov-HGMEM Algorithm in comparison to 
HGMEM, we conducted experiments with image sets selected from Corel database, 
including sunset, coast scenes, skiing , waterfall, elephant, horse, flowers, and so on. 

We start with image modeling and image class modeling as Gaussian mixture in 
feature space. And the essential step is to find the best matched class. We use 
probability of class match order (PCMO) to compare the efficiencies of two clustering 
algorithms. Assume class match order counter (CMOC) is an array with length 20. 
For each picture in the database, we obtain 20 ALA values by matching to each class. 
After arrangement, if the ith (i=1,…20) class is the object class, CMOC[ i ] increase by 
1. When the traverse finished, we obtain average PCMO by dividing CMOC with the 
number of images in database.  

Fig.3 compares HGMEM and Cov-HGMEM systematically. We plot the 
probability mass function in Fig.4 (a), as it shows, PMCO[1], the probability that the 
most similar class is the object class lifts from 37.00% to 57.45%! Due to overlap 
between image classes, the most similar class doesn’t necessarily correspond to the 
object class. Under that condition, we may search in the most similar classes. The 
probability that the object class contained in the most similar 4 classes lifts from 
72.55% to 86.25%. Fig.4 (b) shows PMCO[1] for each image class. And we found 
HGMEM performs better. With parameters a in Cov-HGMEM, we evaluate it 
experimentally. We found algorithm has best retrieval performance when 0.001a = ,. 

As mentioned above, we only adopt spatial and range information as feature, so 
retrieval performances is sensitive to color. ALA values would be very close if two 
classes have a similar Gaussian component. For example, as shown in Fig.1, sky in 
“steamboat and snow in “snow scenes” seems similar, and both prevail a big area 
respectively. 

 

  (a)                                                             (b) 

Fig.3. (a) Probability mass function of PMCO, (b) PMCO for each class 
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5   Conclusions 

In this paper, we propose a new and efficient hierarchical clustering algorithm-Cov-
HGMEM. Compared with HGMEM algorithm, Cov-HGMEM tries to prevent 
excessive expansion of those components which have a big covariance, preserving 
original component structure better. Image retrieval Experiments show that our 
proposed algorithm performs better than HGMEM. 
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Abstract. Automatic image annotation techniques are proposed for overcom-
ing the so-called semantic-gap between image low-level feature and high-level
concept in content-based image retrieval systems. Due to the limitations of tech-
niques, current state-of-the-art automatic image annotation models still produce
some irrelevant concepts to image semantics, which are an obstacle to getting
high-quality image retrieval. In this paper we focus on improving image anno-
tation to facilitate web image retrieval. The novelty of our work is to use both
WordNet and textual information in web documents to refine original coarse an-
notations produced by the classic Continuous Relevance Model (CRM). Each
keyword in annotations is associated with a certain weight, and larger the weight
is, more related to image semantics the corresponding concept is. The experi-
mental results show that the refined annotations improve image retrieval to some
extent, compared to the original coarse annotations.

1 Introduction

Currently web image retrieval systems usually fall into two main categories: text-based
and content-based. In text-based systems, images are first annotated with texts which are
produced by people manually, or extracted from image surroundings automatically, then
text retrieval techniques are used to performed image retrieval. However, annotating im-
age manually is tedious, time-consuming and subjective, while annotating images auto-
matically with surroundings often involves terms irrelevant to image semantics unavoid-
ably. Content-based image retrieval (CBIR) systems automatically index and images by
their low-level visual features. However, it is flawed in the following ways. Firstly, the
user query must be provided in the form of a draft of the desired image. Secondly, the
images with similar low-level features may have different contents [8]. Finally, there is
so-called semantic gap between image low-level features and high-level concepts.

Recently, many approaches have been proposed to automatically annotate images
with keywords [7,2,6]. Automatic image annotation is a promising methodology for
image retrieval. However it is still in its infancy and is not sophisticated enough to
extract perfect semantic concepts according to image low-level features, often produc-
ing noisy keywords irrelevant to image semantics. Noisy concepts may be an obstacle
to getting high-quality image retrieval. In this paper we propose a novel approach to
improve image retrieval, which utilizes coherence between coarse concepts and relat-
edness between concepts and web textual information to refine image annotations. The
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refinement is based on two basic assumptions. One assumption is that concepts con-
tained in an image should be semantically related to each other. Another assumption is
intuitive that the observation of some specific terms in web documents should increase
the belief of certain semantically similar concept. For example, if ‘tiger’ is included in
web documents, the annotated concept ‘tiger’ should be more credible than before the
observation. In this paper image is annotated as follows: first we use the classic anno-
tation model CRM [6] to associate an image with a set of keywords (coarse concepts);
then these coarse concepts are associated with weights which are calculated from co-
herence and relatedness using ontological lexicon WordNet [3]. The model proposed
by Jin et al. [5] also uses WordNet to improve image annotations, but there are two
important differences comparing to our work. First, Jin et al. only take into account co-
herence to remove noisy concepts, while we use extra text in web documents. Second,
Jin et al. focused on eliminating ‘noisy’ concepts, while we focus on applying these
weighted concepts to improving the ranking of image retrieval results.

The remainder of this paper is organized as follows. Section 2 briefly introduces
the classic image annotation model, CRM. Section 3 describes how to refine coarse
concepts produced by CRM in details, together with a brief introduction to an image
retrieval prototype. Section 4 presents experimental results and some discussions. The
last section concludes this paper plus some ideas for future work.

2 Continuous Relevance Model

Let V be the annotation vocabulary, T be the training set, J be an element of T . J is
partitioned into a set of fixed-size small regions rJ = {r1, . . . , rn}, along with corre-
sponding annotation wJ = {w1, . . . , wm} where wi ∈ V . The Continuous Relevance
Model [6] (CRM) assumes that generating J is based on three distinct probability dis-
tributions. First, the set of annotation words wJ is a result of |V | independent sam-
ples from underlying multinomial distribution PV (·|J). Second, each image region r
is a sample of a real-valued feature vector g using a kernel-based probability density
function PG(·|J). Finally, the rectangular region r is produced according to some un-
known distribution conditioned on g, so rJ are produced from a corresponding set of
vectors g1 . . . gn according to a process PR(ri|gi) which is independent of J . Now let
rA = {r1, . . . , rn} be the feature vectors of certain image A, which is not in the train-
ing set T . Similarly, let wB be some arbitrary subset of V (|wB| = m). Then we like to
model P (rA, wB), the joint probability of observing an image defined by rA together
with annotation words wB . The observation of {rA, wB} can be supposed to come from
the same process that generated one of the image J∗ in the training set T . Formally, the
probability of a joint observation {rA, wB} is:

P (rA, wB) =
∑

J∈T

PT (J) ·
m∏

b=1

PV (wb|J) ×
n∏

a=1

∫

Rk

PR(ra|ga)PG(ga|J)dga (1)

So given a new image we can split it into regions rA, compute feature vectors g1 . . . gn

for each region and then use formula 1 to determine what subset of vocabulary w∗ is
the most likely to co-occur with the set of feature vectors:
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w∗ = arg max
w∈V

P (rA, w)
P (rA)

(2)

Here we only give a brief introduction to CRM, and for details please refer to [6].

3 Refining Image Annotations

In previous section, we have described how to use CRM to assign an a coarse con-
cept sequence (c1, . . . , cT ) to image. However, some concepts are possible noisy or
incorrect with respect to image semantics. In what follows we will describe how to
distinguish these ‘noisy’ concepts from others by using the notions of coherence and
relatedness based on WordNet. The notion of coherence assumes that concepts in an-
notations should be semantically similar each other, while relatedness refers to the se-
mantic similarity between image annotations and terms in web documents.

3.1 Measuring Coherence and Relatedness

The JCN algorithm [4] is adopted here to measure the similarity between words (con-
cepts) due to its effectiveness, in which the similarity measure of two concepts ‘c1’
and ‘c2’ is based on the notations of Information Content (IC) and concept-distance,
defined as:

simjcn(c1, c2)=
1

distjcn(c1, c2)
=

1
IC(c1)+IC(c2)−2×IC(lcs(c1, c2))

(3)

where IC(c) = −logP (c) and P (c) is the probability of encountering an instance of
concept ‘c’ in WordNet; lcs(c1, c2) is the lowest common sub-summer that subsumes
both concepts ‘c1’ and ‘c2’. Note that all measures are normalized so that they fall
within a 0-1 range. For simplicity, normalization factor is omitted, simply assuming
that 0 ≤ simjcn(ci, cj) ≤ 1.

Let C = (c1, . . . , cT ) be the coarse concepts produced by CRM, D = (d1, . . . , dn)
be the terms in page title and image surroundings etc., then the measure of coherence
of concept ci is defined as:

ai =
1
η1

T∑

j=1∧j �=i

simjcn(cj , ci), η1 =
T∑

i=1

T∑

j=1∧j �=i

simjcn(cj , ci) (4)

where η1 is normalization factor. Similarly, the measure of increased belief for a con-
cept ci according to the relatedness between concept ci and textual information D is
defined as:

bi =
1
η2

n∑

j=1

simjcn(dj , ci), η2 =
T∑

i=1

n∑

j=1

simjcn(dj , ci) (5)

Now we get two variables, ai and bi, as the measure of the importance of concept ci

to the semantics of an image. Note that
∑

aiand
∑

bi are both 1, that is to say, ai
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and bi can be regarded as two independent probability distributions of the quantified
importance of concept ci. We combine these two factors linearly as follows:

s(ci) = (ai + bi)/2 (6)

where s(ci) is the final score associated with concept ci. The larger s(ci) is, the more
important it is to the semantics of corresponding image.

3.2 Retrieval Prototype

In the rest of this paper, we refer to C = {c1, . . . , cT } as the annotation-set of image I,
and Q = {q1, . . . , qm} as the query. Let n be the number of index terms in the system,
ki be a generic index term. K = {k1, . . . , kn} is the set of all index terms. A weight
wi,c ≥ 0 is associated with each index term ki of a annotation-set C. For an index
term which does not appear in the annotation-set C, wi,c = 0. With the annotation-set
C associated, an index term vector −→c is represented by −→c = (w1,c, w2,c, . . . , wn,c).
Similarly, let wi,q be the weight associated with the pair (ki, Q) where wi,q ≥ 0, and
−→q = (wi,q, . . . , wn,q), then we rank the retrieved images as follows:

rank(I, Q)=rank(−→c , −→q )=
−→c · −→q

|−→c |×|−→q |=
∑n

i=1(wi,c×wi,q)√∑n
i=1(wi,c)2×

√∑n
i=1(wi,c)2

(7)

where the specifications of wi,c and wi,q are as follows::

wi,c =
{

s(ki), ki ∈ C ∧ s(ki) ≥ β
0, otherwise.

, wi,q =
{

1, ki ∈ Q
0, otherwise.

(8)

where C is the annotation-set for image I produced by CRM, s(ki) is the scoring func-
tion in formula 6, and β is a threshold for filtering noisy concepts whose scores are
below it. In our experiment β was set be 0.1 empirically. For the sake of comparison,
we implemented another probability based ranking strategy like in [6]: given a text
query Q, we get a conditional probability P (Q|J) for image J according to formula
1, then retrieved images are ranked according to P (Q|J). In short, we use two ranking
strategies in this paper, one is the proposed vector-based ranking (VIR) and another is
probability-based ranking (PIR).

4 Experiment and Results

The training data set is the Corel Image Dataset, consisting of 5000 images from 50
Stock Photo CDs. Each image is partitioned into 4 × 6 regions. These images are an-
notated with words drawn from a vocabulary of size 374, denoted by V. In addition, we
have previously downloaded 10,000 web pages from the WWW accompanied with im-
ages. These images are used as test set in the experiments. We selected top 25 frequent
terms in training set as test queries. The CRM was used to annotate each web image
with up to 5 keywords. These keywords were used as image indexes for image retrieval.

We used precision and recall metrics to evaluate the image retrieval results. Given a
query Q and a set R of relevant images for a query Q, we obtained a set A of relevant
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Fig. 1. MAPs of 25 queries using PIR and VIR ranking strategies plus Baseline

images for Q through one of above two ranking strategies, then precision is |A∩R|/|A|,
and recall is |A ∩ R|/|R|. To determine the set R of relevant images to each of the 25
test queries, we adopted a strategy in [1]: For each test query, we ran out two ranking
strategies above. The 40 highest ranked images returned by each of the two ranking
strategies were pooled into a set of unique images and then classified by volunteers as
relevant or irrelevant with respect to the query term. At the same time, the byproduct
of the construction of R is a small set of images which have been labeled be relevant
or irrelevant to certain query term by human, denoted by DR. So we evaluated CRM
over DR as the baseline. Note that all images in |DR| was associated with the query
word, so the precision of CRM over DR is the number of images correctly annotated
with a given word, divided by |DR|. Additionally, it is evident that the recall of CRM
over DR is 100%. We calculated the mean precision for 25 queries and obtained 27%.
It was used as baseline and depicted in figure 1.

Usually we want to evaluate average precision at given recall levels. The standard 11-
point average precision curve is used for this purpose. It plots precisions at 0 percent, 10
percent, . . . , 100 percent of recalls. The mean average precision (MAP) is the arithmetic
mean of average precision calculated over all queries (here 25) at some specific percent
recall. Note that the results of CRM was a straight line, rather than a curve, because they
were annotation accuracies rather than retrieval accuracies. The results were depicted
in figure 1. As indicated earlier, the baseline is the mean precision of CRM over Dw for
25 query terms w. The curve for baseline in figure 1 reveals the weakness of automatic
image annotation technique in image retrieval task without any ranking strategy, only
27 percent precision. In contrast, both of PIR and VIR ranking strategies improved im-
age retrieval. Furthermore, the performance of the proposed approach (VIR) is overall
superior to PIR owing to the removal of some noisy concepts and more reasonable
weights associated with concepts. Because some noisy concepts were removed, the
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final precision at recall level 100 percent of VIR is above that of PIR. Especially, in
our experiment some retrieved images by using PIR ranking strategy would never be
retrieved by using VIR ranking strategy because the correct annotation keyword, i.e.
query term, was accidentally removed as noise. For this situation, we simply removed
this image from the image pool. This should not affect our final conclusions, since this
happened seldom.

5 Conclusions and Future Work

Due to the limitations of current techniques, image annotations have a poor performance
in image retrieval systems. To mitigate this problem, we propose an model which scores
each annotated concept using semantic similarity measure based on knowledge-based
lexicon WordNet. The experimental results show that the precision is improved to some
extent. Moreover, after re-ranking, most correctly annotated images are associated with
higher rank. In real life it is reasonable since users often are interest to a first couple
of retrieval results. However, some problems still need be further researched. The ex-
perimental training data has a limited size of vocabulary, so the annotation results have
a low coverage over total keyword space. In addition, the evaluation of image retrieval
is conducted on a small set of retrieved results using only top 25 terms, since judging
relevancy/irrelevancy to test queries requires substantive human endeavors. A wider
evaluation on larger data set will be carried out in future work
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Abstract. Topic Detection and Tracking refers to automatic techniques for 
locating topically related materials in streams of data. As a core of it, story link 
detection is to determine whether two stories are about the same topic. Up to 
now, many representation models have been used in story link detection. But 
few of them are specific to stories. This paper proposes an event model based 
on the characters of stories. This model is used for story link detection and 
evaluated on the TDT4 Chinese corpus. The experimental results indicate that 
the system using the event model achieves a better performance than that using 
the baseline model. Furthermore, it shows a larger improvement to the former, 
especially when using uneven SVM as the multi-similarity integration strategy. 

Keywords: story link detection, event model, uneven SVM. 

1   Introduction 

Topic Detection and Tracking (TDT) [1] refers to a variety of automatic techniques 
for discovering and threading together topically related materials in streams of data 
such as newswire or broadcast news. As a core of TDT, story link detection is the task 
of determining whether two stories are about the same topic. TDT defines “topic” to 
mean a specific event or activity plus directly related events or activities. An event is  
"something that happens at some specific time and place".  

A number of works have been developed on story link detection, which can be 
classified into two categories: vector-based methods and probabilistic-based methods.  

As the vector-based approaches are widely used in IR and Text Classification 
research, cosine similarity between documents vectors with tf*idf term weighting[2,3] 
has also been one of the best methods for link detection. We have also examined a 
number of similarity measures in the link detection task, including weighted sum, 
language modeling, Kullback-Leibler divergence, Hellinger and Tanimoto, and find that 
cosine similarity produces the most outstanding results. Furthermore, [4] also confirms 
this conclusion in its story link detection research. Probabilistic-based methods have 
been proved to be very effective in several IR applications. One of their attractive 
features is that it is firmly rooted in the theory of probability, thereby allows the 
researcher to explore more sophisticated models guided by the theoretical framework. 
[5,6] both apply probability-based models (language model or relevance model ) to 
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story link detection, and the experimental results indicate that the performances are 
comparable with those using traditional vector space models, if not better. The story 
models are all vector-based in this paper. We have concluded in our previous research 
that the multi-vector model is superior to the single-vector model for news stories. So a 
multi-vector model is used as the baseline model. However, we know that a story 
usually describes an event mainly constructed with time, location, person, organization, 
etc. So a new event model is proposed to represent the news story. The experimental 
results show that the event model is more proper for stories in TDT. 

The paper is organized as follows: Section 2 simply describes the procedure for 
story link detection; Section 3 describes the baseline multi-vector model and the event 
model, which share preprocessing, feature weighting, similarity computation and 
multi-similarity integration except model construction. The experimental results and 
analysis are given in Section 4; finally, Section 5 concludes the whole paper.   

2   Problem Definition 

In story link detection, a system is given by a sequence of time-ordered news source 
files S=〈S1, S2, ..., Sn〉, each Si (i=1, 2, …, n) includes a set of stories and a sequence of 
time-ordered story pairs P=〈P1, P2, ..., Pm〉, where Pi= (si1, si2), si1∈Sj, si2∈Sk, 1≤i≤m, 
1≤j≤k≤n. The link system is required to make decisions on each story pair to judge if 
two stories in it are topically linked. The procedure of processing a story pair is as 
follows. For current story pair Pi= (si1, si2):  

1. Get background corpus Bi of Pi. Normally, according to the supposed application 
situation, the system is allowed to look ahead N (usually 10) source files when 
deciding whether the current pair is linked. So,  

1 2{ , ,..., }i lB S S S= , where
2

2

10,      ( 10)

,             ( 10)
i k

i k

k s S and k n
l

n s S and k n

+ ∈ + ≤⎧
= ⎨ ∈ + >⎩

.  

2. Produce the representation models (Mi1, Mi2) for two stories in Pi. M= {(fs, ws)| 
s≥1}, where fs is a feature extracted from the story and ws is the weight of the 
feature in the story. They are computed with some parameters counted from 
current story or the background. 

3. Choose a similarity function F and compute the similarity between two models. 
If F(Mi1, Mi2) is larger than a predefined threshold, then two stories are decided 
to be topically linked. 

3   Baseline Model and Event Model 

First of all, a preprocessing is provided for all the stories. For each story we tokenize 
the text, tag the tokens, remove stop words, and get a candidate set of features for its 
vector-based model. In this paper, a token plus its tag is taken as a feature. If two 
tokens with same spelling are tagged with different tags, they will be taken as 
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different features. The segmenter and tagger are completed by ICTCLAS1. The stop 
word list contains 507 words. 

3.1   Model Construction 

In the baseline model, we divide the feature set into disjoint subsets according to the 
tags of tokens in the set. One vector represents a subset. After that ten vectors are 
picked out to represent the story. The ten corresponding tags are person name, 
location name, organization name, number, time, noun (including noun and proper 
noun), verb (including verb, associate verb and nounness verb), adverb, adjective 
(including adjective, associate adjective and nounness adjective), idiom (including 
idiom and phraseology). We think that those tokens, which are tagged with any of 
these ten tags, have comparably more information. So the baseline multi-vector model 
is actually a ten-vector model.  

However, we know that the research objects in TDT are news stories, not usual 
documents. Stories have their own features besides the usual characters. For example, 
almost each story describes an event. The time, location, person, and so on, compose 
the framework of an event. And also the first few sentences often summarize the 
event and the rest sentences explain what the event is about in detail. Story link 
detection is to decide whether two stories are topically linked. The topic here is the 
event described in a story and other event directly related to it. Topic here is event 
based. Therefore the representation model for stories should reflect the events 
described in them from both content and structure. The event frame maybe a more 
proper and natural partition standard for a multi-vector model to represent a story. In 
this paper we build a new multi-vector model for a story according to the event 
framework. We call it event model. The later experimental results also verify that just 
splitting the feature set according to the tag is not the best choice. The event model 
gets much improvement to the performance of story link detection and has also a 
larger potentiality for improvement than the baseline model.  

The main difference between the event model and the baseline model is the 
partition standard of the feature set. The baseline model is built according to the tags 
while the event model is built according to the event framework. The primary 
component elements are time, number, person, location, organization, abstract and 
content description in our event framework. The first five will be the same as those in 
the baseline model. The features in the abstract vector and the content description 
vector are tokens with their tags individually occurring in the first two sentences and 
the rest sentences in a story, while they do not belong to the former five kinds of 
tokens. It is because we find that the first two sentences in a story usually summarize 
the story and the rest sentences explain what happened in detail. According to this 
splitting standard, the feature set will be split into seven subsets. 

3.2   Other Common System Components  

Firstly, the weights of the features in above two models are all based on the tf*idf 
form. Furthermore, it is dynamic, which lies in the dynamic computation of some 

                                                           
1 http://sewm.pku.edu.cn/QA/reference/ICTCLAS/FreeICTCLAS/ 
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parameters in the tf*idf form. The story collection used for statistics is incremental, 
since more story pairs are processed, more source files could be seen, and the story 
background corpus is bigger. Whenever the size of the story background has changed, 
the values of some certain parameters will update accordingly. We call this 
incremental tf*idf weighting.  

Secondly, another important issue is to determine the right function to measure 
similarity between two corresponding sub-vectors. The critical property of the 
similarity function is its ability to separate vectors describing the same information 
from vectors on different information. We consider the classical cosine function in 
this paper. This measure is simply an inner product of two vectors, where each vector 
is normalized to unit length. It represents cosine of the angle between two vectors.  

The last important step for the baseline model and the event model is to integrate 
multiple similarities into a single value to decide whether two stories are topically 
linked. We do this with a machine learning classifier SVM in this paper. It is because 
SVM has a good generalization property and has been shown to be a competitive 
classifier for a variety of other tasks [7]. Firstly, SVM is trained on a set of labeled 
vector where the features are similarities between two corresponding subvectors and 
the topically link label in each vector. The generated model is then used to 
automatically decide whether two stories in a new pair are linked. We use the 
SVMlight2 software in this paper. A radial basis function is used in all the reported 
experiments. In addition to making a decision for whether two stories are linked, 
SVM also produces a value as the measure of confidence, which is served as input to 
the evaluation software. 

We also notice that the numbers of positive and negative examples in the training 
data are very different. But the usual SVM treats positive and negative data equally, 
which may result in poor performance when applying to very unbalanced detection 
problems. [8] presents a method to solve this problem, where the cost factor for 
positive examples is distinguished from the cost factor for negative examples to adjust 
the cost of false positive vs. false negative. This approach is implemented by the 
SVMlight, in which an optional parameter j (=C+/C-) is provided to control different 
weightings of training errors on positive examples to errors on negative examples. 
Therefore, we also integrate a set of similarities with uneven SVMlight in this paper.  

4   Experiment 

We use the Chinese subset of TDT4 corpus in this paper. There are totally 12334 
story pairs extracted for our experiments. The answers for these pairs are based on 28 
topics in TDT 2003 evaluation. The first 9000 pairs are used for training. The rest 
3334 pairs are used for testing. The goal of link detection is to minimize the detection 
cost (Cdet) due to errors caused by the system, which is a function of the miss 
probability (Pmiss) and the false alarm probability (Pfa). The cost for each topic is 
equally weighted and normalized so that the normalized value ((Cdet)norm) can be no 
less than one. The detailed explanation can refer to [1].  
                                                           
2 http://svmlight.joachims.org/  
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4.1   Experimental Results 

To verify the effectiveness of the event model and the uneven SVM strategy, we have 
designed four story link detection systems: System1 uses the baseline model with 
even SVMlight, System2 uses the baseline model with uneven SVMlight, System3 
uses the event model with even SVMlight, and System4 uses the event model with 
uneven SVMlight. All the systems are implemented according to the procedure 
introduced in the section of problem definition. When the generated SVM classify 
model is used to automatically decide whether two stories in a new pair are linked, the 
default optimum threshold is zero. The following table shows the topic-weighted 
experimental results of these systems. 

Table 1. Topic-Weighted Experimental Results of Four Systems 

 Pmiss Pfa Cdet (Cdet)norm 
System1 0.0429 0.0048 0.0013 0.0664 
System2  0.0149 0.0090 0.0012 0.0588 
System3 0.0267 0.0052 0.0010 0.0524 
System4 0.0193 0.0060 0.0010 0.0487 

 
From the table we can see that story link detection using the event model has a 

lower detection cost than that using the baseline model whenever using even or 
uneven SVM. This may be because the event model does no discriminate those 
features which are not named entities (person, location, organization, time, number) 
and just splits them into abstract and content description vectors. On one hand it 
avoids the cost loss caused by exact matching when comparing two sub vectors. On 
the other hand it reflects the character that the first two sentences in a story are 
usually summary of what happened and the rest are explanation of what happened.  

Relative to even SVM, uneven SVM has made a notable decrement in Pmiss while a 
little increment in Pfa. This is because uneven SVM is completed under the principle 
of decreasing the loss errors at the cost of little increment in false alarm errors. We 
have verified through experiments that the event model is always superior to the 
baseline model no matter what the optional parameter j is. So we think that the event 
model is more appropriate to represent news stories in TDT. 

Although the event model has got a comparable lower detection cost, we should 
also notice that the information of relation between features in event model has not 
yet been abstracted and used. Only using information of tokens and tags may be 
insufficient. If we could get the relation between the event in a story and the seminal 
event of its corresponding topic, we should be able to make the right decision at a 
larger confidence. We will try to exploit relation information and use them properly in 
our future work. 

5   Conclusion 

Story link detection is a key technology in TDT research. Though many models have 
been used, few of them are specific to stories in TDT. After analyzing the characters 
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of stories in TDT corpora, this paper proposes a new event model. It represents the 
events in a story according to the event framework. The experimental results indicate 
that story link detection using this model can achieve a better performance than that 
using the baseline model, especially when using the uneven SVM integration strategy. 
So we think the event model is more proper for TDT stories. However, we realize that 
the event model is only used in a simple way in this paper, just looking it as a multi-
vector model. How to mine and utilize the relation information between features in 
the event model will be our future work. 
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Abstract. A first step required to allow video indexing and retrieval of visual 
data is to perform a temporal segmentation, that is, to find the location of 
camera-shot transitions, which can be either abrupt or gradual. We adopt SVM 
technique to decide whether a shot transition exists or not within a given video 
sequence. Active learning strategy is used to accelerate training of SVM-
classifiers. We also introduce a new feature description of video frame based on 
Local Binary Pattern (LBP).Cosine Distance is used to qualify the difference 
between frames in our works. The proposed method is evaluated on the 
TRECVID-2005 benchmarking platform and the experimental results reveal the 
effectiveness of the method.  

Keywords: shot boundary detection, temporal video segmentation, video 
retrieval, support vector machine. 

1   Introduction 

Temporal video segmentation is the essential first step towards automatic annotation 
of digital video sequences. Its goal is to divide the video stream into a set of 
meaningful and manageable segments (shots) that are used as basic elements for 
indexing. A video shot is defined as a series of interrelated consecutive frames taken 
contiguously by a single camera and representing a continuous action in time and 
space. as such, shots are considered to be the primitives for higher level content 
analysis. According to whether the transition between shots is abrupt or not, the shot 
boundaries are categorized into two types: cuts and gradual transitions. Abrupt 
transitions (cuts) are simpler. In the case of shot cuts, the content change is usually 
large and easier to detect than the content change during a gradual transition [1]. 
Actually, the content change caused by camera operations, such as object movement, 
can be of the same magnitude as those caused by gradual transitions. This makes it 
difficult to differentiate between changes caused by a continuous edit effect and those 
caused by object and camera motion [2]. Many researchers have exploited solutions 
extensively in various ways [3-7]. In spite of all the improvement resulted from the 
works introduced above, there still exists a radical problem which has not been settled 
properly yet. Distinguishing shot change from motions, whether it is a camera motion 
or object movement, has been a very hard and still open problem. It’s necessary to 
explore new methods for temporal video segmentation. 
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2   Proposed Method 

We propose a video segmentation method based on support vector machines. Videos 
can be regarded as continuous frame series. We label the frames as shot boundary and 
non-boundary. Both of them have their own patterns, so the shot boundary detection 
can be regarded as a problem of pattern recognition. Meanwhile we introduce a 
texture descriptor called LBP (Local Binary Pattern) to build a new feature. 

2.1   Feature Construction Based on LBP  

The LBP operator was originally designed for texture description [8]. The operator 
assigns a label to every pixel of an image by thresholding the 3x3-neighborhood of 
each pixel with the center pixel value and considering the result as a binary number. 
Then the histogram of the labels can be used as a texture descriptor. See Figure 1 for 
an illustration of the basic LBP operator. 

 
Fig. 1. Basic LBP operator 

The video image is divided into local regions and texture descriptors are extracted 
from each region independently. The descriptors are then concatenated to form a 
global description of the video image. See Figure 2 for an example of a video image 
divided into rectangular regions. 

 

Fig. 2. An image from real video is divided into 2×2, 3×3, 4×4 rectangular regions 

A histogram of the labeled image ( , )lf x y  can be defined as 

,

{ ( , ) } , 0 , ..., 1i l
x y

H I f x y i i n= = = −∑  

in which n is the number of different labels produced by the LBP operator and 
1 ,
0 ,{ } { A is tu r e

A is fa l s eI A   
  = . This histogram contains information about the distribution of 

the local micro patterns, such as edges, spots and flat areas, over the whole image. For 
efficient image representation, one should also retain spatial information. For this 

purpose, the image is divided into m regions 0 1 1, ,..., mR R R − and the spatially 
enhanced histogram is defined as 
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,
,

{ ( , ) } {( , ) }, 0,1,..., 1, 0,1,..., 1.i j l j
x y

H I f x y i I x y R i n j m= = ∈ = − = −∑  

Finally these histograms are concatenated as a feature vector: 

0,0 1,0 1,0 0,1 1, 1( , ,... , ,..., )L L mR H H H H H− − −= . 

2.2   Dissimilarity Measure  

We use aforementioned feature vector to build an effective description of the video 
image. A dissimilarity measure called Cosine Distance can be exploited from the idea 

of a spatially histogram. The cosine distance ( , )COSD A B  between vector A and B 
can be defined as follows:  
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Where ia  is a component in A and ib  is corresponding component in B. N is the 
dimension number of the vector. The cosine distance is basically the dot product of 

two unit vector. Therefore a small value for 
( , )COSD A B

indicates that the frames 

being considered are quite dissimilar, while a large 
( , )COSD A B

 value indicates 
similarity. Figure 3 shows a time varying curve of the cosine distance in a video clip 
which involves several gradual transitions, abrupt transitions, and motions. 

 

Fig. 3. A time varying curve of the cosine distance between frames 

3   Training of SVM 

3.1   Feature Selection 

Having obtained the aforementioned curve of cosine distance between frames, each 
boundary corresponds to a valley on the curve. Not every valley is a shot boundary 
because of some false alarms caused by object or camera motions. In order to 



 Video Temporal Segmentation Using Support Vector Machine 445 

 

accurately classify the potential transitions into the types of CUT and GT,we need to 
characterize the transitions corresponding with valleys. We can construct the feature 
vector, which characterizes the shape of the valleys locating on the curve. Let 

kD denotes the value of the cosine distance between k and k+1 frame , the feature 
vector is formally defined by the following equation: 

1 1[ ,..., , , ,..., ]i i m i i i i mV D D D D D− − + +=  

where iD  is the local minima of a valley. Given a certain value for m, iV  is a vector 
which characterizes the potential shot boundary at i frame. In our experiment, we 
choose m=5 in cut detection and m=10 for gradual transition detection. Feature 
vectors are inputted for classification by SVM. 

3.2   Active Learning Strategy 

Active learning is a generic approach to accelerate training of classifiers in order to 
achieve a higher accuracy with a small number of training examples. The active 
learner can select its own training data. We firstly collect all the valleys under a 
specified threshold from all the available local minima. The valleys collected, 
including real boundaries and various false alarms, constitute the training set. Then 
the real boundaries are labeled as positive examples, and the false alarms are labeled 
as negative examples, as shown in Figure 4. 

 

Fig. 4. Selective sampling of the training samples from test videos 

Both positive examples and negative constitute the training set. Obviously, all of 
boundaries will be collected as long as the threshold is low enough. 

4   Experiment and Evaluation 

To examine the effectiveness of the proposed framework, we evaluate it in the shot 
boundary task of TRECVID, which is a TREC-style video retrieval evaluation 
benchmarking platform [9]. Similar to other information retrieval task, the performance  
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Table 1. Evaluation results of the proposed method 

Cut Gradual transitionName 
Recall  Precision F Recall Precision F 

1 0.86 0.97 0.92 0.97 0.77 0.86 
2 0.95 0.99 0.97 0.73 0.85 0.79 
3 0.94 0.98 0.96 0.89 0.82 0.85 
4 0.90 0.98 0.94 0.64 0.88 0.74 
5 0.92 0.98 0.95 0.96 0.69 0.80 
6 0.84 0.92 0.88 0.98 0.84 0.90 
7 0.85 1.00 0.92 0.99 0.81 0.89 

 

Fig. 5. Recall and precision for cut(left) and Recall and precision for GT(right) 

is evaluated by recall and precision criteria. Recall measures the capability in detecting 
correct shot transitions, while precision measures the ability in preventing false alarms. 
Test collection of 2005 TRECVID, including 7 videos, is utilized to test the 
performance of the proposed method. The evaluation results are presented in table 1. 

As the previous studies reveal, color histogram is a kind of simple yet effective 
way for the content representation of videos. Usually, global histogram is extracted to 
represent the content of the frames. In this paper, we extract RGB color histogram 
features and then compare the ability of representation to our proposed features. The 
performances are depicted in Figure 5. 

Obviously, our proposed method based on LBP performs better in cut detection and 
GT detection. New feature based on LBP can describe video frames well. Promising 
results reveal its effectiveness at the same time.  

5   Conclusions 

A method for temporal video segmentation is presented. We propose a new feature 
based on LBP to describe video frame and a measure qualifying the differences 
between frames. Then a method for cut detection and gradual transitions detection is 
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implemented by SVM. We adopt active learning strategy to improve accuracy of 
SVM. Promising comparison results encourage our works. 
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Abstract. This paper presents a Multiple Combined Ranker (MCR) approach for 
answering definitional questions. Generally, our MCR approach first extracts 
question target-related knowledge as much as possible, then using this 
knowledge to pick up appropriate question answers. The knowledge includes 
both online definitions and related terms (RT). In our system, extraction of 
related terms is different from traditional methods which are largely based on 
calculating the co-occurred frequency of target words. We adopted the 
significance of sentences and documents, from which RT were extracted. The 
MCR approach shows state-in-art performance in handling with increasingly 
complex definitional questions.  

Keywords: Definitional question answering, Multiple Combined Ranker, 
Related Terms Extraction. 

1   Introduction 

The objective of question answering task is to focus research on systems that return 
merely answers, rather than documents containing answers. Related work concerning 
to definitional question answering are mostly concentrated on Patterns Extraction, 
Ccentroid-based ranking, as well as utilizing Web knowledge as external source. 
Patterns Extraction has been extensively adopted in information retrieval tasks. These 
patterns are often expressed and matched against as regular expressions. Sudo et al. 
[1] employed TF*IDF to get a set of relevant sentences and built patterns from them. 
Other approaches employed to extract definitional sentences include various pattern 
matching methods, in which hand-crafted or machine learned rules are generated to 
find nuggets[2][3][4]. Moreover, some definitional question answering systems adopt 
a centroid-based ranking method to identify and select definition sentences [2][5]. For 
each question target, a series of centroid words were identified and grouped into a 
centroid vector, which was utilized to rank input sentences using cosine similarity.  

Our multiple combined ranker (MCR) approach for answering definitional 
questions differs from the above in that we perform sentence selection process in a 
novel and effective way. Instead of using Centroid-based or Pattern-based method, we 
adopt different rankers, which respectively measures candidate sentences’ importance 
based on AQUAINT corpus, question target expansion, as well as Web knowledge 
collections. These three rankers act as mutual supplements.  
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2   Multiple Combined Ranker 

2.1   Basic Ranker 

We use Basic Ranker as the first part of definitional question answering process, it 
consists of two components: the searching procedure and the refining procedure. A 
search engine (Lucene) retrieves documents in respond to the target query, and ranks 
them using some algorithm. We make the assumption that the search engine already 
produced a good result. Consequently, the sentences in these documents are supposed 
to have a tight relationship with the question target. The refining procedure considers 
other possible factors that might make a candidate sentence become an appropriate 
answer. The assumption is that the sentences containing words, phrases and Name 
Entities that co-occur frequently with the target are largely possible to be important 
ones for answering the question. Also, a single sentence could appear in several 
documents, the total number of these documents is supposed to be in direct 
relationship to the significance of this sentence concerning the target. Based on the 
above two procedures, the Basic Ranker scores the candidate sentences so that the 
relevant sentences receive higher scores. 

2.2   Web Ranker 

Until recently, Web knowledge bases (Web KBs) are increasingly recognized as a 
promising way to provide online knowledge, thus we adopt Web KBs as an 
alternative way for knowledge acquisition and build another ranker called Web 
Ranker. During this procedure, we calculate the similarity scores between candidate 
sentence and definitions from different knowledge bases respectively, and merge 
these scores to rank the candidate sentences. For each target, its candidate sentences 
are ranked using definitions from Web KBs. Firstly we construct a words vector 
space, which is based on TF*IDF, for all candidate sentences and Web definitions. 
Each of them is projected into this vector space. Secondly, the similarity of a 
particular candidate sentence and Web definition are computed based on the cosine of 
the two vectors.  

Our definitional question answering systems got promising results by employing 
several external Web knowledge bases during TREC 2003 and TREC 2004. However, 
this may be due to the intrinsic simplicity of question targets more or less. But 
unfortunately, definitional questions have shown an increasingly complex 
characteristic, by way of adopting more complex question types. As a result, we could 
only find out online definitions for about 65% of the total question targets in 
TREC2005. Although we still employ Web ranker as one of our strategies to rank the 
candidate sentences, it is not reliable as before, more details of this approach could be 
referred to in [6]. 

2.3   Related Terms Ranker 

We construct the Related Terms (RT) Ranker based on the extension of the question 
targets, for the purpose of obtaining more reliable and target-related information 
nuggets. At the heart of RT Ranker is the process of identifying and selecting words, 
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phrases, and Name Entities, which are in tight relationship with the question targets. 
These terms were acquired at the end of preliminary processes like word 
segmentation and stemming. Also, a Relation Degree is defined to weigh the 
relationship between extracted terms and the question target In previous work, 
expansion of terms were adopted in automatic query expansion, as well as open-
domain question answering [7][8]. Our approach differ from the above in that 1) 
Making full use of NE extraction technology which is quite helpful in identifying 
Related Terms. 2) Taking into account of not only the Relation Degree of the terms, 
but also their weights, which are related with the Basic Ranker score of the sentence 
that they belong to. The set of related words, phrases, and Name Entities (naturally 
named Related Terms) is denoted by T={t1, t2, ..., tn}. The process of Relation Degree 
computing is defined as below:  
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Where initscore(Sj) stands for the Basic Ranker score of sentence Sj. After that, r(ti) is 
normalized and ranked, top terms were selected as RT for further processing. 

Consequently, we rank the candidate sentences based on Relation Degree of RT. 
Let nw, np, ne respectively represent the number of words, phrases and Name 
Entities that a particular sentence S’ contains, and r(wi), r(pi), r(ei) denotes the 
Relation Degree of them, RT_score(S’) is introduced to denote the score of this 
sentence according to the Related Terms Ranker, which is defined as follows:  
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According to experiments and heuristic assumptions, Name Entity should play a 
relative important role in RT, thus γ received a slightly higher weight than other two 
parameters. In our system, they are allotted to 0.3, 0.3 and 0.4 respectively to receive 
the optimal result. 

3   Experiments 

To evaluate the effectiveness of multiple combined ranker, we utilize the data set 
from TREC 2006 QA track, which contained 75 series as well as answer judgments. 
Our system official F(β=3) scores is 0.223, ranked second in all participated systems. 
To further compare the effectiveness of our MCR approach, we experimented on the 
TREC 2005 definition question set using our evaluation system, which can keep the 
rank when evaluates the top 10 submitted result. 

The purpose of our first experiment is to judge the effectiveness of the results of 
document retrieval, which is the foundation of Basic Ranker and Related Terms 
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Ranker. In the second experiment we evaluate effectiveness of sentence selection. The 
purpose of the third experiment uses the Basic Ranker as a baseline, and Multiple 
Combined Ranker is compared with the baseline to show its effectiveness. 

3.1   Effectiveness of Document Retrieval 

In this part, we utilize Lucene 2.0 as our search engine and judge the returned 
documents by Vital and Okay nuggets recall, respectively. We vary the number of 
returned documents from 1 to 200 to study the effect of document number on nuggets 
recall. The result is listed in Table 1.  

As shown from Table 1, Vital nugget recall in all TOP200 documents can achieve 
up to 90.0% recall and Okay nugget recall reach 81.9%, which are especially high 
scores. However, this higher score is achieved at the cost of precision score since 
returning too many sentences for a question target inevitably adds in noise 
information nuggets. So we also test nuggets recall on top N (1-100) returned 
documents, experiment results show that the Vital  nuggets recall is higher than Okay 
nuggets recall in TOPN documents. Because the Vital nugget is more important than 
Okay one, our solution of document retrieval is successful. We can also see from 
Table 1, R(V)/N and R(O)/N decrease with the increasing of N, which is in 
accordance with the Basic Ranker hypothesis. 

3.2   Candidate Sentences Selection Evaluation 

The returned documents always contain some sentences that were not related to the 
question target. Therefore, discarding the noise sentences is very important. In order 
to evaluate the process of candidate sentence selection, we use the same method 
(MCR) for definitional question answering but with different candidate sentences sets. 
The first set is all candidate sentences without selection. Although all candidate 
sentences contain 90.0% Vital nuggets and 81.9% Okay nuggets, the system’s F-score 
is only 0.187. In contrast, the other candidate sentence set is selected by Basic Ranker 
and some manual constructed rules. More candidate sentences were discarded in the 
selection process, as shown in Table 2. The Vital nugget recall and Okay nuggets 
recall decreased 30.3% and 45.1% respectively. However, although both Vital recall 
and Okay recall decreased obviously, the system performance improved 72.0%. In the 
same time, we try some different candidate sentence sets in our system. These 
 

Table 1. The performance of all candidate sentences from TOPN documents of TREC2005 
definitional QA. R(V) denotes Vital Nugget Recall, and R(O) denotes Okay Nugget Recall 

TOPN R(V) R(V)/ N R(O) R(O)/ N 
TOP1 21.1% 0.211 11.2% 0.112 
TOP5 46.7% 0.093 25.6% 0.051 

TOP10 54.8% 0.055 34.0% 0.034 
TOP20 61.8% 0.031 44.4% 0.022 
TOP50 73.1% 0.015 60.1% 0.012 

TOP100 82.4% 0.008 68.4% 0.007 
TOP200 90.0% 0.005 81.9% 0.004 
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Table 2. The effect of candidate sentences selection in definitional question answering 

Table3. The comparison of using three Rankers for definitional question answering 

Ranking Method F(β=3) R(V) R(O) Precision 
BASIC 0.272 0.388 0.213 0.097 
WEB 0.264 0.381 0.199 0.097 
RT 0.211 0.297 0.167 0.083 
BASIC +WEB 0.311 0.460 0.240 0.105 
BASIC +RT 0.305 0.433 0.225 0.108 
WEB+RT 0.280 0.412 0.193 0.097 
BASIC+WEB+RT (MCR) 0.318 0.467 0.250 0.111 

 

 
experiments show that the confidence of question answers is determined according to 
the degree of candidate sentences noise. So it is difficult but crucial to balance well 
the Vital/Okay nuggets information with the noise information for definitional 
question answering. 

3.3   Effectiveness of Multiple Combined Ranker 

For each candidate sentence, three scores are calculated by Basic Ranker, WEB 
Ranker and Related Terms (RT) Ranker respectively.  These scores are then applied 
to extract the question answers, both respectively and synthetically. In ranking 
process, weights of the three scores are estimated by our automatic evaluation system. 
Question with different target type is allocated with different weight. The 
performance of these ranking procedures, briefly named as BASIC, WEB and RT, 
have been evaluated and are shown in Table 3. As can been seen from this table, the 
best single solution is BASIC. This phenomenon is largely due to the fact that, the 
BASIC method in choosing candidate sentences is not only an important element for 
answering question, but it is also the foundation of WEB Ranker and RT Ranker. The 
third Ranker (RT) returns the worst F-measure against other two single method 
though, it shows competitive performance while working together with the BASIC 
Ranker and WEB Ranker. We can see from Table 3 that adding Related Terms 
Ranker to BASIC Ranker and WEB Ranker could improve the system performance 
up to 12% and 6% respectively, and compared with BASIC+WEB, employing 
Multiple Combined Ranker (MCR) could enhance system performance by 2%. 
Generally, the combined solution is much better than separated ones. This could be 
deduced from the fact that the best solution method BASIC + WEB + RT (MCR), 
whose F-Measure achieved 0.318, outperformed the best single solution to a great 
extent (about 17% improvement). 

Candidate Answer Sentence Size R(V) R(O) F(β=3) 
All sentences without selection 56100K 90.0% 81.9% 0.186 

Sentences selected by Basic Ranker 1992K 62.7% 45.0% 0.320 
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4   Conclusion 

Compared with other question answering tasks, definitional question answering has 
more uncertain factors. There are still many divergences even among experts while 
answering these questions. Therefore the key of answering these questions is to find 
reliable knowledge related to the target. So we propose a Multiple Combined Ranker 
(MCR) approach to rank candidate sentences for definitional question answering. To 
acquire the reliable and related information, external knowledge from online websites 
and the related words, phrases and entities were extracted. Using these multiple 
knowledge, the definitional QA system can rank the candidate answers effectively.  
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Abstract. This paper aims to solve the problems of generating natural language 
route description in Chinese way-finding systems, on the basis of datasets of 
geographical information systems and natural language generation technology. 
The techniques of deriving important information e.g. paths, roads, directions 
and landmarks from geographical information systems are discussed in detail. 
Through examples we describe the construction of linguistic knowledge base 
for route description including the categories of Chinese terms, grammar rules 
and syntax schemata. The experimental output indicates that there are no more 
distinguishable from human route description.  

Keywords: natural language, route description, electronic map, text planning. 

1     Introduction 

Natural language generation (NLG) is the subfield of artificial intelligence and 
computational linguistics. It is concerned with the construction of computer systems 
that can produce understandable texts in human languages and form some underlying 
non-linguistic representation of information in order to meet specified communicative 
goals (McDonald, 1987). The technology has been used in a wide variety of systems 
and contexts (Reiter, 2000). 

Route description is interesting for at least two reasons: first of all, as navigation 
aides in general they help to solve a real world problem; second, despite their 
apparent simplicity, especially with regard to surface form, they require the solution 
of a number of non trivial linguistic and discourse problems, which are intimately 
rooted in human cognition (Fraczak, 1998). Language can be effective at relating a 
simple scene of people, objects, and landmarks. Routes are schematized as a point 
changing direction along a line or a plane, or as a network of nodes and links. Route 
description can be broken into segments consisting of four elements: start point, 
reorientation/direction, path/progression and end point (Denis, 1994). Human’s route 
description always misses a start or an end point or path/progression information. 
However, many communications contain missing information that can be inferred 
from context or medium (Clark, 1977). Two simple rules of inference allow recovery 
of most of the missing information: According to “continuity” rule, if a start point is 
omitted, it is assumed to be the same as the previous end point, or conversely. 
According to “forward progression” rule, the direction of motion is assumed to be 
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forward (Tversky, 1998). Gedolf (2002) described an approach to developing a mode 
of interaction which supports the cognitive involvement of the user in performing the 
task of following a route description. 

There already exists a considerable research in automatic generation of natural 
language route description. A majority of these approaches are all concerned with 
establishing a link between GIS knowledge and linguistic realization principles. 
Pattabhiraman (1990) pointed the importance of salience and relevance in content 
selection, and reported some aspects on generating descriptions of bus route 
directions from a given source to an intended destination within a city. Fraczak (1998) 
developed a system producing variants of subway route directions by mapping the 
relative importance of information entities onto syntactico-semantic features. A 
multimodal concerning with the generation of multimodal route description that 
combine natural language, maps and perspective views is developed for computer 
assisted vehicle navigation (Maaß, 1993). Maaß (1995) indicated that incremental 
route description can be classified by a small set of syntactic and semantic structures. 
Williams (1999) studied the collections of the corpus contains 56 monologue 
descriptions of routes around a university department building, which was used to 
improve a natural language generation systems that generates prosodically annotated 
routes to be spoken by a speech synthesizer.  

There are a lot of successful way-finding systems based on NLG technology, 
which provide navigational services in the context of city public traffic and driving 
directions, such as MapBlast1, MapPoint2 and MapQuest3. However, there are only a 
few such web-based systems in Chinese. With the example of 51map4, it is the 
biggest port of electronic maps, in which the start address and target address can be 
visually identified on the map and natural language descriptions of its route plans can 
generated automatically. 

Although there are some differences of detail in the user interfaces, all these systems 
are similar in concept and content. The route description approaches commonly-used 
by Chinese way-finding systems are identified four typical disadvantages: 

 The instructions are normally in the simple form of “turn by turn”, e.g. left, 
right, north, west, east and south etc. 

 Instructive landmarks and visible features of the environment to identify turning 
points are omitted, whereas the systems generally describe these points by 
quantitative distances or times of travel from previous decision points.  

 These systems generate route description by one-sentence-per-step mappings 
using a limited few terms and clause structures, while humans typically produce 
complex clause structures and gathering related information together into single 
sentences in order to shorten or ignore some redundant instructive information. 

 Only bus route description or driving information is provided. In fact, route 
description involves knowledge of different granularities. In some cases, the bus 
route description also includes walking route information.  

                                                           
1 Supported by the Specialized Research Fund of Nanjing Normal University  
  http://www.mapblast.com 
2 http://www.mapoint.com 
3 http://www.mapquest.com 
4 http://www.51map.com 
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Our work is concerned with the techniques of Chinese route description for way-
finding systems based on the datasets of underlying geographical information systems 
(GIS), which incorporates NLG technology to produce more natural-sounding route 
description. 

2   Architecture of Route Description  

There are many ways of building applied NLG systems. From a pragmatic perspective 
the most common architecture in applied NLG systems includes three stages. 

Text Planning: The most popular technique used for text planning for the 
development of practical systems in limited domains is schemas.  A route description 
schema provides the semantic of a route description. Basic constituents of a 
description schema are paths, locations, directions, distance, landmarks, and temporal 
structure etc., and events and states are used in higher-order structures. A majority of 
this information can be derived from GIS datasets. 

Sentence planning: This stage combines sentence aggregation, lexicalization, and 
referring expression generation. Once the content of individual sentences has been 
determined, this still has to be mapped into morphologically and grammatically well-
formed words and sentences. Sentence aggregation is the process of grouping 
messages together into sentences. It can be used to form paragraphs and other higher-
order structures as well as sentences. 

Linguistic realization: It is the task of generating grammatically correct sentences to 
communicate messages. From a knowledge perspective, the realizer is the module 
where knowledge about the grammar of the natural language is encoded. It includes 
syntactic and morphological knowledge, such as rules about verb group formation, 
agreement and syntactically required pronominalization.  

Route description is always accompanied by intentions. Main intention of the model 
of route description is to follow a path from a starting point to a destination. By 
referring to the path finding process, man knows where to go at a decision point. Path-
related intentions control the focus of attention. But these intentions are also 
important for the language generation process. 

3   Route Description Information Based on GIS 

The GIS datasets represent the world in terms of nodes, arcs and polygons. Nodes 
(points) typically represent junctions or decision points in a road networks; arcs are 
the travelable paths between points; and polgygons are used to represent areas such as 
parks or railway stations. A GIS system typically also provides street names, the 
lengths of paths, categories of points of interest and so on.  

The first step of route description is to get paths mapping the user’s query 
requirements based on a given GIS. The shortest route algorithm is effective to 
implement this task. In this paper, we select the commonly-used algorithm developed 
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by Dijkstra (Paul, 2006). Based on path plans, other information important for route 
description can be derived easily. 

Road names are one of the most useful reference information from the view of 
travelers. Road names can be easily extracted on the basis of a definite path.  

Distance is usually expressed in terms of its value, i.e. the distance between two 
points is less than 200m for walking directions or less than 500 m for driving 
directions. In our system we simplify the task of distance estimation by directly 
representing distances in terms required by the text planner. 

Direction is the most important inductive information in the route description. 
Absolute directions refer to the cardinal points of the compass marked as north, south, 
east and west. Relative directions refer to the relative aspects of direction and are 
locationally and culturally variable. People usually are confused by the identification 
of absolute directions. Therefore, relative directions are very important, i.e. left and 
right. However, the identification of left and right directions is dependent on absolute 
directions, the location relations between the objective point and the moving 
direction. Computation of direction information requires availability of a co-ordinate 
system and additional inference modules. The text planner uses additional procedural 
domain knowledge for retrieving or computing orientation information.  

Location information is crucial at transfer points. Additional descriptions of routes 
in terms of landmarks crossed give the prospective traveler a feel for how long she 
needs to be on the bus, train, etc, and assure her that she is still on the right back. The 
additional information such as landmarks, while not essential, may be important for 
keeping the traveler confidently on track. It anticipates that travelers may become 
uneasy when there is a relatively long distance without a change of orientation or 
distinguishing feature or when there is uncertainty about the identity of a landmark 
(Denis, 1994).  

Retrieving landmarks for describing locations of sources and destinations requires 
examining finer-grainer spatial layout information at the neighborhood of these 
points. Along with the task of choosing the landmarks comes the task of computing 
the locative relation between the two objects, and expressing the relation in language 
as in right by.  

4   Linguistic Knowledge Base for Route Description 

Route description information derived from GIS must be combined sentences via 
specific terms. These terms can be divided into five classes according to Chinese 
language characteristics and human spatial cognition custom.  

 Common verbs: 行步 、走 、行行(walk) (walk or go) (get at)… 
 Spatial verbs: 穿过(pass)、到到 、拐 、转(get) (turn) (turn)… 
 Connection:然然 、那么 、再 、接接 、 接接紧(then) (then) (then) (then) (then)… 
 Direction:左(left)、右 (right)、东东 、南东 、西东(east) (south) (west)… 
 Preposition: 
沿接 、 接顺 、穿过(along) (along) (across)、往往(forward)、附附(near)、旁东(beside)、
靠附(near)… 

 Phrases: 从 出发…… (Start at)、沿沿沿经过(see along this road)… 
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The grammar rules for Chinese route description (in short RD) are defined by: 

< RD> : : = { < Unit RD > } 
< RD > : : = { < Modifier phrase> } < Action> [ <Object> ] 
<Modifier phrase> : : = < Action> < Object> | < Common modifier> 
< Object> : : = < Geographical feature> | < Distance> | < Direction> 
< Action> : : = < Common verb> | < Spatial verb> 
< Geographical feature > : : = < Geometric object > | < Road > 
< Distance> : : = < Number> < Metric> 
< Direction> : : = < Absolute direction> | < Relative direction> 
< Common verb> : : = 行走(walk or go)| 行步 (walk)| … 
< Spatial verb> : : = 经过 到到(Pass)| (Get)|… 

A description schema provides the semantic of a route description. Over 60 unit 
schemata are stored in the linguistic knowledge base, such as follows: 

 Phrase + start point 
 [Phrase] + [Directional preposition]+Action+[Distance]+Objective point 
 [Connection] + [Preposition] + Phrase + Road names 

                        + Directional preposition + Action.  
 [Directional preposition] +Action+ [Phrase] + Progression  point.  
 Action+ [Directional or other preposition]+ [Phrase]+Landmarks 

It should be noted that the elements labeled square brackets are optional, and all the 
terms can be chosen randomly providing that one term can not used frequently in a 
route description. According the continuity and forward progression rules described in 
section 1, a combined schema is defined as the incremental integration of unit 
schemata. Based on the above mentioned techniques, we develop a prototype of route 
description system.  An example is given as follows: 

Departure:金鹰国际购物中心(Jin Ying Shopping Center) 
Destination:华联大酒店(Hua Lian Hotel) 
Route description: 从金鹰国际购物中心出发,向右到达路口,再向右沿着王府大

街行走,路上会看到南京华联集团,南京市现代测绘科技开发公司,步行一会到了
石鼓路,沿着石鼓路行走,这就到了最后一个路口了,这时候再向前步行约17米就
会在右边看到华联大酒店了。(Start at Jin Ying Shopping Center, turn right at the 
junction, and walk along Wan Fu Da Jie, see Nanjing Huan Lian Group, Nanjing 
Modern Survey Technology Company along this road, at Shi Gu LV go forward until 
the last junction, and then walk about 17m, and finally find Hua Lian Hotel on right 
hand.) 

It is very interesting that the same query may generate a different route description 
at a different time, because the system can select some terms and schemata randomly 
in order to generate more natural-sounding descriptions. 

5   Conclusion 

In this paper we presented an approach that takes as input datasets of underlying GIS, 
and uses natural language generation techniques in constructing the textual output of 
route plans. Chinese linguistic knowledge base for route description focuses on the 
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categories of terms, grammar rules and syntax schemata. Further experimentation 
demonstrates that the presented approach can achieve more satisfactory performance 
than the existing way-finding systems e.g.51map and some driving navigation systems. 
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Abstract. Hierarchical clustering algorithm is efficient in reducing the bytes 
needed to describe the original information while preserving the original 
information structure. Information Bottleneck (IB) theory is a hierarchical 
clustering framework derivative from the information theory. Agglomerative 
Information Bottleneck (AIB) algorithm is a suboptimal agglomerative 
clustering procedure designed for optimizing the original computation-
exhausted IB algorithm. But the Monte-Carlo simulation formula which is 
widely adopted for distortion measures in AIB algorithm is problematic. This 
paper testified that there being a contradiction between the adopted Monte-
Carlo formula and IB principle. Extending special distortion measures to 
common distances, the paper also present several proposals. And Experiments 
show their efficiency and availability. 

1   Introduction 

The recently introduced Information Bottleneck (IB) principle, proposed by Tishby, 
Peresia and Bialek [1], provides a hierarchical clustering framework. But, in searching 
for the optimal solution, the original approach adopts deterministic annealing strategy, 
leading to high computation complexity. Later, Slonim suggested a suboptimal 
“bottom-up” agglomerative clustering procedure, known as AIB [2], and which has 
been developed into a generalized information clustering method. Some applications 
can be found in [3-7]. But the Monte-Carlo simulation formula which is adopted for 
distortion measures in AIB algorithm is problematic. In this paper, we demonstrate 
that there being a contradiction between the adopted Monte-Carlo formula and IB 
principle. By extending special distortion measures to common distances, we present 
several proposals, and experiments show their efficiency and plausibility. 

2   IB Principle  

IB principle can be depicted as follows [1][2]: Assume a signal x X∈ provides 
information about another signal y Y∈ . Understanding the signal x  requires not only 

predicting y , but also specifying which relevant features of x play a role in the 

prediction. The generalized problem was shown to have a natural information theoretic 
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formulation: Find a compressed representation of the variable X , denoted X , such that 

the mutual information between X and Y , ( , )I X Y , is as high as possible, under a 

constraint on the mutual information between X and X , ( , )I X X . 

Denote X , Y and X  the object space, the feature space and the compressed 
representation of X . And ( , )d x x is the distortion measure between x and x . 

Representing X with no more than R bits, there would be no more than 2R clusters. It 
is clear that we can reduce the number of clusters by enlarging the average 
quantization error. Shannon’s rate-distortion theorem states that the minimum log 
number of clusters needed to keep the average quantization error below D is given by 

the following rate-distortion function: 
{ ( | ): ( , ) }

( ) min ( , )
p x x d x x D

R D I X X
< >≤

= .  

Using Lagrangian multipliers and consider the following distortion function: 

( ) ( )( )( , ) | || |d x x D p y X x p y X x= = =  (1) 

where ( || )D f g  is the Kullback-Leibler (KL) divergence.  
And the loss in the mutual information between X and Y caused by the 

clustering X is in fact the average of this distortion measure [2]: 

( ) ( , )
( ; ) ( ; ) ( | ) || ( | ) ( , )

p x x
I X Y I X Y E D p y x p y x d x x=− = ⋅⎡ ⎤⎣ ⎦  

Optimizing the minimization problem yields the self-consistent equations [1]. 

3   AIB Algorithm 

Since self-consistent equations are transcendental, and its original deterministic 
annealing strategy leads to high computation complexity. Slonim proposed the 
suboptimal AIB algorithm, which states that the minimization problem could be 
approximated by a greedy algorithm based on a bottom-up merging procedure. The 
algorithm starts with the trivial clustering where each cluster consists of a single 
point. In order to minimize the overall information loss caused by the clustering, 
classes are merged in every step, such that the loss in the mutual information caused 
by merging them is the smallest. That is, merging the clusters ,i jC C that having the 

minimum mutual information loss [2]. 
And, distortion caused by merging two clusters 1C and 2C is: 

( )1 2 1 2
1,2

( , ) ( , ) ( , ) ( ) ( | ) || ( | )before after i i
i

d C C I C Y I C Y p C D p y C p y C C
=

= − = ∪∑  (2) 

where ( , )beforeI C Y and ( , )afterI C Y are the mutual information between the classes and 

the feature space before and after 1C and 2C are merged into a single class. Obviously, 

1 2( , ) 0d C C ≥  (3) 

As related in [3-7], there is no closed form expression for the KL-divergence 
between two mixtures of Gauss, and the following Monte-Carlo simulation is widely 
adopted approximate the KL-divergence, 
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4   Dilemma of Monte-Carlo Simulation in AIB 

If Monte-Carlo simulation formula (4) really works, substitute it into distortion 
measure (2). Let 1( )a p C= , 1( | )f p y C= , 2( )b p C= , 2( | )g p y C= , then 

1 2( | )f g p y C C∪ = ∪ . Denote ( , , , )d a b f g as 1 2( , )d C C , we can abstract a model 

from (2): 
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a
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b
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( ), , ,F a b f g could be written as ( ) ( ) ( ).F x f x g x=  

Expand ( )F x at 0x = with Taylor series, 
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When 0 , 1a b< ≤ and 0 1a b< + ≤ hold, in the field of 0x = , 

( )
1 0

2

b a x− − ≤ , 1 0a b+ − ≤ ,and 2( 1)( 1)
1 0

2

ab a b
x

− − − ≤ ， so ( ) 1F x ≤ holds.  

Apply it into equation (5), we obtain 1 2( , ) 0d C C ≤ , in contrary to constraint (3)! 
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5    Several Plausible Proposals 

Mutual information loss can be seen as cost, we may consider it to be a distance. With 
that, we merge the clusters with shortest distance. Such a transformation would bring 
a beneficiation that we can use those distance measures that has closed-form solution. 

Consider two Gauss components ( )~ ; ,z G pα α α αμ Σ , and ( )~ ; ,z G pβ β β βμ Σ . 

Where , ,p μ Σ  denotes the a priori probability, mean vector and covariance, and 

( ); ,G stands for Gauss component. When merge them into a new component z , its 

parameters could be decided by a method similar to the update step in Hierarchical 
EM algorithm [8], as suggested in [6]. 

( )

( ) ( )( )

1

1 T

p p p

p p
p

p p
p

α β

α α β β

α α β β α β α β

μ μ μ

μ μ μ μ

= +

= +

Σ = Σ + Σ + − −

 
(6) 

We discuss several comparatively ideal distance measures underneath. 

5.1   ALA Distance 

ALA (Asymptotic Likelihood Approximation), which was designed to match two 
Gauss Mixtures, was proposed by Vasconcelos [9]. Consider two mixtures: 

( ) ( ) ( )
1

1 1, 1, 1
1

,
C

j j j
j

P x G x pμ ω
=

= ,Σ∑ and ( ) ( ) ( )
2

2 2, 2, 2
1

,
C

k k k
k

P x G x pμ ω
=

= ,Σ∑ , where 1C  

and 2C represents the number of components. ALA is defined  

( ) ( ) ( )( ){ ( ) ( )( ) ( )
1

1 2 1 2 1, 1,2, 2, 2,

1
ALA || log log ,

2j j jm j m j m j m j
j

P P p p G traceω ω μ μ − ⎫⎡ ⎤⎡ ⎤= + ,Σ − Σ Σ ⎬⎢ ⎥⎣ ⎦⎣ ⎦⎭
∑  (7) 

Where ( ) ( ) ( )
2, 2,

2 2

1, 2, 2 1, 2, 2log log ,
k l

j k k j l lm j k p p l kμ μ ω μ μ ω
Σ Σ

= ⇔ − − < − − ∀ ≠
. 

5.2   Divergence 

Divergence DJ  is defined as the sum of the average discrimination information of 

class iω and jω .With Gauss mixtures， and ( )~ , ,i i iNω μ Σ ( )~ ,j j jNω μ Σ  [11]: 

( ) ( )( )( )1 1 1 11 1
2

2 2

T

D i j j i i j i j i jJ tr I μ μ μ μ− − − −⎡ ⎤= Σ Σ + Σ Σ − + − Σ + Σ −⎣ ⎦  (8) 

5.3   Bhattacharyya Distance 

With Gauss mixtures, Bhattacharyya distance can be written below [11]: 
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( )2

2

1 1 1 1
ln ln

8 2 2 4
i jB i j i j i jJ μ μ Σ +Σ ⎡ ⎤= − + Σ + Σ − Σ Σ⎣ ⎦  (9) 

Similarly, in AIB, we use it to select the clusters with the minimum Bhattacharyya 
and ALA distance or maximum DJ distance, and then merge them into a new cluster. 

6   Experiment Evaluation 

Now, we apply them to image retrieval. Experiments is conducted with image sets 
selected from Corel database, including sunset, coast scenes, skiing, mountain, 
waterfall, elephant, horse, flowers, steamship, and so on. 

All images were converted from the RGB to the Luv color space. A Gauss mixture 
was fitted by EM [10], to the samples extracted from each image. Then, Gauss 
mixture for all class were computed and stored as feature data respectively. System 
searches in the best matched class that returned after comparing query image to GMM 
of each class.As a matter of fact, a match function is also a distance measure function. 
So those distance measures related above, like ALA, Divergence, and Bhattacharyya, 
all could be used for clustering and retrieval. 

As it can be concluded from above analysis, the essential step is to find the best 
matched class. We use probability of class match order (PCMO) to compare the 
performances of those distance measures. Assume class match order counter (CMOC) 
is an array with length 20. For each picture in the database, with some distance 
measure, we obtain 20 distance values by matching to each class. After arrangement, 
if the ith (i=1,…20) class is the object class, CMOC[ i ] increase by 1. When the 
traverse finished, we obtain average PCMO by dividing CMOC with the number of 
images in database.  

Fig.1 shows the probability mass function of PMCO. as it shows, PMCO[1], the 
probability that the most similar class is the object class lifts from 37.00% to 65.55%! 
Due to overlap between image classes, the most similar class doesn’t necessarily  
 

 

Fig. 1. Probability mass function of PMCO 

correspond to the object class. Under that condition, we may search in the most 
similar classes. The probability that the object class contained in the most similar 4 
classes lifts from 72.55%(HEM+ALA) to 89.50%(Bha+Bha, when both image 
clustering and image retrieval adopts the Bhattacharyya distance) 
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7   Conclusions 

This paper demonstrates the contradiction between the adopted Monte-Carlo formula 
and IB principle. Extending special distortion measures to common distances, this 
paper also shows several proposals. And Experiments show their efficiency and 
plausibility. 
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Abstract. In this paper, we describe an opinion analysis system using domain-
specific lexical knowledge in Korean economic news. We tested our hypothesis 
that such domain-specific knowledge helps enhancing the performance of statis-
tically based approaches and obtained a promising result. 

1   Introduction 

Gathering opinions about a specific subject is important in many areas such as gov-
ernments to improve their services [1]. Since people often express their thoughts on 
articles, newspaper is one of the good resources where opinions of various sorts are 
found. Especially, in the economy domain, opinions about economic events flood into 
news. Sentiment information (e.g., negative or positive tendency) can be a reflection 
of people’s opinions for a specific subject. Our research is motivated by this and cen-
tered around sentiment analysis of news articles on economy. More precisely, we 
attempt to build a system that determines the polarity of sentiment and its strength.  

Previously, researchers have used a statistical learning method and semantically 
oriented seed terms as clues. Pang et al [2] adopted supervised machine learners to 
predict a document’s semantic polarity. Ku et al [3] attempted to develop opinion 
extraction, summarization and tracking systems. Hatzivassiloglou [6] have attempted 
to predict semantic orientation of adjectives by analyzing adjective pairs. Turney [7] 
have bootstrapped from a seed set1. Kamps et al [8] have focused on the use of lexical 
relations defined in WordNet. Esuli [5] proposed semi-supervised learning method 
started from expanding Turney’s seed set. Bradley [4] tried psychological studies 
which have found measurable associations between words and human emotions. 

Following the same line of thought, we take a novel approach that considers do-
main-specific lexical knowledge to complement generic methods entirely relying on 
statistical learning. In particular, we built an opinion analysis (OA) system for Korean 
economic news. Instead of constructing a costly deep knowledge base (KB) in the 
domain, we collected a set of domain-specific terms that indicate sentiments of an 
article in the domain. We postulate that domain knowledge is critical because a priori 
                                                           
1 Seed set contains 7 positive words and 7 negative words as good, nice, excellent, positive, 

fortunate, correct, superior in positive set and bad, nasty, poor, negative, unfortunate, wrong, 
inferior in negative set. 
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knowledge on semantic orientation of domain-specific terms complements statistical 
learning methods. The KB contains sentiment information of economy terms such as 
“감자”  (a reduction of capitals) and general sentiment clues such as “폭락” (falling). 

In order to test our hypothesis that domain-specific lexicon should improve the per-
formance of sentiment analysis, we evaluated our system using Korean economic 
news. The system consists of a KB that contains information about domain specific 
terms as well as domain independent terms that express sentiments, agent architecture 
for crawling news articles and determines their sentiments using the knowledge base, 
and an information retrieval (IR) system that enables end-users to capture the senti-
ment tendency of an interesting topic. In order to simulate an operational environ-
ment, for which this system was envisioned to begin with, about 170,000 news docu-
ments were collected initially. We ran experiments using topic-specific 200 articles of 
the collection to test our system’s effectiveness. 

2   Constructing a Knowledge Base 

In our system, the KB is a core according to our hypothesis. The lack of machine-
readable knowledge in the economy domain drove us to gather sentiment knowledge 
manually. We employed 5 annotators, who were majoring in economics. They anno-
tated semantic orientation and its strength for a given term, based on its perceived role 
in determining sentiments in the domain. They were instructed to make judgments in 
view of the Korean economy. For example, “부채 계정 (liability account)” is consid-
ered strongly negative since it has a negative effect on the Korean economy. 

Our assumption is that some economy terms have polarity values and degrees of 
strengths. Several well-known dictionaries2 in economy domain were the main source. 
In addition, non-economy terms (context terms) that influence the economy were 
collected. For example, “북한 핵 실험” (North Korea’s nuclear test) in news severely 
affects the economy as witnessed by North Korean’s announcement of their success 
in underground nuclear test last year, which shook South Korea’s stock market.  

We also gathered words that frequently carry sentiment information in news be-
cause generally the sentiment often depends on an occurrence of seed words such as 
“비난” (denounce). These domain-independent words have some clues as to the polar-
ity of text containing them. Our annotators extracted those terms from a randomly 
selected 300 sample articles from the collection of news articles collected during a 
month. All the collected terms were annotated, resulting in 13,564 dictionary terms, 
620 context terms, and 176 general words. The annotation process was as follows. 
First, the annotator selected a term’s polarity: positive, negative, or neutral. Next,  
the annotator decided its strength if the term is polarized. If a term’s polarity is not 
obvious, the annotator was allowed to choose “neutral.” We designed the scale of 1 to 
5 for polarity values (1 and 2 are weak, 3 is mild, 4 and 5 are strong). Naturally, we 
found many cases with disagreement among the annotators. For examples, “1월 효과” 
(January Effect) was judged as two positives, two negatives, and one neural. For  
the cases with disagreements, we decided a term’s semantic orientation by majority 
                                                           
2 Mae-il Economic terms dictionary, Economic dictionary by the bank of Korea, Dong-a Eco-

nomic terms dictionary are freely open on the Internet. 
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(i.e., counting voting results and selecting the most one) and the term’s strength by the 
average of the selected polarity voters’ strength values. When two or less annotators 
viewed a term as either positive or negative, we set it to be a neutral term. Therefore, 
we gathered 4043 dictionary terms, 531 context terms, and 176 general words which 
are either a single word or a phrase consisting up to three words. Table 2 shows the 
final results: the number of positive and negative terms with different strengths. 

Table 1. Statistics of all annotation results 

Positive Negative  
Annotator Weak Mild Strong Weak Mild Strong 

Neutral 

A 672 186 159 388 276 262 12,417 
B 803 403 407 266 284 390 11,807 
C 1,112 317 295 368 213 300 11,666 
D 1,008 240 255 455 290 316 11,796 
E 977 304 244 328 219 182 12,106 

Table 2. Gold-standard 

 Positive Negative 
Weak 2,739 1,322 

Moderate 119 209 
Strong 151 210 

3   System Architecture 

Our system determines a news article’s sentiment information for end-users who want 
to read an opinionated news article on a specific topic, sometime with an interest on a 
particular sentiment. Due to an enormous number of daily news data, swiftness is an 
essential in our system. So, firstly, an agent3 collects news documents from news 
wires. Next, another agent detects sentiment terms in KB and reacts to determine the 
sentiment of news in the background of the scoring formula, paragraph segmentation 
and morphological analysis4. After that, the news documents sentiment information 
are tagged are transferred to IR system [10]. As a result, news articles with sentiment 
information are viewed by IR system. Also, a document’s sentiment value, v is deter-
mined in Figure 1. For each term (tc) in a document (D), the formula averages all the 
detected terms by each term’s frequency (f(tc)) and each term’s sentiment value 
(s(tc)). We added a bias for the most frequent term (tm) since frequent term is an 
important sentiment factor. (In experiment, β is 0.4, α is 0.6). Also, we promoted one 
step for sentiment words in the first paragraph as like “weakly positive” to “mildly 
positive”, which reflects the writing style that topics are arranged at the top. 

                                                           
3 AgletTM agent (http://www.trl.ibm.com/aglets/) 
4 Morphological analyzer developed from ETRI (Korea Electronics and Telecommunications 

Research Institute) extracts noun portion from raw text and puts the part-of-speech tag on it. 
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Fig. 1. Document Sentiment Value Determination Function 

4   Experimental Results 

Our collection covers 21 different newswire sources from July of 2005 to November 
of 2006. Among them, we tested the documents retrieved within top-200 based on 
two queries, “정부 부동산 정책” (government’s real estate policy) and “정몽준 
현대 자동차 회장 구속” (arrest of Jung Mong Jun, President of Hyundai automobile 
company). Our goal of the experiments was testing two hypotheses: 1) our approach 
can complement the statistically based approach to OA; 2) our KB containing do-
main-specific lexical knowledge is useful in determining the polarity and the strength 
of news article. We assumed an information seeking scenario where a user wanting to 
get a feeling about the most sensational news in economy enters a query like the 
above query and reads the retrieved news articles. First, we measured the accuracy of 
the polarity determination function using three classes: negative, positive, and neutral. 
Second, we examined the sentiment strength determination function in terms of accu-
racy and the Mean-Squared Error (MSE) that can capture the problem of the huge 
distinction between the true strength and the predicted strength. If ti is the true 
strength of document i, and pi is the predicted strength of document i, 

)(
1

ii

n

i

pt
n

MSE −⋅= ∑  

where n is the number of documents in the test set. We obtained the results of 
strengths at the 3-step level (i.e., weak, mild, and strong) and 5-step level (i.e., 1~5). 

For the gold-standard, we decided the polarities and their strength of the test articles 
by majority as used in Section 3. To verify our system’s competitiveness over statisti-
cal learning methods, we produced results of SVM and Naïve Bayes-based classifiers 
as the baseline. Those classifiers using uni-gram feature were trained by another 100 
retrieved documents with the same queries (i.e., we searched another 100 samples and 
annotated them in the same manner as in the test set). Pang et al [2] report that SVM 
has the best performance in English text. In spite of the belief that adjective is more 
effective contributor than other parts-of-speech in classifying English documents 
based on their sentiment values [5, 6], noun is a much more critical feature in Korean 
text (Table 4). We used Joachim’s SVMlight package [9]. 

We obtained 74% accuracy which is 9% increase over the better baseline perform-
ance and 30% increase over the case where only the general KB was used. Since the 
terms in KB are only nouns, adjective was not encountered in the cases of KB. We 
observed, at least in Korean news, that domain specific terms play a more important 
role in determining the sentiment because the context of words provide additional 
information in capturing more precise sentiment. For example, general words such as 
“하락(decrease)” that may be considered as negative in many context have different 
meanings depending on its context. For example, “분양 가격 하락 (decrease of the  
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Table 4. Accuracy results of polarity 

Features Naïve Bayes SVM 
KB with  
domain 

knowledge 

KB with  
only general 
knowledge 

Adjective 51% 58% N/A N/A 

Noun 59% 68% 74% 57% 
Adjective + Noun 58% 68% N/A N/A 

Table 5. Polarity determination results for different annotators 

Methods A B C D E 
KB with domain  

knowledge 68% 69% 69% 74% 73% 

KB with only general 
knowledge 

58% 51% 62% 53% 50% 

Table 6. Results of determination of polarity strengths 

Accuracy MSE 
Methods 

3 step 5 step 3 step 5 step 

KB with domain  
knowledge 63% 33% 1.40 2.83 

KB with only general 
knowledge 

51% 21% 2.73 4.37 

selling price of an apartment)” is positive, but “부동산 대출금리 하락 (decrease of 
the interest for real-estate loans)” is negative since it may cause land speculation. To 
resolve certain variation, we need domain knowledge. 
Our approach is more effective across all the annotation results although there were 
quite a wide range of variations. The results in the table reflect the diversity compared 
to the gold-standard. However, our approach is shown to outperform the one with 
general term knowledge across all the cases, varying from 24% to more than 50%. 

5   Conclusions 

We proposed a knowledge-based OA system that does not rely on heavy natural lan-
guage processing to figure out the semantics or pragmatics of text, which is not really 
feasible for the given task at this point. Our approach is practical since the knowledge 
base contains lexical information, i.e. terms and their polarity information in a spe-
cific domain like economy, which can be captured with relative ease. The machine-
readable dictionary we developed contains not only domain specific terms, but also 
domain-independent opinion clue terms. We verified that our approach is effective 
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and promising in an experiment by showing that the proposed system determines the 
polarity and the strength more accurately than statistically based machine learning 
methods and the method with only general seed words. While the experiment was 
done with Korean news articles, the result is valuable since most popular statistical 
machine learning approaches and the approach with knowledge on general, domain-
independent terms only have clear limitations that should be overcome.  In the future, 
a more detailed analysis of the reasons why machine leaning based approaches are 
inferior would be of great value.  
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Abstract. The abstract should summarize the contents of the paper and should 
contain at least 70 and at most 150 words. It should be set in 9-point font size 
and should be inset 1.0 cm from the right and left margins. There should be two 
blank (10-point) lines before and after the abstract. This document is in the re-
quired format. In this paper, we present a new algorithm for reconstructing 
large phylogenetic tree. This algorithm is based on a family of Disk-Covering 
Methods (DCMs) which are divide-and-conquer techniques by dividing input 
dataset into smaller overlapping subset, constructing phylogenetic trees sepa-
rately using some base methods and merging these subtrees into a single one. 
Provided the high memory efficiency of RAxML (which the program inherited 
from fastDNAml) compared to other programs and the good performance on 
largereal-world data it appears to be best-suited for use as the base method. The 
experiments clearly show that the proposed algorithm improves over stand-
alone RAxML on all datasets, i.e. yields better likelihood values than RAxML 
in the same amount of time. This results serve as an argument for the choice of 
the proposed algorithm instead of stand-alone RAxML. 

Keywords: Phylogenetic tree,divide-and-conquer, DCM. 

1   Introduction 

Phylogenetic tree illustrates the evolutionary relationships among a groups of organ-
isms, or among a family of related nucleic acid or protein sequences, e.g., how might 
have this family been derived during evolution. It plays a fundamental role in many 
biological problems such as multiple sequence alignment, protein structure and func-
tion prediction, and drug design [1]. 

There are two general categories of methods for calculating phylogenetic trees: dis-
tance-based and character-based. Distance-based methods compute a matrix of pair-
wise distances between sequences in an alignment, and then constructing a tree based 
entirely on the original distance computations instead of sequences. There exist many 
methods based on this idea. Such as, Neighbor-Joining [2] and other improved  
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distance methods, WEIGHBOR [3], BIONJ [4], FASTME [5] and a latest approach 
considering maximum-likelihood estimated triplets of sequences [6]. Disadvantages 
of distance-based methods include the inevitable loss of evolutionary information 
when a sequence alignment is converted to pairwise alignment [9]. 

Character-based methods would examine each column of the alignment separately 
and look for the tree that best accommodates all of this information, such as maxi-
mum parsimony (MP) [7] or maximum likelihood (ML) [8]. MP chooses tree that 
minimizes number of changes required to explain data. ML, under a model of se-
quence evolution, finds the tree which gives the highest likelihood of the observed 
data. Character-based methods are information rich for there is a hypothesis for every 
column in the alignment. However, The MP method is NP-hard, and ML has un-
known complexity [10] and is very hard to solve in practice. Primary sources of phy-
logenetic tree construction software include the PHYLIP website (http:// evolution. 
genetics.washington.edu/phylip.html), MrBayes [11] and PAUP [12][13] 

Previous studies have shown that large datasets are challenging for MP heuristics 
implemented in these packages [14][15]. To analyze datasets containing thousands of 
sequences Disk Covering Methods (DCMs)[14][16][17][18] were introduced. To the 
best our knowledge, Recursive-Iterative-DCM3 (Rec-I-DCM3), is the best known 
technique heuristic for solving MP.  

AS to ML, one of the recent methods, RAxML [19][20], is among the fastest, most 
accurate, and most memory-effcient ML heuristics on real biological datasets to the 
best of our knowledge. Furthermore, the global optimization method (fast Nearest 
Neighbor Interchange adapted from PHYML [21] is not as efficient on real alignment 
data as RAxML. Thus, it is not suited to handle large real-data alignments of more 
than 1,000 sequences. 

In this paper, we present a new algorithm for reconstructing large ML phylogenetic 
tree by integrating algorithmic concepts from Rec-I-DCM3 and RAxML. The experi-
mental results show that the proposed algorithm outperforms the existing methods. 

2   Methods 

The proposed algorithm is consists of four main steps. 

Step 1: Recursively divide the given dataset into smaller, overlapping subproblems, 
until the subproblems become at most of size Maximum subproblem size 
(MS) and stores the merging order (subset-guidetree, rurTree) which is re-
quired to correctly execute the merging step. 

Step 2: Construct phylogenetic tree for subproblems by using the RAxML method. 

Step 3: Combine the sub phylogenetic trees into a unique supertree � � 
Step 4: A hill-climbing ML search on the supertree, T', is applied to do a global rear-

rangement 
 

Some definitions used are shown as following: 

Short subtree. Suppose there is a tree T with an edge e in it. Let Q1, Q2, Q3 and Q4 be 
the four subtrees around e; q1, q2, q3 and q4 be the set of leaves closet to e in each  
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of the four subtrees respectively. The distance between them is measured by the   

hamming distances on the edges. The set of nodes in 4321 qqqq ∪∪∪  is the short sub-
tree around e. 

Short subtree graph.  Short subtree graph is the union of cliques formed on “short 
subtrees”  around each edge in T 

Separator. Separator is the short subtree of a special edge, which would produce the 
most balanced bipartition of the leaves in tree T when removed. 

 

The outline of the proposed algorithm is as following: 

1. Problem Initialization 
1.1 Set S={S0, …, Sk-1} of aligned biomolecular sequences. Set k=number 

of sequences, n=number of iteration, b=base heuristic (TNT), T=starting 
tree, MS=maximum subproblem size.  

1.2 Initialize a subset guide-tree, rurTree, to record recursive calls as the to-
pology for merge subtrees. 

Initialize, allsubsets, to save a total set of subproblems. 
2. For n iterations do 

2.1 /*Construct a recursive DCM3 decomposition using T|S (a guidetree tree 
on dataset S) as the guide tree, producing a total set of subproblems, all-
subsets =A0, A1  ,…, Am-1 (m is the total number of subsets). Produce a 
subset guide-tree, rurTree, to keep the merge order. The rurTree is ex-
pressed in a string format that uses parenthesis to start and end subtree 
groups, commas to separate group members, and subproblems names to 
name tree leaves. */ 
Recursive_Divide(S, MS, T) 

2.2 Build phylogenetic subtrees of subproblems by using RAxML. 
2.3 Use a postorder tree walk algorithm to search subset-guidetree, rurTree, 

in order to merge subtrees into a suptertree, T’. 
2.4 Apply hill-climbing heuristic starting from T’ until we reach a local op-

timum. Let T’ be the resulting local optimum. Set T=T’. 
 

Function Recursive_Divide(S, MS,  T) 
 

Input: Set of k sequences S = S1; S2; :::; Sk Maximum subset size MS 
Starting tree T 

Output: Set of subproblems, allsubsets = A1,A2, …,Am  
(m is the total number of subsets) 

Algorithm: Recursively divide a set of k sequences S into subproblems 
 

(a) Compute edge weighting for each edge by using the hamming distances. 
(b) Compose short subtree graph around edges by selecting set of all leaves that are 

elements in a short quartet around an edge, that is sub1,sub2,…,subx (where x is the 
number of subsets). 

(c) Find a separator, spt, by selecting an edge that when removed, produces the 
most balanced bipartition of the leaves as centroid edge, Ec. 
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The spt is the leaves of the short subtree around Ec. The subsets are then defined to 
be  

xisubsptA ii ≤≤∪= 1,
 

(d) For )1( xiAi ≤≤  
If (Ai ‘size >MS){ 
Let T|Ai be the result of restricting tree T to Ai for each i. 
/*Recursively compute the subsets for Ai */ 
Recursive_Divide (Ai, MS, T| Ai) 
} 
Else{ 
Add Ai to allsubsets. 
Re-build subset-guidetree, rurTree. 
/*Produce a subset-guidetree, rurTree, to keep the merge order. The rurTree is ex-

pressed in a string format that uses parenthesis to start and end subtree groups, com-
mas to separate group members, and subproblems names to name tree leaves.*/ 

} 

3   Experimental Design 

The online version of the volume will be available in LNCS Online. Members of 
institutes subscribing to the Lecture Notes in Computer Science series have access to 
all the pdfs of all the online publications. Non-subscribers can only read as far as the 
abstracts. If they try to go beyond this point, they are automatically asked, whether 
they would like to order the pdf, and are given instructions as to how to do so. 
 

Methodology 
 

To the best our knowledge, RAxML, is the best known technique heuristic for solving 
ML. Therefore, we design an experiment to show that the proposed algorithm would 
improve over stand-alone RAxML on all datasets in order to demonstrate the benefits 
which arise from using the dividing method. 
 

Datasets 
 

The experiments were done on six large datasets, some of which are obtained from 
http://www.cs.njit.edu/usman/RecIDCM3.html. The datasets we used are (1) 6281 
Eukaryotes ssu rRNA sequences from the European rRNA database, (1661 sites), (2) 
6458 firmicutes bacteria 16s rRNA sequences from the RDP (1352 sites), (3) 6722 
three-domain rRNA sequences from Robin Gutell (1122 sites) [22], (4) 7769 three-
domain + 2 organelle rRNA sequences from Robin Gutell (851 sites), (5) 11361 set of 
all bacteria ssu rRNA sequences from the European rRNA database (1360 sites)[23], 
and (6) 13921 proteobacteria 16s rRNA sequences from the RDP (1359 sites) [22]. 

4   Experimental Results 

In our experiments both methods start optimizations on the same starting tree. Due to 
the relatively long execution time on large alignments we only executed one iteration 
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per dataset. The run time of one the proposed algorithm iteration was then used as 
inference time limit for RAxML. Table 1 provides the log likelihood values for 
RAxML and the proposed algorithm after the same amount of execution time. Note 
that, the apparently small differences in final likelihood values are significant because 
those are logarithmic values and due to the requirements for high score accuracy in 
phylogenetics (T.L.Williams et al. 2004). 

Table 1. The proposed algorithm versus RAxML log likelihood values after the same amount 
of inference time 

Dataset Proposed algorithm RAxML 
Dataset1 -99967 -99982 
Dataset2 -355071 -355342 
Dataset3 -383578 -383988 
Dataset4 -1270920 -1271756 
Dataset5 -901904 -902458 
Dataset6 -541255 -541438 

 
The experiments clearly show that the proposed algorithm improves over stand 

alone RAxML on all datasets, i.e. yields better likelihood values than RAxML in the 
same amount of time. This results serve as an argument for the choice of the divide-
and-conquer method instead of stand-alone RAxML. 
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Abstract. Distributed Web crawlers have recently received more and more at-
tention from researchers. Full decentralized crawler without a centralized man-
aging server seems to be an interesting architectural paradigm for realizing 
large scale information collecting systems for its scalability, failure resilience 
and increased autonomy of nodes. This paper provides a novel full distributed 
Web crawler system which is based on structured network, and a distributed 
crawling model is developed and applied in it which improves the performance 
of the system. Some important issues such as assignment of tasks, solution of 
scalability have been discussed. Finally, an experimental study is used to verify 
the advantages of system, and the results are comparatively satisfying. 

Keywords: Web crawling; full distributed; structured network. 

1   Introduction 

Due to the exponential growth of the web, an important challenge of web crawler is to 
efficiently collect massive pages in a limited time frame, one that has received con-
siderable research attention.  

Some distributed crawling systems have been worked out to finish Web massive 
information collecting task. The distributed crawling systems mentioned in [1, 2, 3] 
use a centralized server to manage the communication and synchronization of  
crawling nodes. These centralized solutions are known to have problems like link 
congestion, being a single point of failure, and expensive administration. Some full 
distributed crawling systems have been proposed in [4, 5, 6], that is, no central coor-
dinator can exist in these systems. In these systems, large numbers of nodes collabo-
rate dynamically in an ad-hoc manner and share information in large-scale distributed 
environments without centralized coordination. An important issue of the presented 
crawlers is dynamic load balance. Most systems concern the methods of static load 
assignment and ignore the unbalance in crawling process. Another issue that has not 
been well resolved is scalability caused by the arrivals and departures of nodes. 

In this paper, our research mainly focuses on how to design a full distributed 
crawler based on a distributed crawling model. A structured architecture will be pro-
posed and the mechanism to achieve load balance and scalability will be given.  
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2   Architecture 

In our crawler, crawling nodes are organized as a structured ring network to offer the 
service of collecting Web pages. The ring is composed of several crawling nodes that 
autonomously coordinate their behaviour in such a way that each of them scans its 
share of the Web. Such organization has several desirable properties – it is highly 
resilient to a single point of failure, and incur low overhead at node arrivals and de-
partures. More importantly, they are simple to implement and incur virtually no over-
head in topology maintenance. The overview of crawler system can be described by 
Figure.1. 
 

 

Fig. 1. Overview of crawler system 

Each crawling node in system is composed of 2 parts: crawling module and control 
module. The function of crawling module is to download web pages from Internet 
according to the URLs queue. The function of control module is to manage the com-
munication and harmony with other crawling nodes.  

The inside organization of each crawling node can be described by Figure.2.  

 

 

Fig. 2. Architecture of each crawling node 
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3   Distributed Crawling Model 

Our research mainly focuses on the decentralized crawling strategy which has been 
implemented in control module. The core of the strategy is called distributed crawling 
model (DCM). As mention above, the model is composed of three parts which will be 
described as follow. 

3.1   Tasks Assignment 

The sub-module of tasks assignment is used to divide whole crawling task into differ-
ent parts, and allocate them to each node in order to achieve a parallel processing. We 
propose a new method of tasks assignment which is a dynamic consecutive division to 
the value space of hash function, and we explain why this method makes it possible to 
decentralize every task and to resolve the above problems. 

Let the value space of hash function be a rang from  
0a  to 

na . For example, if 

)(URLH  denotes the sum of integer parts of the IP of URL’s host, then 00 =a  and 

10204255 =×=na . Let n  denote the number of nodes, we can get a division with 

1−n  numbers denoted by ),...,,( 121 −naaa  and 
nn aaaaa <<<<< −1210 ... , the node i  

will take charge of the URLs whose )(URLH  are located in the range of ),( 1 ii aa − .  

At the beginning, we initialize the value of 
ia  as follow: 

)1,...,2,1( −=×= nii
n

a
a n

i
 (1) 

Obviously, formula (1) is a n  equivalent division on the range of ),( 0 naa . We will 

dynamically change the value of 
ia  in crawling process to achieve a load balance, the 

more detail will described in next section. 
The crawling nodes are organized as a ring. Each node has two neighbors which 

called “preceding-node” and “following-node”. The hashing value of URLs on pre-
ceding-node is smaller than that on following-node. Each node need maintain three 
URLs queues: local-queue, preceding-queue and following-queue. The URLs in pre-
ceding-queue need to be sent to preceding-node, URLs in following-queue need to be 
sent to following-node and URLs in local-queue need to be sent to local download 
queue. In order to complete this process, we define two token in our structured net-
work named “forward-token” and “backward-token”. The “forward-token” starts off 
from the first node in network which charges the set of the smallest hashing value of 
URLs. The node holding “forward-token” will operate as follow: 

1. The node sends its following-queue to its following-node. 
2. The following-node will accept the queue and divide the queue into two parts, 

one is added into its own local download queue, the other is added into its fol-
lowing-queue. 

3. The node gives the forward-token to its following-node. 

The “backward-token” starts off from the last node and the process is the oppo-
site with the “forward-token”.  
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The time of token walking a circle on the ring is called cycle T . In order to avoid 
frequent communication in the network, we let T  equal a longish time, such as one 
hour. So, the interval of sending token from one node to another is nT . And a new 

URL will arrive at the corresponding node within the time T . 

3.2   Dynamic Load Balance Management 

Load balance means that each node should be responsible for approximately the same 
number of URLs. But the n  equivalent division on the range of ),( 0 naa  can not as-

sure that there are same number URLs located in each part. So we provide a dynamic 
load balance model to achieve the characteristic of load balance. Our model is based 
on three principles: 

1. A little unbalance is permitted for the communication price of adjusting load 
balance. 

2. At certain moment, the operation of adjusting load balance only occurs be-
tween two adjoining nodes. 

3. Local balance should comply with the global. 

We use a token called DLBT (dynamic load balance token) to perform the function. 
The operation of adjusting load balance only occurs between the node holding DLBT 
and its “following-node”. The DLBT starts off from the first node and walk on the ring. 

3.3   Scalability Maintenance 

High scalability means that the more crawling nodes, the higher performance. We 
should develop the mechanism to maintain the topology of structured ring networks 
and manage the arrivals and departures of crawling nodes. 

The mechanism is rather simple. Each node in the structured network not only 
keeps the information of its two neighbors, but also saves the information of three 
closest nodes in up and down direction. If a node is failure, its neighbor will find the 
next node to rebuild the virtual link. If a node joins in the network, it will request for 
the connected node and get the information of neighbors to create the link, of course, 
the redundant link will be removed. 

4   Evaluation Methodology and Experiment Results 

The goal of this section is to analyze the load balance and scalability features of our 
crawler. In order to achieve the load balance of the system, we use hash function to 
dynamically assign URLs to each crawling node. The consequence can be obtained by 
analyzing colleted Web pages by each node every hour. 

In Jan 2007, we utilize our crawler to get experimental data which are about 
7771402 Web pages with 21.75GB capacity within ten hours. And the number of 
parsed URLs is about 58606584. All of our measurements are made on six general 
Intel PCs with the P4 3.0GHZ Intel processors, 2GB of memory and 400GB hard 
SATA disk, the bandwidth is 100M. The operating system is Redhat Linux 9.0. 
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Fig. 3. Evaluation of load balance 

Figure.3 shows the performance of load balance of our system. The experimental 
results show that our dynamic load balance model has a remarkable performance in 
improving the load balance in distributed crawler systems.  

With the more number of crawling nodes, the crawling speed of our system is 
higher, shown in figure.4. The relation is almost linear. But with the increasing of 
nodes, the overload of the synchronization and communication among the nodes may 
decrease the performance. 
 

 

Fig. 4. Evaluation of scalability 

5   Conclusions 

In this paper we present a full distributed crawler system based on a structured net-
work. A distributed crawling model (DCM) is proposed to achieve the merits of load 
balance and scalability. And a new method of tasks assignment is presented, which is 
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a dynamic consecutive division on the value space of hash function. Also, a dynamic 
load balance model is used on the structured ring network. The experiment results 
show that our methods achieve a well performance to improve the load balance and 
scalability in distributed crawling environment. 
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Abstract. In the past years much research has been done on data-driven depen-
dency parsing and performance has increased steadily. Dependency grammar has
an important inherent characteristic, that is, the nodes closer to root usually make
more contribution to audiences than the others. However, that is ignored in pre-
vious research in which every node in a dependency structure is considered to
play the same role. In this paper a parser based on weighted hierarchical structure
learning is proposed to simulate shallow dependency parsing, which has the pref-
erence for nodes closer to root during learning. The experimental results show
that the accuracies of nodes closer to root are improved at the cost of a little
decrease of accuracies of nodes far from root.

1 Introduction

Recently, dependency grammar has gained renewed attention and becomes more promi-
nent. Currently it is dominant that using data-driven approaches to learn parsers auto-
matically from experience, such as probabilistic generative models [3], generative prob-
abilistic parsing models [2] and deterministic discriminative model [7] and so on. Gen-
erally speaking, data-driven approaches fall into two categories, i.e. generative models
and discriminative models. The latest state-of-the-art dependency parsers are discrimi-
native which are based on classifiers trained to score trees, given a sentence, either via
factored whole structure scores [5] or local parsing decision scores [6]. However, sel-
dom work about shallow dependency parsing like shallow phrase-structure parsing has
been done. In the paper, a discriminative dependency parser based on weighted hierar-
chical structure learning is proposed to simulate shallow dependency parsing, aiming at
improving dependency parsing for nodes closer to the root node.

The remainder of this paper is organized as follows. Section 2 first makes a brief
introduction to dependency grammar, and then describe dependency parsing algorithm
in detail. Section 3 gives the details of adopted learning algorithm and some discussion.
To demonstrate the usefulness of our algorithm, Section 4 contains the results produced
by several dependency parsers. Last section contains some conclusions plus some ideas
for future work.
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2 Dependency Parsing

2.1 Overview of Dependency Grammar

In Dependency Grammar, individual words in a sentence are considered to be linked
together in dependency relations instead of being combined just mechanically. When-
ever two words are linked by a dependency relation, we say that one of them is the head
and the other is the dependent, and that there is an edge connecting them. In general,
the dependent is the modifier or complement; the head plays the larger role in deter-
mining the behavior of the pair. The dependent presupposes the presence of the head;
the head may require the presence of the dependent. The figure 1 depicts the skeleton
of dependency structure of a sentence. The dashed line means the head ‘Root’ and the
relation <‘Root’, ‘had’> both are dummies. Essentially, a dependency link is a directed
arc pointing from head to dependent. The dependency structure is a tree with the main
verb as its root (head).

Root  (Economic  news) (had)  (little effect) (on (financial markets))

Fig. 1. An example of annotated image

Similar to shallow phrase-structure parsing, shallow dependency parsing breaks up
sentence into ‘spans’, and then link them with directed arcs. The edges connecting dif-
ferent spans are named ‘span-link’, and the two nodes linked by ‘span-link’ are defined
as ‘span-head’ with respect to corresponding span. Different from full parsing, shallow
dependency parsing only focuses on ‘span-head’ and ‘span-link’, instead of nodes and
edges inside spans. Currently there is no standard about what is shallow dependency
parsing like shallow phrase-structure parsing, and the following gives a rough guide-
line: the dummy node ‘Root’ is the root of a dependency tree; each subtree is treated as
a span in shallow parsing. Based on above analysis, it is reasonable to think that ‘span-
head’ and ‘span-link’ closer to ‘Root’ are more important than the others in shallow
parsing, such as that inside span. Thus it is feasible to improve accuracy of dependency
relations closer to ‘Root’ to simulate shallow dependency parsing, with regular full
parsing.

2.2 Parsing Algorithm

The CKY algorithm is a well-known O(n3) algorithm for PCFG parsing [4]. When
applied to dependency parsing, however, the CKY has the time complexity of O(n5).
Eisner proposed an parsing algorithm similar to CKY that has a time complexity of
O(n3) [3]. The idea is to parse the left and right dependents of a word independently
and combine them at a later stage. During dependency parsing, there are many spans
produced. Among them adjacent spans are possible to be combined into a longer span
iteratively. At last one span including all words can be generated as output. This pars-
ing algorithm removes the need for the additional head indices and requires only two
additional binary variables that specify the direction of the item and whether an item is
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complete. For space limitation the parsing algorithm is described here briefly, and for
details please refer to [3,5].

3 Learning

As indicated earlier, dependency tree is built bottom-up via combining small spans
iteratively. The number of generated spans, however, grows exponentially with the size
of sentence length, so the learning task is to, given a sentence, find the best one from
numerous candidates. In this paper we adopt a strategy similar to McDonald et al [5],
that is to say, every candidate is scored and chooses the one with highest score as final
dependency parsing output.

An extension of original binary perceptron for multiclass problem (MPA) is proposed
by Collins [1] as follows:

w = w + α · (φ(xi, yi) − φ(xi, zi)) (1)

where zi is a prediction for instance xi and α is a constant positive factor for promo-
tion or demotion, and the definition of φ is the same as the previous representations
of feature vector. Note that the parameter α is a constant, that means weights of all
relations in dependency structure are updated (add or minus) with equal scalar. How-
ever, it is not always reasonable. For instance, in figure 2 there are three dependency
tree candidates - a correct dependency tree (a), both incorrect dependency trees (b) and
(c) (node enclosed by dashed circle has incorrect head) - for sentence “Economic news
had little effect on financial markets”. The shallow parsing result, “news had effect on
markets”, can be easily drawn from the right candidate (a) or the wrong candidate (b),
except for (c). So from the viewpoint of shallow parsing, (b) is better than (c) in spite of
both having one wrong relation. As discussed in subsection 2.1, we only concentrate on
‘span-head’ and ‘span-link’ in shallow dependency parsing: the nodes and edges closer
to ‘Root’ transmit more semantic information than others. Based on analysis above, we
proposed a simulated shallow dependency parser derived from a full parsing.

To differentiate nodes and edges in dependency tree we replace the scalar factor
α with a diagonal matrix A = (∂1, . . . , ∂n). Assuming that feature vector φ(x, y)
is denoted by (f1, . . . , fn), we obtain (αf1, . . . , αfn) as the result of ‘α·φ(x, y)’, or
(∂1f1, . . . , ∂nfn) as the result of ‘A ·φ(x, y)’. Note that feature fi is a binary value, i.e.
1 or 0. In what follows we make some assumptions for simplicity. Given a sentence xi

and corresponding dependency tree yi, let T be the set of candidates. The inner product,
φ(xi, yi) ·wT , is defined to be the score of candidate yi of sentence xi. The error set for
instance (xi, yi) is defined to be the set of the index of candidates which achieve higher
scores than correct dependency tree yi:

E = {r �= yi|r ∈ T, φ(xi, r) · wT > φ(xi, yi) · wT } (2)

Comparing to original perceptron algorithm and others, the innovation of our algorithm
derived from the refinement of update factor, i.e. diagonal matrix A. Given a candidate
z drawn from error set E, Az is defined as follows:

Az = diag(∂1, ..., ∂n), ∂i = 2fi · (1 + ehl(fi,z))−1 (3)
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Root

Fig. 2. Dependency tree examples: one correct (a) and two incorrect (b) and (c)

where hl(fi, z) is a function named ‘hierarchical length function’ and defined as: (1).
The height of a relation < i, j > is the number of passed edges from ‘Root’ to node
j, for example the height of <‘had’, ‘news’> in figure 2(a) is 2, while that of <‘on’,
‘markets’> is 4; (2). If feature fi is derived purely from a relation r, then hl(fi, z) is
the height of r; (3). If feature fi is a mixture of features derived from more than one re-
lations r1, r2, . . . , rm, then hl(fi, z) is the minimum relation height among r1, . . . , rm.

Then we can rewrite formula 1 by substituting ‘A’ for ‘α’ and obtain formula 4:

w = w + Ayi · φ(xi, yi) − 1
k

k∑

i=1

Azi · φ(xi, zi), zi ∈ E (4)

where E is the error set of size k and zi is some candidate belonging to error set E. It is
clear that diagonal element ∂i is zero when corresponding feature fi is zero, therefore,
we can ignore ‘zero’ features in implementation for simplifying the computation. The
definition of A in equation 3 implies that the closer to ‘root’ nodes and relations are,
the more aggressive the update to them are during learning. Consequently, we make a
trade-off between relations closer to ‘root’ and relations far from ‘root’: improve the
learning of the former at the cost of decrease of the latter. We have drawn a conclusion
in subsection 2.1 that nodes and edges close to ‘root’ are more semantic and important
than those far from ‘root’. Likewise, shallow dependency parsing concentrates on nodes
and edges which are close to ‘root’. So it is feasible to simulate shallow dependency
parser via the proposed approach.

4 Experimental Study

4.1 Data and Task Definition

The original data consisting of 10,000 Chinese instances are provided by Information
Retrieval Lab of Harbin Institute of Technology. These instances have been labeled
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manually with POS, relation and relation type in advance. The total data in the exper-
iments were randomly divided into two groups: one for training with size of 9000 and
one for test with size of 1000.

The task in the experiment is to assign labeled dependency edges to Chinese sen-
tences. Each sentence was represented as a sequence of tokens plus POS. For each to-
ken, the parser must output its head and corresponding dependency relation. The metrics
applying to evaluate parsers are defined as follows (Specially, excluding punctuation
from scoring):

– LAS (labeled attachment score). It is the proportion of “scoring” tokens that are
assigned both the correct head and the correct dependency relation label

– UAS (unlabeled attachment score). It is the proportion of “scoring” tokens that are
assigned the correct head (regardless of the dependency relation label)

– LS (label attachment score). It is the proportion of “scoring” tokens that are as-
signed the correct dependency relation label (regardless of the head)

– LAS-n (labeled attachment score with height n). The height of a token is the num-
ber of passed edges from the dummy node ‘Root’ of dependency tree to itself.
Specially, the height of one token t is equal to the height of one relation whose
child is just t. Arabic numeral n indicates a concrete height. For example, in figure
2 (a) the height of “financial” is 5, “news” is 2, and “Economic” is 3. LAS-n is the
proportion of “scoring” tokens with height n in dependency tree that are assigned
both the correct head and the correct dependency relation label. In this experiment
dependency structure are divided into 5 partitions: LAS-1, LAS-2, LAS-3, LAS-4,
and LAS-5+. Specially, LAS-5+ includes nodes whose height is larger than 5 (in-
cluding 5). If there are 100 tokens with height 1, and 80 tokens are assigned both
the correct head and the correct label, then LVS-1 is 80%.

4.2 Experimental Results and Analysis

In this paper we proposed a variation of multiclass perceptron algorithm (VMPA), using
update rule in formula 4, for simulated shallow dependency parsing. To verify the effec-
tiveness of the proposed approach, we carried out the experiment in which two parsers
were built from the training dataset of size 9000 using VMPA and original multiclass
perceptron algorithm (MPA) described in formula 1, and then applied them to the test
dataset of size 1000 respectively. To make a comparison, we evaluated additional two
state-of-the-art dependency parsers: MSTParser1 and MaltParser2, which were devel-
oped by McDonald [5] and Nivre [6] respectively. Note that MaltParser used embedded
SVM learner and predefined feature model for Chinese. MSTParser used its default
setting in the experiment. All results were reported in table 1. The results of VMPA
showed that the accuracies of tokens with lower height, comparing to that of MPA,
had some improvement. LAS-1 and LAS-2 increased 5.86% and 2.02% respectively.
Of course, the improvement was at the cost of decrease of accuracies of nodes far from
‘Root’. At the same time, the results of both VMPA and MPA were a little worst than
two state-of-the-art parsers, i.e. MSTParser and MaltParser. We believed that may be
due to the difference of learning algorithms.

1 http://sourceforge.net/projects/mstparser
2 http://w3.msi.vxu.se/ nivre/research/MaltParser.html



A Simulated Shallow Dependency Parser 489

Table 1. Results of three dependency parsers. (MST:MSTParser, Malt:MaltParser)

Algos LAS UAS LS LAS-1 LAS-2 LAS-3 LAS-4 LAS-5+

VMPA 77.16% 79.01% 80.23% 76.87% 75.67% 78.69% 79.01 75.83%
MPA 77.73% 80.20% 83.06% 71.01% 73.65% 80.95% 79.93% 76.45%
Malt 81.16% 83.20% 87.06% 75.13% 77.65% 78.15% 84.93% 84.45%
MST 81.51% 83.21% 86.19% 77.93% 84.16% 83.21% 80.63% 78.01%

5 Conclusions and Future Work

In this paper we focus on shallow dependency parsing and propose a discriminative de-
pendency parsing algorithm based on weighted hierarchical structure learning to sim-
ulate it. The results demonstrated that accuracies of nodes closer to ‘Root’ increased
at the cost of some decrease in nodes far from ‘root’. This improvement, however, is
somewhat limited because the learning is based on instance one by one thus could not
make overall trade-off over all training instances. Some improvements to the proposed
approach may be brought through additional research. First, the definition for shallow
dependency parsing in this paper is still rough and simple. Secondly, the trade-off is
based on single example one by one instead of the whole examples due to the online
framework of the learning algorithm. In future work we may consider applying batch
learning algorithm, such as SVM, with trade-off strategy for shallow parsing.
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Abstract. A center choice method based on sub-graph division is presented. 
After constructing the similarity matrix, the disconnected graphs can be estab-
lished taking the text node as the vertex of the graph and then it will be analyzed. 
The number of the clustering center and the clustering center can be confirmed 
automatically on the error allowable range by this method. The noise data can be 
eliminated effectively in the process of finding clustering center. The experiment 
results of the two documents show that this method is effective. Compared with 
the tradition methods, F-Measure is increased by 8%. 

Keywords: Document Clustering, K-means, Initial Center, Sub-graph Division. 

1   Introduction 

K-means has better scalability and higher implementation efficiency to the application 
of document clustering, and it can achieve good results and is superior to hierarchical 
clustering[1], but it is difficult to determine the cluster center and it is sensitive to the 
isolated point in document set. Aiming at the characteristic that the cluster center of the 
K-means needs to be assigned, there have been some improved methods[2]. 

Literature [3] made use of genetic algorithm to optimize K which is the number of 
initial center; Literature [4] mentioned that a new program for choosing the initial 
clustering center has been raised by the global k-means method, which adds a dynamic 
clustering center through making use of global searching process. Liu Yuanchao made 
use of the improvement of the Maximin Principle to decide the clustering number and 
clustering center[5]. In literature [6] the clustering center was determined by improving 
the CBC committee algorithm, and the shortcoming of the method is that it has a high 
time complexity and it needs to use the hierarchy algorithm when selecting a com-
mittee, which depresses the accuracy to some extent. Additionally, the algorithm needs 
to assign the number of the cluster manually, which is always a difficult task. 

This paper presents a new initial center choice method, which aims at the charac-
teristic that the K-means algorithm needs to assign the initial clustering center, based on 
sub-graph division. 

2   Initial Center Choosing Method Based On Sub-graph Division 

After setting up the similarity matrix of the text, we select the entire document nodes as 
the vertexes of the graph. For the two documents whose similarity is bigger than the  
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Fig. 1. Changing Process of Sub-graph (θ=0.25 → θ=0.20) 

current similarity threshold, we connect a line between the two corresponding nodes in 
the graph. Thus a disconnected graph will be formed (if the threshold is too small, the 
graph may be a connected graph). 

In the descending process of the similarity threshold, when the threshold value is 
proper, some sub-graphs exceeding a dedicated text number in the disconnected graph 
will come forth. And these sub-graphs perform as: the similarity between the docu-
ments of sub-graphs is high; meanwhile, the similarity between the documents included 
in different sub-graphs is smaller than the current similarity threshold. The purpose of 
the text clustering is that it makes the similarity of data point in the same cluster 
maximum and makes the similarity of data point in the different cluster minimum. It is 
feasible to take these sub-graphs as the candidate initial cluster center. 

In the changing process of the threshold, if the mutual similarities of the document of 
one cluster are lower in the similarity matrix, when the threshold falls to a dedicated 
value, a sub-graph will be formed possibly between the documents of this cluster, and 
then we can consider the vector center of the documents in this sub-graph as the can-
didate clustering centers, which reduces the data noise.  

 2.1   Preprocess of Clustering 

During the document clustering, preprocess work is very important. The usual proc-
essing steps include: segmentation, stop word removal, word frequency statistic, fea-
ture selection and building vector space model. 

In the process of our experiment, we select different number of high frequency 
words to experiment, and find that the use of 50 high frequency words would have the 
best experiment result. So, we select the first 50 high frequency words of each clus-
tering document as the feature words of the clustering. Collecting statistic of all the 
words of the total document and taking them as column, and build the vector space 
model. The computing of text similarity uses cosine formula. 

||||||||
),(

dmdt

dmtd
dmdtsim

×
×′

=    (1) 

2.2   Algorithms 

The first stage: Cluster center 
The main process of the algorithm is, firstly, we find out all the sub-graphs of the text 
set and sub-graphs formed in the current threshold from these sub-graphs. We deal with 
them and then depress the threshold, loop until satisfying the end situation. The input of 
the algorithm is the storage structure of the adjacent table of N clustering documents 
and the threshold of similarity is θ, β. 
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Step 1. Finding out all the sub-graphs of the text set by using of the depth graph trav-
erse method, if the document numbers of all the sub-graphs are smaller than β, 
turn to Step 5; 

Step 2. If N sub-graph sub-graph{W1 ,W2 ,W3 ,…,Wn } are disposed for the first time, we 
take the N sub-graphs as the candidate initial cluster center of the text set, sig-
nature as old{M1 ,M2 ,M3 ,…,Mk} and compute the vector center of each cluster 
center. Turn to Step 5, or else turn to Step 3; 

Step 3. Collecting statistic of all the sub-graph sub_graph{ W1 ,W2 ,W3 ,…,Wn } pro-
duced by traverse, establishing the mapping between it and the old cluster 
center old{M1 ,M2 ,M3 ,…,Mk1}, and then dealing with these sub-graphs in 
sub_graph{ W1,W2 ,W3 ,…,Wn } respectively. 

For the sub-graph that has mapping relationship Wi →{ Mi ,Mj…} with the old cluster 
center, if the increased document number of sub-graph Wi, num(Wi)-num(Mi+Mj) is 
smaller than β, we consider that the cluster center of Mi , Mj doesn’t change, and we 
diverse the newly increased document to the old cluster center having the higher 
similarity. If the increased document number is bigger than β, we need to judge whether 
the new element is a new cluster center or not. 

For the sub-graph that doesn’t have mapping relationship with the old cluster center, 
taking the sub-graph as the candidate cluster center and turn to Step4; 
Step4. Firstly, we must judge whether the similarity between each candidate cluster 

center and other candidate cluster center that doesn’t have mapping relationship 
with the old cluster center is bigger than θ or not, if the similarity is bigger than 
θ, the two candidate cluster centers can be emerged as one cluster center Mk+1, 
meanwhile, we must judge whether the Mk+1 is a new cluster center entered to 
old{M1,M2 ,M3 ,…,Mk1}. If the maximum of the similarity between Mk+1 and old 
cluster center is small than the present threshold of sub-graph division, Mk+1 
needs to be entered to old {M1 ,M2 ,M3 ,…,Mk+1}; 

Step 5. Reducing the similarity threshold of the sub-graph division by 0.05; 
Step 6. Repeating the process Step 1 ～ Step 5 until the threshold reducing to the 

dedicated value η, the judged cluster center old{M1,M2 ,M3 ,…,Mk} will output 
and the program is end. 

The sub-graph in the algorithm refers to the graph that the number of the interrelated 
document is over β. In the forth step, if the candidate cluster center Wi and the old 
cluster center Mi are in the same cluster, after the vector center of Wi being emerged, the 
similarity between Wi and Mi will be bigger than before, and the similarity is bigger 
than the similarity between any of the element in Wi and the old cluster center Mi, so, 
we take the candidate cluster center, which has a lower similarity than the present 
sub-graph division threshold, as a new cluster center.  

The second stage: Clustering 
We conduct a k-means clustering by use of the clustering centers, which are found out 
in the first stage. 

Step 1. Take the k cluster center producing in the first stage as the initial cluster center; 
Step 2. Assign each document to the most similar cluster according to the average of 

object in the cluster; 
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Step 3. Update the average value of the cluster; 
Step 4. Repeat Step 1～Step 3 until the cluster division does not change again; 

2.3   Time Complexity Analysis of Algorithms 

Prior to the implementation of the algorithm, we need to build the similarity matrix of 
the document. The time spending is bigger, but most of the document clustering algo-
rithms needs to build the similarity matrix in advance [6]. In the process of building 
similarity matrix, the storage structure of adjacent table can be built according to the 
dedicated threshold. The time complexity of the graph’s traverse algorithm is 

( )en +Ο  in the implementation process, taking d as the feature dimension of text set 
and taking k as the number of cluster center. The time complexity of the second step is 
nd and the time complexity of dealing with the newly created sub-graph is dk 2 , so 
the time complexity of the algorithm is ( )dknden 2+++Ο 。  The time com-

plexity of the algorithm can be increased with the increasing of the dimension numbers. 
Consequently, when we handle the large data set, the time complexity of the algorithm 
is high.   

3   Experiments 

We conduct a series of experiments. The first group selects the different articles that 
have already been categorized from www.sina.com.cn. These articles are classified 
artificially, so it is convenient to compare the test result. There are 7 classes of docu-
ments: studying abroad, real estate, music, automobile, military affairs, college en-
trance examination, sport. We take out 20 documents for experimentation from each 
category of these documents. The second group makes use of the classification corpus 
which is provided by Lee Lurong of FuDan University, selecting 6 classes from these 
corpus for the experiment: Energy、Electronics、Medical、Communication、  Philoso- 
phy、Literature. 

The evaluation criteria of the experiment result used most commonly F-measure 
values [7]. Let P be average precision. Let R be average recall. F-measure is defined to 
be 2RP/(R+P). 

Table 1. The Experiment Result of the Algorithms 

The Number of Initial Centers Generated on Different Group of Corpus  True k 
values 

1 2 3 4 5 6 

2 2 2 2 2 2 2 

3 3 3 3 3 2 3 

4 4 4 4 4 4 3 

5 5 5 4 5 5 5 

6 5 5 6 5 5 6 
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The threshold of the algorithm is selected according to the experiment experience. 
When θ is smaller, there will be many density areas and the mutual similarity of these 
areas will be lower. We conducted several experiments by taking definite standard text 
set as the training text set. After training, w ，e let θ=0.25 β=N/5 in the process of the 
experiment (N is the document number of each cluster). 

For the different values of k, we use different k cluster’s combination to conduct 
experiment and each k is conducted 6 groups of different experiments. We can see that 
the experiment results are unanimously with the standard result from table 1. When 
analyzing the cluster that the division number is lack, it is easy to find that the docu-
ment theme distributing of the cluster is too loose. When k=6, the military cluster is not 
found. 

We select 2～6 clusters from the 7 clusters to conduct experiment, and three group of 
experiments are conducted to every k. Corresponding to each group of experiment for 
each K, the right column data is the cluster result that using the sub-graph division 
method. 

Table 2. Comparision of Two Different Cluster Initial Center Choosing Method (Our Method B) 

Clusters of Experimental Text Set  

2 Clusters 3 Clusters 4 Clusters 5 Clusters 6 Clusters 
Experiment 
Times 

A B A B A B A B A   B 
First  Group 0.90 1.00 0.88 1.00 0.85 0.92 0.83 0.90 0.74 0.81 

Second Group 0.95 1.00 0.83 0.95 0.80 0.86 0.72 0.90 0.75 0.89 

Third  Group 0.90 0.92 0.87 0.93 0.80 0.82 0.83 0.84 0.71 0.81 

 
From table 2, we can see that the experiment result by the method of automatically 

determining the cluster center is superior to the method of artificially designating the 
cluster center. In the first stage of the cluster, the vector center of the cluster are the 
combination of the documents that are divided into the sub-graph, so each cluster in the 
test result has a high recall rate. If the number of selected cluster center is equal to the 
number of the original cluster of document set, the precision of each cluster will be 
promoted, so the accuracy of the cluster result is higher. 

The second experiment (Table 3.) is a comparison between our method in this paper 
and the original cluster method C. In the original method, the cluster center is generated 
randomly, and we select the average of the three experiments as the result of this  
experiment. 

Table 3. Comparison of Our Method With Original Clustering Method (Our Method B) 

Clusters of Experimental Text Set 

2 Clusters 3 Clusters 4 Clusters 5 Clusters 
Experiment 
Times 

B C B C B C B C 

First  Group 0.78 0.76 0.64 0.66 0.69 0.54 0.4 0.49 

Second Group 0.95 0.73 0.68 0.67 0.59 0.45 0.54 0.44 

Third  Group 0.69 0.52 0.81 0.59 0.57 0.62 0.59 0.55 
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From the experiment results of table 3, in most cases, this method can achieve better 
results. The F-measure value of the automatically determining the cluster center 
method is promoted by 8% than the original K-means cluster method. We analyze the 
reasons for several poorer test results and it is mainly because that the selected feature 
words of experiment are correlated with each other, such as electronics cluster and 
communication cluster. The other reason is that the length of individual document is 
too short. When selecting the key words of clustering, the effective words that can 
distinguish the document are less. 

4   Discussion and Conclusions  

A method of determining the cluster center is presented, by which the potential cluster 
center can be discovered using sub-graph division. In the process of searching the 
cluster center, it removes the noise data successfully. The method, which can improve 
the results of the cluster remarkably, is proved effective. When our method applying in 
the short content subjects, the effect of the cluster will decline because of the small 
amount of information contained in the text. In future, we will continue to research it 
deeply.  
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Abstract. In this paper, we propose a model for evaluating the quality
of general user-created documents. The model is based on supervised
classification approach, in which output scores are considered as qual-
ity of given document. In order to utilize both textual and non-textual
attributes of documents, we incorporated a number of objectively mea-
surable, real-valued features selected upon predefined criteria for quality.
Experiments on two datasets of real world documents show that textual
features are stable indicators for evaluating documents’ quality. Some
features are inferred to be effective for general kinds of documents.

1 Introduction

User-created documents are well known types of user-generated contents, which
are produced by end-users. For example, user product reviews in shopping sites
or answers in community driven Q&A are two common types of user-created doc-
uments. This has motivated us to investigate on proposing a quality evaluating
model that can be applied to any common types of user-created documents.

Using a supervised classification approach, we first manually labeled experi-
mental documents conforming to three levels of document quality, namely good,
fair and bad. A classifier trained from annotated corpus then ranked documents
according to their prediction scores. In this work, we concentrate on building a
feature combination which does not depend on the type of target documents.
Our proposed method empirically worked well, even though documents have
been collected from independent sources.

2 Related Work

Recently, [1] studied a task similar to our work, which is specific to user-created
answers. Only non-textual features, such as click-through counts and user rec-
ommendation counts, were used for predicting answer’s quality. However, it has
turned out that the most effective feature is document length (which does not
refer to non-textual information), whereas the others are less contributed. This
conclusion infers that non-textual information considered previously may not al-
ways be stable along time; intuitively, data sparseness may often occur for newly
created documents because they would be seen less by users.

H. Li et al. (Eds.): AIRS 2008, LNCS 4993, pp. 496–501, 2008.
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[3] investigated the task of predicting reviews’ helpfulness that considered
users’ vote as ground-truth evaluation. Firstly, different classes of features are
utilized to helpfulness. SVM regression then learned helpfulness function and
ranked reviews according to their output scores. In this work, the length of a
review, product rating and its unigrams were found to be most useful. However,
assessing reviews’ helpfulness based on users’ rating ground-truth is not always
reliable due to several voting biases [4].

Showing three biases of [3]’s approach, [4] presented a framework for detecting
low-quality reviews. Instead of using users’ vote information, the authors manu-
ally annotated a set of ground-truth according to manually predefined specifica-
tion for reviews’ quality. However, many selected features are directly extracted
from product’s attributes such as the number of products, product features, brand
names. Such features made this approach domain restricted since they are hardly
applicable to other types of user-created documents.

Limitations from prior works have suggested us to employ both textual and
non-textual features in the proposed method. To widely exploit this work for
almost any types of user-created documents, only general features are chosen
regarding intrinsic properties of documents. Our proposed model empirically
improved performance in comparison with baseline approach that utilizes only
non-textual features.

3 Method

3.1 Features Categories

One of the enhancements in our approach is the combination of objectively
measurements selected upon predefined classes. All experimented features are
separated into four categories: authority, formality, readability and subjectivity.

Features on authority
Among four categories, authority is a unique category that relies on non-textual
information collected by service providers. Features on authority indicate
whether document is written by a trustworthy author or not. Some represen-
tative examples of features in this category are as follow:

• Number of documents previously written by the same writer (NDOC)
• Number of votes or scores granted by users (NVOT)

Features on formality
This feature category refers to the writing style of target document. A formal
document tends to be accessible to the intended audience. Based on this obser-
vation, some of consecutive features are considered:

• Number of words in the document (NWRD)
• Number of different words in the document (DWRD)
• Number of sentences in the document (NSNT)
• The fourth root of the number of words in the document (RWRD =

4
√

NWRD)
• Average length of sentences in the document (SLEN)
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Features on readability
Typically, a well-organized document imparts much information to reader. With
assumption that format of document contributes to its quality prediction; three
described features have been chosen for experiments:

• Lexical density of the document (LXDN = DWRD/NWRD)
• Number of paragraphs in the document (NPRG)
• Average length of paragraphs in the document (PLEN)

Features on subjectivity
Subjectivity refers to opinions of authors in a document. Several following fea-
tures have been defined based on simple and easy-measurable criteria:

• Ratio of positive sentences (RPST)
• Ratio of negative sentences (RNST)
• Ratio of subjective sentences regardless of positive or negative (RSST)
• Ratio of comparative sentences (RCST)

Basically, most of features in formality and readability category are similar
to the ones used in Project Essay Grade [6]. Subjectivity category consists of
opinion-based features. Using subjective and comparative languages clues [2,8],
we refined a set of opinion words and phrases for each testing corpus. Subjectivity
features have been extracted by using a simple keyword-based approach. For
example, positive sentences are considered as sentences that contain at least one
positive opinion word or phrase.

3.2 Quality Evaluation Model

In our proposed model, Maximum Entropy (MaxEnt) is chosen for training a
classifier. The main advantage of MaxEnt is that we can easily integrate variety
of relevant features since they are expressed in the form of feature functions.
For later improving a retrieval system, we intend to build a statistical model of
which output scores can be considered as prior information.

The underlying idea of MaxEnt indicates that without external knowledge,
one should prefer the most uniform models that also satisfy any given constraints.
Once we assume that assessing quality of documents is a random process that
observes documents and assign them a quality label y, MaxEnt motivates to find
the model p as close to the empirical probability distribution p’ of random pro-
cess as possible. Applying to our classification task, each feature is represented
by a feature function fi(x, y) = xfi where xfi is the value of the ith feature
in the document x. MaxEnt then estimate expected value for each feature from
training data and take this as constraint of the model distribution.

Firstly, a set of weighting parameters λ for each feature function are estimated
by using Limited-Memory Variable method [5]. The model then computes the
conditional probability for predicting the quality of document x by the formula:
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p(y|x) =
1

Z(x)
exp

[
∑

i

λifi(x, y)

]

where p(y|x) is the output score indicates the quality of document x and Z(x) is
a normalization factor to ensure

∑
yp(y|x) = 1. We specifically use p(y=good|x)

as a score output.

4 Experiments

4.1 Experimental Corpus

We experimented our model on two datasets of real world user-created doc-
uments. The first one consists of 1000 English reviews on Amazon website
(http://amazon.com). Twenty products in electronics category were randomly
selected for constructing corpus. For each product, we manually accumulated
50 reviews regardless of order. Other relevant information of reviews such as
author’s rank, users’ vote, comments are also saved. Two students were asked
for hand-tagging each given document as good, fair or bad (Table 1 shows de-
scriptions of three-level quality on each dataset).

The second dataset includes 2589 Korean Q&A samples collected from Naver’s
Knowledge Search service (http://kin.naver.com). Basically, this corpus has
already built and experimented in previous research [7]. The dataset is composed
of questions, along with one best answer for each question. (Knowledge Search
service allows users to select one best answer among all answers corresponding
to a question). In this scenario, we used only answers for the experiments. Also,
all answers were manually labeled based on three-level quality.

Table 1. Three-level specification for document quality

Level Document types

Review Answer

Good - Complete, broad, well-organized
description of the product
- Pros & cons reasonably explained
- Objective for most of the time

- Objective with certain basis or
subjective but logically explained
- Attachment often included
ore answer to the question

Fair - Contains some information about
the product
- Rather more subjective

- Objective but lack of details
- Subjective with no basis but
partially logical

Bad - Contains very little, misleading
information or even no description
of the product
- Many inappropriate words,
wrong spellings, or bad readability
- Completely subjective

- Abuse languages or spams
contained
- Libel on someone particular,
irrelevant answer to the question
- Very speculative or subjective with
no basis



500 L. Hoang et al.

Table 2. Effect of feature categories

Features Reviews Answers

Authority(baseline) 0.7647 0.9190

+Formality 0.9269 0.9705

+Readability 0.9269 0.9674

+Subjectivity 0.9624 0.9722

Review Answer
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Fig. 1. 11pt recall-precision curves with 2 datasets

4.2 Results

We ranked the documents in descending order of the score output and used the
traditional recall and precision metric to evaluate the results. Conforming to the
evaluation metric, we consider good and fair documents as relevant documents
while poor documents are treated as non-relevant ones. Aimed to measure the
effectiveness of textual features in comparison with non-textual features, we take
the model that utilizes only the features on authority as baseline. The average
precision is chosen for measuring the overall performance and the contribution
of each feature category.

Table 2 indicates the contribution of each feature category based on average
precision score. From the table, formality is shown to be the most effective
category when incorporated with non-textual features. Features on readability
make no contribution, and even slightly decreased precision on the answer corpus.
Subjectivity features conduced a remarkable improvement on review corpus that
can be justified because of the imbalance size between two sentiment word sets.

Fig. 1 shows 11pt recall-precision curves for baseline and proposed model as
well. On both of experimental datasets, textual features proved to be predictive
indicator since our proposed method outperformed the baseline approach that
utilizes only non-textual features.
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5 Conclusion

In this paper, we presented supervised classification model for evaluating user-
created documents. Four categories of features have been defined in terms of
authority, formality, readability, subjectivity. We found that textual features are
stable and effective for capturing document quality. Features on formality were
pointed out to be the most useful features in augmenting the performance. Read-
ability features have no significant impact, while features on subjectivity show
promising contribution in further improvement. Although our model dominated
data sparseness and restricted-domain feature selection, it still has limitations.
Our proposed method only concentrated on the quality regardless of relevance
to the content. Also, our experimental data for reviews is a little small.

For future work, we plan to expand our work in several practical areas such
as opinion search, blog spam filtering, and summarization. We aim to continue
investigating on subjectivity features as well as verifying the effectiveness of our
quality prediction model.
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Abstract. With the network information growing day by day, people engaging in 
commercial affairs are crying for a commerce-oriented search engine. The pri-
mary step of building up the search engine is to get commercial information ef-
ficiently from Internet. This paper introduces a method used to filter com-
merce-oriented information from Internet. By this method, Spider decides the 
passing orientation by judging whether the hyperlink is relevant to commercial 
affairs. In the experiments, we used word-filtering technology to optimize the 
program and use the thread pool to improve the performance. 

Keywords: Vertical Search Engine, Commerce-Oriented Spider, LSA theory. 

1   Purpose of the Research 

With the speedy development of computer and Internet, more and more information is 
generated and exists in the Internet. How to get accurate and useful information? 
Search engine is a good tool to obtain useful information. So it becomes the most 
popular on-line service besides E-mails. 

The working process of general search engine can be described as follows: Firstly the 
network robot also named Spider skims through the Internet, collects the URL of web 
pages and the information contained in the pages; the spider stores the information into 
the index database; then the search utility sets up the Web page of a list of links to URLs 
which the search engine can find in its index matched the site visitor’s search keywords. 

But there is so much irrelevant information in the result pages. So people pay more 
and more attention to vertical search in a certain area. 

Business information is just a small part of the network information. If we want to 
search business information, it will take much more time and energy to download all 
the information the general spider program found and to judge whether it is business 
information or not. So the study of implementing an efficient commerce-oriented spi-
der program is necessary and of real value. In this paper, a method to implement a 
commerce-oriented search engine will be introduced. 

2   Process of Realizing 

The network robot always starts from a certain web page or several pages, and then 
goes through all the pages it can find. So firstly the spider analyzes the HTML code of a 
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web page, seeks the hyperlinks in the page, and then skims through all the linking pages 
using recursion or non-recursion algorithm. Recursion is an algorithm that can shift the 
program logic back to itself. It is simple, but it can not be applied to multi-thread 
technique. Therefore it can’t be adopted in an efficient spider program. Using 
non-recursion method, spider program puts the hyperlinks it found into the waiting 
queue instead of transferring to it. When the spider program has finished scanning the 
current web page, it will link the next URL in the queue according to the algorithm. 

A hyperlink would be judged by the commerce-oriented spider if it is related to 
commerce or not before it is added to the queue. The way to achieve it is as follows: 

1. Collect some typical commerce-related documents and transform them to text 
files as exercise texts originally; 

2. Use LSA theory to build up an entry-text matrix of exercise texts. Using LSA 
model, a text set can be denoted as r*m entry matrix D. “M” means the quantity of texts 
in the text set , while “r” represents the number of different entries in the text set. That 
is, each different entry corresponds to a row of the matrix D; and each text file corre-
sponds to a column of the matrix D. [ ]ij r mD d ×= , Here,  dij is the weight of entry I in 

text j. As is known to all, there are many formulas to calculate weight in the traditional 
vector representations. Following is a very familiar formula to calculate weight: 
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In formula (1), ( ),W t d means the weight of entry t in the text d, ( ),tf t d  means the 

frequency of entry t in the text d, N means the number of exercise texts, tn means the 

quantity of texts which include entry t, and the denominator is a normalized factor. 
In practice, we noticed that the position where the entry appears is very important. 

For example, the entries which appear in the headline, beginning or ending parts are 
often keywords of the file. So we modified the weight calculation formula, it can be 
described as formula (2): 
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When entry t appears in the headline, beginning or ending parts, 
ta =0.5. It equals to 

zero if entry t appears in other parts. 
After matrix D is calculated, we begin to calculate the K rank approximate matrix 

kD  of matrix D based on SVD (singular value decomposition). After the singular value 

decomposition , matrix D can be denoted as: TD U V= Λ . Here, U represents the left 
singular matrix according to the singular value of matrix D and V represents the right. 
Λ is the Diagonal Matrix that insists of D’s singular values in descending order. Then 
the K rank approximate matrix kD can be formed with the front “K” columns in U and 
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V. That is, T
k k k kD U V= Λ . The columns in kU  and kV  are orthogonal vectors. kD is 

used to represent D approximately, and kU  and kV  represents entry vector and text 

vector respectively. 
3. When the Spider is carrying out searching progress, it draws out the circumfer-

ential entries of the hyperlinks and names them X before putting the links into the 
queue. The characteristic vector for X is:  ( )1 2, , , rX x x x= , ix  can be calculated by 

the modified weight calculation formula (2). Project X into the space of kD  and come 

out XX: 1T
k kXX X U −= Λ . Now we are to compute the similarity between XX and kV ’s 

row vectors. Suppose that 
1
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Add up all the similarities (with the quantity of m), and compare the sum with a 
given value. If the sum is higher than the given value, we can consider the hyperlink as 
commerce-oriented. 

3   Procedure Optimization 

3.1   Filtration of the Entries in the Text 

The experiments showed that the dimension of the entry-text matrix can not be too 
large. Otherwise, it will take more time to judge whether the hyperlink is com-
merce-oriented or not. Therefore, we usually decompose the text by using the de-
composing program and sign the attribute of an entry while catching it. Delete those 
that do less contribution to the classification, such as prepositions, and keep nouns, 
verbs, adjectives and adverbs. Classify the verbs into three groups: connection verbs, 
state verbs and action verbs. And then delete connection verbs and state verbs. Calcu-
late the weight of the remained entries, array them in descending order and then pick up 
the top “n” entries to use.  

3.2   Using Thread Pool 

As experiments showed, multi-thread mechanism can improve the spider’s efficiency. 
By using multi-thread technique, Spider can request or wait for other pages while 
dealing with a certain page. Usually the Spider program builds a thread for each re-
quest. But it costs a lot in building a new thread for each request. When there are many 
requests, it will cost much more time and system resource to build and destroy threads 
than to deal with pages. So we use the thread pool to solve this problem. In the thread 
pool, the number of threads is given in advance. Too many or too few threads will 
reduce the Spider’s efficiency. Tasks are distributed to each thread by the thread pool. 
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When a thread finishes a task, the thread pool will assign the next task to it. Because the 
number of thread is certain, additional threads can’t be built. 

We can use an available thread pool program instead of programming it ourselves. 
Jeff Heaton provided a thread pool class in his paper “Creating a Thread Pool with Java 
“ which is published in www.informit.com or www.jeffheaton.com. Doug Lea has 
programmed an excellent open source set of concurrent utility programs: 
util.concurrent. In the open source set, the PooledExecutor class which is very effective 
and widely used is the right realization based on working queue. The thread pool used 
in our experiments is programmed by Jeff Heaton. 

Now, the algorithm using thread pool can be described as follows: 

(1)  Build a thread pool with the given size n; 
(2)  Check the waiting queue for other URLs. If there are web pages waiting to be  

dealt with, turn to step (3); If null, the program ends. 
(3)  Build a working thread MySpiderWorker to deal with the next URL; Check the 

thread pool for idle thread. If there is an idle thread, use it to carry out 
MySpiderWorker and then turn to step (2); if null, keep MySpiderWorker 
waiting until an idle thread appears in the thread pool. 

4   Search Strategy 

Since the spider is aimed at catching business information, the initial URLs should be 
connected with commerce. If not, there will be probably no commerce-oriented hy-
perlinks in the first page of the website, and it will result in an empty queue and the 
termination of the spider program. So it would be better not to run the spider program 
over the education network because most of the business information is from com-
mercial network instead of educational website. 

5   Experiments and Conclusion 

Different computers, different network and different time will leads to different 
download speeds. For example: The same Spider program running on a computer in the 
campus network can download only several documents from non-educational networks 
per second, but it can download even up to 100 documents from the educational network. 
Following experiments are held in campus network using the same computer. Since the 
exterior environment is almost the same, the experiment results are comparable.  

Table 1. Experiment result 1 

Quantity of  
documents (pcs) 

Number of 
threads 

Time (seconds) Speed 
(pcs/second) 

205 10 19 10.7 
205 15 14 14.6 
205 20 12 17 
205 25 11.5 17.8 
205 30 12 17 
205 35 13 15.7 
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1. No judgment on commerce is done to the hyperlinks and the initial URLs are 
educational websites. 

This experiment shows that more threads do not mean higher efficiency. So using 
thread pool can improve working efficiency. 

2. No judgment on commerce is done to the hyperlinks and the initial URLs are 
non-educational websites. 

 
Table 2. Experiment result 2 

Quantity of 
Document 
(30-200K) (pcs) 

Number of 
threads 

Time(seconds) Speed 
(pcs/second) 

300 25 298 1 

 
From table 1 and table 2 we can come to a conclusion that the speed of Spider differs 

widely when it is used to search information from different origin URLs. So in reality, 
general spiders often run over different networks to get different information from 
different origin. For example, some spiders are running over the CERNET to deal with 
“.edu” websites, while other spiders focus on “.com”or “.net” websites. 

 

3. Judgment on commerce is done to the hyperlinks and the initial URLs are a set 
of business websites. 

Table 3. Experiment result 3 

Quantity of 
Document 

(30-200K) (pcs) 

Number of 
threads 

Time(seconds) Speed 
(pcs/second) 

300 25 310 0.97 

 
From table 2 and table 3 we can conclude that when the initial URLs are from busi-

ness websites, whether commerce-relating judgment has been carried out or not will 
have little influence on processing speed. 

4. Relevant degree in obtained documents to business affairs  

In the experiment, θ  was fixed to: 0.3; the length of circumambient text of the 
URLs is 10-600 words. We obtained 500 documents in the result. 

Analyzing the result documents, we can get a general conclusion. There are some 
irrelevant documents: 2 flashes, 30 picture documents, 4 javascript documents, 1 ap-
plications and 10 irrelevant HTML documents. The quantity of relevant documents is 
453 and the relevant degree is 90.6%. The pictures are surrounded by business infor-
mation, which causes lots of the picture documents were downloaded. Most of the 10 
irrelevant HTML documents are blank in body. From the source code, we can find that 
the head and title of the documents is relevant to business while the body has nothing to 
do with it. 
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To conclude, using word-filtering and thread pool technology to retrieve business 
information in the Internet is practicable and effective. 
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Abstract. In order to utilize news articles from multiple news sites, it is
better to understand the characteristics of each news site. In this paper,
a concept of contrast set mining is applied for analyzing the character-
istic difference between each news site and all others. The News Site
Contrast (NSContrast) system is also proposed based on this mining
technique. This system is applied to a news article database constructed
from multiple news sites from different countries in order to evaluate its
effectiveness.

1 Introduction

We have recently been able to access a wide variety of news sites from all over
the world through the Internet. Because each country has different opinions and
interests, when we use news sites from different countries, we can obtain different
points of view on a topic. For example, considering diplomatic issues to do with
North Korea, Asian news sites, European sites, and American sites have common
interests as well as their own characteristic interests. So, in order to analyze some
events by using multiple sites, it is important to clarify the characteristics of each
news site.

There are several experimental systems that integrate news articles for a par-
ticular event from multiple news sites. For example, PENG [1] and Newsblaster
[2] are integrated news aggregation systems from distributed news archives.
PENG is good for finding articles that meet users’ preferences, but this is not
a system that contrasts different news sites. Newsblaster [2] is a system that
collects news articles from different resources and generates news article sum-
maries by integrating articles from different resources. This system is good for
users to understand particular events using different resources, but does not pay
attention to the characteristics of each news resource.

In order to characterize different data sets, the concept of contrast set mining
has been proposed by Bay et. al. [3]. This framework characterizes each contrast
set by finding out conjunctions of attributes and values that have meaningfully
different support levels.

By using contrast set mining, Yoshioka et. al. proposed a news-sites analysis
method that focuses on correlation change between different news sites [4]. This
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method demonstrates the possibility of determining the characteristic informa-
tion of each news site for a given topic, but it is too computationally demanding.

In this paper, the News Site Contrast (NSContrast) system is proposed for ac-
cessing news articles from multiple news sites by contrasting each news site’s char-
acteristics. This system is applied to a news article database constructed from
multiple news sites from different countries in order to evaluate its effectiveness.

2 News-Site Analysis Method Based on Contrast Set
Mining

First, news-site analysis method that focuses on correlation change between dif-
ferent news sites [4] is briefly reviewed.

2.1 Contrast Set Mining

Conventional data mining, such as association rule mining based on a support
confidence framework [5], tries to find rules that are dominant in the database.
These rules assist in understanding the database. However, in many cases, most
of the rules are well known and are not so interesting. To solve this problem,
the concept of contrast set mining was proposed [3]. This framework compares
a global and a conditioned local data set to find characteristic item information
that is significantly different from the global characteristic information. Even
though this information is not dominant in either the global or local data sets,
it can be used to understand the characteristics of the local database.

DC pair mining [6] is an algorithm that is based on the concept of contrast
set mining. DC pair mining tries to find the characteristic item pairs in a local
database by contrasting correlations between a global and a conditioned local
database. The following are definitions used in the DC pair mining problem.

In DC pair mining, the “difference of correlations observed by conditioning
a local database” is of particular interest. To quantify this difference, a new
measure, correl(X, Y ) and change(X, Y ; C) are introduced;

correl(X, Y ) =
P (X ∪ Y )
P (X)P (Y )

change(X, Y ; C) =
correlC(X, Y )
correl(X, Y )

where X and Y represent the item sets and C represents the condition for
constructing the local database. correl(X, Y ) and correlC(X, Y ) correspond to
the correlation between X and Y in the global database and in the C conditioned
local database, respectively.

By using this measure, the system can extract item set pairs whose correla-
tions are different from the global database; e.g., an item set pair with higher
change means that it is a characteristic correlation in the local database (posi-
tive feature), and a pair with lower change means that it is rarely correlated in
the local database (negative feature).
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2.2 News Sites Analysis System Based on DC Pair Mining

Following is an algorithm for making a news site database for DC pair mining
from multiple news sites.

1. Extraction of news articles from news sites
Since most of the news articles in news sites have additional content, such as
indexes or advertisements that are not part of the main content, it is neces-
sary to extract the main content from the news article pages. Webstemmer
1 is used to extract the main content by using layout analysis.

2. Generation of index terms from the articles
A morphological analysis system is applied to extracted articles to generate
the index terms. Noun, adjective, verb, and unknown as categories are used
for the unigram index and consecutive nouns are used for the bigram index.

3. Addition of news site information
The name of the news site and the date when the article was obtained are
added to the entry. By using this information as a condition (C), change
(X, Y ; C) can be calculated for each news site.

Based on this database and the DC pair mining algorithm, a news site analysis
system was proposed.

However, the original DC pair mining algorithm is quite time consuming be-
cause all combinations of item set pairs (X , Y ) that satisfy a given minimum
support condition are examined to calculate change(X, Y ; C) for each news site
(C). Therefore, the item set X is restricted to a set of given topic keywords for
analyzing the news site.

This news site analysis system demonstrates the possibility of determining
the characteristic keywords for each news site for a given keyword set. However,
it is still time consuming and it is not possible to find out characteristic keyword
sets that have a smaller change.

3 NSContrast: News Site Analysis System

Based on the research results discussed in the previous section, the News Site
Contrast (NSContrast) system is proposed for accessing news articles from mul-
tiple news sites by using a concept of DC pair mining; i.e., the contrast between
a global database of news articles from multiple sites, and a local database of
news articles from a single news site.

3.1 System Architecture

NSContrast consists of a news article retrieval system and a DC pair mining
system.

In the news article analysis system discussed in previous section, all combina-
tions of item set pairs (X , Y ) that satisfy a given minimum support condition

1 http://www.unixuser.org/%7Eeuske/python/webstemmer/index.html
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are examined to calculate change(X, Y ; C). However, since it is not so easy to
understand complicated item set pair information and it is quite time consuming
to calculate them, this algorithm is inappropriate for an interactive system.

To solve this performance problem, NSContrast restricts exploration space.
Since NSContrast is a system for accessing news articles, the topic keywords
for searching news articles are used as item set pairs X, Y to calculate change
(X, Y ; C). The system checks only items (not item sets) for Y . As a result,
NSContrast can generate a list of keywords with change(X, Y ; C). By using this
list, the user can find out positive and negative characteristic terms about a
given topic’s keywords for each news site.

The following is the algorithm for extracting characteristic terms.

1. A user inputs topic keywords and the IR system retrieves articles that contain
topic keywords.

2. The DC pair mining system selects candidate keywords that exist in the
retrieved articles and satisfy minimum support.

3. Correlations between topic keywords and each candidate keyword are cal-
culated for every news site. Since correl(X, Y ) used in previous research
cannot discriminate the difference between keywords that are totally cor-
related to the topic keyword (i.e., correl(X, Y ) = P (X∪Y )

P (X)P (Y ) = 1
P (X) as

P (X∪Y ) = P (Y )), this correl(X, Y ) = 0 is not appropriate for this analysis.
Therefore, in this paper, the log-likelihood ratio is used to measure corre-
lation. However, when two items in the global database are independent,
correl(X, Y ) = 0 and so change(X, Y ; C) = ∞. This is not appropriate for
this system. In addition, when correlation between X and Y is dominant in
condition C and Y is not so frequent in other collection, correl(X, Y ) has a
higher value. As a result, change(X, Y ; C) may have lower value even though
Y may be a characteristic terms of C. Therefore, it is better to contrast be-
tween conditioned database and rest of the database. The following formula,
therefore, is used to calculate change:

change(X, Y ; C) =
α + correlC(X, Y )
α + correlC(X, Y )

In this paper, we use α = 1 for all experiment.
4. The DC pair mining system calculates the change(X, Y ; C) value for each

topic keyword set. In this step, C, X , and Y correspond to the news site,
topic keywords, and a candidate characteristic keyword, respectively.

Based on this procedure, NSContrast extracts the following keyword lists for
given topic keywords:

List with higher correlation in global database. This list is good for un-
derstanding common interests.

List with higher change for each news site. This list is good for under-
standing interests that characteristically exist in a news site.

List with smaller change for each news site. This list is good for under-
standing topics that are mostly neglected by a news site.
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3.2 Analysis Experiment

In order to analyze the effectiveness of the system, an analysis experiment was
conducted using a news site database obtained from the Internet. The news
article database was populated by English language articles obtained from the
following sites from May 1 to November 30, 2006: (Table 1). Since most of
the news articles from the news sites have additional nonnews content, such as
indexes and advertising, it is necessary to extract the main content from the
news article pages using Webstemmer.

Tables 2–4 are tables extracted for analyzing the keyword “North Korea”.

Table 1. News Site Information

Site (country) Abbrev. Articles Site (country) Abbrev. Articles

Asahi newspaper (Japan) asahi 3314 Yomiuri newspaper (Japan) yomiuri 3501

CNN (USA) cnn 9003 The New York Times (USA) nyt 11246

Los Angeles Times (USA) lat 13645 Chosun newspaper (Korea) chosun 745

Joins newspaper (Korea) joins 462 People’s Daily people 2873
Al Jazeera (Qatar) alja 1499 newspaper (China)

Table 2. Terms (Phrases) with Higher Correlation in Each News Site and Total

Total chosun cnn asahi yomiuri

pyongyang pyongyang nuclear pyongyang pyongyang

nuclear nuclear pyongyang missile nuclear

korean test nuclear weapon nuclear korean

lat nyt joins alja people

nuclear korean nuclear nuclear six-party process

pyongyang nuclear pyongyang nuclear test six-party talk

korean nuclear test south pyongyang six-party

Table 3. Terms (Phrases) with Highest Change in Each News Site

chosun cnn asahi yomiuri

complex stiffen 1977 serious threat

wa two u.s. dna test money transfer

department saturday director-general yen

lat nyt joins alja people

britain r. settle n department

france iraq reporting n korea process

russian foreign american ambassador trade ministry acquire want

Table 2 shows terms (phrases) with highest correlation with keyword “North
Korea” in each news site and total. “Pyongyang” and “nuclear” were selected as
common topic keywords. From this table, we can see almost all news sites pay
attention to the issue of nuclear and missile in this period.

Table 3 shows terms (phrases) with the highest change with keyword “North
Korea” in each news site. From this table, we can see the Los Angeles Times
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Table 4. Terms (Phrases) with Smaller Change in Each News Site

chosun cnn asahi yomiuri

prime minister abduction unification industrial complex

atomic abductees south koreans north koreas

prime dae dismantle dismantle

lat nyt joins alja people

abduction catastrophic failure japanese u.s. nuclear test
yokota n. long-range launch china

dae government official summit cooperation security council

pays attention to the relationship between European countries, such as “Britain”
and “France”.

Table 4 shows terms (phrases) with smaller change with the keyword “North
Korea” in each news site. From this table we can see American news sites, such
as CNN, Los Angeles Times and The New York Times, pay little attention to
“Abduction” in the “North Korea” keyword case. (This is a common topic for
Japanese newspapers; e.g., characteristic keyword “1977” in Asahi newspaper is
a year that one Japanese woman was abducted.)

4 Conclusion

In this paper, the application of the contrast set mining technique to multiple-
news-site analysis is proposed and a news site analysis system NSContrast is
demonstrated. This system can find characteristic information of the news site
for given topic keywords.
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Abstract. We present a music recommendation system that incorporates both 
collaborative filtering and mood-based recommendations. The benefits of  
incorporating mood-based recommendations over both content/genre-based  
and collaborative filtering-based recommendation are illustrated by means of a 
real-world user evaluation in which 54 users took part in a one month long 
evaluation. 

Keywords: Collaborative filtering, content filtering, recommendation, music 
recommendation, mood. 

1   Introduction and Background to Music Recommender Systems 

In the recent years, we have witnessed the increasing use of personalisation and rec-
ommendation systems in order to solve the problem of information seeking and infor-
mation overload when accessing large archives of content. Whether it is our ever in-
creasing digital music collections, digital photo collections, NEWS stories or even web 
pages, we are becoming more and more reliant on smart information systems to under-
stand our needs and recommend content according to our interests. In this paper we 
present a novel music recommendation system that incorporates both collaborative 
filtering and mood-based recommendations. We illustrate the performance improve-
ments of a music recommender system that incorporates mood-based recommenda-
tions and collaborative filtering by evaluating three different approaches for producing 
recommendations by means of live user experiments over a period of one month. 

1.1   Collaborative Recommendation 

Typically recommender systems have been extensively used within e-commerce and 
online communities for recommending items like movies and books. More recently, 
recommender systems have been deployed in online music players, recommending 
music to users. Content-based filtering and collaborative filtering are two well-known 
algorithmic techniques for computing recommendations. A content-based filtering 
system [1] selects items for recommendation based on the correlation between content 
and the stored user's preferences. A collaborative filtering system [2] recommends 
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items not seen by the user, based on a correlation calculated between the user and 
other users with similar preferences. In addition, hybrid approaches have been devel-
oped to avoid the limitations of using either alone [3], such as the tendency of con-
tent-filtering systems to recommend only ‘more of the same’ content to a user.  

1.2   Music Recommender Systems 

There has been previous work on music recommender systems. For example Ringo [4] 
is a collaborative filtering recommendation system where the ratings of users similar to 
a particular user are utilized to suggest music for recommendation. Lee and Lee [5] 
have developed a music recommender system based on automatically identifying a 
person’s mood (using temporal and context information). This mood-based recom-
mendation is positively evaluated on a closed set of user listening data, retrospectively 
gathered with recommendations based on user’s playback history. Where our research 
differs from the pre-existing research is in the integration of low-cost, mood-based 
recommendations with collaborative filtering, based on explicitly gathered mood rat-
ings of both music and users, which we know to be accurate. In addition, our recom-
mender system is positively evaluated using real-world data in a live implementation, 
with live users interacting with the system and receiving recommendations on an ongo-
ing basis and instantly evaluating them, for a period of just over one month. 

2   Mood-Based Recommendation Experiment  

For our experiment, the music collection employed was a 6,027 song collection, gath-
ered by the participants in the experiment, and thus representing the range of musical 
tastes of the participants. This song collection was categorized into five genres, as 
shown in Table 1, which is used to recommend content to participants. Each song a 
user played was explicitly rated by that user for mood on a four-point scale (angry, 
happy, relaxed, sad). In addition users rated each song played on a binary scale, as 
being positive (liked) or negative (did not like) and these ratings were later used for 
evaluation and training purposes, as described in subsequent sections. 

Table 1. Music Collection, Analysis by Genre 

Genre Rock R&B  Pop  Jazz Folk  Other 
% of Collection 40% 3.5% 9% 3% 4.5% 40% 
Num of Sub-Genres 8 5 3 3 3 6 

 
In total there were 54 users for this experiment, from three locations (in both the US 

and Norway) and, as stated, this was a live evaluation which lasted for a total of 33 
days. This month long evaluation was divided into three phases of experimentation, 
with the first 19 days (content-based period) being dedicated to gathering a critical 
mass of user ratings to support subsequent music recommendation using collaborative 
filtering and collaborative mood filtering. After this first phase, the following two 
weeks were divided between the non-mood based collaborative filtering (collaborative 
period) and mood-based (mood-based collaborative period) experiments, as shown in 
Figure 1.   
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Fig. 1. Experiment Timeline Showing three Periods of the Evaluation 

2.1   Genre-Based Content Filtering 

During the initial training phase of gathering a critical mass of user ratings, users were 
recommended music based on their listening history (‘more-like-i-heard-already’) and 
genre’s that they liked. These recommendation resulted in new (not yet rated) music 
being recommended from the most important genres for each user. In this way, we 
maximized the number of ratings stored in the system. The evaluation of recommen-
dation quality was ongoing during this phase, and the results are presented in Figure 1 
below. Recall that a typical binary scale (like / not-like) was employed for user judg-
ments and every time a song was played by a user, they rated each song on this binary 
scale and also annotated each song with one of the four mood descriptors. 

The key result of this phase of the experiment was that a critical mass of user rat-
ings (6,159) was now stored in the system, along with the mood annotation of these 
songs. This provided a source of data for recommendations in the following two 
phases of recommendation. 

2.2   Collaborative Filtering 

The content filtering phase (just described) was followed by a week of collaborative 
filtering recommendations, which recommend music to users on the basis of the simi-
larity between users. User similarity was estimated by calculating the well known 
Mean Squared Difference measure between any two users, as shown below: 
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where m is the number of items that both users have rated, ra,i is the rating by the 
active user on item i and ru,i is the rating by the user u on item i. We can see that 0 < 
msda,u < 1, and if both users have similar ratings for all items, msda,u will be 0, or if 
the ratings differ, msda,u is 1.  Exploiting the ratings of similar users, songs that user a 
has not rated before, are recommended to user a thereby avoiding  recommendation 
cycles (recommending the same content constantly)1.  

During this (and the following) phase of the experiment, ratings were not stored for 
recommendation purposes, rather only for later evaluation of recommendation  

                                                           
1 At the start of each phase of the experiment, the previously-seen-list of songs already played 

by the user are reset to zero, thereby allowing all songs to be recommended for each new 
phase, so as to avoid bias against the later phases of the experiment. 
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performance, so as to avoid any bias in favour of the subsequent collaborative mood 
filtering phase. In addition, further mood annotation was not performed for this or the 
following phase. 

2.3   Collaborative Mood Filtering 

Collaborative Mood Filtering is similar to the collaborative filtering, however with 
the difference that songs are only recommended to a user that match the user’s current 
mood (explicitly stated by the user in the interface). In effect, mood operates as a 
filter over the recommendations, thereby focusing the recommendations on the par-
ticular mood of the user at any given time. The effect of this is to reduce the number 
of songs that are available for recommendation and once again users rated songs for 
evaluation purposes only. Once again, songs that the user had not seen were recom-
mended to the user and the previously-seen-list reset to zero at the start of this phase. 

2.4   Results of Evaluation 

For the evaluation, instead of using a simple Precision value, we have utilised an 
accuracy measurement which will give a more intuitive evaluation of the quality of 
the recommendations, by allowing the number of negatively rated songs to influence 
the score. The accuracy measurement is shown in the following formula: 

                                   ( )
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Where Acc n is the accuracy score on day n, S+
n is the number of positively rated 

songs recommended on day n, S--
 n is the number of negatively rated songs recom-

mended on day n, and S n is the number of songs recommended on day n.  The Accu-
racy measure will always be in the range of -1 to +1, with positive scores illustrating a 
higher number of positive ratings than negative ratings. 

Since we gathered the binary relevance judgement as the user played any given 
song, the accuracy of the recommendation techniques could be immediately evalu-
ated. The results of the experiment are presented in Figure 2 below, where we plot the 
accuracy of the recommendations on a day-by-day basis (through the three experi-
ment phases), for all users. Outlier days were removed from the results, i.e. days in 
which only one user requested recommendations, which were two days during two 
weekends2.  

As can be seen from Figure 2, the trendline shows that during the content-based 
phase, that  recommendation accuracy increased during the first few days as ratings 
are built up, but then remains relatively static, suggesting that genre-based user histo-
ries for non-collaborative, genre-based recommendations become effective within a 
week or so. 

Upon entering the collaborative period, where recommendations are based on pure 
collaborative filtering, the accuracy of recommendations drops significantly and 
shows more variance in performance than mood-based filtering. In the mood-based  
 

                                                           
2 Outlier days were in which only one user requested recommendations. This happened on two 

days, during two weekends. 
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Fig. 2. Accuracy of recommendations, in all three experimentation periods 

collaborative filtering phase, the climb in accuracy (seen in the collaborative period) 
continues steadily, suggesting that mood-based collaborative filtering outperforms 
conventional collaborative filtering. If we compare the average accuracy of both 
genre-based content filtering (0.28 for all 19 days, and 0.29 for the last 7 days) and 
collaborative filtering (0.12) to that of mood-based collaborative filtering (0.6) the 
benefit of mood-based collaborative filtering is clear.   

It is difficult at this point to firmly conclude the reason why the performance of the 
collaborative period (phase 2) is so low, though we believe that this could be due the 
requirement of a longer first phase of the experiment to gather even more user ratings 
than the 6,159 already gathered. What is interesting to note is that the collaborative 
mood filtering approach does not seem to be affected in the same way by the density 
of user ratings in the system, which we believe is due to the fact that the mood filtra-
tion of recommendations reduces the negative effect of any noisy recommendations 
from the collaborative filtering technique. 

Although this is early work in the area of mood-based recommendations and is 
based on a coarse five point scale for music genre and a four point scale for evaluat-
ing mood, the application of a mood filter clearly shows benefits for recommendation 
quality on our experiment. 

3   Conclusions and Future Work 

In this paper we have shown that a low-cost, mood-based collaborative filtering 
mechanism outperforms both conventional collaborative filtering and the genre-based 
content filtering system in a real-world music recommendation system. We propose 
that the mood-based recommendations reduce the number of noisy recommendations 
that are present when compared to a pure collaborative filtering technique.  

In future work, we will maintain a balance between recommending content that the 
user has not rated and that the user has rated, so as not to artificially deflate system 
performance. We will also examine scalability issues for real-world collaborative-
based recommendations and will examine the effect of automatically estimating user 
mood. Finally, moving from explicit user feedback of mood and recommendation 
quality judgments to implicit judgments, we will examine the effect and accuracy of 
these implicit judgments. 
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Abstract. Many news pages which are of high freshness requirements are pub-
lished on the internet every day. They should be downloaded immediately by 
instant crawlers. Otherwise, they will become outdated soon. In the past, instant 
crawlers only downloaded pages from a manually generated news website list. 
Bandwidth is wasted in downloading non-news pages because news websites 
do not publish news pages exclusively. In this paper, a novel approach is pro-
posed to discover news pages. This approach includes seed selection and news 
URL prediction based on user behavior analysis. Empirical studies in a user ac-
cess log for two months show that our approach outperforms the traditional ap-
proach in both precision and recall.  

Key words: web log, user behavior analysis, news page discovery. 

1   Introduction 

Nowadays, there are high freshness requirements for search engines. Many web users 
prefer reading news from search engines. They type a few key words about a recent 
event into a search engine, check the returned result list and navigate to pages provid-
ing details about the event. If a search engine fails to perform such service, users will 
be frustrated and turn to other search engines. News pages should be downloaded 
immediately after they are published. Therefore, many search engines have special 
crawlers called instant crawlers to download novel news pages. The work flow of an 
instant crawler is  

load seed URLs into waiting list     (1) 
while (waiting list is not empty) 
{ 
pick a URL from the waiting list 
download the page it points to 
write the page to disk 
for each URL extracted from the page 
if the URL points to a novel news page              (2) 
add the URL to the waiting list 
} 

The performance of an instant crawler is largely determined by two factors: (1) 
quality of seed URLs; (2) accuracy of prediction about whether a URL points to a 
news page when its content has not been downloaded yet. 
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Currently, manually generated rules are provided to solve the problem. An instant 
crawler administrator writes a news website list for an instant crawler to monitor. The 
instant crawler takes the homepages of these websites as seed URLs. A newly discov-
ered URL will be added to its waiting list if it is in the monitored websites. 

This policy works fine, but there are some problems. Many web sites contain both 
news pages and non-news ones. For example, auto.sohu.com is a website about auto-
mobiles. There are news pages reporting car price fluctuation and non-news pages 
providing car maintenance information. Only news pages in this website should be 
downloaded by instant crawlers. A web site is too large a granularity to make this 
discrimination. This problem can be solved with our method. 

News pages provide information on recent events. Users are interested in a news 
page only in a short period after it is published. As more and more users get to know 
the event, fewer users are likely to read that page. In contrast, non-news pages are not 
relevant to recent events. Users access them constantly. This feature is used to iden-
tify news pages. If a page accumulates a large proportion of click throughs in a short 
period after publication, it is likely to be a news page. 

A policy for instant crawlers to discover news pages is proposed based on user be-
havior analysis in click through data. In the beginning, news pages are identified 
based on how their daily click through data evolves. Then web pages which directly 
link to many news pages are used as seed URLs. Web administrators usually publish 
news pages under only a few paths, such as /news/. URLs of many news pages in the 
same folder share the same news URL prefixes. If there are already many news pages 
sharing the same news URL prefix, it is likely that novel news pages will be stored 
under that path and their URLs will start with that prefix. 

The rest of this paper is organized as follows: Section 2 introduces earlier research 
in priority arrangement in waiting list of crawlers; Section 3 describes the dataset 
which will be used later; Section 4 discusses and verifies a few properties of news 
pages; Section 5 addresses the problems in seed selection and news URL estimation; 
the approach proposed is applied in the dataset and the result is analyzed in Section 6; 
Section 7 is the conclusion of this paper.  

2   Related Work 

Earlier researchers performed intensive studies on evolutionary properties of the web, 
including the rate of existing page updates and that of novel page appearance [1], [2]. 
The conclusion is that the web is growing explosively [2] and it is almost impossible 
to download all novel pages. Web crawlers have to organize a frontier which is con-
sisted of discovered but not downloaded URLs. Priority arrangement in the frontier is 
important. This problem is studied from several perspectives. Some researchers tried 
to find a balance between downloading novel pages and refreshing existing pages [3], 
[4] and [5]. They studied page update intervals and checked existing pages only when 
necessary. Crawlers downloaded novel pages during the intervals. Focused crawlers 
only download pages related to a given topic [6], [7], [8] and [9]. They estimate 
whether a URL is worth downloading mainly based on its anchor text. Other crawlers 
[10], [11], [12] and [13] predict quality of novel URLs and download candidates of 
high quality. This work is similar with ours. We also make an order of the frontier, in 
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the perspective of freshness requirements instead of page quality. Pages of high fresh-
ness requirement are downloaded with high priority, while others can be downloaded 
later. 

3   News Page Discovery Policy for Instant Crawlers 

News hub pages are used as seed URLs to discover novel news pages if they link to 
many previous news pages. Novel news pages are usually stored in the same location 
with known news pages. So news pages are identified to find where novel news pages 
are likely to be stored. A newly discovered URL will be downloaded if its URL starts 
with one of the news URL prefixes.  

3.1   Generate Seed URL List for an Instant Crawler 

It is proved in Section 4.1 that ClickThroughConcentration of most news pages is 
larger than that of most non-news ones. For each web page in the click through log, it 
is a news page if its ClickThroughConcentration is less than a threshold. Otherwise, it 
is a non-news page. News pages can be automatically identified with this method. 

A seed URL for an instant crawler is of high quality if a large number of news 
pages can be discovered from it in only one or two hops. It is probable that novel 
news pages will be linked by pages which already have links to many known news 
pages. News hub pages which have linked most news pages are included in seed list. 

3.2   Estimate Whether a URL Points to a News Page 

Some news pages cluster in the same folder and some are dynamically generated from 
the same program with different parameter values. News URL prefixes can be found 
from known news pages. Given a website, a URL prefix tree is built according to its 
folder structure. In this tree, a node stands for a folder. Node A has a child node B if 
B is the direct subfolder of A. Web pages are leaf nodes. A program is also a non-leaf 
node. Dynamic pages generated from that program are its leaf nodes. Each non-leaf 
nodes are labeled by two numbers: the number of news pages and that of non-news  
 

 
Fig. 1. A URL prefix tree of a sample website 

website.com/  (2/4)

folder/  (0/1) news.jsp  (2/2)

page.htm  (non-news) 

index.htm  (non-news)

?p=1  (news) ?p=2  (news) 
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ones directly and indirectly under that node. For example, website.com contains four 
pages: /index.html, /folder/page.htm, /news.jsp?p=1 and /news.jsp?p=2. Its URL prefix 
tree is organized as in Fig. 1. 

Each non-leaf node is scored with the proportion of the number of news pages to 
that of all pages under that node. All prefix trees are traversed from the roots. A node 
is a news node if its score is greater than a threshold. Otherwise, its children nodes are 
tested. This algorithm is described below. 

FindNewsNode(TreeNode N){ 

if (score of N is greater than the threshold){ 

N is a news node; 

return; 

} 

foreach child in NonLeafChildrenOfN 

FindNewsNode(child); 

} 

A news URL prefix consists of all nodes on the path from the root to the news 
node. Take the tree in Fig. 3 for example, if the node “news.jsp” is a news node, 
“website.com/news.jsp” is a news URL prefix. It is probable that URLs starting with 
news URL prefixes point to news pages and is worth downloading. 

4   Experiment and Evaluation 

Anonymous click through data for consecutive 60 days from November 13th 2006 to 
January 11th, 2007 is collected by a proxy server. Each record is a structure below: 

Request Date and Time Client IP Target URL Referrer URL 

 

A user accesses the Target URL from a hyperlink in the Referrer URL. Referrer URL 
is null if a user types the address instead of clicking a hyperlink. Daily click through 
data of all 75,112,357 pages is calculated. Multiple requests to a single page from the 
same IP in one day are counted as one click through to avoid automatically generated 
requests by spammers. Pages whose average daily click throughs are less than one are 
filtered out for lack of reliability, leaving daily click through history of 975,151 pages 
for later studies. 

4.1   Experiment 

A page is classified as a news page if its ClickThroughConcentration is greater than a 
threshold p. Pages from focus.cn which have been annotated manually are used as 
training set in which there are 2,337 news pages and 703 non-news pages. The best 
performance is achieved when p=1.91 and the maximized hit (the number of pages 
correctly classified) is 2,682. This threshold is applied on all pages and 147,927 are 
labeled news pages and other 827,224 are labeled non-news. 
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A navigation record from page A to page B indicates that B is linked by A. The 
number of news pages linked by each page is calculated and the top 1,542 pages 
which link to the most news pages are included in the seed URL list. The number of 
seed URLs is the same with that in the baseline used later for comparison. 

In URL prefix trees, a node is a news node if the proportion of news pages under 
that node is larger than a given threshold, where 0.8 is used. 439 nodes are labeled 
news nodes. Larger threshold can be used if bandwidth is limited and that wasted in 
downloading non-news pages is unaffordable. If an instant crawler has enough band-
width and wants to recall more news pages, the threshold can be smaller.  

4.2   Evaluation 

Sogou Inc. is a search engine company in China. Its instant crawler uses a manually 
generated website list which contains 1,542 news websites. Homepages of these web-
sites are seed URLs and the instant crawler downloads pages from these websites 
only. This policy is used as the baseline to be compared with ours. 

Table 1. Performance comparison 

 Baseline Our Method 
Number of Downloaded News Pages 86,714 101,870 
Number of Total Downloaded Pages 177,801 111,934 
Precision 48.8% 91.0% 
Recall 58.6% 68.9% 

 
46,210 different news pages are directly linked by homepages of news sites in So-

gou’s list, while 79,292 are directly linked by news hub pages in our seed list. Not all 
homepages are the best seeds. There are websites which publish both news pages and 
non-news ones. The index pages of news channels are better candidates for seed 
URLs. For example, finance.sina.com.cn is a financial website. The web log shows 
that most of its news pages are linked by finance.sina.com.cn/stock/. This page in-
stead of the homepage should be included in the seed list. 

The instant crawler of Sogou Inc. downloads all pages from their site list, while our 
instant crawler downloads pages whose URLs start with one of the news URL pre-
fixes. The result is shown is Table 2. 

There are 147,927 news pages in the dataset. Precision is the proportion of 
downloaded news pages in all downloaded pages. Recall is the proportion of 
downloaded news pages in all news pages in the data set. As is shown in Table 2, 
86,714 news pages are in the site list, while 101,870 are covered by the URL prefixes. 
The performance of the efficiency crawler is improved that it downloads more news 
pages with less burden of non-news ones. 

5   Conclusion 

In this paper, an effective news page discovery policy is proposed. The current instant 
crawlers which are assigned to download news pages cannot produce satisfactory 
result due to news page distribution complexity. In this paper, we propose and verify 
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a few features of news pages. Then these features are used in seed URL selection and 
news URL prediction. The performance of instant crawlers is improved both in preci-
sion and recall because they can discover more news pages with less bandwidth 
wasted in downloading non-news pages. 
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Abstract. We present an alignment-based approach to semi-supervised
relation extraction task including more than two arguments. We concen-
trate on improving not only the precision of the extracted result, but
also on the coverage of the method. Our relation extraction method is
based on an alignment-based pattern matching approach which provides
more flexibility of the method. In addition, we extract all relationships
including two or more arguments at once in order to obtain the inte-
grated result with high quality. We present experimental results which
indicate the effectiveness of our method.

1 Introduction

During the past few years, we have been able to obtain a large amount of infor-
mation about various topics through the Internet. However, the high accessibility
of the Internet has caused the trend of information overflow which makes it dif-
ficult to obtain valuable information due to excessive amount of information
rather than lack of it. In order to improve the efficiency of gathering valuable in-
formation, the information extraction task has been actively researched by many
researchers, and it has grown into one of the most important topics of natural
language processing field.

The area of information extraction is divided into several subtasks by the
characteristic and range of target information, and most of them can be gen-
eralized by extracting the defined number of relevant arguments from natural
language documents. Named entity recognition and binary relation extraction
tasks can be considered as special cases of the above-mentioned generalized con-
cept of information extraction, which define the number of extracted arguments
as 1 and 2, respectively. Both subtasks are the most widely researched topics in
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the information extraction tasks, and several researchers have shown that super-
vised machine learning based approaches are significantly effective ways to solve
these problems. [1] [2]

However, supervised machine learning methods have a cost problem by re-
quiring a considerable amount of training data for achieving good performance.
In order to reduce the cost of building required resources with minimal per-
formance loss, recently, semi-supervised machine learning methods have been
attempted to solve the problem. Most of existing works for semi-supervised in-
formation extraction commonly concentrate on automatically creating context
patterns guaranteeing high-precision by integrating statistical characteristics of
target documents with grammatical induction methodologies. [3] [4] [5] [6] [7] [8]

In this paper, we will describe our semi-supervised information extraction ap-
proach with following two points of views which are little different from other
existing works. The first issue is about the coverage of each context pattern.
Our approach is based on the bootstrapping methods. In the case of bootstrap-
ping, the high-precision is an absolutely important goal of the method, because
even very small number of errors generated in earlier iteration can be enormously
harmful to the overall performance due to error accumulation by iterating. Never-
theless, high-precision is not the only prerequisite for achieving high performance
of the method. If it is guaranteed that the set of context patterns accumulated
by iterating more than considerable times will have the sufficient coverage which
is needed to extract all existing information, then reducing errors by improving
the precision of context pattern induction is the best way to improve the overall
performance. However, this assumption is far from realistic, because expressions
indicating even the same information can be entirely different each other and
each expression also can be derived into the totally new expressions as time goes
by. It is difficult to keep up with the variety of the expressions only depend-
ing on the set of precise context patterns, and even if it is possible, it might
require huge number of iteration which is limited by current computing power.
In actuality, we should consider not only high-precision, but also the way of en-
hancing coverage of each context pattern for improving the overall performance.
In order to encourage coverage of the method, we focused on the task of context
pattern matching rather than context pattern induction, and we will present an
alignment-based information extraction method as a pattern matching approach
in our method.

The other issue is about the number of extracted arguments of the task.
Although most of existing works have concentrated on the task of extracting
individual named-entities or relationships between just two named-entities, in
many cases, we should extract the relationship including more than two argu-
ments. For extracting the n-ary relationships, we applied our alignment-based
information extraction method to the task of extracting relationships including
not only just two arguments, but also more than two arguments. Moreover, we
will present a reinforcement scheme based on the result of bottom-up integration,
starting with the result of binary relation extraction.
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Fig. 1. Sentence alignment for extracting multiple relevant arguments

The remainder of this paper is organized as follows: In the next section, we
present a detailed description of the alignment-based information extraction
method. In section 3, the overall architecture of our method and detailed de-
scriptions of each subtask are presented. We present the experimental results in
section 4, and our conclusions are provided in section 5.

2 Alignment-Based Information Extraction

Kim et al. [9] presented an alignment-based named entity recognition method
to solve the spoken language understanding problem. We modified the method
to extract not individual named entities, but tuples including two or more rele-
vant arguments, and applied this modified method to the task of n-ary relation
extraction. As shown in Fig. 1, we align a raw sentence with a context pattern
which is a part of sentence containing labels of target arguments. Then, from
the result of the best alignment between them, we extract the parts of the raw
sentence which are aligned to the argument labels in the context pattern, and
incorporate the extracted arguments into a tuple which is a candidate of n-ary
relation. In Fig. 1, a tuple (Prison Break, Michael Scofield, Wentworth Miller) is
extracted as a candidate of ternary relationship, (PROGRAM, ACTOR, ROLE),
which means that an ACTOR acts a role of ROLE on a PROGRAM.

In order to enhance the coverage of each context pattern, we should con-
sider the flexibility of the alignment task. Accordingly, we adapted an alignment
scheme based on the Smith-Waterman algorithm [10], which is a widely used bi-
ological sequence alignment algorithm providing a systematic way of controling
the flexibility of the task. We utilize this algorithm into the sentence alignment
task by considering a word or a morpheme as a unit of alignment instead of
biological residues.

The alignment algorithm is performed by computing the score for each word
pair in the alignment matrix M . Each row in the matrix corresponds to a word
in the context pattern, while each column in the matrix corresponds to a word in
the raw sentence. Moreover, a point of crossing between a row and a column has
the score of aligning the word in the raw sentence with the word in the context
pattern.

The first step in the alignment method is to assign the initial value of each
position in the matrix M with 0. And then, we find the maximum alignment
score by starting on the upper left hand corner in the matrix M and continuing
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the character Michael Scofield portrayed by Wentworth Miller in the TV series Prison Break is
character 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1

<ROLE> 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2
portrayed 1 1 2 2 3 3 3 3 3 3 3 3 3 3 3

by 1 1 2 2 3 4 4 4 4 4 4 4 4 4 4
<ACTOR> 1 2 2 3 3 4 5 5 5 5 5 5 5 5 5

in 1 2 2 3 3 4 5 5 6 6 6 6 6 6 6
the 1 2 2 3 3 4 5 5 6 7 7 7 7 7 7

television 1 2 2 3 3 4 5 5 6 7 7 7 7 7 7
series 1 2 2 3 3 4 5 5 6 7 7 8 8 8 8

<PROGRAM> 1 2 3 3 4 4 5 6 6 7 8 8 9 9 9
is 1 2 3 3 4 4 5 6 6 7 8 8 9 9 10

Fig. 2. An example of computed alignment matrix

to find the maximum score Mi,j for each position in the matrix according to the
lower right direction. The maximum score Mi,j is defined as

Mi,j = max

⎛

⎜⎜⎝

Mi−1,j−1+simi−1,j−1

Mi−1,j + gp
Mi,j−1 + gp
0

⎞

⎟⎟⎠ , (1)

where simi,j is the value of similarity between the i-th word in the context
pattern and j-th word in the raw sentence, and gp is the pre-defined penalty for
a gap. Fig. 2 shows an example of computed matrix for the alignment which is
shown in Fig. 1. In this example, we defined the similarity function as

simi,j =

⎧
⎨

⎩

1, if PTNi and RAWj are identical
or PTNi is an argument label

0, otherwise,
(2)

where PTNi is the i-th word in the context pattern, while RAWj is the j-th
word in the raw sentence. And the value of gap penalty, gp, is ignored in this
example.

After matrix computation, we trace back the matrix to find the best alignment
with the maximum score and extract the relevant arguments from the result of
alignment. The traceback task is started at the position with maximum score
on the alignment matrix. For each current position [i, j], the next position is
determined by the following policies in order:

1. if Mi,j = Mi,j−1 + gp, then the next position is [i, j − 1].
2. if Mi,j = Mi−1,j−1 + simi,j, then the next position is [i − 1, j − 1].
3. if Mi,j = Mi−1,j + gp, then the next position is [i − 1, j].

The order of applying the policies should be preserved. Although most of se-
quence alignment methods based on the Smith-Waterman algorithm consider
the diagonal advancement corresponding to our second policy as a prior direc-
tion, we give a preference to the left direction by applying the policy of the left
position first, because we should make it possible to align each argument label
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in the context pattern with two or more words in the raw sentence in order to
extract the arguments which consist of multiple words.

In Fig. 2, the sequence of positions with gray color indicates the best align-
ment with maximum alignment score. From the result of the alignment, we can
extract the words “Michael Scofield”, “Wentworth Miller”, and “Prison Break”
as relevant arguments which have types of ROLE, ACTOR, and PROGRAM
respectively.

3 Semi-supervised Relation Extraction Including
Multiple Arguments

Most of existing works about relation extraction have concentrated on the task
of extracting relationships including just two arguments, regardless of supervised
or semi-supervised approach. However, the binary relation extraction might not
be sufficient in some circumstances.

Firstly, we consider the case that we should extract a relationship which in-
cludes more than two arguments. In the example which is mentioned in the pre-
vious section, the binary relationship between ACTOR and ROLE arguments
has to be specified by another argument about the corresponding PROGRAM,
because an actor can be related to various roles according to the performed
programs. In order to extract relationships with multiple arguments, we can
consider an approach of integrating several binary relationships into an n-ary
relationship. For example, for obtaining relationships including three arguments
which are PROGRAM, ACTOR, and ROLE, we should extract the follow-
ing three binary relationships, (ACTOR,ROLE), (PROGRAM,ACTOR), and
(PROGRAM,ROLE) and integrate them together. However, we have a problem
that the errors originated from each task of binary relation extraction are accu-
mulated into the integrated result. Added to that, this problem is getting worse
as the number of arguments of the target relationship is increased.

The second problem is caused by the tendency of relevant arguments to be
contiguously located each other. Although we want to deal with a complete bi-
nary relationship which has a specified meaning with just two arguments, other
relevant arguments located closely to the target arguments might interfere the
task of binary relation extraction. In the case of the (PROGRAM,ROLE) rela-
tionship in the previous example, another argument, ACTOR, tends to be closely
located to both PROGRAM and ROLE. For example, we consider a context pat-
tern of the (PROGRAM,ROLE) relationship extracted from Fig. 1, ‘character
ROLE portrayed by Wentworth Miller in the TV series PROGRAM is’. In this
context pattern, ‘Wentworth Miller’ is the part of an ACTOR argument, and
the coverage of the context pattern is dramatically weakened by this interposed
argument.

In order to solve these problems which are caused by depending only on the
binary relation extraction, we propose a new semi-supervised relation extraction
method including multiple arguments. An overview of our method is shown in
Fig 3.
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Fig. 3. Overall Architecture of the Method

If the number of arguments in the target relationship is n, we define the
variable k which has all values between two and n. For each value of k, we
consider all subsets which are organized by combinations of any k relevant ar-
guments among overall n arguments in seed data. For example, if the target
relationship is organized by four arguments, CHANNEL, PROGRAM, ACTOR,
and ROLE, the value of k can be two, three, or four. The subsets which include
two arguments are (CHANNEL,PROGRAM), (PROGRAM,ACTOR), and (AC-
TOR,ROLE), and the subsets are (CHANNEL,PROGRAM,ACTOR), (CHAN-
NEL,PROGRAM,ROLE), and (PROGRAM,ACTOR,ROLE) for the k value of
three. For the k value of four, we use seed data themselves, because k is equiva-
lent to the value of n. For each individual subset, we execute the following series
of tasks. Firstly, we separate the sub-seed data including only corresponding
arguments from the original seed data. By using these separated data as seeds,
we extract context patterns from the source documents. And then, based on the
context patterns, we extract new tuples including k relevant arguments from
source documents. These series of tasks are executed parallel for all derived sub-
sets. The set of results in each parallel execution is verified and integrated by
post-processing methods, and we can obtain the integrated result with n number
of arguments which is equal to the number of the arguments in the original seed
data. The above-mentioned tasks are performed in iterations of bootstrapping,
and the results from the iteration are added to the seed data and affect to the
next iteration.

Because our method extract not only binary relationships, but also all interme-
diate k-ary relationships up to the ultimate n-ary ones, we can reduce the accumu-
lated errors in the integration of extracted tuples with relatively less arguments



532 S. Kim et al.

through the cross-validation process between intermediate k-ary relationships.
Also, the problem of interfering by other closely located relevant arguments can
be solved by extracting more than two relevant arguments at once.

We present the detailed descriptions about subtasks in our method on the
following subsections.

3.1 Context Patterns Extraction

Since, we use an alignment-based approach between raw sentences and context
patterns for extracting relevant arguments as stated in section 2, each context
pattern should take the form that can be aligned to raw sentences, hence we
incorporate context patterns starting from the sentences in source documents.

For each tuple in the seed data, we search for the sentences containing all
arguments of the tuple in source documents. Although we can directly utilize the
full sentence as a context pattern, we segment out subpart of the sentence which
densely contains the arguments for enhancing coverage of the context patterns.
The range of subpart is determined by locations of arguments and the value of
margin size m. We extract the subpart from the m-th word on the left hand
of the leftmost argument to the m-th word on the right hand of the rightmost
argument in the sentence. And then, we make a context pattern by replacing
the parts of arguments in the sub-sentence with corresponding argument labels.

For example, for a seed tuple (Prison Break, Michael Scofield, Wentworth
Miller) of the ternary relationship (PROGRAM, ACTOR, ROLE), we can ex-
tract a context pattern, ‘character 〈ROLE〉 portrayed by 〈ACTOR〉 in the TV
series 〈PROGRAM〉 is’ from the raw sentence in Fig. 1 and the margin size m
of one.

3.2 Relation Extraction Based on Pairwise Alignment

Each extracted context pattern is aligned pairwisely with the sentences in the
source documents for extracting candidate tuples containing relevant arguments.
We can compute the alignment score for each alignment based on the alignment
matrix M which is introduced in section 2. The alignment score is based on
the maximum value in the alignment matrix M , and the position which has
the maximum value is the start position of the trace-back task. Since we set the
matching reward to 1 and both mismatching and gap penalty to 0, the maximum
value on the matrix M means the number of equally aligned words in the best
alignment. This value can be normalized by the length of the context pattern,
and we define the alignment score as

score(PTN, RAW ) =
max(M(PTN, RAW ))

length(PTN)
, (2)

where PTN is a context pattern, RAW is a raw sentence, and M(PTN, RAW )
is the matrix which is computed by the task of alignment between them. We
regard this score as a measure of reliability of extracted candidates, and we
select only candidates with higher score than a threshold value as a result of
extraction.
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3.3 Alignment-Based Verification

Most of candidate tuples which are extracted parallel for each subset of seed data
are still erroneous. The primary factor of the errors is the redundant attachment
problem. This problem is caused by aligning not only argument itself but also
contiguous words to the argument with an argument label in the context pattern.
For example, if a context pattern, ‘character 〈ROLE〉 portrayed by 〈ACTOR〉 in
〈PROGRAM〉 is’ is aligned with the raw sentence in Fig. 1, we will obtain not
‘Prison Break’, but ‘the TV series Prison Break’ as the argument of PROGRAM.
The redundant attachment problem is more serious in case that propositional
words and particles are frequently omitted, or morpheme-based processing is
required, such as in Korean language.

In order to solve the redundant attachment problem, we propose a verifica-
tion approach which is also based on the alignment method. We consider the
alignment score as a measure of similarity between two candidate arguments,
and the similarity is defined as

similarity(A, B) =
max(M(A, B)) × 2

length(A) + length(B)
(3)

where both A and B are candidate arguments.
For verifying the candidate tuples, firstly, we organize the clusters of similar

tuples based on the tuple similarity measure defined as

sim(tuple1, tuple2) =
∑#args

i=1 similarity(tuple1i, tuple2i)
# of arguments

(4)

where tuple1 and tuple2 are candidate tuples being compared each other, and
tuplei is the i-th argument in the tuple. We consider tuples which pairwisely
have higher similarity than a threshold value as a cluster.

And then, we perform the task of pairwise alignment of each argument in a
cluster of tuples. For each argument, we replace it with the argument which has
the maximum summation of similarities. For example, if there are considerable
number of (Prison Break, Michael Scofield, Wentworth Miller) and a few (the
TV series Prison Break, Michael Scofield, Wentworth Miller) in a cluster of the
tuples for the relationship (PROGRAM, ACTOR, ROLE), ‘the TV series Prison
Break’ might be replaced by ‘Prison Break’ which has the maximum summation
of similarities, By this alignment verification, the distribution of candidates is
reflected to the final result, and it plays the important role of reflecting the
statistical characteristics of data in the overall method.

3.4 Bottom-Up Integration

From the extracted and verified tuples including relatively small number of ar-
guments, we can integrate new tuples with more arguments. For example, we
can make a new tuple of (PROGRAM, ACTOR, ROLE) by integrating a tuple
of (PROGRAM, ROLE) relationship and a tuple of (ACTOR, ROLE) relation-
ship which have the common argument of ROLE. However, these new integrated
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Fig. 4. Comparison of the coverage for various threshold values

tuples can come into collision with existing tuples which are extracted for the
consisted arguments at once. In order to resolve the collision, we performed
the previously mentioned verification task again to the set of the tuples which
contains both existing and integrated tuples.

4 Experiments

We evaluated our method on 930 Korean news documents about TV series which
consist of 13,175 sentences. Only a tuple with 4 arguments about the relationship
(CHANNEL, PROGRAM, ACTOR, ROLE) is used as a seed information. Each
result is collected after the first iteration and evaluated manually.

Firstly, we performed the method for various values of the threshold which
affect to the acceptance rate of extracted candidates in the task of relation ex-
traction. We selected all values of the threshold from 1.0 to 0.7 by downing the
difference of 0.05. And the results were evaluated by manually counting of cor-
rectly extracted argument pairs after the verification task. The tuples with more
than two arguments were separated into several pairs of arguments according to
the corresponding binary relationships for evaluation. The experimental results
are shown in Fig. 4. As the value of threshold decreases, the number of correctly
extracted relevant arguments increases regardless of the number of target argu-
ments. It means that the coverage of context patterns can be enhanced by the
flexible setting of the threshold in the alignment-based approach.

And then, we evaluated the differences between before and after the verifica-
tion task for a fixed threshold value, 0.85, which is determined empirically. The
compared result shown in Table 1 indicates that the verification task contributes
to dramatically improve the precision of the extracted results. From the analysis
on the errors, we discovered that only 16.28% of the errors in the verified results
are caused by the redundant attachment problem, while 82.0% of the errors oc-
curred by the redundant attachment before verification. We can confirm that the
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Table 1. Result of the verification

types of relations before verification after verification
# of tuples precision # of tuples precision

(ACTOR,ROLE) 249 36.55 79 73.42
(PROGRAM,ROLE) 19 52.63 17 58.82

(PROGRAM,ACTOR) 10 60 10 60
(CHANNEL,PROGRAM) 12 33.33 6 66.67

(PROGRAM,ACTOR,ROLE) 7 42.86 5 60
(CHANNEL,PROGRAM,ROLE) 18 55.56 16 81.25

(CHANNEL,PROGRAM,ACTOR) 8 62.5 8 75
(CHANNEL,PROGRAM,ACTOR,ROLE) 15 60 14 85.71

Table 2. Result of the integration

types of relations with only binary relations with all intermediates
# of tuples precision # of tuples precision

(PROGRAM,ACTOR,ROLE) 9 77.78 9 88.89
(CHANNEL,PROGRAM,ROLE) 11 81.82 16 87.5

(CHANNEL,PROGRAM,ACTOR) 12 58.33 9 77.78
(CHANNEL,PROGRAM,ACTOR,ROLE) 8 87.5 16 87.5

alignment-based verification elevates the performance of the relation extraction
by solving the redundant attachment problem.

As the last experiment, we compared the result of the bottom-up integration
using all intermediate sub-tuples with the result of integration which depends on
only binary relationships. As shown in Table 2, by using not only binary tuples,
but also intermediate sub-tuples with more than two arguments, we can obtain
more precise integrated results with wider coverage than the cases of depending
on only binary relationships.

5 Conclusions

We have presented an alignment-based approach to semi-supervised relation
extraction including multiple arguments. Using the alignment-based pattern
matching approach, we improved the coverage of context patterns. And we solved
the redundant attachment problem which causes the critical precision loss, by
introducing the alignment-based verification method. In the integration phase,
we considered not only binary relationships, but also all k-ary intermediate rela-
tionships, which produced more improved results than binary relationship-based
integration.

On the other hand, there are still more rooms to be improved in our approach
such as lack of statistical and linguistic features. Although, the statistical char-
acteristic of the data is used for verification in the current method, it should
also be utilized for extracting context patterns in order to obtain more reliable
context patterns. In the case of linguistic information, we expect that it can be
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reflected by defining more systematic policies of the alignment method. Refining
the method and applying it to more sophisticated problems such as automatic
ontology population are our future works.
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Abstract. Lifelogging is the act of recording some aspect of your life in digital 
format. A basic and common form of lifelogging is the creation and mainte-
nance of blogs, which are typically textual in nature, though often with multi-
media elements. In this paper we are concerned with visual lifelogging, a new 
form of lifelogging based on the passive capture of photos of a person’s experi-
ences. We examine the nature of visual lifelogs, and the differences between 
visual lifelog photos and explicitly captured digital photos. This is done by ex-
amining a million lifelog photos encompassing a year of a visual lifelog from 
the life of one individual.  

Keywords: Lifelogging, visual lifelog, photograph, passive capture, SenseCam.  

1   Introduction and Background to Visual Lifelogging 

Lifelogging is the process of digitally capturing ones life experiences and the most 
popular form of this is to record a text description of some part of your day in a blog. 
Most blogging activities are text-only, though increasingly we are seeing bloggers 
include visual aspects such as deliberately taken digital photos or video clips. These 
are usually included to illustrate some aspect of the blog such as “Here is a picture of 
the place I visited” or “Here is a picture of my friend John”. Such inclusion of delib-
erately posed and deliberately taken photos/videos is distinct from passively taken 
photos/images which constantly record the wearer’s activities, visually. This is 
somewhat similar to a personal CCTV system, worn by the wearer, for the wearer’s 
own, exclusive use. We call this visual lifelogging. Despite its relative novelty, visual 
lifelogging is gaining much interest, due to projects such as the Microsoft SenseCam 
[1] and Reality Mining [2]. Such lifelog data can include text, visual information 
(video or photos), audio information, biometric data (heart rate, galvanic skin re-
sponse, blood pressure, etc.), location data, co-presence information and more be-
sides. This information can potentially allow users to revisit the events of their life. 

In this paper we examine a collection of photos gathered by the constant wearing 
of a visual lifelogging device (SenseCam [3]) for a period of more that one year. We 
explore the composition of these photos and compare how photos from visual lifelogs 
differ from conventional personal digital photo collections. The motivation for this 
work stems from fact that much research is ongoing into content analysis of digital 
photos, while in the absence of large-scale visual lifelogging efforts, there has been 
little research undertaken for similar analysis of visual lifelogs. Since the SenseCam 
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captures around 3,000 photos during a typical day, the rapid rate at which enormous 
archives can be gathered means that the need for understanding the natures of the 
composition and automatic organization of these photo collections is compelling. 

1.1   Visual Search and Retrieval of Photos 

There has been much research recently into the organization of personal photo ar-
chives [4,5,6]. Some of this research aims to organize personal photos by exploiting 
the results of visual content analysis of the photos in order to extract some semantic 
meaning, with the goal of aiding the organization, search and retrieval of the photos. 
An example is facial analysis of photo content, to enumerate faces or to match faces 
across an individual’s entire photo archive [7]. In addition, photo retrieval research 
has exploited the context of photo capture, or in some cases both visual content and 
photo context [5] to aid organisation. Often content analysis of photos requires the 
development of sets of concept detectors (e.g. face, crowd, building) which are 
trained on a representative set of photos [8]. In this paper we compare and contrast 
passively-captured large-scale visual lifelog data with more traditional intentionally-
captured personal photo collections. We do this in order to explore the nature of a 
visual lifelog and to aid our understanding of the contents and composition of such a 
collection.  Consequently we hope this understanding will allow us to leverage and 
deploy existing knowledge and techniques from the management and content analysis 
of personal photos in order to aid in automatic organization of visual lifelogs. 

1.2   Visual Lifelogging  

The device used in this research is a Microsoft SenseCam, which is a small wearable 
digital camera (worn around the neck) that is designed to take photos passively (with-
out user intervention). Unlike a digital camera, the SenseCam has a fisheye lens, to 
maximize the field of view, and incorporates multiple sensors including; light sensors, 
a multi-axis accelerometer, a thermometer and a passive infra red sensor to detect the 
presence of a person. Used collectively these sensors can trigger the capture of a 
photo. If capture is not triggered by one of these sensors, by default the SenseCam 
will take a photo after 30 seconds. This means that a SenseCam will normally capture 
approximately 3,000 images per day, amounting to one million images per year. The 
potential benefits of using a SenseCam to generate a personal visual diary have been 
detailed by Hodges et al. [3] and include the maintenance of personal histories, secu-
rity benefits, and healthcare benefits, both for healthcare professionals and patients. 
For this research a SenseCam was worn constantly over one year, amassing over a 
million images. The device was worn all day, from breakfast until sleep. Sample pho-
tos are shown in Figure 1 to illustrate the nature of the visual lifelog data captured in 
this experiment. Typically in visual lifelogging research, participants use a wearable 
camera only for short periods of time, to record single activities or significant events. 
Importantly and uniquely, our study is the first time that an individual has worn a 
SenseCam for such a prolonged period of time.  
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         (a) Back View,           (b) vehicle scene,      (c) conversation scene,      (d) screen scene 

Fig. 1. Typical Visual Lifelog Photos 

2   Analysis of a Large Visual Lifelog 

The process of manually analysing all one million photos in the visual lifelog would 
be too time consuming, therefore one thousand photos were chosen at random for 
individual examination. The selected photos were examined for the presence of a 
range of concepts and compared to a conventional digital photo collection of over ten 
thousand photos, captured using standard digital cameras. The analysis presented here 
does not focus on particulars of the capture device such as image size or lens quality, 
rather emphasis has been placed on visual content which has been captured passively 
compared to that captured intentionally by conventional digital camera.  

2.1   General Observations on Visual Lifelog Data 

An observation of visual lifelog data captured using a wearable device such as a Sen-
seCam, clearly illustrates the differences between such data and a conventionally 
gathered photo collection. First, there is the prominence of the wearer’s hands and 
arms (51% of examined images contained visible hands and/or arms, as in Fig 1b, c & 
d). Second, in most cases, there is often no clear salient object (Fig 1b & d) in the 
photo (people/objects are often in the periphery), whereas with a conventionally 
posed photo, there is normally an identifiable salient object typically focused in the 
center of the image. In addition, the author’s office/work environment amounted to 
16% of photos (easily identified by the presence of a computer screen, see Fig 1d) 
while steering wheel photos (see Fig 1b) amounted to 15% of the total.  Finally, it is 
important to note that as the lifelogging device was worn around the neck of the 
owner, and as a result, the photos noticeably appear to be captured from below eye 
level, often producing ‘headless’ shots of individuals and/or an unusual viewpoint.  
Since the user does not have to initiate capture we often see scenes where the user is 
actively using both hands and during conversations individuals are often captured 
mid-gesture adding to the conversational style and reinforcing the ‘naturalness’ of the 
photos. This contrasts heavily from conventional photo capture where photos are 
often staged and individuals and objects ‘arranged’ prior to capture. 

2.2   Photo Quality Analysis 

The quality of a photo is important for both end-user viewing and for content analysis 
algorithms, and for the analysis of visual lifelogs this is no exception. Our assumption 
is that a conventional digital photo, requiring an explicit user action to capture, will 
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convey rich semantic meaning and will be of higher quality compared with the auto-
matically captured photos from a wearable passive capture device which doesn’t pos-
sess a flash or adjustable focus. Each of the randomly selected 1,000 photos were 
manually evaluated on a five-point scale which ranged from very low quality to excel-
lent or ‘photo album’ quality. The results are summarized in Table 1.   

Table 1. Visual quality of lifelog photos 

Very Low  Poor  Reasonable  Good Photo Album  
14% 25% 35% 22% 4% 

 
Very low and poor quality photos (40%) are likely to be of little use for people re-

viewing the happenings of a day and therefore could be automatically removed from 
the collection prior to organizing the day, into, for example a sequence of distinct 
events [9] for presentation to the user. In addition, these photos are less likely to be of 
benefit to content analysis tools and their removal could save processing resources 
when analysing content. Typical very low and poor quality photos are likely to be 
dark or blurred1 photos where the content of the photo is not obvious by casually 
examining the photo. Of the remaining 60% of photos, the good photos (22%) are 
ideal candidates for presentation to users or for content analysis (e.g. all photos in 
Figure 1) in that they are not blurred and visually excellent. The photo album quality 
photos are visually excellent, but also convey semantic meaning, just like a tradition-
ally posed photo from a photo album and we estimate that almost seventy such photos 
would be captured in a typical day wearing a Sensecam2. Finally, the 35% of photos 
that are of reasonable quality will visually acceptable, and one could consider that 
they would also be suitable for content analysis.  

2.3   Comparison to Digital Photo Collections 

In addition to understanding the quality of the visual lifelog photos, it is important to 
determine how similar lifelog photos are to personal photos. This is especially impor-
tant if we plan to deploy existing semantic concept detection techniques to visual 
lifelogs. Table 2 presents findings from examining the 1,000 random lifelog photos 
and comparing these to 500 randomly chosen photos from the personal photo collec-
tion of the author (2,869 photos) and an additional 500 photos randomly chosen from 
the photo collections of ten colleagues (10,523 photos). As can be seen, both conven-
tional, photo collections are equivalent (with a small amount of variation), as  
expected. However, the visual lifelog photos are very different in nature to the con-
ventional photo collections. There is only one similar concept between the lifelog and  
the conventional photo collections (photos containing people). All other concepts are 
very different and clearly illustrate the differences between visual lifelogs and con-
ventional photo collections. The typical concept detectors that could be applied to 

                                                           
1 The SenseCam employs accelerometers sensors to trigger photo capture when the likelihood 

of blurring is minimised. Without such sensors, more blurred content would be captured. 
2 We have found that the notion of semantic meaning in lifelog photos is a very subjective 

concept and with inter-annotator reliability being poor.  
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personal photo collections such as building detectors, cityscape and landscape detec-
tors are less likely to be useful for visual lifelog data. Rather we are presented with a 
whole new set of concepts that are important for visual lifelogs. Concepts such as 
computer screens, conversations, vehicle scenes and work scenarios are typical of 
common concepts found in visual lifelog collections, which if automatically identifi-
able, can be used to help organise a large visual lifelog. 

Table 2. Comparison to Conventional Digital Photo Collections (values in percentages) 

 Lifelog 
(1 million) 

Personal  
Photos (2,869) 

Multi-User 
(10,523) 

People 29.9 15.0 30.5 
Buildings 3.5 43.3 35.0 
Indoor 73.4 9.4 15.2 
Outdoor 5.1 90.6 84.8 
Cityscape 2.1 26.2 22 
Landscape 1.1 23.2 23.8 
Computer Screen/TV 26.7 < 1.0 0.0 
Conversation Scenario 13.3 < 1.0 < 1.0 
In a Vehicle 16.2 0.0 0.0 
Work Scenario 24.6 < 1.0 0.0 
Back view of People 6.8 1.0 2.0 

 
Rows in bold are concepts that we know to be very specific to visual lifelogs and 

as expected, are virtually non-existent in more traditional photo collections due to the 
fact that people would not often take conventional photos of work scenarios, driving 
scenarios or rear-views of people. Our findings suggest that the focus of semantic 
concept detectors for visual lifelog data will need to be tailored for the unique nature 
of visual life logs. In addition, the vast presence of almost redundant ‘junk-content’ 
such as computer screens, steering wheels, gives scope for filtering and summarizing 
the lifelogs automatically. 

3   Conclusions and Future Work 

We have illustrated that the photos contained within a large-scale visual lifelog collec-
tion are vastly different in visual content to conventional digital photos.  It is important 
to note that the collection examined consists of continuously collected photos for a 
single user for a one year period, we have no reason to believe that this collection is not 
typical of what one would expect to find across many people’s lifelogs and we antici-
pate that the major distinctions between traditional and lifelog photo collections high-
lighted in this work will hold true.  We are, however, currently working to collect large 
scale visual lifelogs from a range of users to confirm these initial findings. 

We have found that visual lifelog photos often don’t have salient objects, many 
photos are either low quality or redundant, and the types of scenes/objects captured 
differ greatly from conventional photo collections. These findings will affect the fo-
cus of our future work in developing specific concept detectors appropriate to lifelogs 
(such as driving, eating, talking or working) and the results of this experiment will 
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help us in the migration of pre-existing concept detection techniques from the domain 
of conventional photo collections to visual lifelogs.  However, simply applying such 
concept detectors to visual lifelog data will not be sufficient to organize the enormous 
amounts of data involved. At Dublin City University we are researching new methods 
to help users organize these vast visual lifelog collections, to summarise and high-
light, to filter, search and recommend from a content source that grows by up to 3,000 
photos every day for a single user.  
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Abstract. The semantic collocations play important roles in parsing Chinese 
phrases. They are useful for both semantic disambiguation and structural dis-
ambiguation. In this paper, a representation of phrase semantic rules for Chi-
nese is presented to formulate such knowledge, and a corpus-based method was 
proposed to acquire phrase semantic rules from a Chinese phrase corpus anno-
tated with syntactic and semantic information. The method includes a metarule-
guided algorithm for mining cross-level association rules to acquire phrase  
semantic rules and an optimization algorithm to filter these rules. The experi-
ment results showed the effectiveness of the method. Disambiguation perform-
ance of these resulting rules was quiet well. 

Keywords: Semantic rules; corpus; association rules; HowNet. 

1   Introduction 

Phrase parsing is an important component of many natural language processing sys-
tems in applications such as machine translation, information retrieval, or text classi-
fication. The parsing quality impacts the performance of these systems. However, the 
existence of ambiguity is an enormous hindrance to phrase parsing. Morphology and 
grammar knowledge are insufficient to disambiguate, especially when parsing Chi-
nese phrases for Chinese is a typical parataxis language. To improve parsing, seman-
tic knowledge should be introduced. 

Currently, there are various types of manually constructed lexical semantic knowl-
edge bases, such as WordNet, FrameNet, and HowNet [1]. In contrast, efforts in  
constructing semantic collocation rule bases are less. For Chinese, Dong and Dong 
constructed the HowNet - Chinese Message Structure Base [2], Yu constructed the 
Phrase Structure Bank (PSB) of Contemporary Chinese [3], Zhan proposed a set of 
formulized rules on Chinese phrase structures [4]. All of these are done mainly by 
intuition-based methods. These rule bases are concentrated reflection of human ex-
pert’s knowledge. They involve too many artificial factors. The coverage and granu-
larity level of these rules are different, the precision of them are difficult to ensure. 

This paper reports our study on acquiring phrase semantic rules from a Chinese 
phrase corpus annotated with syntactic and semantic information automatically.  
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2   Representation of Phrase Semantic Rules for Chinese 

In this paper, phrase semantic rules for Chinese are proposed to formulate the syntac-
tic and semantic knowledge about words having what kind of meaning can compound 
a phrase in what way and what type the resulting phrase is. According to the proper-
ties of the compounding rules of Chinese phrase and the Knowledge Dictionary 
Mark-up Language (KDML) of HowNet [1], the pattern of phrase semantic rules for 
Chinese is specified in the following format: 

<Rule> ∷ = (<POS-Serial> <Syntax-Structure-Type> <Semantic-Relation-List> 
   <DEF-Pattern> {<DEF-Pattern>}+) 

where <POS-Serial> is a sequence of POS tags for all components of the phrase, 
<Syntax-Structure-Type> is a code of syntactic structure type of the phrase, <Seman-
tic-Relation-List> shows the dependency relations between components, and <DEF-
Pattern> is a pattern of concept definition (DEF) which describes the requirement of 
the sememes for each component. If a phrase consist of n components, then the corre-
sponding rule should include n <DEF-Pattern>’s, called a n-gram rule. 

To strengthen the description capacity, we introduce a prefix *HYP* and limited 
variables in KDML. A sememe with the prefix *HYP*, called a generalizer of se-
meme, denotes it can match any child of the given sememe in the sememe hierarchy 
of HowNet. It makes rules more recapitulative. And replacing sememes with limited 
variables makes it easier to describe the semantic relation between components. 

3   Acquisition of Phrase Semantic Rules for Chinese 

3.1   Problem Description 

Regarding examples in the annotated corpus of Chinese phrases as transactions, and 
the various tags and their generalizers as items, the acquiring phrase semantic rules 
problem can be transformed into an association rules mining problem [5,6,7]. 

Each example in our corpus has three kinds of necessary tags: (1) a syntactic struc-
ture type tag (denoted β1); (2) a semantic relation type tag (denoted β2); and (3) the 
first sememe tags or its generalizer of each component in the phrase (denoted β3[j], 
where j is the order number of each component, 1≤j≤n). So anyone of the acquired 
rules also should have these three kinds of tags. And the constraint can be formulated 
as the following metarule (denoted P) which is used to guide the mining process. 

Let I={i1, i2, …, im} be the universe of items, D={T1, T2, …, Tq} be the universe of 
transactions. If T is a transaction in D, then T∈D and T⊂I. The metarule P is a pattern 
of n-gram semantic rules of the form 

A1 ∧ A2 ∧ … ∧ An ⇒ B1 ∧ B2 

where B1∈β1, B2∈β2, Aj∈β3[j], j=1,2,…,n. 
Then the problem of acquiring phrase semantic rules is a problem of mining cross-

level strong association rules guided by the metarule P on the universe of items I and 
the universe of transactions D. And it is a two-step process: the first step is to find all 
frequent itemsets which comply with the metarule P; and the second step is to gener-
ate strong association rules from these frequent itemsets. 
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3.2   Finding Frequent Itemsets 

Apriori is an influential algorithm for mining frequent itemsets for single-dimensional 
Boolean association rules. To acquire phrase semantic rules for Chinese, we proposed 
a variation of Apriori, named P_CLA, which is a metarule-guided algorithm for min-
ing cross-level association rules.  

Similar to Apriori algorithm, P_CLA employs an iterative approach known as a 
level-wise search. In the first iteration of P_CLA, the find_frequent_1-itemsets proce-
dure finds the set of frequent 1-itemsets L1. Since each itemset in L1 complies with the 
metarule P, L1 also can be denoted by PL1

. In each subsequent iteration of P_CLA, the 

set of frequent k-itemsets complying with the metarule P (denoted P
kL ) are used to 

explore P
kL 1+ : firstly, the gen_candidates procedure generates a candidate set of fre-

quent (k+1)-itemsets complying with the metarule P (denoted P
kC 1+ ); secondly, the 

database is scanned to accumulate the support count of each candidate in P
kC 1+ ; finally, 

all those candidates satisfying minimum support form P
kL 1+ . The set of frequent item-

sets complying with the metarule P in transaction database D is a union of all P
kL ’s. 

Furthermore, to improve the efficiency of P_CLA, we take measures to reduce the 
number of transactions scanned in future iterations.  

The Find_frequent_1-itemsets Procedure 
A top-down strategy is employed, where counts are accumulated for the calculation of 
frequent items at each concept level, starting at the highest level and working towards 
the lower, more specific concept levels, until no more frequent items can be found. 

The Gen_candidates Procedure 
The gen_candidates procedure performs two kinds of actions, namely join and prune, 
to generate P

kC 1+ . 

1. The join step 
P
kC 1+  is generated by joining P

kL  with itself. Let l1 and l2 be itemsets in P
kL  (assume 

items within a transaction or itemset are sorted in lexicographic order), l1 and l2 are 
joinable if their first k-1 items are in common and there are not “ancestor” or “conge-
ner” relationships between items. It ensures that not only no duplicates are generated, 
but also only the itemsets complying with the metarule P can be generated. 

2. The prune step 
P
kC 1+  is a superset of P

kL 1+ , which can be huge. To reduce the size of P
kC 1+ , the Apriori 

property [5] is used. For P_CLA, the following two derived properties should be ap-
plied: (1) All non-empty subsets of a frequent itemset complying with the metarule P 
must also be frequent and comply with the metarule P; (2) Using uniform minimum 
support for all levels, all the ancestors of a frequent itemset must also be frequent, on 
the contrary, any child of a non-frequent itemset cannot be frequent. 

The gen_candidates procedure prunes twice. Applying the first derived property, 
the early pruning is performed immediately after each candidate is generated in the 
join step. If any k-item subset of a candidate is not a member of P

kL , the candidate 
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should be pruned. All the pruned candidates are added to a set (denoted Et). After the 
join step is completed, the late pruning is performed. If any ancestor of a candidate in 

P
kC 1+ is a member of Et, the candidate should be pruned. To reduce the duplicate judg-

ment of ancestor relationship between itemsets, only the member of minimal cover of 
all known non-frequent k-itmesets is remaining in Et. 

Transaction Reduction 
In P_CLA algorithm, three transaction reducing measures are taken: (1) After the set 
of frequent 1-itemsets is found, remove non-frequent items from each transaction in 
the database D, and eliminate transactions which do not contain any frequent 1-
itemsets, we use D1 to denote the reduced database; (2) Transactions which do not 
contain any frequent k-itemsets can be remove from Dk while Dk is scanned to deter-
mine P

kL 1+ , the resulting database is Dk+1; (3) After P
kL 1+  is found, if the set-out rate of 

candidates is greater than the threshold value, Dk+1 will be reduced again. 

3.3   Generating Candidate Rules 

Under the constraint of metarule P, there is only one syntactic structure type item 
(denoted b1, b1∈β1) and one semantic relation type item (denoted b2, b2∈β2) in any 
frequent itemset c which is found by P_CLA. If the other items in c are denoted by a1, 
a2,…, ak, then the candidate rule r generates from c is “a1 ∧ a2 ∧ … ∧ ak ⇒ b1 ∧ b2”. 
Through the transformation of rule form, the candidate phrase semantic rules are 
acquired from these strong candidate association rules. 

3.4   Optimizing the Set of Phrase Semantic Rules 

In the candidate phrase semantic rule set, some rules are redundant due to “ancestor” 
relationships between items and “superset” relationships between itemsets. If these 
rules are directly used in parsing Chinese phrases, it will not only increase the amount 
of computation, but also produce much interference and misleading. 

Let GL be the set of candidate rules which are generated in section 3.3. We define 
a “cover” relation on GL in order to remove redundant rules [8,9] based on the ap-
proximate degree of support count and confidence between rules and the principle of 
the strongest restrictions.  

Let p and q be rules in GL that satisfy both of the following conditions: (1) The 
confidence of p and q are approximately equal, that is, |confidence(p) - confidence(q)| 
≤ ε (close to 0);(2) p is an ancestor rule (a rule p is an ancestor of a rule q, if p can be 
obtained by replacing the items in q by their ancestors in a concept hierarchy) or a 
subset rule (a rule p is an subset of a rule q, if their right hand side are same and the 
left hand side of p is a subset of the left hand side of q) of q, or there exists a child 
rule of p which is a subset rule of q. And if the support count of p and q are approxi-
mately equal too, that is, support(q)/support(p)≥μ, then we say q cover p, denoted by 
p≺ q; Otherwise, we say p cover q, denoted by q≺ p. 

Since the “cover” relation on GL is transitive approximately, (GL,≺ ) can be con-
sidered as a poset. Illuminated by Hasse diagrams of poset, we propose the following 
method to draw the cover relation diagram of GL: (1) Each rule in GL is represented 
by a vertex; (2) Let p, q ∈ GL, if p≺ q, then draw an arc from vertex q to vertex p; if 
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there exists r ∈ GL, and p≺ r≺ q, then remove the arc from vertex q to vertex p; (3) 
Remove the self-loop at each vertex. All the rules corresponding to vertexes with zero 
indegree in the diagram compose the optimal set of GL. 

Therefore, the major idea of our semantic rule optimization algorithm is: first, draw 
the cover relation diagram of GL; then check weather the indegree of each vertex is 
zero in non-descending order of the length of candidate rules; finally, add rules corre-
sponding to vertexes with zero indegree to the optimal set of GL. The resulting opti-
mal set of GL is the acquired set of phrase semantic rules for Chinese. 

4   Experiments and Results 

In this research, we use a training corpus of Chinese phrases which consists of 8,516 
phrases extracted semi-automatically from the People's Daily Corpus (PDC, 2000) and 
an electronic version of Reader Magazine (1995-2006). The corpus can be divided into 
“n+n”, “adj+n”, “m+n”, “adj+adj”, “m+adj”, “v+n” and “n+v+n” eight subsets. All 
phrases are annotated with syntactic and semantic information, such as POS, semantic 
relation and etc. All word tokens are tagged by the HowNet definitions. 

Employed the method proposed in this paper to the corpus, we found 3,266 candi-
date phrase semantic rules. After optimized, only 379 rules remained.  

To verify the effectiveness of the proposed method, the following three different 
rule sets are employed respectively to parsing Chinese phrases: R1, a rule set consists 
of rules which are adapted directly from message structures in HowNet - Chinese 
Message Structure Base; R2, a rule set consists of rules generated by the proposed 
algorithm for mining candidate rules; R3, a rule set acquired by the optimization algo-
rithm. The whole training corpus is used in close test, and a testing corpus of 2,000 
phrases (POS tagged only) extracted from newspaper texts is used in open test. 

The results are listed in Table 1. Despite the recall performance of R2 and R3 are 
lower than R1, the precision performance of them are improved remarkably. This is 
consistent with our assumption that a corpus-based method is more objective and 
comprehensive than an intuition-based one. By comparing the size of these three rule 
sets, R3 is larger than R1 by 164 rules, but R3 improve the precision by about 24% 
relative, and the increase of time consumption is receivable. The recall and precision 
of R2 and R3 are similar, whereas R2 is 8.6 times larger than R3, and it is even worse 
that the close test of R2 spends considerable time and space. These experiments show 
that the acquisition algorithm and the optimization algorithm for acquiring phrase 
semantic rules are effective and feasible. 

Table 1. Results of different rule-sets 

Close test  Open test Rule 
set 

Rule 
number Recall (%) Precision (%)  Recall (%) Precision (%) 

R1 215 80.4 69.5  78.3 62.9 
R2 3266 74.9 84.1  73.7 79.2 
R3 379 73.2 86.1  71.4 77.5 
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5   Conclusions 

The semantic collocations play important roles in parsing Chinese phrases, which are 
useful for both semantic and syntactic disambiguation. In this paper, a representation 
of phrase semantic rules for Chinese is presented, and a corpus-based method was 
proposed to acquire phrase semantic rules from a Chinese phrase corpus annotated 
with syntactic and semantic information. The method is shown to be very effective in 
both avoiding subjectivity in constructing the rule set and improving the precision 
performance of the rule set. 

As future work, we plan to investigate a better way to reduce the workload of se-
mantic tagging. Another interesting research direction is to apply phrase semantic 
rules to machine translation, information retrieval and other NLP applications.  
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Abstract. Maximum entropy provides a reasonable way of estimating probabil-
ity distributions and has been widely used for a number of language processing 
tasks.  In this paper, we explore the use of different feature selection methods 
for text categorization using maximum entropy modeling. We also propose a 
new feature selection method based on the difference between the relative 
document frequencies of a feature for both relevant and irrelevant classes. Our 
experiments on the Reuters RCV1 data set show that our own feature selection 
performs better than the other feature selection methods and maximum entropy 
modeling is a competitive method for text categorization. 

Keywords: Text Categorization, Feature Selection, Maximum Entropy Modeling. 

1   Introduction 

Text categorization is the process of assigning predefined categories to textual docu-
ments.  One of its many useful applications is for web content filtering, since only 
when we know the categories of the web pages can we decide whether they are offen-
sive/inappropriate in order to block them from user access.  Text categorization has 
been conducted with different machine learning techniques, including Naïve Bayes 
[4], k-Nearest Neighbors [3], Linear Least Squares Fit [8], Support Vector Machines 
[1], and Maximum Entropy Modeling [5]. 

This paper explores the use of different feature selection methods for text categori-
zation in the context of maximum entropy modeling. In addition to some commonly-
used feature selection methods, we propose a new feature selection method, called 
Count Difference, which is based on the difference between the relative document 
frequencies of a feature for both relevant and irrelevant classes.  As Nigam et al. [5] 
points out, maximum entropy modeling may be sensitive to poor feature selection, 
and we want to see how these feature selection methods can affect the performance of 
a text classifier based on maximum entropy modeling and how is maximum entropy 
modeling is compared with other popular text categorization methods. 

2   Feature Selection Methods 

Most text categorization systems use word types and their frequency counts for 
document representation.  We refer to these word types as features.  Feature selection 
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not only reduces computational cost in space and time, but also improves performance 
by carefully selecting good features for classification [9].  

2.1   Existing Feature Selection Methods 

Document frequency stands for the number of documents in which a feature occurs in 
a document collection.  This method favors features whose document frequencies fall 
into a mid-range, since low-frequency features do not contribute much to the distinc-
tion of most documents and high-frequency features are so common that they reduce 
the distinction between documents. 

χ2 ranking [3] favors features that are strongly dependent on relevant or irrelevant 
classes.  One problem with this method is that it may give a high score to a rare fea-
ture.  For example, a feature may only appear in 5 documents in a collection of 
100,000 documents, but if all these 5 documents belong to the relevant class, the fea-
ture may still get a high score, which is counter-intuitive. 

Likelihood ratio attempts to address the issue of assigning high scores to rare fea-
tures in χ2 ranking [3].  For a large sample size, it tends to behave similarly to χ2 
ranking, but it also works well for a small sample size. 

Mutual Information only measures the dependency between a feature and its rele-
vant class, and as a result, it tends to favor rare terms if they are mostly used for rele-
vant documents [9]. 

Information Gain is a measure based on entropy, which has been successfully ap-
plied to the construction of an optimal decision tree [4].  Features that reduce the 
entropy the most are favored for this method. 

Orthogonal Centroid chooses features by an objective function based on transfor-
mations on centroids.  To overcome the time and space complexity of the original 
orthogonal centroid algorithm, an optimal orthogonal centroid algorithm was pro-
posed to provide a simple solution for feature selection [7]. 

Term Discrimination tries to measure the ability of a feature for distinguishing one 
document from the others in a collection [6].  A very popular feature often has a nega-
tive discrimination value, since it tends to reduce the differences between documents, 
while a rare feature usually has a close-to-zero value, since it is not significant enough 
to affect the space density.   

2.2   Count Difference 

A feature whose document frequency for one class is higher than that for the other 
class is desirable since it helps distinguishing between the two classes.  However, if 
the feature is rare in the training documents, its use will be limited since it only affects 
a small number of documents.  This leads us to propose a new feature selection 
method called Count Difference (CD), which tries to reflect the above two factors in 
ranking features.  

Given a feature, we can partition the set of training documents into four regions in 
the following contingency table. 
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Table 1.  Feature-Class Contingency Table 

 Relevant Irrelevant 
Feature Used a b 
Feature Not Used c d 

 
We first introduce the notation of relative document frequency, which is the ratio 

of the document frequency of a feature for one class over the average document fre-
quency for the same class: 

              aaytrelativeDF t /),( =   and bbytrelativeDF t /)~,( =  

Here, a and b denote the average document frequencies for the relevant and ir-
relevant classes, which are computed as follows: 
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where M is the number of original features before the selection process. 
With the relative document frequencies, we can then define the count difference 

score of a feature as the difference between its two relative document frequencies: 

2)//()( bbaatCD tt −=  

Intuitively, the relative document frequency measures the importance of a feature 
against the average feature for one class.  If a feature is rare, its relative document 
frequency will be low, whereas if a feature is popular, its relative document frequency 
will be high.  The count difference tends to favor features whose relative document 
frequencies for one class are higher than those for the other class.  If a feature is popu-
lar for both classes, its count difference score will be reduced. 

3   Maximum Entropy Modeling 

Maximum entropy provides a reasonable way of estimating probability distributions 
from training data.  The key principle is that we should agree with everything that is 
known, but carefully avoid assuming anything that is unknown.  In particular, when 
nothing is known about certain features, the distribution for them should be as uni-
form as possible (thus the maximum entropy).  

3.1   Feature Functions 

Following Nigam et al. [5], we represent features as feature functions.  For text cate-
gorization, we can define a feature function for each word-class combination: 

⎩
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Here, N(d, c) is the number of times word w occurring in document d, and N(d) is the 
number of words in document d. 

3.2   Log-Linear Models 

A maximum entropy model generally takes the following parametric form: 

K
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= α  

where K is the number of feature functions, αi is a weight for feature function fi, and Z 
is normalization constant.  The model is also called the log-linear model, since by taking 
the logarithm on both sides, we get a linear combination for the feature functions. 

The log-linear model above allows overlapping/dependent features.  Although we 
use individual words as features for text categorization, we could easily extend the set 
with word pairs, longer phrases, and even non-text features (such as links in web 
pages).  Even for individual words, we do not require them to be independent as the 
case for Naïve Bayes method. 

In addition, the log-linear model provides further differentiations among features 
by carefully assigning weights αi to different feature functions.  In particular, by set-
ting αi = 1, we essentially eliminate that feature in the combination process. 

4   Experimental Results 

Reuters RCV1 data set is a benchmark collection for evaluating text categorization 
systems [2].  It has over 800,000 news articles collected over one year’s time.  We 
focus on the topic scheme, which is a hierarchy of 103 categories, with the top four 
categories being CCAT (Corporate/Industrial), ECAT (Economics), GCAT (Govern-
ment/Social), and MCAT (Markets).  We use F1.0 (harmonic mean of recall and preci-
sion) to measure the classification performance.  For multiple categories, we use both 
macro-average (per-class average) and micro-average (per-document average).  

4.1   Classification Performance 

There are several factors that can affect the classification results. For a hierarchical 
scheme, there is a choice of flat classification (testing all categories independently) 
and hierarchical classification (only the documents belonging to a parent category are 
tested further for its sub-categories).  We choose the hierarchical classification, since 
it is naturally suited for a hierarchical scheme. 

We use the Improved Iterative Scaling algorithm [5], which iteratively updates the 
weighting parameters until they are converged or a certain number of iterations are 
reached.  To avoid over fitting to the training data, we can terminate the process after 
a certain number of iterations or monitor the performance with a validation data set 
and stop the training when the performance starts to decrease.  For simplicity, we 
terminate the training after 50 iterations. 
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Table 2 shows the classification results based on the above setting, where the val-
ues are the micro-averages of F1.0 measures.  First, we see that the classification per-
formance goes up for all selection methods as we increase the number of features but 
only to a certain degree.  After that, the performance starts to decrease but very 
slowly.  This indicates the need for feature selection, since it not only reduces the 
computational cost but also improves the performance. 

Table 2. Effects of Feature Selection on Text Categorization 

 DF χ2 CD LR MI IG OC TD 
100 .601 .267 .676 .292 .061 .448 .628 .599 
500 .741 .553 .769 .703 .067 .736 .764 .728 
1k .774 .717 .795 .745 .094 .757 .791 .748 

1.5k .789 .755 .793 .752 .112 .762 .789 .748 
2k .790 .760 .791 .754 .135 .764 .788 .746 
4k .786 .763 .780 .756 .223 .763 .778 .740 
8k .776 .758 .768 .749 .514 .757 .766 .728 

 
Secondly, the rates of performance increase are different for different selection 

methods.  We can roughly divide the selection methods into several groups.  The best 
group contains Document Frequency, Count Difference, and Optimal Orthogonal 
Centroid.  They start off with relatively high performance values even with just 100 
features, and reach the highest performance values between 1000 and 2000 features.  
Our own feature selection method, Count Difference, gets the best performance of 
0.795 with 1000 features.  The group with the highest overlaps of featuers, including 

R
. Ranking, Likelihood Ratio, and Information Gain, start with low performance 

values and improve slowly to reach their peaks.  Note that Mutual Information (used 
in Nigam et al. [5]) has the worst performance since it tends to favor rare features. 

Finally, we see that the performance between different selection methods become 
close as we reach 1000 features and above (except for Mutual Information).   This 
leads us to conclude that maximum entropy modeling is not too sensitive to feature 
selection as long as most important features are included in the pool of features, since 
the weights for log-linear combination provide further differentiations between the 
features used for text categorization. 

4.2   Comparison with Other Methods 

Reuters RCV1 data set provides benchmark results for several text categorization 
methods, including Support Vector Machines, K-Nearest Neighbors, and Rocchio-
style classifiers.   

Table 3. Comparison with Other Methods 

 SVMs K-NN Rocchio MaxEnt 
Macro-avg .619 .560 .504 .472 
Micro-avg .816 .765 .693 .794 
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Table 3 summarizes the classification results for the entire topic scheme in both 
macro- and micro-averages.  We see that MaxEnt (maximum entropy modeling) is a 
competitive method for text categorization: its performance is better than that for K-
Nearest Neighbors and Rocchio-style classifiers in terms of micro-averages, although 
the performance is still not as good as that for Support Vector Machines.  In terms of 
macro-averages, MaxEnt is the lowest among the four methods.  This leads us to 
conclude that MaxEnt tends to perform better when a category is adequately covered 
by training documents.  Otherwise, the performance will be affected considerably.  
This is perhaps not surprising since the feature functions are essentially defined in 
terms of maximum likelihood estimate (N(d,w)/N(d)).  Future work remains to 
smooth this probability with data from parent categories. 

5   Conclusions 

We compared eight different feature selection methods for text categorization using 
maximum entropy modeling.  We showed that feature selection is an effective way of 
reducing the computational cost while at the same time improving the classification 
performance.  We demonstrated that our own feature selection method, Count Differ-
ence, is promising for text categorization, not only achieving the best performance but 
also working reasonably well for very aggressive feature cutoffs.  We further illus-
trated that maximum entropy modeling is a competitive method for text categorization 
and has potential for further improvements. 
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Abstract. Spam filtering is defined as a task trying to label emails with spam or 
ham in an online situation. The online feature requires the spam filter has a 
strong timely generalization and has a high processing speed. Machine learning 
can be employed to fulfill the two requirements. In this paper, we propose a 
SVMEL (SVM Ensemble Learning) method to combine five simple filters for 
higher accuracy and an active learning method to choose training emails for less 
training time. The experiments results show the filter applying active learning 
method can reduce requirements of labeled training emails and reach steady-
state performance more quickly. 

Keywords: Spam Filtering, Machine Learning, Active Learning, Ensemble 
Learning, SVM. 

1   Introduction 

Spam filtering can be considered as a two-class classification problem in an online 
situation. The online feature manifests in two aspects. One is the behavior of emails 
changes continuously along the time which requires the spam filter has a strong 
timely generalization. Machine learning can help the filter to refine constantly accord-
ing to user’s response. The other is the online application must have a high processing 
speed which requires the spam filter to reduce training time. So, choosing appropriate 
training emails is the most essential task. 

In many machine learning tasks, gathering training data is time-consuming and 
costly; thus, finding ways to minimize the number of training data is beneficial. To 
reach steady-state performance more quickly, active learning can be employed. The 
active learner chooses some training emails from a large unlabeled emails set, asks 
user for their labels and trains the filter with those labeled ones. 

There are three main approaches in the spam filtering -- the IP protocol based one, 
the SMTP protocol based one and the content based one. The previous research shows 
that each filtering method has its own advantage but can only process certain class 
problem well. We add active learning to a SVMEL spam filter for a higher learning 
speed and less requirements of labeled training emails. 

2   Ensemble Learning 

Applying ensemble learning we can divide a complex spam filtering problem into 
several simple aspects. To divide and conquer, the advantage of ensemble learning 
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can reduce complexity efficiently in analyzing and computing each aspect. Our previ-
ous research shows the SVMEL filter has the highest performance among several 
ensemble learning filters [1]. 

Features of spam filtering include linguistic ones of email text and behavior ones 
of filtering problem. In this paper, we use the linguistic ones (body full word, subject 
full word, body keyword) and behavior ones (sending and receiving feature, subject 
Re: feature) to build five simple filters. In order to gain better performance than the 
simple filter could do, the SVMEL filter makes final decision by combining multi-
result of several simple ones. Using kernel function mapping SVM is fit for the non-
linear numerical classification problem [2]. Also each simple filter can generate a 
numerical spam confidence score (SCS) which is a real number between 0 and 1. 

The SVM ensemble method is showed below. Let the object space of the SVM 
classifier is {spam, ham}, each training vector is (C1, C2, …, Cn) which Ci denotes the 
SCS output by the ith simple filter. In the learning process a SVM model can be got-
ten from the training vectors while in the filtering process the SVM classifier can 
classify the email with the SVM model, and output a SCS. 

It is time-consuming of training a SVM model. Our experiments also show that 
adding a few training emails can not improve SVM performance obviously after 
4,000 training emails added. In order to reduce the training time we propose a mem-
ory window which denotes the number of distinct training emails. In our experiments 
the memory window is 4,000, that is to say we only remember last 4,000 distinct 
training emails and forget earlier ones. This improvement reduces the training time 
and makes the SVM model has a strong timely generalization with less performance 
drop. 

3   Active Learning 

For a higher learning speed and less requirements of labeled training emails we add 
active learning to above SVMEL spam filter. Active learning is a machine learning 
method which can choose training samples dynamically [3]. Using current knowledge 
active learner does not receive training samples passively but actively select the sam-
ples which can train a more optimal model. 

3.1   Filtering Architecture 

Figure 1 shows a spam filtering architecture with active learning, in which each pair 
simple filter and learner is an independent adapted learning system. The ensemble 
filter combines the SCS generated by those simple ones to a new SCS, with that labels 
the email with spam or ham by comparing the new SCS against the threshold. 

According to the new ensemble SCS of an email active learner makes a decision. If 
the learner thinks the email is a more informative sample and can improve training 
performance then it actively queries user for a response and sends the response to 
each simple learners and ensemble one. After learning those learners online refine 
their knowledge. 
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Fig. 1. Spam filtering architecture with active learning 

3.2   Choosing Training Email 

It is a key point for active learning how to choose more informative training email. 
There are already some methods such as uncertainty-based sampling (UBS) method 
[4] [5], committee method [6], version space and margin-based method [7], statistical 
method [8] and so on. 

UBS method selects those samples to train which are easily wrong filtered. The 
reason is the more uncertain sample can train the more improvement. This method 
must have a pre-filter to estimate the likelihood of wrong filtering. This likelihood is a 
key factor which indicates how much possibility the email will be wrong filtered. 

Spam filter is refined in an online situation whose performance is bad early in the 
filter’s deployment. But the pre-filter may not be more tolerant of errors that are made 
early. In our experiments, we can build an early better pre-filter by training a model 
from other previous emails. Or we can use SVMEL method to train a better model 
with some early user’s responses and with that we apply this model in UBS method. 
Then the current version of filter can be used as a pre-filter to estimate the likelihood 
of wrong filtering. Using UBS method we choose those emails whose ensemble SCS 
is about 0.5. 

3.3   Cache Improvement 

For bulk feature of spam we can improve SCS more by comparing new email content 
with memorized labeled email one. But we can not memorize all labeled emails be-
cause content comparison one by one is time-consuming. We find a principle that the 
same spam often appears in some period of time. So we can use a cache to memorize 
the last ones whose size is the previous memory window. 

For a higher content comparison speed this paper compromises to model email 
content with SCS vector like section 3.2 introduced. Each item in cache includes a 
SCS vector and a user response label. If output SCS vector generated by simple filters 
is equal to one vector in cache then the SCS is 1 or 0 according to cached spam label 
or ham one. 
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The improved performance of cache is dependent with the quantity of repeated 
emails. If there are a lot of repeated emails then the cache improvement will be obvi-
ous. Contrarily there will be less improvement. 

4   Experiments and Discussion 

Firstly we implement five above mentioned simple filters and then build a SVMEL 
spam filter as a baseline system. Secondly we add active learning and cache im-
provement to the baseline. At last we run some experiments to compare those filters 
in TREC07p corpus and TREC07 active learning task [9] [10]. The TREC07p corpus 
contains 75,419 messages: 25,220 hams and 50,199 spams. 

4.1   Experiments 

We do 2 groups experiments to evaluate the proposed methods. Table 1 shows the 
parameters details of those experiments. The allowance indicates the allowed query 
numbers and the consume indicates the actually used query numbers. The active is No 
means the run uses baseline system. The Del and Par runs are baseline system run in 
first 10,000 feedbacks and random 30,388 feedbacks. 

Table 1. Parameters details of experiments 

group test run active cache allowance/consume 

1 
Del 
Act10000 
ActCac10000 

No 
Yes 
Yes 

No 
No 
Yes 

10000/10000 
10000/10000 
10000/10000 

2 
Par 
Act30388 
ActCac30388 

No 
Yes 
Yes 

No 
No 
Yes 

30388/30388 
30388/30388 
30388/30388 

 
Group 1 and 2 test filtering performance of there filtering methods in 10,000 al-

lowances and 30,388 allowances. After that we do some performance comparison 
tests in 10,000 and full allowances between our best system (active learning and 
cache SVMEL filter) and Bogo-0.93.4 system 1  which had high performance in 
TREC06 spam track. 

4.2   Results 

Figure 2(a) and 2(b) show the active filter is better than baseline system in perform-
ance and the cache technique can improve more from the active filter. The UBS 
method is fit for spam filtering since it can choose informative emails and cache im-
provement is useful since bulk feature of spam. Figure 2(a) and 2(b) also show before 
30,000 messages the cache improvement is obvious and after 30,000 messages the 
cache improvement is unobvious because less repeated emails after 30,000 messages. 

                                                           
1 http://bogofilter.sourceforge.net/ 
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                                        (a)                                                                        (b) 

 
                                         (c)                                                                         (d) 

Fig. 2. Curves of experiments results 

Figure 2(c) and 2(d) show the whole performance of our best filter is better than 
that of Bogo-0.93.4. Moreover the learning speed of ActCac10000 and ActCacFul is 
faster than Bogo-0.93.4. Especially in [0, 45000] zone, our ActCacFul run reaches 
steady-state performance more quickly. In addition, it takes our filter half of the wall 
clock time that Bogo-0.93.4 costs to filter. 

Our experiments results show active learning is useful to decrease computation 
complexity, save training time, resist useless samples and increase filtering accuracy. 
Active learning strategy allows the learner to dynamically select more informative 
samples from the candidate training set to compose the training set and remove noise 
samples. One side the size of the training set is smaller then before when they reach 
the same performance, so the training time can be decreased. On the other side that 
even can increase filtering accuracies. Furthermore the cache improvement is also a 
useful one. 

5   Conclusions 

This paper studied the online feature of the spam filtering, analyzed various features 
of email and built a baseline spam filter applying SVM ensemble learning. In order to 
achieve a strong timely generalization and a high filtering speed, we apply active 
learning for spam filtering, which included choosing training email actively and cache 



560 W. Liu and T. Wang 

 

improvement technology. Our experiment result shows the filter applying active 
learning can reduce requirements of labeled training emails and reach steady-state 
performance more quickly. Furthermore, the cache improvement can reach higher 
performance. 

In the future, the research will focus on the improvement of active learning. We 
hope to apply hierarchical active learning, not only in ensemble filter level but also in 
each simple filter one. Moreover, the emails behavior generated from the body text 
semantic mining by natural language processing is also very interesting. 
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Abstract. This paper proposes a hierarchical model to parse both En-
glish and Chinese sentences. This is done by iteratively constructing
simple constituents first, so that complex ones could be detected reliably
with richer contextual information in the following processes. Evalua-
tion on the Penn WSJ Treebank and the Penn Chinese Treebank using
maximum entropy models shows that our method can achieve a good
performance with more flexibility for future improvement.

Keywords: syntactic parsing, hierarchical modeling, POSTagging.

1 Introduction

Syntactic parser takes a sentence as input and returns a syntactic parse tree that
reflects structural information about the sentence. However, with ambiguity as
the central problem, even a relatively short sentence can map to a considerable
number of grammatical parse trees. Therefore, given a sentence, there are two
critical issues in syntactic parsing: how to represent and score a parse tree.

In the literature, several approaches have been proposed in parsing by repre-
senting a parse tree as a sequence of decisions with different motivations. Among
them, (lexicalized) PCFG-based parsers usually represent a parse tree as a se-
quence of explicit context-free productions (grammatical rules) and multiply
their probabilities as its score (Charniak 1997; Collins 1999). Alternatively, some
other parsers represent a parse tree as a sequence of implicit structural decisions
instead of explicit grammatical rules. (Magerman et al. 1995) maps a parse tree
into a unique sequence of actions and applies decision trees to predict next ac-
tion according to existing actions. (Ratnaparkhi 1999) further applies maximum
entropy models to better predict next action according to existing actions.

In this paper, we explore the above two issues with a hierarchical parsing
strategy by constructing a parse tree level by level. This can be done as follows:
given a forest of trees, we recursively recognize simple constituents first and then
form a new forest with a less number of trees until there is only one tree in the
newly produced forest.

2 Hierarchical Parsing

Similar to (Ratnaparkhi 1999), our parser is divided into three consequent mod-
ules: POS tagging, chunking and structural parsing. One major reason is that
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previous modules can decrease the search space significantly by providing n-best
results only. Another reason is that POS tagging and chunking have been well
solved in the literature and we can concentrate on structural parsing by incor-
porating the start-of-the-art POS taggers and chunkers. In the following, we will
concentrate on structural parsing only.

Let’s first look into more details at structural parsing in (Ratnaparkhi 1999). It
introduces two procedures (BUILD and CHECK ) for structural parsing, where
BUILD decides whether a tree starts a new constituent or joins the incomplete
constituent immediately to its left and CHECK finds the most recently proposed
constituent and decides if it is complete, and alternates between them. In order
to achieve the correct parse tree in Fig.1, the first two decisions on NP(IBM)
must be B-S and NO. However, as the other children of S have not constructed
yet at that moment, there lacks reliable contextual information on the right of
NP(IBM) to make correct decision. One solution to this problem is to delay
the B-S decision on NP(IBM) until its right brother VP(bought Lotus for $200
million) has already constructed.

S

NP (IBM) 

VBD (bought) 

VP

NP (Lotus)

IN (for) NP ($200 million) 

PP

Fig. 1. The parse tree for IBM bought Lotus for $200 million

Motivated by above observation, this paper proposes a hierarchical parsing
strategy by constructing a parse tree level by level. The idea behind the hier-
archical parsing strategy is to parse easy constituents first and then leave those
complex ones until more information is ready.

Table 1. BIESO tags used in our hierarchical parsing strategy

Tag Description Tag Description
B-X start a new constituent X I-X joint the previous one
E-X end the previous one S-X form a new constituent X alone
O hold the same

Table 1 shows various tags in the hierarchical parsing strategy. In each pass,
starting from left, the parser assigns each tree in a forest with a tag. Consequent
trees with tags B-X, I-X, .., E-X from left to right would be merged into a
new constituent X. Especially, S-X indicates to form a constituent X alone.
The newly formed forest usually has less number of trees and the process will
repeat until there is only one tree in the new forest. Moreover, maximum entropy
models are used for predicting probability distribution and Table 2 shows the
contextual information employed in our model.
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Table 2. Templates for making predicates & Predicates used for prediction

Template Description
cons(n) Combination of the headword, constituent (or POS) label and action annota-

tion of the n-th tree. Action annotation omitted if n ≥ 0
cons(n*) Combination of the headword’s POS, constituent (or POS) label and action

annotation of the n-th tree. Action annotation omitted if n ≥ 0
cons(n**) Combination of the constituent (or POS) label, and action annotation of the

n-th tree. Action annotation omitted if n ≥ 0

Type Templates used
1-gram cons(n), cons(n*), cons(n**), −2 ≤ n ≤ 3
2-gram cons(m, n), cons(m*, n), cons(m, n*), cons(m*, n*), cons(m**, n), cons(m**,

n*), cons(m*, n**), cons(m, n**), cons(m**, n**), (m,n)=(-1, 0) or (0, 1)
3-gram cons(0, m, n), cons(0, m*, n*), cons(0, m*, n), cons(0, m, n*), cons(0*, m*,

n*), (m, n)= (1, 2), (-2, -1) or (-1, 1), and cons(1, 2, 3), cons(1*, 2*, 3*),
cons(1**, 2**, 3**), cons(2*, 3*, 4*), cons(2**, 3**, 4**)

4-gram cons(0, 1, 2, 3), cons(0, 1*, 2*, 3*), cons(0*, 1*, 2*, 3*), cons(1*, 2*, 3*, 4*),
cons(1**, 2**, 3**, 4**)

5-gram cons(0*, 1*, 2*, 3*, 4*), cons(0**, 1**, 2**, 3**, 4**)

The decoding algorithm attempts to find the best parse tree T* with high-
est score. The breadth-first search (BFS) algorithm introduced in (Ratnaparkhi
1999) with a compuation complexity of O(n) is revised to seek possible sequences
of tags for a forest. In addition, heaps are used to store intermediate forests in
the evolvement. The BFS-based hierarchical parsing algorithm has a computa-
tional complexity of O(n2N2M), where n is the number of words, N is the size
of a heap and M is the number of actions.

3 Experiments and Results

In order to test the performance of this hierarchical model proposed in this
paper, we conduct experiments both on Penn WSJ Treebank (PTB) and Penn
Chinese Treebank (CTB).

3.1 Parsing Penn WSJ Treebank

In this section, all the evaluations are done on English WSJ Penn Treebank. Here,
Sections 02-21 are used as the training data for POS tagging and chunking while
Section 02-05 are used as the training data for structural parsing. Meanwhile,
Section 23 (2,416 sentences) is held-out as the test data. All the experiments are
evaluated using measures of LR(Labeled recall), LP( Labeled precision) and F1.
And POS tags are not included in the evaluation.

Table 3 compares the effect of different window sizes. It shows that, while the
window size of 5 is normally used in the literature, extending the window size
to 7 (from -2 to 4) can largely improve the performance.
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Table 3. Performance of hierarchical parsing on Section23. (Note: Evaluations below
collapse the distinction between labels ADVP and PRT, and ignore all punctuation)

windows size #events #predicates LR LP F1
5 471,137 229,432 82.01 83.21 82.61
6 520,566 302,410 84.48 85.79 85.13
7 559,472 377,332 85.21 86.59 85.89

One advantage of hierarchical parsing is its flexibility in parsing a fragment
with higher priority. That’s to say, it is practicable to parse easy (or special)
parts of a sentence in advance, and then the remaining of the sentence. The
problem is how to determine those parts with high priority, such as appositive
and relative clauses. Here, we define some simple rules (such as finding (LRB,
RRB) pairs or “–” symbols in a sentence) to figure out the fragments with high
priority. As a result, 163 sentences with appositive structure are found with the
above rules. The experiment shows that it can improve the F1 by 1.53 (from
77.42 to 78.59) on those sentences, which results in performance improvement
from 85.89 to 86.02 in F1 on the whole Section 23.

3.2 Parsing Penn Chinese Treebank

The Chinese Penn Treebank (5.1) consists of 890 data files, including about
18K sentences with 825K words. We put files 301-325 into the development
sets, 271-300 into the test set and reserve the other files for training. All the
following experiments are based on gold standard segmentation but untagged.
The evaluation results are listed in Table 4. The accuracy of automatic POS is
94.19% and POS tags are not included in the evaluation.

Table 4. Evaluation results (<=40 words) by hierarchical parsing. Gold Standard POS
means using gold standard POS tags; Automatic POS using the best one automatic
POS result; Automatic POS* using multiple automatic POS results with λ = 0.20.

LR LP F1
Gold Standard POS 88.28 89.79 89.03
Automatic POS 81.02 82.61 81.81
Automatic POS* 82.19 83.96 83.07

Impact of Automatic POS. As shown in Table 4, the performance gap posed
by automatic POS is up to 7.22 in F1, which is much wider than that of English
parsing performance. The second column in Table 5 shows top 5 POS tagging
errors on the test set. Mistaggings between verbs (VV) and common nouns (NN)
occur frequently and make up 28% of all POS tagging errors.

In order to verify the effect of those POS tagging errors on the whole perfor-
mance, for each error, we obtain the F1 on the test set and the corresponding
decline rate (the last two columns in Table 5) by supposing other POS tags are
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Table 5. The top 5 POS tagging errors on the test set and their influence. Based on
Gold Standard POS, the F1 on the test set (348 sentences) is 86.38.

Num. mistagging errors #errors(rate%) F1 decline rate(%)
1 VV→NN 70 (15.05) 85.02 1.57
2 NN→VV 60 (12.90) 84.78 1.85
3 DEC→DEG 40 (8.60) 84.77 1.86
4 JJ→NN 38 (8.17) 85.79 0.67
5 DEG→DEC 26 (5.59) 85.55 0.96

all correct. In particular, both POS tagging errors between verbs and nouns, such
as VV→NN and NN→VV, and de5 tagging errors (DEC→DEG, DEG→DEC )
significantly deteriorate the performance. This is not surprising because: 1) All
nouns are immediately merged into NP, and all verbs into VP; 2) de5 has dif-
ferent structural preferences if tagged as DEC or DEG.

In order to lower the side effect caused by POS tagging errors, the top K POS
results are served as the input of chunking model. Here K is defined as following,
where λ (0 ≤ λ ≤ 1) is the factor for deciding the number of automatic POS
tagged results. The third row in Table 6 shows the performance when λ = 0.20.

K = min (20, |{resulti|P (resulti) ≥ λ ∗ P (result0)}|) (1)

Table 6. Results on CTB parsing for sentences of at most 40 words

Parsers LP/LR/F1 Parsers LP/LR/F1
Bilke & Chiang 2000 77.2/76.2/76.7 Ours 80.0/76.5/78.2
Levy & Manning 2000 78.4/79.2/78.8 Xiong et al. 80.1/78.7/79.4
Chiang & Bilke 2000 81.1/78.8/79.9

Compare with Other CTB Parsers. (Bikel & Chang 2000) implemented
two parsers: one based on the modified BBN model and the other based on
TIG. (Chiang & Bikel 2002) used the EM algorithm on the same TIG-parser
to detect head constituents by mining latent information. (Levy & Manning
2003) employed a factored model and improved the performance by error analy-
sis. Likewise, (Xiong et al. 2005) integrated the head-driven model with several
re-annotations into a model with external semantic knowledge from two Chi-
nese electronic semantic dictionaries. Table 6 compares above systems. For fair
comparisons, we also train our three models (POStagging, chunking and pars-
ing) and test the performance with the same training/test sets as theirs. Table
6 shows that our system only performs slightly worse than the best reported
system. This may be due to our low performance in chunking. With further
analysis on the parsing results, our chunking model only achieves 80.82 in F1 on
basic constituents, which make up 40.9% of all constituents. Therefore, there is
still much room for performance improvement by employing a better chunking
model.
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4 Conclusions

This paper represents an attempt at applying hierarchical parsing with machine
learning techniques. In the parsing process, we always try to detect constituents
from simple to complex. Evaluation on the Penn WSJ Treebank shows that
our method can achieve a good performance with more flexibility for future
improvement. Moreover, our experiments on Penn Chinese Treebank suggest
that there is still much room for performance improvement by employing a better
chunking model.
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Abstract. This paper studies the problem of the automatic acquisition of the 
hyponymy (is-a) relation in sentences and develops a new method for it. In this 
paper, we treat the task of identifying hyponymy relation as two separate prob-
lems and solve them based on the following three techniques: term type’s 
commonality, sequential patterns, property nouns and domain verbs. 

Keywords: hyponymy, relation extraction, pattern-based, sequential pattern, 
property noun, domain verb. 

1   Introduction 

Detecting terms and hyponymy relation among them in text data has many applica-
tions. The previous work on identifying hyponymy relation commonly used pattern-
based methods and had several problems. We can classify terms that have hyponymy 
relation into two types: hyponym and hypernym. This paper develops a novel ap-
proach for acquiring hyponymy relation by modeling commonality of hyponyms and 
that of hypernyms separately. This method is different from traditional approaches in 
that terms having hyponymy relation don’t need to occur syntactically near one an-
other. Intuitively, this method could extract more relation instances from corpora. In 
order to solve the second problem, we introduce the Sequential Patterns (SP), which is 
another pattern representation method and is well-known in Data Mining field.  

The rest of this paper is structured as follows. Section 2 discusses related works. 
Section 3 defines the problem. Section 4 records our preliminary experiments we ran. 
Finally, section 5 makes a conclusion of our work. 

2   Related Work 

Research on recognizing relations can be classified into three categories. The first 
category uses statistical techniques, such as (Miller et al., 2000), (Zhao and Grisman, 
2005), and (Zhou et al., 2006). Statistical approaches perform well on large corpora, 
but for their good performance a large number of features have to be explored and 
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many training examples must be labeled, which is expensive and time-consuming for 
some domain. 

The second category makes use of hand-crafted or automatically extracted rules. 
This type of approaches is pioneered by Hearst (1992). Manually selecting as seed 
instances a list of term pairs for which the target relation is known to hold, Hearst 
sketched an algorithm to learn patterns that indicate the relation of interest, and then 
use these pat-terns to extract more instances. These methods extract patterns from 
sentences containing both terms of seed instances, which limit the number of relation 
instances we can get because that not all relation instances would occur syntactically 
near one another.  

Another related work is about Sequential Patterns (SP). SPs have been used in 
many fields to solve quite different problems, such as, (Sun et al. 2007), (Jindal and 
Liu, 2006). The work in (Sun et al. 2007) focuses on the problem of detecting errone-
ous/correct sentences. 

3   Proposed Technique 

This section first defines the problem in a formal way and then presents our solution. 

3.1   Problem Statement 

Let T be a set of terms in a domain D. Given a corpus, we could treat all terms in it as 
T. We say term t1 in T is a hyponym of term t2 if people accept sentences constructed 
from the frame A/An t1 is a (kind of) t2. Here, t2 is said to be a hypernym of t1. Let 
Thypo be the set of all hyponyms in T and Thyper the set of all hypernyms in T. A hy-
ponymy relation, r, is in the form of <t1, t2>, where term t1 is a hyponym of term t2. 
Let RT be a set of relations among terms in T and Thypo ×  Thyper represent the set of all 

term pairs composed of terms in Thypo and Thyper, and, obviously, RT ⊆  Thypo ×  Thyper. 

We treat the task of identifying hyponymy relation as two separate problems. The 
first problem is defined as follows. Note that terms are already labeled in corpora and 
given to us as input. 

 

Problem 1(Term Type Recognition). Suppose T is the set of terms in corpora D; 
recognize the set of hyponyms Thypo and the set of hypernyms Thyper in D. Problem 1 is 
solved in next subsection. After identifying terms’ type, the next problem at hand is 
that of determining whether a term pair has the hyponymy relation.  
 

Problem 2(Relation Identification). Given two sets Thypo and Thyper, identify legal 
term pairs. A term pair (t1, t2) is legal if it satisfies the following constraints: t1 ∈  
Thypo, t2 ∈Thyper and t1 is a hyponym of t2. 

3.2   Term Type Recognition 

To solve this problem, we first present the following assumption. 
 

Hypothesis 1. If two terms in T hold the same term type (either hyponym or hy-
pernym), their occurrences in text data tend to have similar context. 
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For many domains, this assumption is intuitively true. Based on the assumption, for a 
given corpus T, ideally, we could recognize all terms that are hyponyms and all those 
that are hypernyms, and get the two sets, namely, Thypo and Thyper. The strategy we 
adopt for this recognition problem is similar in spirit to the pattern-based techniques 
used in earlier relation extraction works. The difference lies in that patterns here are 
composed of distant words in sentences and that we want to extract patterns indicating 
term types (i.e. hyponym and hypernym) rather than hyponymy relation.  

In order to extract patterns from sentences, we introduce the idea of Sequential Pat-
terns (SP) from Dining Mining. The definitions of sequence and sequential pattern 
and the algorithms for extracting such patterns are introduced in (Sun et al. 2007). 

3.3   Relation Identification 

Terms in a specified domain are usually associated with meaningful phrases which 
could be used to show their semantic features and are usually domain-specific. For 
example, the noun phrase容量(volume) describes a property of the term 随机存储器
(RAM) in sentence “随机存储器的容量是大多数任务的关键参数(RAM volume is a 
critical parameter for the majority of tasks）.” In sentence, “这种驱动使用SCSI子
系统存取USB存储器(This driver uses the SCSI subsystem to access to the USB stor-
age device）”, the verb phrase 存取(access) indicate the action we can take on the 
term USB存储器(USB storage device), a property of the term USB存储器(USB stor-
age device).  

In terms of Part of Speech (POS), we classify phrases that could show terms’ prop-
erties into two categories: property noun and domain verb. Phrase 容量(volume) is 
one example of property noun. As other examples, phrase 速度(speed) describing 
term 处理器 (CPU), phrase 大小 (size) describing term 笔记本电脑 (notebook).  
Phrase 存取(access) is one example of domain verb and 关闭(turn off) associated 
with 计算机(computer) is another example.  

Note that two terms having hyponymy relation are often described by similar prop-
erty nouns and domain verbs. Take relation r = <笔记本电脑(notebook), 计算机
(computer)> as an example. Term 计算机(computer) can be described with property 
noun大小(size), so can term笔记本电脑(notebook), and they both can be described 
with domain verb关闭(turn off). Therefore, if we found property nouns and domain 
verbs connected with every term in term set T, it would be easy to solve the second 
problem, by just selecting all those term pairs described by similar property nouns and 
domain verbs.  

Property nouns and domain verbs in a specific domain D1 could be specified 
manually. In this paper, we get all the verbs and nouns relatively specific to corpus T1 
in D1 and use them as the domain verbs and property nouns. We treat all extracted 
phrases as property nouns and domain verbs in T1. This is because property nouns 
and domain verbs are domain-specific and corpus T2 is used to filter out all those 
phrases. After dividing terms into hyponym and hypernym and extracting phrases 
which show properties of terms, we construct for each term a feature vector which  
 



570 Y. Hu and Z. Sui 

 

consists of all the phrases we extracted. If a term includes a phrase, the corresponding 
feature is set at 1. Term pair <t1, t2> having hyponymy relation must satisfy some 
constraints. For example, term t1 and t2 cannot be the same; the similarity between t1 
and t2 must be bigger than a threshold min_sim. We sort the identified relation in-
stances according to the similarities of their terms at last. 

4   Experiments 

The following subsections describe the experiments we ran in computer domain and 
the experimental results.  

4.1   Experimental Setup 

In order to evaluate our algorithm, we first collected sentences from the book 计算机
科学技术百科全书(Encyclopedia of Computer Science and Technology), which are 
mostly technical essays in computer domain, and tagged all terms in these sentences. 
Among the collected sentences, 3623 sentences contain terms and 740 terms are la-
beled. There are about 1282 hyponymy relation instances. In order to extract property 
nouns and domain verbs in target domain, we collected 1000 sentences from the Chi-
nese broadcast news training data for ACE 2004, which are mainly daily news and 
definitely a different domain. 

4.2   Experimental Results 

Term Type Recognition. The experiment needs some relation instances as seeds to 
bootstrap. The seeds we selected are: <笔记本计算机(notebook), 计算机(computer)> , 
<磁带存储器(tape), 存储器(storage)>, <键盘(keyboard), 输入设备(input device)>, 
<环网(ring network), 局域网 (LAN)>. We adopted the frequent sequence mining 
algorithm in (Pei et al., 2001) for learning patterns. In order to ensure that our discov-
ered pattern p is not too general, this mining algorithm needs us to specify an argu-
ment, min_sup, denoting the minimum number of terms whose context contains the 
pattern p. In our experiment, min_sup is empirically set to 5 for hyponym and 7 for 
hypernym. At last, we get two sets Thypo and Thyper. Thypo contains 452 terms and Thyper 
contains 523 terms. Note that the number of terms in Thypo  Thyper is larger that 740, the 
total number of terms in the corpus. This is because some terms are actually both 
hyponym and hypernym. In addition, there are also terms that are not contained in any 
set, such as term临界区. This is mainly due to the data sparseness problem in the 
corpus and few sentences contain these terms. The performance of the step is showed 
in Table 1. 

Table 1. Result of Term Type Recognition 

Type P R F 
hyponym 70.82 92.14 80.08 
hypernym 62.34 85.78 72.21 
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Table 2. Performance of Relation Identification Effected by k 

k P R F 
300 87.67 20.51 33.25 
400 83.75 26.13 39.83 
500 77.60 30.27 43.55 
600 74.83 35.02 47.72 
800 76.38 41.42 51.01 

1000 64.10 50.00 56.18 
1200 57.00 53.35 55.12 

Table 3. Performance of Relation Identification Effected by min_sim 

min_sim #instances P R F 
0.9 121 88.43 8.35 15.25 
0.8 543 57.83 24.49 34.41 
0.7 1028 61.67 49.45 54.89 
0.5 8231 8.65 55.54 14.97 
0.3 21384 3.85 64.20 7.26 

 

Property Nouns and Domain Verbs. This step is relatively simple. For the parame-
ter, freq, we empirically set at 10. Some examples of the extracted property nouns: 
型类 (type), 价价(price), 性性(performance), 体积(size), 速速(speed), 性复复 (complexity), 
效效(efficiency). Some examples of the discovered domain verbs: 算计 (calculate), 
运算(operate), 加(add), 转转(transform), 命命(hit), 行执 (execute), 索检 (search), 
存储(store), 存储 (store), 保存(save), 存存(put), 入输 (input), 出输 (output), 送传 (send), 
传输(transfer),共共(share), ,分分(distribute),通通(communicate). Due to space limitation, 
we do not show all the phrases we extracted. 

Relation Identification. The experimental results are presented in Table 2, Table 3. 
We calculated the precision, recall, and F-score. There are two different ways to affect 
the number of relation instances our algorithm extract, by setting parameter k, the 
amount of relations our algorithm outputs, or setting another parameter min_sim, 
which determines when two terms should be identified as a hyponymy relation. Table 2 
reports the performance of the first method. And the performance of the second 
method is presented in Table 3. As can be seen from Table 3, the highest precision is 
achieved when min_sim is set at 0.9 and with large threshold, the performance dete-
rioration is significant. At the same time, this proves our assumption that terms having 
hyponymy relation are usually described by similar property nouns and domain verbs. 
As shown in Table 2, our technique got the best performance, e.g. 56.18%, when we 
set k at 1000. When k is relatively small, we can achieve high precision. This is be-
cause we sorted all the extracted instances according to their terms’ similarities and 
then the k-top instances have the largest similarities.  

Comparing with Other Methods In this paper, we compare our technique with 
(Hearst, 1992). As discussed in Section 2, Hearst (1992) pioneered the pattern-based 
relation extraction method, and proposed a relation extraction framework which is 
used by nearly all pattern-based like methods. The best result achieved by this ap-
proach is: precision: 42.24% recall: 39.78%, f-measure: 40.97%. It is obvious that our 
method outperforms Hearst(1992) in terms of precision, recall and f-measure. After 
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comparing the relation instances they found, we realize that many instances got by 
our method don’t necessarily contain terms that occur in the same sentence. That is to 
say, even though two terms appear far enough in the corpus, our technique could still 
determine whether they have the hyponymy relation. As stated in Section 2, in all 
earlier pattern-based like methods we know of, terms having the target relation must 
occur syntactically near one another. Therefore, these methods could not find term 
instances far away in the corpus as well. 

5   Conclusions 

This paper proposed a new method to identify hyponymy relation.  Empirical evaluat-
ing in Computer domain demonstrated the effectiveness of our techniques. This 
method is actually based on two assumptions. One is that the same term type has 
similar context. The other is that two terms having the hyponymy relation will be 
described by similar property nouns and domain verbs in the corpus. Our method 
could find relation instances on a global level, which is its improvement over other 
pattern-based methods.  
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Abstract. In this paper, we present a No-Word-Segmentation Hierarchical 
Clustering Approach (NWSHCA) to Chinese Web search results. The approach 
uses a new similarity measure between two documents based on a variation of 
the Edit Distance, and then it generates preliminary clusters using a partitioning 
clustering method. Next it ranks all common substring in a cluster using a clus-
ter-discriminative metric with the top K as cluster description labels. Finally it 
uses HAC to cluster the top K cluster labels to form a navigational tree. 
NWSHCA can generate overlapping clusters contrast to most clustering algo-
rithms. Experimental results show that the approach is feasible and effective.  

Keywords: hierarchical clustering, Chinese Web search results, no-word seg-
mentation, Edit Distance. 

1   Introduction and Related Work 

Nowadays people frequently use Web search engines such as Google to look things 
up on the World Wide Web. However, many Web page snippets of the long list re-
turned by search engines are irrelevant to users’ query. To Cluster Web search results 
is an effective method to help people to find the information from several groups with 
relevant topics at a glance. 

As a post-retrieval document clustering algorithm, there are several key require-
ments, such as coherent clusters, efficiently browsable and speed [1]. Hierarchical 
Agglomerative Clustering algorithms are probably the most commonly used, but they 
are quadratic in the number of documents and therefore too slow for online require-
ments [2]. Linear time clustering algorithms are the better candidates, for example K-
means, Single-Pass [3]. However, there are some shortcomings with these partitioning 
algorithms. For example, they can not provide overlapping clusters. In addition, most 
of these traditional algorithms are based on Vector Space Model (VSM) [4] and need 
to segment Chinese texts to many words as vectors, so the clustering results are influ-
enced by the performance and precision of Chinese word-segmentation algorithms. 

2   NWSHCA Description 

NWSHCA is composed of five logic steps: document preprocessing, similarity com-
puting, partitioning clustering, cluster label generating and hierarchical agglomerative 
clustering. 
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2.1   Step 1: Document Preprocessing 

Web pages’ titles and snippets in search results are parsed and split into sentences 
according to punctuations (period, comma, semicolon, question mark etc.), and all 
non-Chinese characters are deleted. 

2.2   Step 2: Similarity Computing 

In NWSHCA, we use a new similarity measure between two sentences based on a 
variation of the Edit Distance [6]. Edit Distance is usually used for fast approximate 
string matching between sentences, and the smaller distance, the greater similarity 
between sentences. But edit distance is not similarity. First, edit distance could not 
represent the similarity between sentences. Second, the operations to calculate edit 
distance are not flexible and the minimum operating unit is character, which is not 
applicable to Chinese texts. 

It is obvious that for two sentences the more co-occurrence strings (common sub-
strings) they have, the more similar they are. We use maximum matching algorithm 
KMP (Knuth-Morris-Pras) [7] to search the common substrings between two docu-
ment snippets. When a maximum matching substring is acquired by using KMP, the 
algorithm deletes this substring from the document and continues to find the next 
maximum matching substring. This process will iterate till the length of matching 
string is 2. At last, sequences of the maximum matching substrings 

)S,S,...S,S,S( n1-n321  between sentence A and sentence B are generated, where  

iS  is i-th common substring between A and B. 

The length of common substring is another factor that affects the similarity be-
tween two sentences. The longer common substring the two sentences have, the more 
similar they are. The formula (1) defines the similarity between two sentences:  

( , ) ( , ) ( , )( , ) ( , )
1 1

( ) 2 ( ( ) ( )( ) ( ) ( ) ( )Im Im
n n

A B i A i BA B B A
i i

Si A Si Blength length length lengthp pSim times times ) 2 (1) 

where  ( , )A BSim  is the similarity of sentence A and B, ( , )i Atimes   is the frequency of the i-th 

substring in sentence A,  ( )Si
length is the length of the i-th substring, ( )A

length  is the length of 
sentence A and Parameter α  is an adjustment factor. In the paper, [1,2]α ∈  and it af-
fects the number of initial clusters. 

2.3   Step 3: Partitioning Clustering 

According to the above calculating method of similarity, the similarity matrix of 
document snippets is obtained. NWSHCA uses partitioning clustering method based 
on the similarity matrix to produce the initial clusters. Firstly we select two most 
similar documents into a cluster. The cluster is represented by a centroid which is the 
average similarity among the documents within the cluster. Next expecting document 
is selected and compared to the centroid, and if the similarity between them exceeds 
an empirically chosen threshold, the document belongs to the cluster. If there are no 
such documents, other two nearest documents are grouped to another cluster and the 
process iterates till no document left. 
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2.4   Step 4: Cluster Label Generating 

After partitioning clustering, several clusters are generated and each cluster has sev-
eral documents in it. We compute the weight of each common substring of these 
documents within each cluster by TF*IDF, and then we rank the weight and choose 
top K common substrings as cluster labels. In this paper, we define: 

)S(),S(),S(* ijijiij IDFdTFdIDFTFw ×==
 (2) 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

)S(
log)S(

i
i DF

m
IDF

 
(3) 

Where 
iS  is the i-th common substring in the cluster; ijW is the weight of iS  ; jd  is the 

j-th document that contains iS in the cluster; ),S( ji dTF  is the frequency that  iS  oc-

curs in the jd ; m is the total number of documents in the cluster; )S( iDF  is the number 

of documents that only includes iS  in the cluster. 

2.5   Step 5: Hierarchical Agglomerative Clustering 

After the above process, some initial clusters with their own cluster label are gener-
ated. We adopt hierarchical agglomerative clustering (HAC), which allows one 
document belonging to different clusters. However, HAC is typically slow when ap-
plied to large number of Web documents. To improve the performance of clustering, 
we only input the generated cluster labels instead of full texts of documents to HAC. 
The experiments in section 3 proved that the improvement is effective. 

The algorithm is described as follows: 

a. Select two unprocessed cluster description labels which have largest similarity in 
similarity matrices, merge these two clusters together with most common sub-
strings in their labels, and take these common substrings as the new label of the 
new merged super cluster. Then examine all other unprocessed clusters. If their 
labels are included in the super cluster’s label phrases, merge these clusters into 
the former super cluster. Then set the similarity between every two of these clus-
ter as 0 and mark them as processed state. Turn to b. 

b. If there still exist unprocessed clusters then turn to a, or turn to c. 
c. Take the new generated super clusters with the new labels as the initial object for 

next iteration, and turn to a. The whole algorithm ends until total number of the 
generated super clusters remains unchanged. 

3   Evaluation of NWSHCA 

3.1   Speed 

The purpose of NWSHCA is to improve the speed of clustering, especially in similar-
ity computing and hierarchical clustering. In the experiments we also find the HAC is 
quickly finished after a few iterations, mostly six times. For 100 queries and first 100  
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        Fig. 1. Iteration times                                   Fig. 2. Average time 
 

returned documents of each query, the distribution of iteration times is shown in  
Figure 1. In addition, we separately record the clustering average time for STC (Suf-
fix Tree Clustering) and NWSHCA shown in Figure 3. The Figure 3 shows that 
NWSHCA has higher performance than STC, as STC needs segmenting words for 
Chinese document. 

Table 1. Results comparison with Vivisimo 

 

 

Fig. 3. Display the results of NWSHCA 
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3.2   Efficiently Browsable 

We use Baidu [8] as Web search engine in NWSHCA and the result is displayed as a 
navigational tree shown in Figure 3. We also compare cluster number formed by 
NWSHCA with those by Vivisimo [9], using the same 16 Chinese keywords to 
search. The comparison results are shown in Table1. It is easy to see that the cluster 
number generated by NWSHCA is very close to Vivisimo on Chinese results.  

4   Conclusions 

NWSHCA can cluster the Chinese Web search results efficiently without word seg-
mentation. Experiments show that NWSHCA is faster than the linear time clustering 
algorithm STC on Chinese texts. In addition, final cluster description labels are dis-
played as a navigational tree for browsing with ease. However, NWSHCA is inde-
pendent to Chinese dictionary and the common substrings are not semantic, so  
sometimes NWSHCA may generate inaccurate cluster labels, for example “日日日”. 
Extensive work is needed to improve the performance of NWSHCA and try to solve 
these problems. 
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Abstract. In this paper, we present a novel method to retrieve the similar ex-
amples from the corpus when given an input which should be translated, in 
which we use the word alignment between the bilingual sentence pair to meas-
ure the similarity of the input and the example.  

1   Introduction 

Measures of the sentence similarity are very important in many NLP applications, 
such as machine translation (MT), especially the example-based machine translation 
(EBMT) [1], information retrieval (IR) and text summarization etc.  

Recently, some researchers present a hybrid corpus-based machine translation sys-
tem[2], which is a statistical machine translation (SMT), while using an example-
based decoder, in which the similar translation examples will avoid translating from 
the scratch, and the similar examples retrieved will affect the results greatly. 

When retrieving the similar examples, most of the metrics measure the similarity 
of the two monolingual sentences. However, in a hybrid machine translation system, 
the examples in the training corpus provide rich information, such as word alignment. 

In this paper, we provide a novel approach, which use the bilingual information of 
the examples to retrieve the similar examples for an input sentence.  

2   The Word-Aligned Bilingual Corpus for MT 

There are two types of corpus-based MT systems: Statistical Machine Translation 
(SMT) and EBMT. SMT obtains the translation models during training, and does not 
need the training corpus when decoding; while EBMT retrieves the similar examples 
in the corpus when translating.  

For both of them use the same corpus, we can generate a hybrid MT, which is a 
SMT system, while using an example-based decoder. Generally, the hybrid MT sys-
tem uses a word-aligned bilingual corpus, which is a collection of the word-aligned 
sentence pair, represented as (C, A, E), where C is the source language sentence, and 
E is the target language sentence and A is the word alignment between C and E.  
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A word alignment is defined as follows: given a sentence pair (C, E), we define a 
link )..,..( tsjil = , where ji..  represents a sequence of words in sentence C, where 

i and j  are position indexes, i.e. jii ,...,1, + ; and ts..  represents a sequence of 

words in sentence E. So each link represents the alignment between the consecutive 
words in both of the sentences. A word alignment between a sentence pair is a set of 

links },...,,{ 21 nlllA = . In the paper, the example refers to a triple (C, A, E).  

We can merge two links )..,..( 11111 tsjil =  and )..,..( 22222 tsjil =  to form a 

larger link, if the two links are adjacent in both of the sentences, i.e.  11.. ji  is adjacent 

to 22.. ji  where 112 += ji  or  121 += ji , or 11.. ji  (or 22.. ji ) is ε , so do the 

11..ts  to 22..ts . If the region )..,..( tsji can be formed by merging two adjacent links 

gradually, we call the region is independent. 
Figure 1(a) shows a word alignment example; the number below the word is the 

position index. In the example, the region (1..3, 3..5) is independent. 

 

(b)  An ITG tree  

最近 1 的 2 赌场 3 在 4 哪里 5 ？6

where1 ‘s2 the3 nearest4 cassino5 ?6

(a)  An example with word alignment 

ε/ the 在 哪里 / where ‘s 最近 的 / nearest 赌场 / cassino ？ / ? 

 

Fig. 1. An ITG tree which is derived from the ITG. A line between the branches means an 
inverted orientation, otherwise a straight one. 

In our hybrid MT system, the word alignment in the corpus must satisfy the Inver-
sion Transduction Grammar (ITG) constraint[3], so that each word alignment will 
form a binary branching tree, which provides a weak but effective way to constrain 
the re-ordering of the words.  Figure 1b illustrates an ITG tree formed from the 
alignment. 

Using the word-aligned bilingual corpus, we can extract the phrase pairs, called as 
blocks. Each block is formed by combining one or more links, and must be independ-
ent. Then, we build the corresponding translation models using the relative frequencies.  

3   The Fast Retrieval of Similar Sentences 

We divide the retrieval of similar examples into two phases:  

• Fast Retrieval Phase: retrieving the similar examples from the corpus quickly, and 
take them as candidates. The complexity should be not too high. 

• Refining Phase: refining the candidates to find the most similar examples.  

In this section, we will describe how to retrieve the similar examples quickly 
through the following three similarity metrics. 
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3.1   The Matched Words Metric 

Given an input sentence nwwwI ...21=  and an example (C, A, E), we calculate the 

number of the matched source words between the input sentence and the source sen-
tence C  in the example firstly.  

),,()(

*2
),(

EACLenILen

Match
ExampleInputSim word

word +
=  (1) 

where wordMatch  is the number of the matched words, )(ILen  is the number of 

words in I , and ),,( EACLen is the number of the words in the  in C . 

3.2   The Matched Blocks Metric 

Given an input sentence nwwwI ...21= , we search the blocks for each word 

}),...2,1{( niwi ∈ . We use i
gramkB − to represent the blocks, in which for each block 

),( ec , the source phrase c  use the word iw as the first word, and the length of  c  is 

k , i.e. the )1..( −+= kiiwc . In order to retrieve the i
gramkB − , we first get all the source 

phrases with iw  as the first word, and then find the blocks for each source phrase c  

in the translation model. Considering the complexity, we set M as the maximum 
length of the source phrase (here M=3 or 5), i.e., Mk ≤ .  

For each c , there may exists more than one blocks with c  as the source phrase, so 
we will sort them by the probability and keep the best N (here set N=5) blocks. Now 
we represent the input sentence as: 

}1,1,|{)( MkniBblockblockI i
gramk ≤≤≤≤∈= −σ  (2) 

For example, in an input sentence “我 来来 中中”, the 

)},(),,(),,(),,{(1
1 MinemymeiB gram 我我我我=− . Note, some i

gramkB −  may be 

empty, e.g. φ=−
2
2 gramB , since no blocks with “来来 中中” as the source phrase.  

In the same way, we represent the example ),,( EAC  as:   

}1*,,|{),,( MkAblockBblockblockEAC i
gramk ≤≤∈∈= −ϕ  (3) 

where *A  represents the blocks which are links in the alignment A  or can be 
formed by merging adjacent links independently. In order to accelerate the retrieval of 
similar examples, we generate the block set for each example during the training 
process and store them in the corpus. 

Now, we can use the number of the matched blocks to measure the similarity of the 
input and the example: 
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where blockMatch  is the number of the matched blocks and Input
gramB  is the number of 

i
gramkB −  ( φ≠−

i
gramkB ) in )(Iσ , and Example

gramB is the number of the blocks in 

),,( EACϕ .  

Since each block is attached a probability, we can compute the similarity in the fol-
lowing way: 

Example
gram

Input
gram

b
prob

BB

bob

ExampleInputSim
+

∑
=

)(Pr*2
),(  (5) 

So the final similarity metric for fast retrieval of the candidates is: 

probwordblockfast SimSimSimExampleInputSim γβα ++=),(  (6) 

where 1=++ γβα . Zhao et al.[4] provides a method to tune the weights, but here 

we use mean values, i.e. 3/1=== γβα . During the fast retrieval phase, we first 

filter out the examples using the wordSim , then calculate the fastSim  for each 

example left, and retrieve the best N examples.  

4   Refine the Candidates 

After retrieving the candidate similar examples, we refine the candidates using the 
swallow structure of the sentences, to find the best M similar examples.  

4.1   The Alignment Structure Metric 

Given the input sentence I  and an example ),,( EAC , we first search the matched 

blocks, at this moment the order of the source phrases in the blocks must correspond 
with the order of the words in the input.  

As Figure 2 shows, the matching divides the input and the example respectively 
into several regions, where some regions are matched and some un-matched. And we 
take each region as a whole and align them between the input and the example ac-
cording to the order of the matched regions. For example, the region (1..3,3..5) in 

),,( EAC  is un-matched, which aligns to the region (1..1) in I . In this way, we can 

use a similar edit distance method to measure the similarity. We count the number of 
the Deletion/Insertion/Substitution operations, which take the region as the object. 

We set the penalty for each deletion and insertion operation as 1, while considering 
the un-matched region in the example may be independent or not, we set the penalty 
for substitution as 0.5 if the region is independent, otherwise as 1. E.g., the distance is 
0.5 for substituting the region (1..3,3..5) to (1..1).  
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 最近 1 的 2 赌场 3 在 4 哪里 5 ？6

where1 ‘s2 the3 nearest4 cassino5 ?6

(a)  An example 

试衣间 1 在 2 哪里 3 ？4 

(b)  An input  

Fig. 2. An input and an example. After matching, there are three regions in both sides, which 
are included in the line box, where the region (4..5,1..2) in the example matches the region 
(2..3) in the input, so do (6..6,6..6) to (4..4). And the region (1..3,3..5) in the example should be 
substituted to (1..1) in the input. 

We get the metric for measuring the structure similarity of the I  and ),,( EAC : 

exmapleinput
align RR

SID
ExampleInputSim

+
++−= 1),(  (7) 

where D, I, S are the deletion, insertion and substitution distances, respectively. And 

the inputR  and exmapleR are the region numbers in the input and example. 

4.2   The Semantic Metric  

We calculate the semantic distance using the “Tong_Yi_Ci_Ci_Lin”[6], which is a 
Chinese semantic lexicon. In the lexicon, the semantics of the words are divided into 
three levels, called large, middle and small level, represented as the uppercase letter, 
lowercase letter, and integer number respectively, so that it can represent a semantic 
using a unique code. Each code may include one or more words, and each word may 
have one or more codes, for it may have multiple semantics. For example, “我” and 
“咱” have the same code “Aa02”, the code for “你” is “Aa03”.  

Now, we can compute the semantic distance between two words using the codes 
they are marked: If the large level is different, the distance is 3; the middle is 2; and 
the small is 1; if the codes are equal, the distance is 0. Since each word has more than 
one code, we will choose the nearest distance. 

Using the semantic distance of words, we can measure the semantic distance of 
two regions in the input and the example.  

)()(
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Given the same match as section 4.1, the substitution distance is the sum of seman-
tic distance of the substitution regions: 

∑=
regions

exampleinputsemregsem regionregionDistExampleInputS ),(),( _
 

(9) 
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Then, we obtain the semantic metric: 

exmapleinput

sem
sem RR

SID
ExampleInputSim

+
++−= 1),(  (10) 

In the end, we obtain the similarity metric, which considers all of the above metrics: 

semalignfastfinal SimSimSimExampleInputSim '''),( γβα ++=  (11) 

where  1''' =++ γβα . Here we also use the mean values as the weights.  

5   Experiments 

We carried out experiments on a Chinese-English bilingual corpus, which is the train-
ing corpus in the open Chinese-English translation task of IWSLT2007, consisting of 
the sentence-aligned spoken language text for traveling. The training corpus consists 
of 39,953 sentence pairs, and the test set 489 Chinese sentences. We lowercased and 
stemmed the words in the English sentences for preprocessing. 

During the training, we obtained firstly the word alignments, which satisfy the ITG 
constraint, for the sentence pairs in the corpus; then built the translation models, and 
retrieved and stored the blocks in each examples, i.e. ),,( EACϕ . 

5.1   Evaluation of the Retrieval of Similar Examples 

We evaluate our retrieval method in manual way: obtain 200 input sentences from the 
test set randomly, take them as inputs to retrieve the similar examples (10 examples 
for each input), and verify manually whether the retrieved examples are similar to the 
inputs.  

We define a correct similar example as the following way: if the retrieved example 
can be turned to the input sentence by modifying x  independent regions, where each 

region consists of at most y  blocks (here set 2=y ). 

To evaluate the two retrieval phases, we also get the best 10 examples for the fast 
retrieval phrase in the candidates, and compare with the final 10 examples. Table 1 
shows the results. It shows the correct number and accuracies for both phases by 
changed the x . With x  becomes larger, the accuracies are higher. When 1=x , the 
accuracies are both 45%, because some of the input sentences are very short, and both 
of the two phases will find the exactly similar examples. But when x becomes larger, 
the refined retrieval will get more accurate examples. 

5.2   Evaluation of the Translation 

Our goal is to improve the translation quality, so we combined the retrieval module 
into our hybrid MT system, and compared the translation results with other SMT 
systems. The results list in Table 2. 

The first column lists the MT systems: the first two systems are two SMT systems, 
where Moses[7] is a state-of-the-art SMT system, and SMT-CKY is our SMT system 
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with a CKY style decoder; the last two systems are hybrid MT systems with fast re-
trieval module and refined retrieval module. The second column lists the Bleu 
scores[8] for these systems. The results show that our hybrid MT system achieves an 
improvement when using the new retrieval module. We conclude our method to re-
trieve the similar examples is effective. 

Table 1. The results for retrieval of similar sentences 

1=x  2=x  3=x   Test 
Number Corr. Accu. Corr. Accu. Corr. Accu. 

Fast Retrieval 200 90 45% 141 70.5% 155% 77.5% 
Refined Retrieval 200 90 45% 153 76.5% 174 87% 

Table 2. The results of translation 

System Bleu(%) 
Moses 22.61 

SMT-CKY 28.33 
Hybrid MT with fast retrieval 30.03 

Hybrid MT with refined retrieval 33.05 

6   Conclusions 

We present a method to retrieve the similar examples for the input sentence in the 
hybrid MT systems. The approach makes good use of the word alignment information 
contained in the corpus. Since the method considers the internal translation process 
contained implicitly in each example, it helps to improve the translation quality.  

In the future, we will improve the refining metric further, especially the semantic 
metric, and consider how to tune the weights. Also, we should consider how to use 
the retrieved examples more effectively. 
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Abstract. One of important problems of dependence retrieval model is the chal-
lenge to integrate both single words and dependencies in one weighting schema. 
Although there are many retrieval models that exploit term dependencies in 
language modeling framework, seldom of them simultaneously study the prob-
lem on different query types, e.g., short queries and verbose queries. In this  
paper, we derive an axiomatic dependence model by defining several basic de-
sirable constraints that a retrieval model should meet. The experiment results 
show that our model significantly and robustly improves retrieval accuracy over 
the baseline (unigram model) in verbose queries and achieves better perform-
ance than some state-of-art dependence models.  

Keywords: Term Dependency, Language Model, Axiomatic Approach, Re-
trieval Heuristics. 

1   Introduction  

When incorporating term dependencies into the retrieval model, one of the important 
problems of dependence retrieval model is the over-scored problem. It states that 
without a theoretically motivated integration model, documents containing dependen-
cies may be over-scored if they are weighted in the same way as single words.  

The scoring model is the core of retrieval model. Research had been conducted to 
study the performance of different scoring models. For example, [4] has studied some 
heuristics that a scoring model should meet in generative models. [7] has studied dif-
ferent feature selection methods in discriminant models. In the Language Modeling 
framework, there has been some research to resolve the over-scored problem by  
introducing some ways to incorporate the dependence model with the independent 
unigram model [1,2,5,6]. For example, the Markov Random Field model [2] defines 
sequential dependence and full dependence to incorporate term dependencies into a 
unigram model in keyword-based short queries. The Dependency Language Model 
[5] use a generative model P(L|D) as a normalized factor to balance the unigram 
model and dependence model in sentence-based verbose queries. The scoring func-
tions in these works are theoretically sound. However, for different query types, the 
over-scored problem may behave differently. There are few works to investigate the 
dependence retrieval model in both short queries and verbose queries.  
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In this paper, we attempt to solve the over-scored problem using an axiomatic ap-
proach through defining several heuristic constraints. The experiment results on three 
TREC collections show that our model achieves robust improvement both in short 
queries and verbose queries. In the rest of the paper, Section 2 reviews some previous 
relevant work; Section 3 presents the definition of several retrieval heuristics and our 
axiomatic dependence model; a series of experiments on TREC collections is pre-
sented in Section 4; some conclusions are summarized in Section 5.  

2   Related Works  

In the dependence retrieval model, the final relevance score of a query and a docu-
ment consists of both the independence score and dependence score, such as Bahadur 
Lazarsfeld expansion [8] in classical probabilistic IR models. With respect to lan-
guage model, the situation is same.  

In the simplest bi-gram model [3], the probability of bi-gram (qi-1,qi) in document 

D is smoothed by its unigram:  
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If P(qi|qi-1,D) is smoothed as Equation (1), the relevance score of query 

Q={q1q2…qm} and document D is:  
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In Equation (2), the first score term is the independence unigram score and the sec-
ond score term is the smoothed dependence score. Usually λ is set to 0.9, i.e., the de-
pendence score is given less weight than the independence score.  

Dependence Model [5], which can be regarded as the generalization of the bi-gram 
model, gives the relevance score of a document as:  

∑∑
∈=

++=
Lji

ji
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(3) 

In Equation (3), L is the set of term dependencies in query Q. The score function 
consists of three parts: a unigram score logP(qi|D), a smoothing factor logP(L|D), and 

a dependence score MI(qi,qj|L,D). It is the parsing score P(L|D) that serves as a nor-

malization factor (or penalty) to balance the impact of single terms and term depend-
encies. To estimate P(L|D), the authors use many smoothing strategies.  
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MRF [2] combines the score of full independence T, sequential dependence O and 
full dependence U in an interpolated way using coefficient (λT,λO,λU). They are set to 

(0.8,0.1,0.1), which means that the dependence model is given  less weight than the 
independence model.  

Though the above models are derived from different theories, smoothing is an im-
portant part when incorporating term dependencies. And it also our belief that 
smoothing strategy will play a important role when dealing with over-scored problem. 
The scoring functions in the above models have different forms, which are dedicated 
to a specific type of queries, i.e., short queries or verbose queries. In the next section, 
we attempt to define some scoring functions by several retrieval heuristics. Some 
smoothing strategies will be used in the definition of these scoring functions.  

3   Axiomatic Dependence Model  

In smoothed unigram language model [9], the RSV formula has the general form of:  

D
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αD is the smoothed coefficient of document D. There are two parts in Equation(4): 

PDML(w|D), which is discounted maximum likelihood estimation of word w in D, 

and P(w|C), which is the weight of word w in collection C. When it comes to the de-
pendence model, we define the RSV formula as:  
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Here we only consider the term dependency as a term pair. L is the set of term 
pairs in Q. P(wi,wj|D) and P(wi,wj|C) are the probabilities of term pair (wi,wj) in 

document D and Collection C. We follow the spirit of the axiomatic approaches in [4] 
and define several constraints to derive the two parts of P(wi,wj |D) and P(wi,wj |C).  

3.1   Constraints on Weight of Term Dependency in Collection  

For a query of three terms (q1,q2,q3), we define term dependencies as term pairs 

(q1,q2) and (q2,q3).  

• C1: If the document frequency of the three terms satisfies: 
DF(q1)=DF(q2)=DF(q3), DF(q1,q2)>DF(q2,q3), then P(q1,q2|C)>P(q2,q3|C) 

• C2: If DF(q1,q2)=DF(q2,q3) and DF(q1)>DF(q2)>DF(q3), then 

P(q1,q2|C)>P(q2,q3|C) 

DF(qi) is the document frequency of term qi, DF(qi, qj) is the document frequency 

of term qi and qj. From the above two constraints, we define P(wi,wj|C) in a interpo-

lated way with λ as the weight:  
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3.2   Constraints on Weight of Term Dependency in Document  

• C3: Let CD(q1,q2,R)=CD(q2,q3,R), and CD(q1)= CD(q2)= CD(q3). If term pair 

(q1,q2) is a common collocation while (q2,q3) is not, then P(q2,q3|D)>P(q1,q2|D).  

CD(qi,qj,R) denotes the number of times that qi and qj have a relation in Document 

D and CD(qi) is the number of times qi appears in D. We define the non-trivial degree 

of a term pair(wi,wj), NTD(wi,wj), as log[(1+DF(wi,wj))/(1+DF(wi,wj,R))], where 

DF(wi,wj,R) is the count of documents in which wi and wj have a relation.  

• C4: If NTD(q1,q2)=NTD(q2,q3), CD(q1,q2,R)>CD(q2,q3,R), CD(q1)> CD(q2) 

>CD(q3) , then P(q1,q2|D)>P(q2,q3|D).  

From the constraints C3 and C4, we define the P(wi,wj|D) as  
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Finally, we smooth the P(wi,wj|D) using a discounted method, and get the final 

RSV formula of the dependence model as:  
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In equation (8), there are two parameters: α and λ. The relevance score of (Q,D) is 
the sum of RSVUG(Q,D) and RSVDEP(Q,D). P(wi,wj|Q) is set to 1/|L| in the follow-

ing experiments; |L| stands for the number of term pairs in L.  

4   Experiments and Results  

We evaluated our axiomatic dependence model (ADM) using three TREC collections. 
Table1 shows some statistics of these collections. In the documents’ indexing phase, 
terms are stemmed using WordNet and stop words are not removed. There are several 
retrieval models in the experiments. UG is the implementation of unigram language 
model using Dirichlet Prior smoothed KL-divergence (KLD) model [10]. BG is a 
smoothed bigram language model which sets the weight of the empirical bigram 
probability to 1% and weight of unigram probability to 99% (Differently from [3], we 
find 99% achieves better performance than 90%). CULM is our implementation of 
Concept Unigram Language Model described in [6]. In CULM, the estimation of bi-
gram is same as BG. ADM is implemented by incorporating above UG model and our 
axiomatic dependence model. All these models were implemented in Lemur. 
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Table 1. Statistics of TREC collections 

Collection Description Size (MB) #doc. Query 
WSJ Wall Street Journal 

(1990,1991,1992), in Disk 2 
248 74,520 51-200 

AP Associated Press (1988,1989), 
in Disk 1&2 

489 164,597 51-200 

TREC7-8 Disk 4&5 (no CR) 3,120 528,155 351-450 

Table 2. Results on Short Queries 

Models WSJ AP TREC7&8 
AvgPr. 0.2498 0.2336 0.1982 UG 
RPr. 0.2611 0.2702 0.2511 
AvgPr. 0.2567 0.2235 0.2021 BG 
RPr. 0.2736 0.2626 0.2471 
AvgPr. 0.2565 0.2346 0.2022* 
RPr. 0.2655 0.2718 0.2528 

ADM 
(0.4,0.1) 

Optimal (0.4,0) (0.3,0.3) (0.4,0.1) 

Table 3. Results on Verbose Queries 

Models WSJ AP TREC7&8 
AvgPr. 0.211 0.2159 0.1893 UG 
RPr. 0.2315 0.258 0.2387 
AvgPr. 0.2286* 0.2193 0.1918 CULM 
RPr. 0.2389 0.2597 0.243 
AvgPr. 0.2272* 0.2364* 0.2052* 
RPr. 0.2417 0.2768* 0.2509* 

ADM 
(0.2,0.2) 

Optimal (0.2,0.2) (0.2,0.6) (0.2,0.2) 

 
We evaluated our ADM model on both short queries (title field of topic) and ver-

bose queries (description field). On short queries, the set of term pairs L is treated as 
adjacent words in the queries (queries that have more than two words are used). Thus, 
ADM and BG share the same query term dependencies. On verbose queries, Minipar 
[11] is used to parse the queries and derive the concepts/phrases. The identified 
phrases of more than two words are decomposed to sequential relations between adja-
cent words. ADM and CULM share the same query term dependencies. 

In the equation(7) of ADM model, we define CD(wi,wj,R) as count of term pair 
(wi,wj) appears with the window of size N in document D. We tried the window size 
N of 5, 10, 20 and 40 and find the optimal N is 10. This size is close to sentence 
length and it is used in the following experiments. The main evaluation metric in this 
study is the non-interpolated average precision (AvgPr.) and R-Precision(RPr.). We 
train the parameters (α,λ) by directly maximizing AvgPr on three respective collec-
tions. The settings of (α, λ) used in the experiments are listed in the first column. The 
last rows list the optimal settings of (α, λ). An asterisk denotes where the improve-
ment over UG is statistically significant according to paired-samples t-test (significant 
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level is 0.05). We find the optimal settings of (α,λ) are very close to each other. Espe-
cially, WSJ and TREC7&8 collections get the same optimal setting of (α,λ) for ver-
bose queries experiments. This shows the robustness of our ADM model. 

We can see from Table 3 that the improvement of ADM over UG is statistical sig-
nificant on verbose queries. While its improvement on short queries is not as signifi-
cant, it is better than BG. This shows the effectiveness of our ADM model.  

5   Conclusions  

In order to deal with the over-scored problem in dependence retrieval model, we have 
derived a new score function using the axiomatic retrieval framework. Firstly, we 
formally define four heuristic constraints that any reasonable retrieval function should 
satisfy. Secondly, some smoothing strategies are used to derive the score function by 
these constraints. The experiments on both short queries and verbose queries show 
some promising improvements over some state-of-art dependence retrieval model.  

In our future works, other reasonable constraints could also be considered. And 
more comparison can be conducted to verify the effectiveness of our ADM model. 
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Abstract. There is not a natural delimiter between words in Chinese texts. 
Moreover, Chinese is a semotactic language with complicated structures focus-
ing on semantics. Its differences from Western languages bring more difficul-
ties in Chinese word segmentation and more challenges in Chinese natural  
language understanding. How to compute the Chinese text similarity with high 
precision, recall and low cost is a very important but challenging task. Many  
researchers have studied it for long time. In this paper, we examine existing 
Chinese text similarity measures, including measures based on statistics and 
semantics. Our work provides insights into the advantages and disadvantages of 
each method, including tradeoffs between effectiveness and efficiency. New di-
rections of the future work are discussed. 

Keywords: Chinese text similarity, Chinese information processing, Similarity 
algorithm. 

1   Introduction 

Text similarity computation plays important roles in the fields of duplicate detection, 
document classification, automatic question answering, filtering, and so on. It is im-
portant to compute similarity as effectively and efficiently as possible, and some ef-
forts have been made to compare the quality of various similarity measures in some 
contexts [1].  

Chinese is more difficult to understand by computers than Western language, such 
as English. English is a merplotactic language focusing on syntax, while Chinese is a 
semotactic language focusing on semantics. Since Chinese texts do not have a natural 
delimiter between words, Chinese word segmentation and feature vector spaces in 
high-level dimensions are expensive. Moreover, difficulties of Chinese text similarity 
computation also lie in extraction of keywords, processing of synonymies, polysemies 
and combination among concepts, distinguishing commendatory and derogatory re-
marks, etc. For example, sentence 1 “ 决决 决决决 决决决坚 坚 坚 ” and sentence 2 
“ 天每 个个 个决决个个个个 个个时 时12 ！” are very different in expression, but much related 
in content. All these characteristics of Chinese language cause problems in efficiency 
and effectiveness, which are essential for evaluating a similarity algorithm of Chinese 
text similarity computation.  

In this paper, we provide a survey of Chinese text similarity computation, and the 
advantages and disadvantages of both measures based on statistics and semantics 
understanding are evaluated. 
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2   Chinese Text Similarity Measures Based on Statistics 

2.1   Measures Based on VSM 

The Vector Space Model (VSM) [2] [3] is an algebraic model widely used not only 
for Western languages but also for Chinese document similarity computation. It 
represents each natural language document in a formal manner as a vector with one 
real-valued component, which is computed using the TF-IDF (Term Frequency-
Inverted Document Frequency) weighting scheme for each term (keywords) in a 
multi-dimensional linear space. The set of documents in a collection then turns into a 
vector space, with one axis for each term. The set of terms is a predefined collection 
of terms, occurring in the document corpus. To compensate for the effect of different 
document/query length, the standard way of quantifying the similarity between a 
query/document vector and a document vector is to compute the cosine similarity 
coefficient between them, which reflects the degree of similarity in the corresponding 
terms and term weights.  

The IF-IDF algorithm based on VSM has some disadvantages. On the one hand, it 
can achieve good effectiveness only if enough number of words are included. On the 
other hand, only the statistic of words in text is considered and all the structural and 
semantic information is lost. In addition, VSM assumes that all the terms are inde-
pendent (orthogonal) to each other, which is incorrect regarding natural language that 
causes problems with synonyms or strong related terms. Meanwhile, messages have 
to pass through a stopword-list, stemming and thesaurus-algorithms before they are 
forwarded to the VSM. 

Generalized Vector Space Model (GVSM) [3] [4], an improved VSM, assigns a 
document vector to each one without the assumption of orthogonal terms. For the 
GVSM, term-angles are based on the computation of co-occurrence of terms. Jorg 
Becker [5] explored a topic-based vector space model (TVSM), which does not as-
sume independence between terms and is flexible regarding the specification of term-
similarities. Stemming and thesaurus can be fully integrated into the model. Cheng [6] 
established a component frequency model (CFM) based on components, in which 
Chinese texts were expressed in the aspect of component granularities. The text at-
tribute vector space model was established according to the statistic of component 
frequency. This measure has higher precision and recall than algorithms based on 
keywords. The most advantage of CFM is that it avoids difficulties in Chinese word 
segmentation. 

2.2   Measures Based on Attribute Theory and on Hamming Distance 

Pan [7] analyzed the relationship between textual attributes and the attribute barycen-
ter coordinate model, and established a text attribute barycenter coordinate model, in 
three-dimension Cartesian coordinates, and based on attribute theory. A text vector 
and a query vector in the attribute coordinate were represented. After deciding the 
criterion and computing the distance between the vectors, the similarity between the 
texts and the queries was elicited. This measure could express more semantic infor-
mation than VSM and improve precision and recall. However, difficulties in auto-
matic Chinese word segmentation cannot be avoided. 
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Hamming distance, named after Richard Hamming, is the number of positions in 
two strings of equal length, for which the corresponding elements are different. In 
other words, it measures the number of substitutions required to change one into the 
other. For example, the Hamming distance between 1011101 and 1001001 is 2. Zhang 
[8] presented a Chinese text similarity algorithm based on the theory of Hamming 
distance. The advantage of this algorithm is that it greatly simplified the similarity 
computation, not like many modern genomics algorithms taking gaps into considera-
tion. We cannot simply see how many characters are different because some differ-
ences are more significant than others. 

3   Measures Based on Semantic Understanding 

With more effort, inter-document similarity can be measured in more sophisticated 
ways, in which semantics are considered. 

3.1   Words Similarity Measures  

Ontology, which usually uses a thesaurus, is one of approaches to compute the dis-
tance between words. Early in 1995, Agirre E. [9] gave a. a proposal for word sense 
disambiguation using conceptual distance based on WordNet. Wang [10] computed 
the Chinese word similarity on “Cilin”. Liu and Li [11] presented a word semantic 
similarity algorithm based on HowNet. Suppose there are two Chinese words 

1W and 2W , if 1W has n concepts: nSSS 11211 ,...,, , 2W  has m concepts as: mSSS 22221 ,...,, , then 

( ) ( )ji
mjni

SSSimWWSim 21
..1,..1

21 ,, max
==

=
 . (1) 

Primitive is a minimal meaning unit of describing a concept. HowNet describes  
each concept by using a series of primitives. The similarity of two primitives 1P  and 2P ,  

( )
α

α
+

=
d

PPSim 21,  . (2) 

Here d is the distance between 1P and 2P , and α is a smoothing parameter, which is the 
distance when the similarity equals to 0.5. 

Xia [12] proposed a method based on HowNet, geared to semantic and could be 
expanded. The proposed method defined a similarity computation formula among 
HowNet’s sememes according to information theory, finding a way out of the diffi-
culty that out-of-vocabulary (OOV) words cannot participate in semantic computation 
by implementing concept segmentation and automatic semantic production to OOV 
words, and realized the similarity computation on the semantic level among arbitrary 
words. Although semantic lexicon based on structure relations between conceptions is 
simple and effective, building a Chinese semantic lexicon is a large-scale system 
project. 

Individual Chinese characters, bi-grams, n-grams (n＞2), and words are the most 
widely used indexing units. Kwok [13] concluded that single character indexing is 
good but not sufficiently competitive, while bi-gram indexing works surprisingly well 
and it is as precise as short-word indexing. 
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Zhao [14] proposed a measure based on Chinese Character Association Measure-
ment (CCAM) matrix. To reduce the higher complexity, using the association of Chi-
nese characters for text similarity analysis was probed with feature words. CCAM is a 
better solution than bi-gram and keywords indexing. Since word segmentation is not 
needed, the algorithm is useful in massive Chinese data corpus.  

3.2   Sentence Similarity Measures  

Che [15] improved the original edit-distance approach by computing Chinese sen-
tence semantic similarity with more information in structure. Both HowNet and 
“Cilin” thesauruses were used as the semantic resource to compute the semantic simi-
larity between two words. Jing [16] proposed a model of semantic-based text formal-
ization - context framework model (CFM). In this model,  a text was represented in 
three demensions: domain, situation and background. Based on the context frame-
work, the algorithm dealt with the domain of the text and the semantic role of the 
object, computed synonymies, polysemies, combinations of concepts, and distinguish-
ing commendatory and derogatory remarks. The algorithm can improve the efficiency 
of text filtering practically. 

3.3   Paragraphs and Documents Similarity Measures 

Jin [17] proposed a set of textural similarity algorithm to study paragraphs similarity. 
HowNet was used to compute words similarity. Only substantives such as noun, verb, 
adjective, numeral, measure word and pronoun, were extracted, it could avoid the 
complicated Chinese syntax analysis. Suppose there are two paragraph texts: 1t and 2t . 
Each paragraph consists of a group of sentences,  { }mssst 112111 ,...,,= , { }nssst 222212 ,...,= . 
The similarity between paragraphs 

1t and 2t  is: 

( ) ∑
=

=
k

i
i

simS
k

ttsim
1

max21

1
,
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Afterward, Jin [18] proposed a set of document-structure-based algorithms to detect 
plagiarism of Chinese academic articles, with the help of document-structure analysis, 
fingerprinting and word-frequency techniques. 

Compared with measures based on statistics, measures based on semantic under-
standing can lead to more accurate judgment. But the processing needed for them is 
usually much more expensive. 

4   Conclusive Remarks 

For Chinese information retrieval, Chinese natural language processing, and many 
other tasks, a measure for text similarity is a key element of it. 

In this paper we have reviewed a set of different measures which can be used to 
evaluate inter-document similarity. All those measures can be divided into two cate-
gories: statistics-based and semantics-based. Compared with each other, they have 
pros and cons. For the statistics-based on measures, they need training on massive 
corpus to achieve reasonably good performance since contextual information is not 
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kept, while this is not needed for the semantics-based measures. On the other hand,   
using semantics-based measures is more expensive on computational cost than statis-
tics-based measures, though the former can often lead to more accurate judgment than 
the latter. 

Up to now, how to find a Chinese text similarity measure which can be performed 
effectively and efficiently remains to be a challenging issue. In our opinion, language 
models which can support certain semantic structures is likely to be a good research 
direction. In order to achieve this, some measures such as information-theorectic 
measures [19, 20] and corresponging algorithms are desirable. 
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Abstract. In this paper, we mainly explore the effectiveness of two kernel-
based methods, the convolution tree kernel and the shortest path dependency 
kernel, in which parsing information is directly applied to Chinese relation ex-
traction on ACE 2007 corpus. Specifically, we explore the effect of different 
parse tree spans involved in convolution kernel for relation extraction. Besides, 
we experiment with composite kernels by combining the convolution kernel 
with feature-based kernels to study the complementary effects between tree 
kernel and flat kernels. For the shortest path dependency kernel, we improve it 
by replacing the strict same length requirement with finding the longest com-
mon subsequences between two shortest dependency paths. Experiments show 
kernel-based methods are effective for Chinese relation extraction. 

1   Introduction 

The aim of relation extraction as a subtask of information extraction is to find various 
predefined semantic relations between pairs of entities in text. The research of relation 
extraction has been advanced by the Message Understanding Conferences (MUC) [1] 
and the NIST Automatic Content Extraction (ACE) program (ACE, 2000-2007) [2] in 
Phase 2. As a subtask of Information Extraction, relation extraction can be utilized in 
many applications such as Question Answering and information retrieval. 

To our knowledge, no work has been done to examine the performance of the tree 
kernel or the shortest path dependency kernel on Chinese corpus. Since more errors 
exist in Chinese syntax analysis compared with English, whether these kernel meth-
ods are applicable for Chinese relation extraction is uncertain. 

2   Related Work 

Since relation extraction task was first introduced in MUC6, many methods, such as 
feature-based [3, 4], tree kernel-based [11, 12, 13, 14] and composite kernel-based [5, 
15, 16], have been proposed in literature.  

Feature-based methods for relation extraction employ explicitly various linguis- 
tic features, from lexical features, syntactic information to dependency trees and  
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semantic knowledge in Max Entropy model [3] or SVM model [4]. The feature-based 
methods have achieved the state-of-art performances. However, the feature selection 
is heuristic, so it needs much manual efforts, besides, it is difficult to improve since 
the features in nearly all linguistic levels have been examined [5, 6], furthermore, 
feature-based methods lack the ability to explore the structural syntactic or depend-
ency information which should be quite important for relation extraction in our first 
sight. 

In contrast, kernel-based methods [7, 8] has the potential for further performance 
improvements as it gives us an elegant way to explore structural features implicitly by 
computing the similarity between two objects via a kernel function, thus give us a 
good chance to explore the parsing or dependency information of the sentence where 
the entity pair occur. In recent years, different kernel types have been proposed for 
English relation extraction, from the hierarchical tree kernels [11] and [12] defined on 
shallow parse tree or dependency trees, shortest path dependency kernel [13] to the 
current convolution parse tree kernel[14,16]. Moreover, composite kernel which gen-
erally is a combination of a tree kernel and a feature-based kernel has advanced the 
performance further [15, 16]. Up to now, the kernel-based methods have achieved and 
recently exceeded the best performance of the feature-based methods for relation 
extraction. 

For Chinese entity relation extraction, various features and different classification 
algorithms, for example, SVM [17] and bootstrapping [18], have been proposed in 
feature-based framework, and the reported results are usually alluring just on certain 
types of relations or on non-standard dataset. Besides, [19] proposed a novel im-
proved Edit kernel for Chinese relation extraction, in which, the author improved the 
edit distance algorithms considering the Chinese word property and applied it to the 
Chinese relation extraction. However, as to structural kernels, which have been ex-
plored extensively recently for English, few work has been done up to now. 

When we reflect over the two hierarchical kernels, the shortest path dependency 
kernel and the convolution parse tree kernel, we can see undoubtedly the convolution 
parse tree kernel has achieved better performance than the other kernel types and the 
shortest path dependency kernel is the most efficient since it is so fast and still 
achieves general performance. Therefore, in this paper, we explore different feature 
spaces involved in convolution kernel and improve the original shortest path depend-
ency kernel with an aim to loosen its strict constraints of same lengths on shortest 
dependency paths. 

3   Tree Spans in Convolution Kernel for Relation Extraction 

A convolution kernel [7] aims to capture structural information in terms of substruc-
tures. As a special convolution kernel, the convolution tree kernel proposed in [9] 
counts the number of common sub-trees as the structural similarity between two parse 
trees. Furthermore, [10] has proved that the convolution tree kernel can be computed 
in O(|N1|*|N2|) where N1 and N2 equal to the number of nodes in two trees. 

 Same as most of previous work on kernel-based relation extraction, we first em-
ploy the parse tree segment within the entity pair (called Path-enclosed tree in [14]) in 
convolution kernel for entity relation extraction. Then, considering the limited parse 
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tree spans within the nested entity pair, we extend the feature spaces for the nested 
relation instances to incorporate a verb factor in two strategies.  

The first strategy (figure 1) is to extend the cases by including the highest level of 
verb (the main predicate) of the sub-sentence where the entity pair occurs when there 
are not any verb between the entity pair. The second strategy (figure 2) is to include 
the nearest verb to the entity pair (similar to the dynamic span expansion method 
proposed in [16]). The two strategies are out of our wonder that whether the main 
predicate which is powerful to determine the semantics of the whole sub-sentence or 
the nearest verb which is more relevant to the entity pair semantic relation will con-
tribute more to the final entity relation identification. 
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Fig. 1. strategy one Fig. 2. strategy two 

4   Shortest Path Kernel Based on Longest Common Subsequence 

The shortest path kernel proposed in [13] requires two shortest dependency paths to 
have the same length which may contribute to the low recall. To loosen the constraint, 
we improve the kernel by summing up the common word classes on the longest 
common subsequences of two shortest dependency paths other than the original short-
est dependency paths.  

In implementation (figure 3), the general part-of-speech features (the italic) of the 
nodes is used to match the longest common subsequences while the part-of-speech 
features, the word features and the entity type features of the nodes in the resulted 
longest common subsequences are utilized to compute the similarity. Same as in [13], 
no normalization is done in the improved shortest path dependency kernel. 

Besides, in our experiments, the dependency information is generated by the  
same CFG (Context Free Grammar) parser employed to generate the parse trees, so 
the dependency links form a tree naturally. Thus, the shortest dependency path is  
 

                                  
NOUN  VERB  NOUN    NOUN   VERB    NOUN
NN          VV      NN          NN        VV          NN
GPE                                                              ORG

                                                         
NOUN  VERB                                            NOUN 
NN          VV                                                 NN 
GPE                                                            ORG  

Fig. 3. two relations of type “PART-WHOLE” with the similarity equal to 4*3*4=48 
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somewhat different from the path used in [13], the meanings slightly differ accord-
ingly. There is no unified direction distribution in the original shortest dependency 
path. In meaning, the shortest dependency paths of Bunescu and Mooney mainly 
describe the predicate-argument interactions, that is, the dependency relation of the 
two entities as the arguments to the predicates. In contrast, we always have a parent, 
pointed by dependency nodes on both sides, in our shortest dependency path. In 
meaning, our shortest dependency paths convey an ordered dependency series con-
necting the entity pair. Accordingly, the improved dependency path kernel will oper-
ate on the two longest common subsequences belonging to the two sides from the two 
ends to the central parent.  

5   Experiments 

5.1   Experimental Setting 

Data: we use the Chinese portion of ACE (Automatic Content Extraction) 2007 cor-
pora from LDC to conduct our experiments. In the ACE 2007 data, the training set 
include 689 documents and 6900 relation instances while the testing set include 160 
documents and 1977 relation instances. Specifically, there are 2030 non-nested rela-
tion instances in the training set and 620 in the testing set. The ACE 2007 data defines 
7 major entity types: Facility, GPE, Location, Organization,   Person, Vehicle and 
Weapon. In this paper, we assume that the entities and their types are already known. 
Besides, all pairs of entities occurring in the same sentence are treated as potential 
relation instances. The data imbalance and sparseness are potential problems in ACE 
corpus, for example, the “Employment” subtype has 1265 positive instances while the 
“Artifact” subtype has only 6 instances in the training data, besides, in both the train-
ing part and the testing part, the negative samples are 10 times more than the positive 
samples. 

Data processing: We select the Stanford syntactic parser to generate the sentence 
parse tree and dependency list. For we don’t find any appropriate POS tagger preserv-
ing the Penn standard required by the above parser, we use the POS tagger internal to 
the parser. Besides, we utilize the PKU Chinese word segmenter. During parsing, we 
segment sentences which are too long to be parsed at one time. For shortest path de-
pendency kernel, we construct the sentence dependency tree utilizing the output de-
pendency list and extract the shortest path from it.  

Classifier: we select the LibSVM [20] as our classifier and insert into the convolu-
tion tree kernel [21] and our shortest dependency path kernel based on the longest 
common subsequences. Besides, we adopte one vs. one strategy for the multi-class 
classification. The parameters are selected using 5-fold cross-validation.  

Kernel normalization: the convolution tree kernel, the linear entity kernel and its 
expansion occurring in all experiments are all normalized while the two shortest path 
dependency kernels are not. The normalizing method is: 

),(),(/),(),( 22112121 TTKTTKTTKTTK •=
∧

 

Evaluation Methods: we adopt Recall (R), Precision (P) and F-measure (F) stan-
dards. 
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5.2   Experimental Results 

(1) Table 1 compares the performances of three different parse tree spans involved in 
the pure convolution tree kernel. We threshold the output to get best performances. 
We can see the Path-enclosed parse tree achieves best performance, although much 
lower than 74.12/54.90/63.07 (P/R/F) attained in our feature-based experiments. Es-
pecially, strategy one gets the lowest F-measures which generally will involve larger 
part of the parse tree in the convolution tree kernel. Thus, on the one hand, we may 
infer that more noises have been introduced into the kernel computation which may 
counteract the benefits of involving somewhat more complete syntactic structures in 
the kernels. On the other hand, we are confirmed  that more efforts are needed to find 
appropriate and effective feature spaces. 

(2) With the aim to examine the complementary effect of the tree features and  
the flat features, we also experimented with two composite kernels which are  
combinations of the above convolution kernel with the linear entity kernel (Comp-
linear) and its polynomial expansion (Comp-poly) as stated in [15]: 

.)1(),(),( 2121 EntTc KRRKRRK αα −+⋅=  

In table 2, the F-measures show both composite kernels (with α set to 0.5 in 
Comp-linear and 0.7 in Comp-poly) advance the performances to a extent not as evi-
dent as that on English dataset [15]. Especially, unlike [15, 16], the polynomial entity 
kernel embodying bi-gram entity information doesn’t improve any performance com-
pared with the linear entity kernel, ruins the evaluations reversely.  

Table 1. Three different feature spaces involved in the pure convolution tree kernel 

Feature spaces Avg. P(%) Avg. R(%) Avg. F 
Path-enclosed tree 40．05 33．04 35.03 

Strategy one 22．99 26．68 22.06 
Strategy two 29．31 40．19 32.66 

Table 2. Performance comparison of different kernel setups on the path-enclosed parse trees 

Path-
enclosed Avg. P(%) Avg. R(%) Avg. F 

Pure Conv 40.05 33.04 35.03 
Comp-linear 41.67 34.75 36.73 
Comp-poly 41.59 34.75 36.72 

 
(3) Our original motivation to study kernel-based methods is to improve the extrac-
tion performance of the non-nested relations, they have longer distances and more 
complex syntactic structures between entity pairs, thus are more difficult to identify 
using flat features in feature-based methods. The initial results of kernel method on 
non-nested relations are presented in table 3. Besides, we give our previous experi-
mental results using feature-based methods. The comparison shows that structural  
 



 Study of Kernel-Based Methods for Chinese Relation Extraction 603 

 

Table 3. Performance comparison on non-nested relations of ACE 2007 data 

Non-nested Avg. P(%) Avg. R(%) Avg. F 
Conv Kernel 40.09 33.22 34.13 
Feature-based 54.81 19.15 29.57 

 
kernel’s performance utilizing only the parse tree information has exceeded the fea-
ture-based methods on non-nested relation instances a bit.  

Table 4. Classification performance between the original shortest path dependency kernel and 
the improved version based on the longest common subsequences over real relations 

Shortest-path dep-
kernel Avg. P(%) Avg. R(%) Avg. F 

Original 4.52 16.67 7.12 
Improved 17.89 18.62 15.20 

 
(4) The experimental results on the shortest dependency path kernel are somewhat 

disappointing. The improved kernel shows poor performance on the relation detection 
while the original shortest dependency path kernel has even not any relation detection 
ability since the trained model treats all the potential relations as positive or negative 
instances under different parameters. So, in table 4, we only show their multi-
classifying performances on all the 1977 positive instances. We can see although our 
improved kernel has better performance, in general, the classification performances 
are both too low. When we examined the dependency path representations of relation 
instances, we find that a large part of Chinese relations lack clear predict-argument 
dependencies which is presumed in [13] and we may reason that it’s really difficult to 
extract Chinese relations using this type of kernel.   

6   Conclusion 

In this paper, we explore the effectiveness of kernel-based methods for Chinese rela-
tion extraction. The experimental results show that although the current tree kernels 
haven’t achieved as good performance as the feature-based methods, it has given 
reasonable measures, especially it has overrun feature-based methods on non-nested 
relations which is difficult to deal with by just using flat features.  
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Abstract. This paper presents a semi-supervised learning method to enhance 
biomedical named entity classification using features generated from labeled 
and terabyte unlabeled data, called Feature Coupling Degree (FCD) features. 
Highly discriminative context words are obtained from labeled free text using 
Chi-square method and queries formed by combining the named entity and con-
text words are retrieved by search engine. Then the retrieved web page counts 
are converted into binary features by discretization. We investigate the effect of 
this type of feature in a biomedical corpus generated from several online re-
sources. Support Vector Machine (SVM) is used as classifier and the perform-
ances of different features with various kernels and discretization methods are 
compared. The results show that the method enhances the classification per-
formance especially for Out-of-Vocabulary (OOV) terms and relative small size 
of training data. In addition, only using FCD features with polynomial kernels, 
the performance is competitive to classical features.  

Keywords: semi-supervised learning, biomedical named entity, classification, 
discretization, SVM, polynomial kernel.  

1   Introduction 

Named entity classification is an important component of text mining, which can be 
distinguished from named entity recognition. The former is to classify named entities 
that may not be in free text into right classes and the latter needs to recognize names 
in free text. Named entity classification can be a powerful auxiliary method for named 
entity recognition, for instance, building a domain specific dictionary or ontology 
automatically or entity disambiguation and can also be used to remove noises intro-
duced by query expansion in Information Retrieval (IR) tasks. Named entity classifi-
cation/recognition in biomedical domain is difficult mainly due to the vast vocabulary 
of biomedical terms (e.g., gene or protein names) and many new entities are being 
described all the time. The state-of-the-art performance reported by BioCreative 2004 
[1] does not exceed 85%. 

For the two tasks, recently most researchers focus on supervised machine learning 
approach [2][3][4] due to its flexibility and robustness. Classical features used in 
these systems are similar, which can be categorized into three types:  
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Surface feature: words, context words, and regular expressions, etc. 
Linguistic feature: POS tags, semantic tags, and syntactic tags, etc. 
Dictionary feature: external dictionaries, stop words, and common word lists, etc. 

Predicting the category of Out-of-Vocabulary (OOV) terms is an essential issue in 
named entity classification/recognition. All the three types of feature are effective to 
identify unknown terms, but there are limitations in each of them. For surface feature, 
surface lexical information must be an indicator to entity class and big size of training 
data is needed when the vocabulary of entity is large. Context word feature can be 
useful in some case, but it is not robust since it will not work unless the context is 
indicative. The linguistic feature is not a strong indicator to entity class and is often 
used in combination with other features to make prediction according to linguistic 
role such as POS tags, semantic tags, and syntactic tags, etc. However the current best 
performance of many of these techniques itself is low and most can only work in free 
texts. Dictionary feature is widely used in many domains such as [5][6], but it has two 
drawbacks. First, it is difficult to enumerate all the names in a lexicon for named 
entities with large vocabulary. Second, noise will be introduced if definitions of the 
same entity class are inconsistent in the lexicon and training corpus or just due to 
errors during building lexicon (many can be found in biomedical domain since some 
lexicons are generated automatically).  

In this paper, we introduce a new type of feature, called Feature Coupling Degree 
(FCD) features, which utilize the co-occurrence information of strong indicative fea-
tures for instances and classes in labeled and unlabeled data. We also propose a 
method based on FCD features for biomedical named entity classification. Features 
are generated from discretized co-occurrence counts of a candidate named entity 
phrase and typical gene/protein related contexts on Web pages. We investigate its 
effect with different kernels and discretization methods comparing with classical 
features.  

This method has used both labeled and unlabeled data (Web), so it can be assumed 
as a semi-supervised learning approach. Semi-supervised machine learning is to im-
prove the performance of supervised learning by incorporating unlabeled data. Many 
semi-supervised algorithms are proposed in recent years [7][8][9][10]. Most of these 
methods focus on how to generate “virtual examples” or estimate a better structure of 
prediction functions utilizing unlabeled data. While we focus on using unlabeled data 
for feature generation, which is similar to the idea proposed in [11]. Our method also 
reflects a general framework to learn a new feature representation from unlabeled 
data.  

2   Methods 

2.1   Feature Coupling Degree 

In supervised machine learning， an instance x is usually represented by a vector of 
features (x1, …, xn) ∈X ⊂ Rn and one label y ∈{y1, …, ym}. Assume that they are 
independently generated according to some unknown probability distribution D. The 
goal is to choose a function f(x) based on training examples where the label y is 
known so that its prediction error with respect to D is as small as possible. While most 
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feature generation methods are done manually. Intuitively when selecting a feature, 
two factors should be considered, i.e. its discrimination abilities for instances and for 
classes. If either of the abilities is too weak, the feature is bound to be irrelevant. Con-
sidering these two factors we categorize features into two types: Instance Discrimina-
tive Features (IDFs) and Class Discriminative Features (CDFs). Given an instance x, 
an IDF xi is defined as the feature with relative high ability to discriminate x from 
other instances. Usually the conditional probability P(x|xi) is relative high. For a class 
y, a CDF xc is the feature with relative high ability to discriminate y from other 
classes. Usually the conditional probability P(y|xc) is relative high.  

For xi and xc, Feature Coupling Degree (FCD) is defined as the value to measure 
the joint probability of the pair of IDF and CDF. 

FCD(xi, xc) = P(xi, xc) . (1) 

It is easy to understand that high FCD values tend to be strong indictors for classifica-
tion, so they can be used as features. However, usually many of them are not available 
in limited amount of training data especially when the distribution of the feature space 
is sparse (e.g., named entity classification). Fortunately, large scale of unlabeled data 
can be obtained without much effort. Especially the World Wide Web (WWW) pro-
vides terabyte unlabeled data for machine learning in NLP (Natural Language Proc-
essing). In this context much more FCDs that do not exist in labeled data can be esti-
mated from unlabeled data, which provides the opportunity to make full use of this 
type of feature.  

For the biomedical entity classification task, we choose the normalized term itself 
as IDF and strong indicative context words as CDFs, which are obtained by comput-
ing Chi-square values of terms in training corpus. FCD value is approximately esti-
mated by the Web page count where IDF and CDF co-occur in a phrase. Also a “fea-
ture cluster” approach is employed by merging all pairs with the same CDF but dif-
ferent IDF into one dimension of feature. For example, given two instances “NF-
kappaB”, “PRNP gene”, and a CDF “expression of”, the feature functions will be 
fexpression-of. The two feature values can be computed as follow: 

fexpression-of(NF-kappaB) = FCD(nf kappab, expression of) = 
Count(“expression of nf kappab”) . 

fexpression-of(PRNP gene) = FCD(prnp gene, expression of) = 
Count(“expression of prnp gene”) . 

In this way, feature space is mapped into a much smaller dimension which is deter-
mined by the number of CDFs. In addition it has the ability to identify unknown 
terms. For instance, if “NF-kappaB” is not in the training corpus, the feature fexpression-

of can also be predictive. Finally the Web page counts are converted into binary fea-
tures by discretization method. 

2.2   Feature Generation 

Assume that a sentence from training data is denoted as S = {…, t-2, t-1, e1, e2, …, en, 
t+1, t+2, …} where each element is a token separated by white space, { e1, e2, …, en} 
refers to the entity, t+n is the next nth token and t-n is the previous nth token. The algo-
rithm is described as follow: 
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1. Context terms are categorized into three types: left contexts, right contexts 
and surrounding contexts (Table 1) 

2. For each type of context, calculate the Chi-square values of context terms. A 
context term that appears at the context position defined above is treated as 
positive, otherwise as negative. 

3. Select the top context terms with high Chi-square scores as CDFs. Common 
terms like “the” and “of the” are removed manually. Query is formed using 
the phrase of named entity plus CDF. Also the entity itself is a query. All the 
queries are strict match. 

4. Get the returned Web page count of the query from Google. 
5. Features are obtained by discretizing the Web page counts. 

Table 1. Types of indicative contexts used in named entity classification 

Context type Context terms 
Left  t-1, (t-2, t-1), (t-3, t-2, t-1) 
Right  t+1, (t+1, t+2), (t+1, t+2, t+3) 
Surrounding (t-1, t+1), (t-2, t-1, t+1), (t-1, t+1, t+2) 

2.3   Discretization Methods 

The range of page count is extremely large and it is impossible to use them directly as 
features, so discretization techniques must be used to convert them to several binary 
features. In our experiment we investigate five methods: non-zero value method, 
simple binary method, equal frequency, CAIM (Class-Attribute Interdependence 
Maximization) algorithm [12] and manual threshold: 

Non-zero value method: only non-zero counts are used as binary features. 
Simple binary method: non-zero and zero counts are selected as two binary fea-

tures respectively. 
Equal frequency: zero counts are used as feature, and non-zero counts are discre-

tized equally according to width or frequency.  
CAIM: zero counts are used as feature, and non-zero counts are discretized by 

maximizing the CAIM value iterately. Detail of the algorithm can be found in [12].  
Manual threshold: zero counts are used as feature, and non-zero counts are divided 

into two intervals manually. 

2.4   Classical Feature 

We attempt to use stat-of-the-art classical features as the baseline. We make use of 
most effective features reported in two well-known challenges BioCreative 2004 and 
JNLPBA 2004. The features include words, normalized terms, n-grams, regular ex-
pressions, and stop words list, etc. In addition, some “entity-level” features are added 
(e.g., length of name and characters in a sliding window), since the entity classifica-
tion is a little different from entity recognition and these features are not easy to in-
corporate in most NER systems.  
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3   Results 

3.1   Experimental Design 

Training and test corpus in our experiment is derived from the data collection in Bio-
Creative2004 Task 1A [1], where system is required to recognize gene/protein names 
from MEDLINE abstracts. Our named entity classification experiment was to classify 
a list of terms not considering the context. The instances were obtained by the follow-
ing steps: 

First, build a lexicon of gene/protein names from four biomedical databases: Lo-
cusLink, EntrezGene, BioThesaurus, and ABGene lexicon. We got a lexicon of 
around 8 million terms. Note that this lexicon is very “noisy”, since there are many 
common English words and other type of named entities.  

Table 2. Number of instance in training and test corpus 

Training/Test Positive  Negative 
Training  15607 6302 
Test 4081 4172 

 
Then, we use maximum match scheme to search the text in training and test data 

set in BioCreative2004. For both training and test corpus, if the term is in the external 
dictionary and free text but not in the gold standard, it is treated as negative instance. 
For training corpus, all terms in gold standard are selected as positive instance. For 
test corpus, if the term is both in the gold standard and the external dictionary, it is 
selected as positive instance. Table 2 shows the information in training and test data. 

In the procedure of feature generation, we obtained 93 left context terms, 98 right 
context terms and 63 surrounding context terms from training data using method 
proposed in Section 2. Classifier is SVM-light [13]. We tested our approach in differ-
ent size of training data comparing with classical features. Also we show its ability to 
recognize unknown terms and the performances on different kernels and discretiza-
tion methods are investigated. 

3.2   Performance of FCD Feature 

Table 3 shows the comparison of classical features, FCD features and a linear combi-
nation of the two features by SVM. Here OOV terms are defined as terms in which any 
token is not in the training data. Surprisingly, we find that only the FCD features with 
6-degree polynomial kernel performs better than the classical features especially for 
OOV term identification (nearly 4 percent absolute improvement). This has proved our 
analysis in Section 1. In the experiment, we find that for classical features the feature 
space is highly sparse mainly due to surface features, and SVM does not work well 
using non-linear kernel. However, FCD features are able to work well in a high-order 
polynomial kernel. Also the number of feature and VC-dimension estimated by SVM-
light is significantly reduced. The idea behind is to “compress” features space in tera-
byte of unlabeled data. In addition, a linear combination of the two types of feature 
with SVM gives an improvement (84.47% to 86.12%, and 80.15% to 84.74%), which 
indicates that the FCD feature does enhance the classification performance. 
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Table 3. Comparison of classical features and FCD features 

Feature #of feature Kernel VC-dim F-score F-score(OOV) 
Classical feature 211570 Linear 198582 84.47% 80.15% 
Classical feature 211570 Polynomial 

(6th order) 
9339702 67.23% 77.18% 

FCD feature 768 Linear 2353 82.06% 82.28% 
FCD feature 768 Polynomial 

(6th order) 
2805 84.73% 84.18% 

Combination 212338 Linear 317576 86.12% 84.74% 
 

Table 4. Performance comparison of discretization methods on FCD features 

Discretization method Precision Recall F-score 
Non-zero value 77.08% 89.83% 82.97% 
Simple binary 78.65% 89.61% 83.77% 
Equal frequency  78.75% 90.88% 84.38% 
CAIM 78.79% 90.91% 84.41% 
Manual threshold 81.20% 88.58% 84.73% 

 
Table 4 shows the comparison of different discretization methods using polynomial 

kernel with degree 6. It can be seen that the performance of most methods differ not 
much. Non-zero value method is relatively inferior since it discards zero counts that 
could be indicative sometimes. Manual threshold method is the best of all. In this 
method, the threshold was assigned 250 for left or right context FCDs, and 50 for 
surrounding context FCDs. For equal frequency method, we found that the perform-
ance was the best when the number of intervals is 2. For CAIM method, all the non-
zero counts were automatically divided into 2 intervals. For all the discretization 
methods, the non-zero Web page count of the name itself was discretized into 8 equal 
frequency intervals and then converted to binary features. 

 

From the learning curves (Fig. 1), we can see that the advantage of FCD features is 
even more apparent when the size of training data is small. Using around 1000 named  
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entities for training, the F-score of FCD features is over 80%, which is about 7 per-
cent absolute higher than the performance of classical features. It indicates that when 
vocabulary of entity is large and labeled data is little, utilizing unlabeled data is a 
powerful way to enhance the classification performance. In addition, it can be seen 
that combining all the features in a linear kernel does not always provide best result 
depending on the scale of training data. This can be explained by the change of fea-
ture distribution with the size augment of training data and in some case the im-
provement produced by non-linear kernel is bigger than combination with the classi-
cal features. 

4   Conclusions and Future Work 

We investigate the characteristic of a novel type of feature, called Feature Coupling 
Degree (FCD) features, and its application in biomedical named entity classification. 
The experimental results show that it is effective in non-linear kernel method and has 
better generalization ability to recognize OOV terms than classical features. The 
method can be viewed as a general framework for semi-supervised learning, which 
seeks to generate new feature representations from unlabeled data. We think it has 
three advantages comparing with other semi-supervised learning methods: first, effi-
cient search engine technique make it able to utilize terabyte unlabeled data such as 
Web. Second, using the statistical figure as features is most robust to deal with noise 
in unlabeled data. Third, the feature space can be dense and dimension can be low, so 
the performance can be enhanced by kernel mapping.  

Furthermore, there is much room for this method to be further improved. For ex-
ample, the method to generate IDFs and CDFs can be further researched. The type of 
these features can be expanded. For FCD features, it is important to find a better 
method for feature cluster, discretization, or combination with original features. We 
believe that the idea proposed in this paper can be expanded to other problems. Also it 
is interesting to make a theoretical analysis, since it has provided a more automatic 
and general way for feature generation. 
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Abstract. How to give a formal description for a user’s interested topic and 
predict the relevance of unvisited pages to the given topic effectively is a key 
issue in the design of focused crawlers. However, almost all previous known 
focused crawlers do the Relevance Predication based on the Flat Information 
(RPFI) of topic only, i.e. regardless of the context between keywords or topics. 
In this paper, we first introduce an algorithm to map the topic described in a 
keyword set or a document written in natural language text to those described in 
hierarchical topic taxonomy. Then, we propose a novel approach to do the 
Relevance Predication based on the Hierarchical Context Information (RPHCI) 
of the taxonomy. Experiments show that the focused crawler based on RPHCI 
can obtain significantly higher efficiency than those based on RPFI. 

Keywords: Focused Crawling, Relevance Prediction, Hierarchical Topic Tax-
onomy, Topic Description. 

1   Introduction 

Focused crawling is a potential solution to scaling problems for these general-purpose 
crawlers caused by the limited resources and rapid growth of the World Wide Web. 
Focused crawlers traverse a subset of the Web to only gather documents relevant to a 
given topic [1-9]. They are activated in response to particular information needs de-
scribed as topics. Thus, how to describe the topics clearly and predict the relevance 
based on the topics is the key of focused crawling. Current topics are often denoted by 
keywords [3], documents in natural language [4] and hierarchical taxonomy [5-8]. 

To the best of our knowledge, all these relevance computing methods in [1-9] are 
RPFI in spit of topic representation models. In this paper, we first introduce a method 
to map the topics described in keywords or documents in natural language to those 
represented in hierarchical topic taxonomy, which contains hierarchical context in-
formation. Furthermore, we propose a novel approach to predict the relevance of the 
unvisited page to a given topic based on the topic and its hierarchical context, i.e. 
RPHCI. We also present a simple but effective method to weight the given topic and 
its contextual topics in terms of their relative hierarchies in the taxonomy. Finally, 
experiments show the focused crawler based on RPHCI can obtain significantly 
higher efficiency than that based on RPFI. 
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2   Topics Description and Mapping 

We use ODP to describe topics to improve the relevance prediction. Every internal 
node in the ODP is a topic node (Nl) corresponding to a topic where l is the name of 
the node. Once Nl is identified, topic path (Pl) is the path from the root of ODP to Nl. 
Topic path depth (Dl) is the number of nodes in the Pl. Then, 1 2={ , , ..., }

ll DP l l l . 

Topic subtree is the subtree rooted at Nl and including its all descendants. All nodes 
description, anchor text and description of these example pages are regarded as topic 
description (Desl) used as the document in natural language to describe the topic Nl. 

Fig. 1 illustrates an example. Every internal node (marked as bold line ellipse) may 
be a topic. There are many example Web pages (marked as dot line rectangle). For a 
topic “NBA” corresponding to NNBA, DNBA = 3, PNBA = {Sports, Basketball, NBA} 
where Sports and Basketball are regarded as the hierarchical context of topic “NBA”. 

 

 

Fig. 1. Topics description example in ODP 

We give an algorithm to map the topics described in keywords or documents in 
natural language text (denoted by TKW and TNLT) to those described in ODP (denoted 
by TODP). TNLT is first translated to keywords by TF (Term Frequency). Then, the 
mapping process of TNLT is the same with that of TKW. Let TKW = {kw1, kw2, …, kwJ} 
where kwj is the jth keyword. Matched Topic Paths (MTP) are all those topic paths 
containing at least one keyword of TKW. Let MTP = {{P1,wt1},{P2,wt2},…,{PK,wtK}} 
where Pk is the kth topic path and wtk is the corresponding weight. Let MaxD denotes 
the maximal depth of all topic paths in MTP. The mapping algorithm is as follows: 

Algorithm 1. Topic Mapping 

Input: TKW, TODP 
Output: MTP 
1 for every keyword kwj in TKW do map kwj to TODP; 
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4     {Pk, wtk}  MTP;} 
5 return MTP; 

3   Relevance Prediction and Focused Crawling 

In this section, we propose a novel relevance predicting approach, i.e. RPHCI, which 
makes full use of the hierarchical context information of TODP. Let T represent the 
given topic. Let urlp be the parent URL and point to page pp which has been fetched. 
cp is the textual content of pp. urlc is an unvisited URL on pp and points to the page pc 
that has not been crawled. ac represents the anchor text of urlc and acc extracted be-
tween the predefined boundaries is the textual context of ac. Then, the triple {cp, {ac, 
acc}, urlc} is used to predict the relevance of pc to the T. 

Let vt = {{kw1,wt1},{kw2,wt2},…,{kwQ,wtQ}} represent the vector of T in which kwq 
and wtq denote a term’s name and weight respectively. In this paper, T is described by 

three models: (1) Keywords, i.e. TKW, vt =
KW
tv = {{kw1,1}, {kw2,1}, … {kwQ,1}}. (2) 

Documents in natural language text, i.e. TNLT, vt = NLT
tv = {{kw1,wt1},{kw2,wt2}, … 

{kwQ,wtQ}} where wt is calculated by TF. (3) ODP, i.e. TODP, vt = 
ODP
tv =  1 2= {{ ,1/ },{ ,2/ },...,{ , / }}

ll l l D l lP l D l D l D D . It is obvious that kw
tv and NLT

tv only 

contain flat information, while ODP
tv includes some hierarchical topic context informa-

tion. A simple but effective approach is used to weight T and its contextual topics in 
terms of their relative hierarchies in the ODP. T’s weight is Dl/Dl = 1. The weights 
will decrease when the distance between the contextual topics and T increases. For 

example, ODP
tv = {{Sports, 1/3}, {Basketball, 2/3}, {NBA, 3/3}} for the topic “NBA”. 

3.1   Relevance Prediction 

We use three kinds of available information, namely the triple {cp, {ac, acc}, urlc}, to 
predict the relevance of pc to a given topic T. 

The page content relevance prediction denoted by RPC is that using cp to evaluate 
the relevance of pc to T where vc is the vector of cp represented by TF. 

( ) ( )PC c t c tR v v v v= • ×  (1) 

The anchor text relevance prediction is that using ac and acc to estimate the rele-
vance of pc to T, represented in Ra and Rac respectively. Therefore, the combining 
relevance RAT of Ra and Rac is as follows in which va and vac are the vectors of ac and 
acc represented by TF respectively. 
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URLs of pages are not randomly created but associate semantic meanings with the 
pages content. The tokens in a known URL may be used to predict the relevance. 
Suppose that a candidate urlc, it is parsed into tokens stored in the list TL (Token List) 
in term of the “.” and “/”. Note that it is not case sensitive in the match process. Fi-
nally, the relevance score Rurl is as follows where β is used to normalize the Rurl. 
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* *
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We get the aggregate Relevance Score (RS) by summing the weighted individual 
relevance score. 

1 2 3 =  * + * + *PC AT urlRS wt R wt R wt R  (4) 

Here wt1, wt2, and wt3 are weights used to normalize the different relevance scores. 
In our particular implementation, we chose to use weights such that each individual 
relevance score is almost equally balanced. 

3.2   Focused Crawling Algorithms 

This section presents two focused crawling algorithms based on RPHCI and RPFI 
respectively. 

Algorithm 2. Focused Crawling based on RPHCI 

Input: urlseed, depth (D) and the number (N) of the pages to be crawled, a topic T (TKW, TNLT 
or TODP) 
Output: PS (crawled Pages Set) 
1 if Topic is TNLT then translate it to TKW; 
2 if topic is TKW then call algorithm1 to get MTP; else {{the query topic path, 1}} in TODP  

MTP; 
3 urlseed.depth = D; urlseed UL; //UL is URLs priority List 
4 while UL is not empty and PS.size < N 
5     remove the first element of UL to urlp; crawl pp; pp PS; 
6     for each uncrawled outgoing hyperlink urlc in pp do 

7         for every Topic Path Pk in MTP do compute k
PCR , k

ATR , k
urlR  and RSk in terms of 

function (1), (2), (3) and (4) respectively; 

8 
1

( * )
K k

kk
RS wt RS

=
=∑ ; 

9         if RS > δ, then set urlc.depth = D; else urlc.depth = urlp.depth - 1; 
10       if urlc exists in UL then RS = Max{the existing RS, the new RS} and reorder UL if 

necessary; urlc.depth = Max{the existing depth in UL, the new depth}; 
else if urlc.depth > 0 then insert urlc at its right location in UL; 

11 endwhile; 
12 return PS; 
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We get algorithm3, i.e. focused crawling based on RPFI, by replacing step 2 of al-
gorithm2 with “{{TKW, 1}}  MTP”. The algorithm3 will be as the baseline crawler 
in the following experiments. The differences between algorithm2 and algorithm3 are 
as follows: the input topic T for algorithm2 can be represented in three ways, TKW, 
TNLT and TODP. If the topic is TKW or TNLT, it will be firstly mapped to the ODP by 
calling the topic mapping algorithm1. While the input topic for algorithm3 can be TKW 
or TNLT. 

4   Experiments 

We implemented algorithm2 and algorithm3 and conducted experiments on real data 
set on different topics and websites. The experiments show that the algorithm2 based 
on RPHCI outperforms the algorithm3 based on RPFI significantly. 

Two measures were used to evaluate the performance. Precision (harvest) rate 
measures the query result at page level. A page is a “relevant page” if its RPC is 
greater than a certain threshold. Therefore, 1_precision rate n N= where n1 is the 

number of relevant pages retrieved. The sum of information evaluates the result re-
garding all collected pages as a whole. Thus, 

(every page in )
_ _ = PC

PS
sum of info R∑ . 

We collected 20 topics described in TKW, TNLT and TODP respectively. At run  
time, D = 3, N = 5000, Q = 5, δ = 0.1, and wt1 = wt2 = wt3 = 1/3. Table 1 shows the 
experimental results. It is obvious that the algorithm2 outperforms the algorithm3 
significantly. 

Table 1. Average precision_rate and sum_of_info for 20 topics 

 Algorithm3 Algorithm2 Improvement Ratio 
TKW 12.68% 1.48 precision_rate 
TNLT 11.46% 

18.72% 
1.63 

TKW 58.46 1.59 
sum_ of_ info 

TNLT 49.79 

TKW / TNLT / 
TODP 

83.09 
1.67 
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Fig. 2. The number of relevant pages and sum of information crawled for 20 topics 
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Fig. 2 illustrates dynamic performance during different stages of the crawling 
process. We see that the performance of algorithm2 outperforms that of algorithm3 
during the completely crawling process. 

We also evaluate the weighting method. Let 1 2' ={{ ,1},{ ,1},...,{ ,1}}
l

ODP
t l Dv P l l l=  

without weight and 1 2={{ ,1/ },{ ,2/ }, ..., { , / }}
l

ODP
t l l l D l lv P l D l D l D D=  with weight. We 

use 'ODP
tv and ODP

tv  as the input topic of algorithm2 represented as alrorithm2nw and 

algorithm2w respectively. As shown in Fig. 3, algorithm2w outperforms alrorithm2nw. 
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Fig. 3. The number of relevant pages and sum of information of algorithm2w and alrorithm2nw 

5   Conclusions and Future Work 

In this paper, we studied the problem of topic description by mapping the topic de-
scribed in keywords or documents in natural language text to that in hierarchical topic 
taxonomy. We proposed an improved focused crawling algorithm which predicts the 
relevance more accurately by using of the hierarchical context. Finally, we empiri-
cally showed that the new focused crawler based on hierarchical context outperforms 
that based on flat information. For the future research, it would be interesting to 
evaluate the impact of different topic specificities to the crawling performance. 
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Abstract. In this paper we present a method for short query refinement. The 
method includes a query retrieval model that constructs multiple derived queries 
for the user’s query, where derived queries denote a set of queries that are closely 
related to the query submitted by the user. Derived queries can be efficiently 
obtained using the indexing and retrieval of a small-unit index, which has index 
terms that are commonly used words and word senses. Each of the derived 
queries can be associated with a rank value according to its similarity to the 
user’s search query. Derived queries are useful for improving the current query 
refinement method and for constructing the final results.  

Keywords: Short query problem, derived query, word sense. 

1   Introduction 

One of the major challenges for present-day IR systems and search engines is the short 
query problem, namely, the users have become more and more accustomed to 
submitting short queries that consist of very few keywords, which are typically of broad 
use and meanings, and thus often include many possible purposes. Since the current 
mainstream technology of IR systems and search engines is keyword-based document 
indexing and retrieval [1], the returned results in response to short queries comprising 
ambiguous keywords are often heterogeneous in topics, genres and quality, which 
makes great difficulties for the users to efficiently find interested information. For 
example, the query “virus” (or “notebook”, “mp3”, etc.) is a highly ambiguous search 
query, with which different users may express very different meanings: the search for 
biologic viruses, or a computer virus (software); and for each of the possible meanings, 
there may be various kinds of usage, e.g., in the computer virus case, the user’s search 
topic may be one of multiple possibilities: virus prevention, download of virus cleaning 
software, virus library updating, elements of computer viruses, etc.  

Some search engines and enterprise retrieval systems have employed a method to 
address the short query problem, which is called query refinement, or equivalently, 
related queries, or suggested searches (or even experts suggestions [2]). The idea is 
that, when a submitted query is very ambiguous, the system will indicate that the user 
may try a few more refined, narrowed and less ambiguous queries for better results. 
Such method can be very helpful in many scenarios, especially when the user has only 
some vague idea to search. Although such query refinement method may handle the 
short query problem successfully to some extent, the method has not been popular in 
mainstream applications.  
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In our opinion, this may be due to several limitations and shortcomings associated 
with such kind of query refinement. First, the refined, related, similar or suggested 
queries are usually queries that were submitted by other users in the search log, instead 
of mining from document contents, and hence may be still heterogeneous in topics. 
Understanding, properly selecting and retrying these refined queries would provide 
significant additional difficulties and burden to the user. Second, such refined queries 
are not utilized to generate or improve the final results presented to the user, and hence 
do not lead to perceived improvement in the new search results list. And thirdly, the 
refined queries per se are obtained by keyword matching against the original short 
query, and thus are unrelated or not grouped in meaning, or still very ambiguous. The 
user would have to face many more longer but unrelated queries. With these and other 
reasons, current query refinement tends to be insufficient for handling the short query 
problem.  

In this paper, we present a new method for short query refinement. The method 
includes a query retrieval model that constructs multiple derived queries for the user’s 
query, where derived queries denote a set of queries that are closely related to the query 
submitted by the user. Each of the derived queries may represent a more specific 
meaning or a more concrete form of usage of the user’s query. Derived queries are 
obtained from many sources (including document contents) and can be efficiently 
obtained using the indexing and retrieval of a small-unit index. Each of the derived 
queries can be associated with a rank value according to its similarity to the user’s 
search query, its frequency of search, the number and ranks of the documents in its 
corresponding search results, etc. Describe that derived queries can be employed to 
improve or supplement the current query refinement method, or to provide a new 
mechanism for constructing the final results to return to the user.  

2   Query Derivation 

In this paper, we use derived queries to denote a set of queries that are closely related to 
a search query submitted by the user. Each of the derived queries represents a more 
specific meaning, or a more concrete form of usage, or a derived or auxiliary semantic, 
or a collocation with other associated words of the user’s query. For a given query, to 
obtain its derived queries effectively, a query set consisting of a large number of 
candidate queries, called a candidate query set, can be pre-constructed, wherein each of 
the queries may be used as a derived query of some search query. Such query sets can 
be constructed by extracting candidate queries from multiple sources, using semantic 
dictionaries, collocation libraries, phrase rules, document contents and corpus statistics, 
in addition to mining the user search query logs. The resulting candidate query set may 
consist of millions of candidate queries to sufficiently cover most of the closely related 
forms of each of its elements. 

With such a candidate query set, the process to obtain the derived queries of a given 
query becomes the process to find out its closely related candidate queries from the 
candidate query set, corresponding to various synonyms, semantic equivalents, 
ambiguous forms and collocations. There are multiple methods that can be used to 
implement such a lookup process. Since the number of query strings in the candidate 
query set may be very large, for the reason of efficiency, a special candidate query 
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retrieval method using small index units can be employed, which comprises the 
following steps: 

 Indexing each of the queries in the candidate query set as a small document with an 
index lexicon including only small index units; 

 Building an inverted index for the whole candidate query set; 
 Processing the user’s search query as a small document the same way as the 

candidate queries, and via the inverted index of the candidate query set, selecting the 
candidate queries with a certain similarity with the search query. 

The retrieval method actually used for selecting similar candidate queries can be one 
of any retrieval models well known in the field, such as the Vector Space Model (VSM) 
[3], a probabilistic retrieval model, or a language model. The particular point in this 
method is the use of small (fine-grained) index units for the indexing of the candidate 
query set. In order to perform the retrieval of synonymy and equivalent use, the 
document vectors corresponding to candidate queries can be transformed into a set of 
semantic index units, which comprises the semantic classification tags of the entries of 
the above fine-grained index lexicon. With such transformation, the index terms are 
changed to the semantic classification tags, and the inverted index may be accordingly 
built with these tags. Such retrieval method is a semantic-based retrieval model.  

The semantic classification system used for indexing the candidate query set can be 
adapted from the lexical sense set of the WordNet project [4], where a semantic 
classification tag is denoted by a synset (synonym set). WordNet identifies a large 
number of semantic classes for commonly used words and denotes them with 
well-formed numerical tags, and further organizes these semantic classes with multiple 
semantic relations. Currently there are multilingual versions of the WordNet database 
[5], which can be used to support multilingual query derivation.  

The sense space of the candidate query set is constructed with the synset_ids being 
its dimensions. For example, if some query Q containing the word “bank”, then Q will 
have non-zero components in the above 17 dimensions corresponding to the synset_ids 
of the word “bank”. The concrete value of a component is determined by the term 
weighting method of the model. In this paper, the conventional VSM weighting scheme 
of “term frequency - inverse document frequency” (tf  idf weighting) is adopted to 
determine the component values on the sense dimensions, with the index term being the 
sense tags synset_ids, and thus the term frequency tf being the sense frequency sf. The 
similarity of any two candidate queries Qi and Qj, denoted by sim(Qi , Qj), is measured 
by the cosine of the angle between their vectors on the sense space,  

sim(Qi , Qj) = cos(Qi , Qj) . 

As in conventional case, such similarity may be further adjusted by other factors like 
term proximity, Boolean relations, etc. In addition, other term weighting schemes and 
similarity measures may be adopted the same way.  

With such settings, the process of selecting multiple derived queries with a user’s 
search query Q would comprise the following steps:  

 Decomposing the query Q into small index units using the special index lexicon; 
 Looking up the inverted index of the candidate query set using Q’s small index units 

to obtain a set of relevant candidate queries; 
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 Computing the similarities of these relevant candidate queries with Q using the 
above formula, and selecting some candidate queries Q1 , Q1 , …, Qn to be the 
derived queries of Q, which have the largest similarity values (or have a similarity 
value that is larger than a given threshold). 

3   Computing Derived Query Rank 

After obtaining the derived queries Q1 , Q2 , …, Qn of a user’s search query Q, as 
elaborated above, the search results of any Qi of these derived queries can be 
individually constructed according to the conventional document retrieval processing, 
and then a search result list of Qi is generated by sorting the results by their estimated 
similarities with the query Qi . The number of derived queries, however, may be very 
large, usually around the scale of thousands, namely n ~ 103. It would take an 
exceedingly long time of processing if all the search results of these derived queries are 
individually constructed. On the other hand, the number of queries that can be 
simultaneously processed by the retrieval system is limited. Thus it is usually 
unfeasible to construct the search results for all the selected top n derived queries Q1, …, n . 
To make the query derivation method practical, each of the derived queries Q1, …, n can 
be associated with a rank, and at each time of user interaction, only a few derived 
queries with higher ranks are selected to actually generate a search result list for each 
query. In the following, the ranks of the derived queries Q1 , Q2 , …, Qn of a search 
query Q are denoted by QueryRank(Qi|Q),  i=1, 2, …, n. QueryRank(Qi|Q) represents 
the priority degree that the system presents the derived query Qi together with its search 
results when the user’s search query is Q.  

The rank QueryRank(Qi|Q) can be simply defined to be the similarity of the queries 
Qi and Q,  QueryRank1(Qi|Q) = sim(Qi , Q) . 

In a more comprehensive implementation, QueryRank(Qi|Q) would be determined 
with an additional factor f History (Qi), which is the frequency of query Qi in the historical 
search log of a search engine:  

QueryRank2(Qi|Q) = a  sim(Qi , Q) + b  v ( f History (Qi)) , 

where a and b are two adjustable parameters, representing the importance of the 
similarity and the search frequency respectively. In our system, a = b = 0.5, and the 
function v ( f ) takes a linear form as follows:  

v ( f History (Qi)) = f History (Qi)  u(Qi) , 

1

1  log (Q )
(Q )   log

1  (Q )1
1  log (Q )

i
i n

i
j

j

tf Nu
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n

 

where tf (Qi) and df (Qi) are the term frequency (total times of occurrence) and 
document frequency (number of documents containing Qi) in current document 
collection of the query Qi , and N is the total number of documents in the collection.  

After obtaining the derived queries Q1 , Q2 , …, Qn of a user’s search query Q, the 
derived queries Q1, …, n are then ranked and sorted by the above QueryRank1 or 
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QueryRank2. In the first time of user interaction, the first group of the top m < n derived 
queries Q'1, Q'2, …, Q'm with higher ranks are selected to search the inverted index of 
the document collection, and a search result list is generated for each of them. In the 
second time of user interaction, when user chooses to look up more following derived 
queries, the next group of m derived queries Q' m + 1, Q' m + 2, …, Q'2m  (2m ≤ n) are 
selected and processed accordingly. So on and so forth. In our system, the range of m is 
among 5 ~ 15, which is the number of derived queries that are selected to actually 
generate search results at each time.  

4   Applications 

The above mechanism of query derivation can be used in many applications. The first 
application would be a useful method to improve or supplement query refinement 
currently equipped in some IR systems. Another important application is to provide a 
new mechanism for constructing the final results to return to the user. In this section, 
we present a brief description of these two applications.  

Using the query derivation method as presented above, we design a Chinese short 
query refinement prototype system. For an input query, the system searches its derived 
queries with word senses as index terms. The sense set mostly consists of the top 2 level 
synsets of a Chinese version of WordNet [8]. For an input query Q = “病病(virus)”, its 
derived query list is returned as follows: 

 
  Qi , i = 1, 2, …      QueryRank(Qi|Q)  

 计算机病毒 (computer virus)   10.8% 

 病毒程序 (virus program)   8.1% 

 网络病毒 (network virus)   4.2% 

 病毒疾病 (virus disease)    2.2% 

 病毒扫描 (virus scan)    1.4% 

 病毒升级 (virus update)    1.1% 

 病毒防护 (virus shield)    0.8% 

 病毒性肝炎 (virus hepatitis)   0.6% 

 艾滋病毒 (AIDS virus)    0.5% 

 ……        

 
where the rank of each derived query Qi is determined with QueryRank1(Qi|Q) above, 
which is the similarity of Qi and the original query Q. The rank values are normalized 
to be a percentage. As opposed to conventional query refinement, the candidate queries 
used by the system are constructed from many sources (including dictionaries and 
corpus statistics), and are indexed by word senses. The derived queries can be grouped 
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(classified or clustered) with respect to word senses at different levels. Thus the user 
may use the system for better and comprehensive understanding of short queries. 

Derived queries can also be used to generate, organize or present the search results 
that are to return to the user. We may use the ranked derived queries to provide a 
mechanism for grouping the search results, which presents top-ranked derived queries 
together with their search results to the user, such that derived queries with higher ranks 
and top-ranked documents of each derived query are preferentially presented. The final 
result list may be ordered with the above ClassRank(Q'j|Q) values determined for each 
derived query’s results. This will allow the user to browse the results in classes and 
hopefully in a more efficient manner. (The details of such application are beyond the 
scope of this paper and will be described elsewhere.) 

5   Conclusion 

In this paper, we present a new method for disambiguating short queries. It uses a query 
retrieval model that constructs multiple derived queries for the user’s query, which may 
represent more specific meanings or more concrete forms of usage of the original 
query. Derived queries can be efficiently obtained using the indexing and retrieval of a 
small-unit index, which has index terms that are commonly used words and word 
senses. Each of the derived queries can be associated with a rank value according to its 
similarity to the user’s search query. We believe that derived queries are useful for 
improving the current query refinement method and for constructing the final results. In 
our future work, we will apply this query derivation method to a large-scale Web search 
engine to present better search results. 

The work described here was supported by National Natural Science Foundation of 
China (No. 60435020 and 60475020). 
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Abstract. Different from the traditional document-level feedback, passage-level 
feedback restricts the context of selecting relevant terms to a passage in a doc-
ument, rather than to the entire document. It can thus avoid the selection of non-
relevant terms from non-relevant parts in a document. The most recent work of 
passage-level feedback has been investigated from the viewpoint of the fixed-
window type of passage. However, the fixed-window type of passage has limi-
tation in optimizing the passage-level feedback, since it includes a query-
independent portion. To minimize the query-independence of the passage, this 
paper proposes a new type of passage, called completely-arbitrary passage. 
Based on this, we devise a novel two-stage passage feedback – which consists 
of passage-retrieval and passage-extension as sub-steps, unlike previous single-
stage passage feedback relying only on passage retrieval. Experimental results 
show that the proposed two-stage passage-level feedback much significantly 
improves the document-level feedback than the single-stage passage feedback 
that uses the fixed-window type of passage. 

Keywords: pseudo-relevance feedback, passage-level feedback, completely-
arbitrary passage, language modeling approach.  

1   Introduction 

Traditional pseudo-relevance feedback is document-level feedback which assumes 
that the entire content of a feedback document are relevant to the query [1-2]. How-
ever, this assumption is unreasonable, since normal documents are topically diverse 
so that they may contain non-relevant parts as well as relevant parts to a given query, 
even though they are relevant documents. Hence, document-level feedback cannot 
prevent the feedback process from selecting non-relevant expansion terms from non-
relevant parts, undermining the retrieval performance. To handle this problem, pas-
sage-level feedback has been investigated by restricting the context for selecting  
expansion terms to a query-relevant passage, in order to minimize the risk of selecting 
non-relevant terms, and to increase the possibility of selecting relevant terms [3,4].  

Previous works on passage-level feedback have explored window-type passages 
[5], in which a passage is defined as a window of W contiguous words where W is 
pre-fixed regardless of documents [3,4]. However, this fixed-length window passage 
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can be dangerous since lengths of relevant parts can be various in documents. Thus, 
we need to introduce the concept of variable-length passages, in which the length of a 
passage can be flexibly determined according to the portion of relevant parts in a 
document.  

To this end, we propose a new type of passage, called a completely-arbitrary pas-
sage, in which all possible word sequences of arbitrary-length are included to the set 
of candidate passages. The concept of a completely-arbitrary passage is different from 
the arbitrary passage proposed by Kaszkiel [6]. Kaszkiel’s arbitrary passage (either 
fixed-length or variable-length) starts at an arbitrary position within a document, but 
still has the restriction of fixing the length of passage. Based on this new type of pas-
sage, we propose a two-stage passage-level feedback approach which consists of 1) 
passage retrieval and 2) passage extension. The first step finds the best relevant pas-
sage to a given query. Due to the definition of our passage, a passage of extremely 
small length can be selected as the best passage. Such a short passage may not contain 
a sufficient context to select expansion terms. Thus, we put the second step, the pas-
sage extension, in which the boundary of the best relevant passage is extended in 
forward and backward directions until the best relevant passage contains a sufficient 
amount of useful expansion terms. We call the extended passage the maximally rele-
vant passage (MRP). However, this second step raises a serious issue, the determina-
tion of increment of length for constructing MRP, indicating “how many additional 
contexts should we extend from the best passage, to optimize the selection of expan-
sion terms?” We convert this issue to an optimization problem, by pre-defining a 
criterion and determining the maximally relevant passage as one that maximizes the 
criterion.  

Experimental results show that the proposed two-stage feedback using the com-
pletely-arbitrary passage significantly improves the document-level feedback, as well 
as slightly increasing the performance of the passage-level feedback using window-
passage. Considering that Liu’ work [4], which first applied the passage-level feed-
back in the language modeling approaches, was not successful, our work is the first 
successful report that passage-level feedback is better than document-level feedback 
in language modeling approaches.  

2   Two-Stage Passage-Level Feedback 

2.1   Passage Retrieval: Finding the Best Passage 

The first stage, the passage retrieval, is a process to find the best passage among all 
possible set of passages which is assumed to be the most relevant to a given query. 
Suppose that Q, D, and SP(D) are a query, a document, and the set of all passages of 
document D, respectively. Let Score(Q,P) be the similarity score between passage P 
(or document) and query Q, Then, the passage retrieval is summarized as follows:  

),(maxarg
)(S

PQScoreP
DP

best
Ρ∈

=  
(1) 

In the above Eq. (1), Pbest indicates the best passage. According to the definition of 
passages, there are several options for setting SP(D) – a semantic passage, a window 
passage, etc. We refer to the window passage as the fixed-length arbitrary passage in 
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Kaszkiel’s work [5], which is notated by SPWIN(W)(D) where W is the length of win-
dow.  Completely-arbitrary passage (notated by SPCOMPLETE(D)), which we propose 
as a new type of passage, is denoted as an arbitrary subsequence of adjacent words in 
document D [6]. The ranking of completely-arbitrary passages can be efficiently im-
plemented through cover-set ranking by significantly reducing the number of com-
pletely-arbitrary passages to be checked in a document [6]. 

2.2   Passage Extension: Extending the Best Passage 

After the first stage, we find the best passage which is the most relevant snippet to a 
query. In the second stage, our goal is to extend the best passage into a maximally 
relevant passage (MRP). The proposed extension method is a center-oriented exten-
sion, which assumes that the best passage is located at a center-position of a final 
MRP and then enlarges it towards forward and backward directions by the same 
length. In other words, let us suppose that l is the length of the best passage, and L is 
the increment of the length (the expansion length). Our expansion strategy is given as 
follows:  

Center-oriented expansion: Put the best passage at center-position of final MRP. 
And, extend it by L/2 towards both forward and backward directions. When L is an 
odd number, the best passage is extended by (L-1)/2 and (L+1)/2 in forward and 
backward directions, respectively.  

The above expansion strategy has some trivial exceptional cases. When the best 
passage is near the boundaries of start or end position of a document, we cannot put 
the best passage as center of MRP. For all exceptional cases, we adopt the following 
principle – 1) The expansion length should be L, and 2) the best passage should be at 
the center of MRP, as possible as we can.  

2.3   Automatic Determination of L for Each Document 

For center-oriented expansion, we need to determine L (the expansion length). Fixing 
L for all feedback documents is unreasonable, since their relevant portions would be 
different in terms of the length. Thus, we pursue a procedure to automatically deter-
mine L dependently of each document. To this end, we first define a criterion for 
evaluating the degree of appropriateness of a candidate relevant passage (CRP) for 
MRP, and then convert the determination of L to an optimization problem which finds 
the best one to maximize the criterion.   

As for such criterion, we employ Sim(P,F), which means a similarity between a 
candidate relevant passage P and the set of feedback documents F. Then, our optimi-
zation problem for determining L is formulated as follows:  

),(maxarg
)(

FPSimP
bestPEP

ext
∈

=   

where Pbest is the best passage selected from the first passage retrieval stage, and Pext 
is MRP. E(Pbest) is a set of CRP by centering Pbest. To define E(Pbest), let e(Pbest, L) be 
the expanded passage obtained after applying our center-oriented expansion strategy 
with the expansion length parameter L. Then, E(Pbest) is formulated using parameter 
∆L as follows: 
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E(Pbest) can be incrementally constructed by first extending the best passage by ∆L to 
make the first expanded passage, which is again extended by ∆L to make the next 
expanded passage. Note that we additionally introduce Wmin which indicates the mini-
mum length of MRP. This parameter is necessary for preventing an extremely short 
passage from having unreasonably high similarity value. By using Wmin, many non-
query terms are sufficiently contained for all CRPs so that the fair evaluation of 
Sim(P,F) can be made. As a result, MRP of reasonable-length can be selected only by 
evaluating Sim(P,F). A default value for Wmin is 100. 

3   Language Modeling Setting for Two-Stage Passage-Level 
Relevance Feedback  

The proposed framework has two model-dependent parts - Score(Q,P) and Sim(P,F). 
Score(Q,P) is defined as query-likelihood from passage language models [7]. For 
estimating passage language model, we select Jelinek-Mercer smoothing method with 
smoothing parameter λ. Let us suppose that θQ, θP, and θC are query language model 
for a given query, passage language model for passage P, and collection language 
model, respectively. Then, Score(Q,P) is defined as follows: 

∑ ⎟⎟
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where 
Pθ̂  is MLE (Maximum Likelihood Estimation) of passage model for P.  

For Score(Q,P), suppose that θF is feedback language models from feedback doc-
uments. We propose the following log-likelihood ratio SimRatio(P,F) between genera-
tion probabilities of passage P from θF and θC:  
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We further smooth the feedback model P(w|θF) with collection language model θC 
by using Jelinerk-Mercer smoothing: )|()ˆ|()1( CFPF wPwP θλθλ +− . Note that 

smoothing parameter λF is close to the smoothing parameter of document model, not 
smoothing parameter λ of passage model. A default value for λF is 0.25.  

4   Experimentation 

For evaluation, we used four TREC test collections – TREC4-AP, TREC7, TREC8 
and WT2G. TREC4-AP is the sub-collection of Associated Press in disk 1 and disk 2 
for TREC4 (the number of documents is 158,240). Other test collections are the same 
as the standard set for ad-hoc retrieval track at corresponding year. For queries, we 
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used description field for TREC4-AP, and title field for other test collections. The 
standard method was applied to extract index terms.  

For all experiments, the baseline run used Dirichlet-prior for the document model 
due to its superiority over Jelinek-Mercer smoothing, using smoothing parameter μ as 
follows. We use acronym DM for this baseline run. To determine the smoothing pa-
rameter μ, we performed about 15 different runs on μ between 100 and 30,000, and 
selected the best performed one for each test collection. For passage language models, 
Jelinek-Mercer smoothing is applied. For smoothing passage language model, λ is 
fixed to 0.9 for TREC4-AP, and 0.1 for other test collections. In a similarity metric of 
Section 3 (simRatio(P,F)), the smoothing parameter λF of feedback language model is 
set to 0.25. We used MAP (Mean Average Precision) for evaluating all experiments. 
For feedback model, we adopted Zhai’s model-based feedback (i.e. the generation 
method using two-component mixture model [2]). For the best interpolation parame-
ter α, we performed feedback runs using different interpolation parameter α between 
0.05 and 0.9, and selected the best performed one. For most runs, the best α was less 
than 0.4. 

Table 1 shows results of the baseline (DM), document-level feedback (Doc), two 
passage-level feedbacks using window passage (W as parameter) and completely-
arbitrary passage (∆L as parameter), across the different numbers of feedback docu-
ments (R). To see whether or not a passage-level feedback improves Doc, we  
performed Wilcoxon signed rank test to examine whether the improvement was statis-
tically significant or not, at 95% and 99% confidence level. We attached ↑ and to the 
figure (performance number) of each cell in the table when the test passes at 95% and   
 

Table 1. Performances of passage-level feedback using Window Passage (W = 150) and Com-
pletely-Arbitrary Passage across unit of expansion length (∆L) and the number of feedback 
documents (R). Doc indicates the performance of the document-level feedback. 

Collection R DM Doc W=200 ∆L=10 ∆L=25 ∆L=50 ∆L=75 

R = 5 0.2989 0.3036 0.3073 0.3063 0.3157 0.3100 

R = 10 0.2848 0.2828 0.2908↑ 0.2915↑ 0.2907↑ 0.2933 

R = 20 0.2910 0.2981↑ 0.3015¶ 0.3051 0.3015 0.3018¶ 

R = 30 0.2874 0.2978 0.2991 0.3025 0.3015 0.3015¶ 

TREC4-AP 

R = 50 

0.2560 

0.2775 0.2889 0.2926¶ 0.2902¶ 0.2922¶ 0.2900¶ 
R = 5 0.2110 0.2131 0.2103 0.2096 0.2088 0.2139 
R = 10 0.2152 0.2227 0.2251 0.2251 0.2243 0.2234 
R = 20 0.2032 0.2228↑ 0.2291↑ 0.2293↑ 0.2298↑ 0.2278↑ 

R = 30 0.1995 0.2181↑ 0.2231¶ 0.2221↑ 0.2230¶ 0.2213¶ 
TREC7 

R = 50 

0.1786 

0.1883 0.2075¶ 0.2144¶ 0.2141¶ 0.2140¶ 0.2131↑ 
R = 5 0.2805 0.2807 0.2752 0.2780 0.2757 0.2767 
R = 10 0.2834 0.2876 0.2885 0.2874 0.2871 0.2862 
R = 20 0.2817 0.2924¶ 0.2933¶ 0.2938¶ 0.2939¶ 0.2932¶ 

R = 30 0.2764 0.2847¶ 0.2868¶ 0.2867¶ 0.2866¶ 0.2854¶ 
TREC8 

R = 50 

0.2480 

0.2739 0.2798¶ 0.2774↑ 0.2776↑ 0.2783↑ 0.2772↑ 
R = 5 0.3398 0.3508 0.3472 0.3473 0.3482 0.3546↑ 
R = 10 0.3488 0.3604↑ 0.3603↑ 0.3622¶ 0.3612↑ 0.3627¶ 

R = 20 0.3354 0.3548↑ 0.3578¶ 0.3585¶ 0.3573¶ 0.3574¶ 

R = 30 0.3269 0.3448 0.3473¶ 0.3517¶ 0.3517¶ 0.3473↑ 

WT2G 

R = 50 

0.3101 

0.3205 0.3210 0.3291↑ 0.3318¶ 0.3334¶ 0.3313 
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99% confidence level, respectively. Both of passage-level feedback improve docu-
ment-level feedback. However, the window-passage does not frequently show a sta-
tistically significant improvement over the Doc for some test collections such as 
TREC4-AP and WT2G. At the best W (W=150), among the total of 20 runs, only 9 
runs show a significant improvement at 95% confidence level, and only 4 runs at 99% 
confidence level. On the other hand, the complete-arbitrary passage does show statis-
tically significant improvement over Doc, for all test collections, including TREC4-
AP and WT2G which are not statistically significant in case of window passage. At 
the best ∆L (∆L=75), among total 20 runs, 13 runs shows a significant improvement 
at 95% confidence level, and 8 runs at 99% confidence level.  

Summing up, the proposed two passage-level feedbacks clearly show significant 
improvement over the baseline (DM) at a high confidence level. Compared with doc-
ument-level feedback (Doc), the proposed completely-arbitrary passage is much more 
effective than the window passage, by having many runs with significant improve-
ments for all test collections. Especially, the proposed completely-arbitrary passage is 
almost close to a parameter-less approach due to much-less-sensitivity of ∆L.  
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Abstract. An automatic method for generation of semantic patterns from free-
text questions is proposed in this paper. An evaluation method is also proposed 
to estimate the suitability of the generated patterns and implemented in our 
user-interactive question answering (QA) system. Experiments with 5500 
questions show that 63.9% generated patterns are satisfactory in the average.  

Keywords: Semantic pattern, Question answering, Tagger ontology. 

1   Introduction 

Automatic question answering (QA) targets at providing more precise answers to 
users’ questions than search engines. Although more preferable, they cannot 
outperform currently well-known search engines. Hence, more and more user-
interactive QA systems, including Google Answers [1], Microsoft QnA [2] and 
Yahoo Answers [3], have been launched, serving as interactive platforms for users to 
help each other with human-provided answers. However, most of these QA systems 
request users to input entire questions, even though many similar questions have been 
asked many times. Moreover, these free text questions are difficult to be analyzed and 
understood by computers. Hence, we propose to use question patterns to improve the 
performance of these QA systems.  

A structural question pattern is a generalization of a group of questions which have 
similar structures. It has been demonstrated that patterns can facilitate machine 
understanding [4]. However, there also exist some shortcomings in this structural 
pattern, such as lacking of semantic information and flexibility. Semantic pattern 
which is based on structural pattern can reduce the ambiguity of the questions and 
enhance semantic representation of the question. Meanwhile, this pattern allows QA 
systems to locate answers based on its semantic type and filter out irrelevant answers 
by matching the semantic parts of question patterns. 

Although semantic patterns are very useful in QA systems, manually building 
high-quality semantic patterns is a difficult, time-consuming task. Hence, 
automatically and efficiently constructing these patterns is more desirable and 
becomes an important topic in the QA area. Several research efforts have focused on 
learning extraction rules from training examples provided by users [5]. However, 
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many of them abandon the semantic information and only keep the structure 
information when generating patterns, which make the patterns hardly understood by 
machines.  

In this paper, we propose an automatic generation method for the semantic pattern 
defined by Hao et al. [6]. It can generate high-quality semantic patterns from a set of 
free-text questions. This method uses structural processing and name entity 
recognition to obtain main structure of a question. WordNet is also used to acquire 
upper concepts for certain terms and map with our tagger ontology to obtain semantic 
labels, which can be used to annotate or constrain the semantics of the terms in 
generated pattern. An entropy-based model is used to evaluate and select suitable 
parts for generalization such that generated patterns are controlled at suitable 
granularity level. In our experiments, we implemented the proposed method in our 
user-interactive QA system -BuyAns [6]. 5500 questions available at [7] are chosen to 
generate patterns and evaluate their qualities. Experiment results show that 63.9% 
generated patterns are satisfactory in the average according to our evaluation method.  

The rest of this paper is organized as follows: Section 2 presents the proposed 
automatic generation method in detail, including structure processing, Entropy based 
selecting for generalization, and semantic mapping and tagging. Section 3 shows our 
experiment results. Section 4 summarizes this paper and discusses future work. 

2   The Automatic Generation Method for Semantic Patterns  

We propose a method for automatic generation of semantic patterns based on the 
previous definition. It can analyze a user’s question to form its main structure. 
WordNet and a tagger ontology are then used to tag suitable nouns and verbs to obtain 
corresponding semantic labels. The main structure combined with labeled semantic 
information forms a new semantic question pattern. The whole procedure is shown in 
Fig. 1. It consists of three main modules: (1) Structure processing and name entity 
recognition, (2) Entropy based selection of suitable nouns/verbs for generalization, (3) 
Semantic mapping and tagging.  

2.1   Structure Processing and Name Entity Recognition 

Given a free-text question, this step is to analyze the sentence by structure processing 
and name entity recognition (NER) to obtain the main structure of the question.  

The NER step is to identify certain atomic elements of information in text, 
including person names, company/organization names, locations, dates & times, 
percentages and monetary amounts. We mainly focus on recognizing people names 
and location names in this paper. Since NER affects the result of part of speech and 
the main structure obtained, we design a kind of tagger for name entity recognition, 
which can identify the common entity names based on our entity dictionaries.  

The main structure can be seen as a simplified representation of the original 
question. It includes all the important parts of the question, such as question type, 
nouns and verbs, which are most useful in pattern generation. In addition, with the 
main structure we can ignore some useless information for pattern generation such as 
the stop words and some meaningless words.  
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Fig. 1. Flowchart of automatic semantic pattern generation 

This procedure mainly includes the following four steps: 

Step 1: Acquire the question type by a basic keyword searching. 
Step 2: Process question to obtain of the basic structure with nouns and verbs 
Step 3: Label words using name entity recognizer. 
Step 4: Obtain the main structure of this question. 

For example, given a question “who is the mayor of Beijing?”, we first acquire the 
question type “who” according to our question type list and label it as “<Type:Who>”. 
Structural processing then remove “the” as a stop word and find noun “mayor”. Using 
NER, we obtain name entity of “Beijing” as a location. Finally we obtain the main 
structure as “<Type:Who> is [Noun=mayor] of [NE(location)= Beijing]?”. 

2.2   Selection of Nouns/Verbs for Generalization 

All nouns and verbs in the main structure are candidates for generalization to form 
new patterns. However, some of them are more suitable to be generalized such that 
the generated patterns can cover more questions and are easily understood by users. In 
this section, we develop a method based on the entropy model to evaluate the 
sensitivity/suitability of a certain term in the question to be generalized. 

Before we describe our evaluation strategy, we would like to give some definitions 
first. Let Q refer to a question, a term Ti (noun or verb) is the i-th nouns or verbs in Q, 
the upper concept of Ti is SCj, the probability of Ti occurs in all terms which have the 

same upper concept SCj is )( iTp  . The entropy value of upper concept SCj can be 

calculated by Equation (1). 
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The higher entropy value )( jSCH  is, the bigger the variety of words which can 

be used to replace Ti at its position, which is also more appropriate for generalization 
and tagging. When it exceeds a threshold δ, we can select it as a candidate for 
semantic tagging. For better usage for common users in our system, we use γ  to limit 

the number of selected nouns/verbs in the same question or the number of blanks in 
the pattern to be generalized. That is, if the number of selected nouns/verbs is more 
thanγ , we only select topγ  terms whose upper concepts have best entropy values. 

From the example “Who is mayor of Beijing?”, we have noun “mayor” and 
“Beijing”. The upper concept of “Beijing” is “location\city”, which have instances 
such as "Washington", "Boston" in our training base. The possibilities of these two 
instances are “0.00154” and “0.00308”, respectively. The entropy of “location\city” is 
0.12757, which is greater than the threshold of entropy value we set (0.05). Hence we 
select it as a good noun for generalization in the main structure. 

2.3   Semantic Mapping and Tagging  

After the main structure is obtained, the selected nouns/verbs are sent to the semantic 
tagging module to be assigned with semantic labels, which include two key steps: 1) 
Query from WordNet [9], and 2) Matching from the tagger ontology. The purpose of 
using WordNet is to label the nouns and verbs by their upper concepts. In the main 
structure, each noun and verb will be searched in WordNet to get all of their upper 
concepts. The upper concepts obtained in the first step are mapped to the labels in the 
tagger ontology in the second step. The most important role of the tagger ontology is 
to tag nouns and verbs in the main structure with suitable semantic keywords. These 
tagged keywords contain semantic description and relationship of the hierarchical 
concepts in the ontology and can therefore be understood by machine easily. It is also 
useful for manual questioning or answering. Users can understand the content of the 
blanks in the patterns by their semantic labels as tips of the filled content. 

The tagger ontology contains upper concept hierarchy of WordNet and a list of 
question target. For better understanding and using by users, it only includes two-
level concepts. Matching from tagger ontology is to build the relation between 
concepts in WordNet and labels in the tagger ontology. 

For the example mentioned above, we select the noun “mayor” and “Beijing” for 
generalization. “Mayor” is queried in the WordNet to obtain upper concepts such as 
“person” and “authority”. These concepts are then matched in our tagger ontology to 
get the semantic label [Human\Title]. ‘Beijing’ can be matched with 
‘[Location\City]’. We then can obtain a semantic pattern as “<Type:Who> is 
[Human\Title] of [Location\City]”. 

3   Experiments and Evaluation  

The quality of the generated patterns mainly relies on the quality of the semantic 
labels. Our evaluation method is to get the user’s satisfaction of each pattern and get 
average satisfaction of all patterns by asking users to determine whether each part of 
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the generated patterns is suitable or not. Since determining whether each part is 
suitable need much experience based on our pattern definition, we check it manually. 

Given a question set QS = {Q1, Q2, … Qn}, we can generate a corresponding 
pattern set PS = { P1, P2, …Pn}. For each pattern Pi (1 ≤ i ≤ Number_of_questions(N)), 
we use RT, RN and RV to represent whether its question type, nouns and verbs is right 
in Pi. For example, if the question type part is correct, the RT of Pi is 1, otherwise it is 
0. Suppose there are m nouns and n verbs in Qi, the satisfaction of the noun part in Pi 

is ∑
=

m

j 1
RN(j)

m

1
 and the verb part is ∑

=

n

1k
RV(k)

n

1
. 

The satisfaction of a pattern means whether a generated pattern is satisfactory to 
our pattern definition and user’s demand, which is represented as S(P). It can be 
calculated by the following formula: 
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Where α andβare two weights for evaluation and they can be fixed by a serial of 
experiments. Finally, the average satisfaction of the whole pattern set AS(PS) can be 
easily obtained from the satisfaction of all patterns in it. 

We implemented and applied our proposed method into our QA system-BuyAns 
[7]. When a user posts a question, system can analyzes its structure and matchs 
patterns from our pattern database. If no pattern matched, system will generate a few 
patterns automatically. The user only needs to select and use one relevant pattern to 
ask the question. The user interface is also implemented for this purpose. 

In experiments, we select 500 questions from our 5500 training questions randomly 
[8]. Our system generates patterns for these questions automatically. We select 10 
generated patterns randomly as a group for five times to check the result manually. 
The average satisfaction can be calculated using the evaluation method in Section 5.2 
automatically.  
α is set to 0.2 and β is set to 0.6 in our experiments empirically. The results for 

these five groups are shown in Table 1. Finally, the average satisfaction for all 
generated patterns in the five groups is 63.9%. 

Table 1. Experiment results for five groups 

PS S (Pi) (l ≤ i ≤  10) AS(PS) 
Group 1 0.8 0.6 0.4 0.6 0.6 0.6 0.73 0.6 0.6 0.6 63.6% 
Group 2 0.7 0.7 0.59 1 1 0.7 0.32 0.55 1 0.7 72.6% 
Group 3 0.7 1 0.7 0.59 0.4 0.7 0.7 0.796 0.4 0.4 63.86% 
Group 4 0.7 0.4 0.4 0.4 0.4 0.7 0.59 0.7 0.59 0.7 55.8% 
Group 5 0.4 0.4 1 1 0.7 0.7 0.4 0.4 0.7 0.7 64% 

4   Conclusion and Future Work 

Pattern generation for QA systems is a tedious, difficult, time-consuming task. Hence, 
we propose an automatic generation method for the semantic patterns defined by Hao 
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et al. [6]. The generation procedure first process structural and recognize name entitis 
for free-text questions. The upper concepts of the obtained nouns/verbs in the 
questions are then mapped to the semantic labels in the tagger ontology. An entropy 
based evaluation method is finally used to evaluate which nouns and verbs are more 
suitable to be generalized to form a new question pattern. We implement the proposed 
method and evaluate it with experiments using 5500 questions. The results show that 
our method return patterns with 63.9% satisfaction in the average. We think it can be 
applied for practical usage and can save a lot of human efforts of manual generation 
of patterns. 

Though this method can be applied in user-interactive QA system easily and can 
work well, it is not very satisfactory in recognition of name entities and hence the 
quality of the acquired main structures is not very good. In future work, we will 
improve the method of structural processing to obtain more accurate structures and 
update parameters of our evaluation method according to experiments to make the 
generated pattern more satisfactory. 
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Abstract. Mining textual data in chat mediums is becoming more important be-
cause these mediums contain a vast amount of information, which is potentially 
relevant to a society’s current interests, habits, social behaviors, crime tendency 
and other tendencies. Here, sex identification is taken as a base study in infor-
mation mining in chat mediums. In order to do this, a simple discrimination 
function and semantic analysis method are proposed for sex identification in 
Turkish chat mediums. Then, the proposed sex identification method is com-
pared with the Support Vector Machine (SVM) and Naive Bayes (NB) meth-
ods. Finally, results show that the proposed system has achieved accuracy over 
90% in sex identification. 

Keywords: Mining Chat Conversations, Sex Identification, Information Extrac-
tion, Text Mining, Machine Learning.  

1   Introduction 

Chat mediums are becoming an important part of human life in societies and provide 
quite useful information about people such as their current interests, habits, social 
behaviors and tendencies [1], [2], [3], [4]. Users may spend a large portion of their 
time to find out information in chat mediums. A system can be developed to help 
users find the interested information in the mediums [1], [4], [5]. Here, one of our 
final goals is to develop a system that automatically determines persons with criminal 
tendencies in chat mediums. Thus, in this study, sex identification is taken as a pre-
liminary study in chat mediums. In order to do this, conversations are acquired from a 
specially designed chat medium and real chat mediums and then statistical and se-
mantic information are obtained from the conversations [3], [4], [5], [6]. These are 
used to determine weighting coefficients of the proposed discrimination function and 
to evaluate the semantic analyzer for identification.  

In literature, most of the related studies focus on topic categorizations rather than 
sex-identification [6], [7], [8], [9]. In this paper, a comparative study about sex identi-
fication techniques is presented to automatically monitor chat conversations. The rest 
of this paper is organized as follows. Some notable characteristics of Turkish chat 
language are given in Section 2. Proposed discrimination function for sex identifica-
tion is presented in Section 3. A detailed description of methods used in the system is 
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given in the same section. The implementation and results are discussed in Section 4. 
The conclusion and future work are given in Section 5. 

2   A Summary of Turkish Chat Language 

Many world languages have a common noticeable characteristic so that they could 
expose the sexual identity of the chatter in a conversation. Some of these languages 
have three grammatical genders (masculine, feminine, and neuter) but Turkish lan-
guage has only one (neuter). Hence, unlike Turkish, some words may reveal the sex 
of chatters in English. For example, “Ben onun kardeşiyim” in Turkish may be trans-
lated into English as “I am his brother/sister”. Therefore, the identification of chatters’ 
sex from a conversation in Turkish may be more difficult than in English. 

In real-time and informal environment of IM (Instant Messages) systems, Turkish 
chat messages are very different from conventional Turkish. Therefore, chat language 
includes acronyms, short forms, polysemes, synonyms and misspelled terms. 

3   A Simple Method for Sex Identification Systems 

A simple identification system is proposed for binary subject. This system consists of 
discrimination and semantic analyzer units. Here, the proposed function includes 
some important parameters such as words, word groups, and weighting coefficients. 
A semantic analyzer is also employed to enhance accuracy of the system. This simple 
identification system is explained under the following titles. 

3.1   Classifying Words for Sex Identification 

In a chat medium, many word groups may be defined to identify chatters` sex in a 
dialogue. In this study, eighth word groups are defined to cover as many sex related 
concepts and subjects as possible in a chat medium [4], [5]. These groups are abbrevia-
tions and signs, slang and jargon words, politeness and delicacy words, interjections 
and shouting, sex and age related words, question words, particle and conjunction 
words, and other words group. Word groups are built by considering the conceptual 
relations and usage frequency of words used by female or male chatters. 

Due to the nature of chats, contents of conversations vary completely. Hence, the 
feature vectors and words in the conversations also changes dynamically. Therefore, 
new words are added to each word group when a new male or female dominant word 
is accounted in a conversation. 

3.2   A Discrimination Function for Sex Identification 

A simple discrimination function is designed to identify sex of a person in a chat 
medium. This function considers each word in conversations separately and collec-
tively. Therefore, statistical information related to each chosen word is collected from 
the Specially Designed Chat Medium (SDCM) and Real Internet Medium (RIM) [3], 
[4], [5]. By using the statistical information, a weighting coefficient is determined for  
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each word in each word group. Practically, a normalized weighting coefficient (in 0.0-
1.0 interval) of each word is determined. For each conceptually related word group, a 
sexual identity value is calculated by equation (1). 

),../(),...,( 212211 ikiikikiii wwwg . (1) 

where, gi varies from 0.0 to 1.0 and determines the chatters’ sexual identities as fe-

male or male for ith word group, ijα  is the weighting coefficient of jth word in ith 

word group and varies related to the number of words in the interested text, jw  rep-

resent the existing jth words in the interested text (if a word exists in the text, then 

jw =1.0 else jw = 0.0), and k is the number of word in ith word group. Here, if a 

word is female dominant, α varies from 0 to 0.5, but if the word is male dominant, 

α varies from 0.5 to 1.0. 

As explained before, words are also classified in several groups according to their con-
ceptual relations. A weighting coefficient is also determined for each word group. Then, 
the proposed discrimination function is formed for sex identification as Equation (2).  

),.../()*,...,**( 212211 gnggngngg ggg . (2) 

where, γ  varies from 0 to 1 and determines the chatters sexual identity as female or 

male,  and giλ  is the weighting coefficient for ith female or male word group. These 

weighting coefficients of each group are determined according to dominant sexual iden-
tity of the group. Then, the sex of the chatters may be identified as female when γ  is 

determined between 0.0 and 0.5. On the other hand, chatters may be identified as male 
when γ  is determined between 0.5 and 1.0. Here, the accuracy of the results increases 

so that it shows female or male gender when γ  approaches to 0.0 and 1.0 respectfully. 

3.3   A Simple Semantic Analysis Method to Enhance the Sex Identification  

For further improvement of the accuracy of the identification, a semantic analyzer is 
added to the system. Semantically, some sentence structures in a conversation such as 
 

Table 1. A typical conversation for semantic analysis 

 Chatter Sentence English 
(1) Baskan sen naber e What is the news, and so  

(2) TaRaNTuLa ben murat değilim abisiyim  I am not Murat,  His older brother 

(3) TaRaNTuLa slm Hi 

(4) Baskan ömer abi ? Ömer? 

(5) TaRaNTuLa zekeriya Zekeriya 

(5) Baskan ooo aslan zekeriya abi Dear Lion Zekeriya 

(6) Baskan ben ahmet I am Ahmet 
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questions, answers and addressed sentences may reveal the sex of the chatter [3], [4]. 
For example, “What is your name? (ismin neydi?)  Ahmet”, “Name? (ismin?)  
Ali”, “Who are you? (sen kimsin?)  Davut”, “U, (U)  Buket” and etc. In some 
conversations, many addressed sentences may also be used such as “Hi Ahmet (Mer-
haba Ahmet)”, “How are you Davut (Nasılsın? Davut)” and etc.  

In the semantic analysis, idiomatic expressions, phrases, expressions and the rela-
tions between subjects and suffixes are especially analyzed for the identification. For 
example, “At this rate you won’t be able to get married (O zaman sen evde kal-ır-sın 
bu gidişle)”. In the sentence, the suffix “-sın” expresses that other chatter is female 
because the sentence, “you won’t be able to get married”, is used for female persons 
in Turkish. Here, the personal suffixes used in the semantic analysis are –m and -
(y)Im (im, ım, um, üm, yim, yım, yum, yüm), and -n and -sIn (sin, sın, sun, sün) for 
singular first person and singular second person respectively. As another example, 
“Yakışıklıyım (I am handsome)” can morphologically be analyzed as yakışıklı-(y)ım. 
Here, “handsome” determines the dominant sex as male and the suffix “-(y)ım” de-
termines the singular first person. Then, the chatter can be identified as male. 

In the application, the semantic analyzer analyses each sentence in the conversation 
and generates outcomes as male, possible male, no results (neuter), possible female 
and female [3].  Finally, the analyzer takes average of all decisions to generate the 
single semantic decision about sex of the chatter. Hence, semantic relations may con-
tribute to the final decision and strengthen the accuracy of the identification system. 
Equation (3) combines statistical and semantic identification outputs and produce the 
final identification output.  

)./()**( semstasemsemstasta λλγλγλλ ++=  (3) 

where λ  is the final result that identifies the sex of the chatter, staλ  and semλ  are 

statistical and semantic weighting coefficients, and staγ and semγ  are statistical and 
semantic identifications respectively.  

4    Results 

In this paper, we have presented performances of different similarity measurement 
methods. About two hundreds conversations have been collected from SDCM. Forty-
nine of the conversations including ninety-eight chatters (forty-four female and fifty-
four male) are chosen as the training set for testing. Tests results for the same data 
sets and the same feature vectors are also obtained on WEKA’s SVM and NB imple-
mentations [9], [10]. The test results are given in Table 2. These approaches including 
the proposed method show similar performances without the semantic analysis. On 
the other hand, experimental results show that our system with the semantic analysis 
method performs better than the other systems in sex identification. The decision 
accuracy of our system reaches to 88.8%.  

More than one hundred conversations are collected from RIM: mIRC (mIRC is a 
shareware Internet Relay Chat) and forty-two of them are chosen randomly. The test 
results are given in Table 2. The decision results of the identification systems are listed 
in the table. These results show that general accuracy of our system reaches to 92.9%. 
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Table 2. The general result of sex identification for the specially designed medium 

 NB SVM Our Method 
 SDCM RIM SDCM RIM SDCM RIM 

Number of chatters  98 42 98 42 98 42 
Number of correct decision  80 35 83 38 87 39 
Number of wrong decisions  18 7 15 4 11 3 
Percentage of correct decision  81.7% 83.3% 84.7% 90.5% 88.8% 92.9% 
Percentage of wrong decisions 18.3% 16.7% 15.3% 9.5% 11.2% 7.1% 

 
About 1.27 MB of text data were obtained from more than two hundred conversa-

tions. Duration of conversations varies from few minutes to few hours. The identifica-
tion system ran on PC with P4-3.2 GHz CPU and 512 MB RAM. For sex identification, 
these conversations are processed in 4.34, 8.75 and 10.93 minutes on the proposed, NB 
and SVM systems respectively. These results prove that our system is quite promising 
for large-scale mining applications.  

5   Conclusions and Future Work 

Mining chat conversations are becoming more important and provide quite useful 
information about people in a society. Hence, a simple discrimination function with 
semantic analysis method is defined for sex identification in conversations. Our sim-
ple and computationally less expensive sex identification system with semantic analy-
sis method provides better performance comparing to the other methods. The results 
show that the proposed identification function is quite useful for binary classification 
such as sex identification. This identification system with the discrimination function 
achieves accuracy about 90% in the sex identification. 

Although some satisfactory results are obtained, the system still needs to be im-
proved and tested on larger data sets. Our experiments and results show that the pro-
posed methods for sex identification may also be applied to other concepts and sub-
jects such as topic detection.  

In this application, misleading questions and answers are not taken into account.  
Misleading questions and answers may affect the identification results negatively. In 
the future implementation of the system, the problem will be considered to minimize 
or eliminate these misleading sentences. 
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1   Introduction 

Computation of similarity between two or more data is very interesting for the fields 
of decision making, pattern classification, or etc.. Until now the research of designing 
similarity measure has been made by numerous researchers [1-6]. Most studies are 
emphasized on designing similarity measure based on membership function, and 
those studies are also mainly carried out for the fuzzy membership functions. As the 
previous similarity results it is vague to obtain degree of similarity between fuzzy set 
and crisp set or crisp set and crisp set. In this paper we try to obtain degree of 
similarity between fuzzy set and crisp set. Hence we first derived similarity measure 
via well known-Hamming distance. We introduce the similarity measure which is 
derived previously from fuzzy number, and the computation results are discussed. 
Two similarity measure obtaining methods have their own strong points, fuzzy 
number methods is simple and easy to compute similarity if membership function is 
trapezoidal or triangular. Whereas similarity with distance measure needs more time 
and consideration, however it can be applied to the general membership function. At 
this point, it is interesting to study and compare two similarity measures between 
fuzzy set and crisp set. 

In the next chapter, fuzzy number, center of gravity, and the similarity measure are 
introduced. In Chapter 3, similarity measures with distance measure and fuzzy 
number are derived and proved. Also two similarity measures are compared and 
discussed in Chapter 4. In the example, we consider the degree of similarity between 
fuzzy membership function and singleton. By the comparison, we obtain similarity 
measure that has proper meaning. Conclusions are followed in Chapter 5. Notations 
of Liu's are used in this paper [7]. 
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2   Similarity Measure Preliminaries 

In this chapter, we introduce some preliminary results for the degree of similarity. 
Fuzzy number, center of gravity, and axiomatic definitions of similarity measure are 

included. A generalized fuzzy number A is defined as ( , , , , )A a b c d w=  where 

0 1w< ≤  and a , b , c  and d are real numbers [1,2]. Trapezoidal membership 

function 
A

μ  of fuzzy number A  satisfies the following conditions [4]: 

 
1) 

A
μ  is a continuous mapping from real number R to the closed interval [0∼1] 

2) ( ) 0
A

xμ = , where x a−∞ < ≤  

3) ( )
A

xμ  is strictly increasing on [ , ]a b  

4) ( )
A

x wμ = , where b x c≤ ≤  

5) ( )
A

xμ  is strictly decreasing on [ , ]c d  

6) ( ) 0
A

xμ = , where d x≤ < ∞ . 

 
If b c= is satisfied, then it is natural to satisfy triangular type. Four fuzzy number 

operations are also found in literature [4]. Traditional center of gravity (COG) is 
defined by  

*
( )

( )

A

A

A

x x dx
x

x dx

μ

μ
= ∫
∫  

where 
A

μ  is the membership function of the fuzzy number A , ( )
A

xμ  indicates the 

membership value of the element x  in A , and generally, ( ) [0,1]
A

xμ ∈ . Chen and 

Chen presented a new method to calculate COG point of a generalized fuzzy number 
[4]. They derived the new COG calculation method based on the concept of  
the medium curve. These COG points play an important role in the calculation  
of similarity measure with fuzzy number. Liu suggested axiomatic definition of 
similarity measure as follows [7]. By this definition, we study the meaning of 
similarity measure.  
 
Definition 2.1. [7] A real function s : 2F R+→  is called a similarity measure, if s  
has the following properties: 

(S1) ( , ) ( , ), , ( )s A B s B A A B F X= ∀ ∈  

(S2) ( , ) 0, ( )Cs D D D P X= ∀ ∈  

(S3) ,( , ) max ( , ), ( )A B Ps C C s A B C F X∈= ∀ ∈  

(S4) , , ( )A B C F X∀ ∈ , or , if , , ,A B C  then ( , ) ( , )s A B s A C≥ and ( , ) ( , )s B C s A C≥ .  

 
where [0, )R+ = ∞ , X  is the universal set, ( )F X is the class of all fuzzy sets of 

, ( )X P X  is the class of all crisp sets of X , and CD is the complement of D .  
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3   Similarity Measure by Fuzzy Number and Distance Measure  

In this chapter we introduce the degree of similarities which were contained in the 
previous literatures [1-4]. Which are all based on the fuzzy number. And the 
similarity measure construction with the distance measure is also included.  

3.1   Similarity Measure Via Fuzzy Number 

We introduce the conventional fuzzy measure that is based on the fuzzy number. 
Chen introduced the degree of similarity for trapezoidal or triangular fuzzy 

membership function of A  and B  as [1] 

~ ~
1
| |

( , ) 1
4

n

i i
i

a b
S A B =

−∑
= −                                                        (1) 

where 
~ ~

( , ) [0,1]S A B ∈ . If A  and B  are trapezoidal or triangular fuzzy numbers, then 

the n can be 4 or 3, respectively. Hsieh et. al. also proposed similarity measure for the 
trapezoidal and triangular fuzzy membership function as follows [2]:  

~ ~

~ ~

1
( , )

1 ( , )
S A B

d A B
=

+
                                                        (2) 

where 
~ ~ ~ ~

( , ) | ( , ) ( ) |d A B P A P B= − , and for triangular fuzzy number the graded mean 

integration of A and B  are 
~

1 2 3( ) ( 4 ) / 6P A a a a= + + and 
~

1 2 3( ) ( 4 ) / 6P B b b b= + + , 

whereas for trapezoidal fuzzy number, 
~

1 2 3 4( ) ( 2 2 ) / 6P A a a a a= + + +  and 
~

1 2 3 4( ) ( 2 2 ) / 6P B b b b b= + + +  are satisfied. Lee derived the trapezoidal similarity 

measure using fuzzy number operation and norm definition. That is  
~ ~

~ ~
1/

|| ||
( , ) 1 4

|| ||
pl p

A B
S A B

U
−

−
= − × ,                                                (3) 

where 
~ ~

1/|| || ( (| |)) , || || max( ) min( )
p

p
l i i

i

A B a b U U U−− = − = −∑ , and p  is the natural 

number greater or equal 1, finally U is the universe of discourse. Chen and Chen 
propose similarity measure to overcome the drawbacks of existing similarity: 

* *~ ~
( , )* *1

* *

| | min( , )
( , ) [1 ] (1 | |)

4 max( , )
A B

n

i i
B S Si A B

A B
A B

a b y y
S A B x x

y y
=

−∑
= − × − − ×                  (4) 

where * *( , )
A A

x y  and * *( , )
B B

x y  are the COG of fuzzy number 
~

A and
~

B , 
A

S  and 
B

S  are 

expressed by 4 1A
S a a= −  and 4 1B

S b b= −  if they are trapezoidal. ( , )
A B

B S S is 

denoted by 1 if 0
A B

S S+ > , and 0 if 0
A B

S S+ = .  
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3.2   Similarity Measure with Distance Function  

Hamming distance is commonly used as distance measure between fuzzy sets A and B , 

1

1
( , ) | ( ) ( ) |

n

A i B i
i

d A B x x
n

μ μ
=

= −∑  

where 1 2{ , , , }nX x x x= , k  is the absolute value of k . With Definition 2.1, we 

propose the following theorem as the similarity measure. 
 
Theorem 3.1. For any set , ( )A B F X∈ , if d satisfies Hamming distance measure 

and ( , ) ( , )C Cd A B d A B= , then  

( , ) 1 (( ),[0]) (( ),[1])c Cs A B d A B d A B= − −∩ ∪                          (5) 

is the similarity measure between set A  and set B . 
 
Theorem 3.2. For any set , ( )A B F X∈  if d satisfies Hamming distance measure, 

then 

( , ) 2 (( ),[1]) (( ),[0])s A B d A B d A B= − −∩ ∪                                  (6) 

is also a similarity measure.  
 
Proofs of Theorem 3.1 and 3.2 are found in [10].  

From Theorem 3.1 and 3.2 we can compute the degree of similarity between fuzzy 
sets. Then how can we compute the degree of similarity between fuzzy set and crisp 
set ? In Fig. 1 there are three membership function pairs. All three pairs have the same 
degree of similarity ? Naturally it must have the different degree of similarity.  

         

                           (a)                                   (b)                                (c) 

Fig. 1. Similarity between fuzzy set and crisp set 

Now we replace fuzzy set B  (5) and (6) to crisp set nearA , membership function of 

A  is defined 1 when ( ) 1/ 2A xμ ≥ , and 0 when ( ) 1/ 2A xμ < . Now it is possible to 

represent the degree of similarity between fuzzy set and crisp set. We replace fuzzy 
set B  into crisp set nearA . 

( , ) 1 (( ),[0]) (( ),[1])c c
near near nears A A d A A d A A= − −∩ ∪                      (7) 
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Similarly,  

  ( , ) 2 (( ),[1]) (( ),[0])near near nears A A d A A d A A= − −∩ ∪                         (8) 

is also the similarity measure of fuzzy set A and crisp set nearA . Proofs of (7) and (8) 

are found in [6].  

4   Computation of Similarity Measures 

In this chapter, we compare our similarity measure (7) with (4) by Chen and Chen [4]. 
As mentioned before, similarity measures based on fuzzy number have to depend on 
the membership function type. They consider only trapezoidal or triangular. Whereas 
proposed similarity measure can be applied to fuzzy membership function generally. 
In [4], Chen and Chen illustrate twelve membership function pairs [4]. Among them, 
8-th pair similarity degrees are illustrated in Table 1. 4 previous results are all 
obtained through fuzzy number. 

Table 1. Comparison with the result of Chen and Chen 

Methods Lee[3] Hsieh and Chen[2] Chen [1] Chen and Chen[4] 
8-th pair 0.5 0.909 0.9 0.54 

 
Chen and Chen compute the degree of similarity as follows 

~ ~
10.2 0.1 0 min(1/ 3,0.5)

( , ) [1 ] (1 (0.1) 0.54
3 max(1/ 3,0.5)

S A B
+ += − × − × =  

This result is obtained through fuzzy number, so computation is easy to obtain, 
however the result is strictly limited for the trapezoidal or triangular membership 
functions. Whereas with similarity measure we also compute the similarity measure, 
and results are generally applied for the arbitrary shape of membership functions. Our 
computation conditions, Universe of discourse : 0.1∼1.0, Data points : 100, Sample 
distance : 0.01. For fuzzy set A , domain can be from 0.1 to 0.3 among universe of 
discourse, whereas crisp set B  can only be 0.3. We apply similarity measure (7) 
instead (8). Because there are no interchanging points between A  and B . We have 
obtained the similarity measure of 8-th pair of Chen and Chen as 0.476 [4]. Our 
proposed similarity measures are possible to compute the degree of similarity for the 
membership function pairs like Fig. 1. 

5   Conclusions 

We have introduced the fuzzy number and the similarity measure that is derived from 
fuzzy number. We also proposed a similarity measure based on the distance measure. 
The usefulness of proposed similarity measure is proved. By the comparison with 
previous example, we can see that proposed similarity measure can be applied to the 
general types of fuzzy membership functions.  
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Abstract. This paper proposes the extraction task of the Chinese Sci-tech 
journal text and presents a WCA-Selection Chinese free-text HMM IE algorithm. 
The HMM IE algorithm takes the Chinese Sci-tech journal abstract text as the 
extraction text. According to the features of WCA, an idea of WCA selection 
model re-optimization is proposed. And a WCA selection optimization strategy 
is concreted. Then the experimental verification is conducted with a satisfied 
result. The experiment results show that the designed extraction algorithm and 
WCA selection optimization strategy have good performance in the the Chinese 
Sci-tech journal abstract text. 

1   Introduction 

The goal of Information Extraction (IE) is to extract desired information from natural 
language texts. Unlike information retrieval, IE is interested in extracting the actual 
relevant facts and representing them in some useful form. In the past decade, IE 
technology has become an important branch of Nature Language Processing (NLP) 
technology. IE systems have been developed for writing styles ranging from 
structured text, semi-structured text and free text [1]. The desired information can 
easily be correctly extracted form the structured text. But for the free text this process 
is more complex and difficult. The output of IE system would be represented as 
hierarchical attribute-value structures called Templates. 

These days, the Chinese IE system is generally limited to extract structured text 
and semi-structured text only. The words in these texts are ungrammatical and often 
following a predefined format or style. The research of IE system for Chinese free 
text is still in the stage of beginning. 

There are two basic approaches [2] to design the modules of an IE system, which 
can be called the Knowledge Engineering approach, and the Machine Learning 
approach. The Knowledge Engineering approach [3] can be hand crafted. But the 
development of this approach is very laborious and time-consuming. The Machine 
learning approach [4][5] is relied on the annotated corpus providing examples on 
which learning algorithms can operate. Statistical machine learning techniques, while 
well proven in fields such as speech recognition, have become increasingly popular in 
the last several years. Hidden Markov model (HMM) [6] is a powerful statistical 
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machine learning technique that is just beginning to gain use in information extraction 
tasks. HMM offers the advantages of having strong statistical foundations that are 
well-studied to natural language tasks, handling new data robustly, and being 
computationally efficient to develop and evaluate. 

The CAJ network( www.chinajournal.net.cn ) is the biggest Chinese Sci-Tech 
journal full text data in the world at present. It embodies almost 8000 kinds of 
important full text of Sci-Tech journal now. The Chinese Sci-Tech documents are 
stored separately in the data according to the topic of document, abstract, author 
information, full text and so on. 

To each of Sci_Tech journal, the abstract is the summarized introduction and 
includes lots of important information. And the words in these abstract texts are 
grammatical and syntactical. It has different description ways for the same fact 
information. It is the standard Chinese free text. So it has the significance of both 
representational and actual for the research of IE algorithm for the abstract of Chinese 
Sci_Tech journal. 

So we take the Chinese Sci-tech journal abstract text as the object and design the 
WCA-Selection Chinese free-text HMM IE algorithm. Then we’ll introduce the 
extraction task. 

2   Confirmation of Extraction Task 

Before the introduction to extraction algorithm, firstly, we introduce the extraction 
objective of the Chinese Sci-Tech journal abstract text. We use the abstract text of 
Sci-Tech journal in the same field as the extraction object and extract the information 
which can describe and represent the characteristics of this field that is called as 
characteristic information. The characteristic information can be artificially 
designated according to the characteristic of some fields. It also can be obtained by 
using Semi-surprised statistical method. Then, we create the output template of 
information extraction of its field by using characteristic information. We use slot_i to 
denote the ith characteristic information of the output template. We use info_i to 
denote the relevant information that is supposed to be extracted and matches to slot_i. 
The area where the relevant information is supposed to be extracted is called as 
extraction area. We use E-A to denote the extraction area. 

In the following, we give an introduction to the designed structure of extraction 
model. 

3   The Structure of Extraction Model 

HMM is a double embedded stochastic process with an underlying stochastic process 
that is not observable (it is hidden), but can only be observer through another set of 
stochastic processes that produce the sequence of observations. An HMM can be 

specified by a five-tuple μ(S,V,Π,A,B) [7], where S and V are the set of states and the 

output observation symbols, and Π,A,B are the probabilities for the initial state, state 

transitions, and symbol emissions, respectively. 
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In the designed model of HMM extraction algorithm, the limited set of observation 
value is the same type adjacent character string, called as Same_Str. We conduct the 
same type merge to the adjacent character string in the text. The types of the character 
string are differentiated based on the following types: Chinese word, number string, 
English character string, all-shape punctuation string and half-shape punctuation 
string. 

In the designed extraction algorithm model, the limited set of state is denoted as 
below: 

S = {sq| sq = s_i or s_U or s_WTi or s_WTi or s_WTi__BL or s_WTi__BR . } 

Where the explanation for each of state is in table 1: 

Table 1. The Explanation of  State Logo and O 

Stage Logo the attribute of O (Observation) 

si O belongs to info_i 

s_U irrelevant O 

s_wPi the Positioning- Word wPi 

s_wPi-L 
the O located between wPi and E-A, 

when wPi is located to the left of E-A 

s_wPi-R 
the O located between wPi and E-A, 

when wPi is located to the right of E-A 

After the introduction to designed model structure of extraction algorithm, we take 
a look to the training process of algorithm. 

4   The Training and Extraction Processes of Extraction Algorithm 

The training process of designed IE algorithm is mainly divided into 3 steps: 
statistical process of WCA, the confirmation process of model state parameters, the 
training process of model. 

Step 1: the statistical process of WCA. 

Firstly, we give the definition of WCA, WCA (Co-Appearing-Word) is the same type 
adjacent character string which appears together with the extraction fact, info_i, in the 
same sentence. According to the relative position between WCA and info_i, we divide 
WCA into two types: WT (Triggering-Word) and WP (Positioning- Word). WT is the 
WCA which appears inside of E-A and WP is the WCA which appears outside of E-A. 
So, we conduct the statistics to the each sentence of the abstract text of Chinese Sci-
Tech document in the same field which includes the set of info_i so that we can get 
the WTi set WTi(wT1,wT2,…,wTr) and WPi set  WPi(wP1,wP2,…,wPk) which match to 
character information, slot_i. 

Step 2: the training process of model state parameters 
In this training process, the extraction model is divided into two states only: state si 

and state s_U. Then, we use ML algorithm to train the extraction model to get the 
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initial extraction model, called as μ0. Then, we can make sure how many states 
needed to be increased to differentiate the wPi which is corresponded to character 
information by using the extraction results of initial model. 

Step 3: the training process of extraction model 
We obtain the final state parameter from the extraction model which is trained in 

step 2. Then we use the each state in table 1 to label the training text and use ML 
algorithm to train the train text, and obtain the final extraction model. 

In the extraction processes, we select the Veterbi algorithm as the decoding 
algorithm. 

5   Experiment Verification and Result Discussion 

We use the high power solid laser as the subject to search the Chinese journal full text 
database and obtain 213 different records. We take the abstract part of Sci-Tech 
document in 110 records whose content is laser experiment as the object text, taking 
81 records as training text and taking 31 records as testing text. We can get 
information extraction template which has 5 slots in this field by using the method of 
semi-supervised word frequency statistic. It is shown in table 2. 

Table 2. The Output Template of the IE system 

laser crystal Slot_1 

input power Slot_2 

output power Slot_3 

output wavelength Slot_4 

System Efficiency Slot_5 

Firstly, in our designed Word-based Chinese Document Experimental System [8], 
the training text and testing text are transformed into the text of CDM format. Then, 
for the 5 slots of output template, we can obtain the 10 sets of triggering word WT and 
positioning word WP from training text by using the method of semi-supervised word 
frequency statistic separately. 

Then, we go to the training stage of extraction model state value. We use the initial 
extraction model from the training to do the initial test for the training text and find 
out that the states of slot2 and slot3 are easily mixed up in the error analysis. So, we 
need to add the state label which is used to differentiate slot2 and slot3 into the 
process of training. We choose the largest differentiation degree wPi in the WP set of 
slot2 and slot3, and put the corresponding state of s_wP2 and s_wP3  into the training 
process. So, there are totally 12 states in the training process of extraction model. 

Next, we go to the process of WCA selection model re-optimization. We conduct 
the re-optimization to the parameter of extraction model in training text by using the 
designed WCA selection strategy. During this process, the changing of F value with the 
WCA selection is shown in figure 1: 
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Fig. 1. The changing of F value in the optimization process 

From the figure, we can see that the whole optimization process is divided into 3 
processes which are shown as A, B, C. The process A is the first stage of increasing 
word strategy. We set a threshold and choose the word frequency of WCA whose value 
is higher than the threshold to put them into the training process according to the 
order of word frequency in 10 sets of WCA, and in every training round we choose a 
WCA which makes F value increase fastest as the observation value to be kept in the 
set of observation value of extraction model. After F value stop increasing with 5 WCA 
increasing, the process A is end and go to process B, there are 70 WCA to be selected 
at this time. 

The process B is the second stage of increasing word strategy. In this stage, we put 
the rest of WCA in the 10 sets of WCA as the observation value into the training process 
and choose a WCA which makes F value increase fastest as the observation value 
every training round to be kept in the set of observation value of extraction model. 
After F value stop increasing with 5 WCA increasing, the process B is end and go to 
process C, there are 86 WCA to be selected at this time. 

Process C is the stage of decreasing word strategy. During this process, we delete 
WCA from the set of observation value one by one according to the opposite order in 
the stage of increasing word under the situation of keeping F value invariable. After 
decreasing some WCA to cause F value decrease, the process C is ended and the whole 
optimization process is ended. There are 36 WCA decreased in stage C and there are 
42 WCA kept for the extraction model after finishing the whole optimization process. 

Then, we use the extraction model after optimizing to do the extraction for the 
testing text and get the values of R, P, F-means for R=96.38%, P=88.67%, F-
means=92.39% respectively. 

From the analysis above, we can see that both process A and B are the processes to 
optimize the extraction model by increasing WCA in every training round. With the 
increasing of WCA more extraction area can be found in the process of decoding. So, 
for the abstract text with less redundancy information, F value will increase with the 
WCA increasing. At same time, for the process A and B, the word frequency selected 
in the process A is higher than that of process B so that the speed of increasing for F 
value in process A is faster than that in process B. By the end of process B, we 
already obtained the most optimized F value in the training text, but the parameter of 
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extraction model is not the most optimized at this moment. We need to do the 
optimization to the dimension of observation layer of extraction model under the 
situation of keeping F value invariable by using decreasing word strategy. In the 
process C, for A,B,C three WCA, because the information provided by A and C 
already made some extraction area to be found in the process of decoding, the 
decreasing of B will not cause F value to decrease. 

6   Conclusion and Future Work 

We take the Chinese Sci-tech journal abstract text as the object and design the WCA-
Selection Chinese free-text HMM IE algorithm And then, we proposed the idea of 
WCA selection model re-optimization and concrete selection optimization strategy 

according to the features of WCA. 
Then, we conduct the experimental verification to the abstract texts which belong 

to the same subject in CAJ network and get the satisfied result: Recall ratio is 96.38%, 
Precision ratio is 88.67%, and F-means value is 92.39%. The experiment results show 
that the designed extraction algorithm and WCA selection optimization strategy have 
good performance in the Chinese free text with less redundancy information. 

Next, we will do some research separately to 2 kinds of WCA for the different effect 
during the process of information extraction and the different influence to the 
extraction result so that we can further complete the designed WCA selection strategy. 
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Abstract: A novel algorithm to find the content text in an HTML page is 
proposed based on a number of features of textual blocks in the page. 
Experiments show the new algorithm is better than known ones in terms of the 
ratios of the correctly removed noise blocks and the correctly found content 
blocks respectively. The application of the algorithm in hidden web 
classification is demonstrated as well.  

Keywords: page clearning, page segmentation, content extraction. 

1   Introduction  

The text blocks whose contents are not related to the topic of a Web page is called 
noise text otherwise content text. To find the content text is an important issue in 
Information Retrieval (IR) and has many applications [1,2,4,5]. 

The known methods for finding content text are page templates [17], production 
rules [12], DOM trees [16] and VIPS (Vision Based Page Segmentation) [1,2]. In this 
paper an algorithm based on the statistical analysis of the features of blocks gotten by 
VIPS style segmentation is proposed. Experiments were carried out to compare 
performance of the new algorithm with some known ones in terms of the ratios of 
correctly removed noise blocks and correctly found content blocks. An application of 
the algorithm in hidden web classification is demonstrated as well.  

2   Finding Content Block in an HTML Page 

A segmentation program based on the idea of VIPS was employed to find the textual 
blocks and give the digital presentation of their features, which include the tags, 
punctuations, fonts of letters in a block, positions and area counted by the pixel 
numbers or word numbers. About one thousand pages chosen from CWT200G [3] 
were used to compute the probability that a text block is a content text. These pages 
came from different web sites and distributed in more than 10 domains. Based on our 
observation six features can be considered as the features for probability computation.  

1) The co-appearance of some special pairs of tags in a block, e.g. <P> <BR>. 
2) The fonts of letters used in a block. 
3) The punctuation set used in a block. 
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4) The intersection area of a text block and that of a content text block in a given 
template. 

5) Area of a block counted by its pixel number. 
6) Block length counted by the number of words in a block. 

Let Pi be the conditional probability calculated based on feature i, 1≤i≤6, and each 
Pi is calculated by Bayes’ rule respectively. P1 is the conditional probability that a 
block is a content text when it has the tags in a special established tag set. P3 is 
calculated in a similar way. P2 is computed according to its average letter size, which 
may be 8,10,12,14, or in the intervals of (0,8) or (16,+∞); P4 is calculated based on the 
intersection of area of a block and that of the content text block in a template given in 
[16]; P5  is computed based on which intervals the area counted by pixel number of a 
block falls into, where the intervals are (0,10], (10,20], (20,30], (30, ∞+ ). P6 is 
calculated in a similar way. Because we assume the events that a block has feature i 
and j, i ≠j, are mutually disjoint, then the final probability is the sum of the 6 
probabilities.   

We implemented an algorithm to find the content text of a page by choosing the 
textual block with the maximum probability. We named it MFM (Multi-Feature 
Model) and compared the outputs of the algorithm with the followings.  

1) SM: extract all texts in a HTML page as the content texts;  
2) IM[10]: choose the text block with the maximum information entropy;  
3) PM[5]: extract the texts according to the text position in a HTML page; 
4) DTM [16] : recognizes the content texts based on the DOM trees. 

NR and OR are used to evaluate the performance, which are defined below.  

blocksnoisetotaltheofareathe

blocksnoisedeletedtheofareathe
NR =  (1) 

NR is the ratio of correctly removed noise blocks and OR is the ratio of correctly 
obtained content texts.  

blockstextcontentalltheofareathe

blockstextcontentobtainedcorrectlytheofareathe
OR =  (2) 

NR and OR were computed in a semi-automatic way. Table. 1 gives the 
comparison of the content text extraction by the four algorithms.  

Table 1. The comparison on NR and OR 

Algorithm NR OR 

IM 86.3% 93.74% 

PM 93.5% 91.25% 

DTM 84.1% 94.62% 

MFM 92.8% 97.87% 
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Furthermore we studied the recall and precision of IR on the “clean-up” pages by 
above algorithms. We re-indexed about cleaned 10,000 pages by above 4 algorithms 
respectively and compared the IR performance based on following measurements.  

1) MPOS : the Mean of POSition of the first relevant result for different given 
queries;  

2) MRR ( the Mean of the Reciprocal Ranking) 
3) P@5 and P@10 : Precision at the top 5 and top 10 results：  
4) MAP: Mean Average Precision 

About 50 hot topics are selected as queries for information retrieval. The MRR of 
each individual query is the reciprocal of the rank at which the first correct response was 
returned, or 0 if none of the first 15 responses contained a correct answer. The score for 
a sequence of queries is the mean of the individual query's reciprocal ranks. The MAP 
for multi-queries is average of the means of precision of different searching topics. 

Table 2. The Comparison on multi-measurements 

Method MPOS MRR P@5 P@10 MAP 

SM 6.78 0.4732 0.245 0.201 0.175 

IM 4.21 0.5389 0.371 0.229 0.190 

PM 5.78 0.5096 0.286 0.188 0.168 

DTM 5.23 0.5109 0.343 0.223 0.182 

MFM 4.00 0.5952 0.411 0.257 0.217 

 
Clearly MFM is the best in terms of MRR, P@5, P@10 and MAP. Let us take 

algorithm SM as the base algorithm, and compute the Gain of other algorithms 
relative to the performance of SM. Figure 1 shows the relative Gains of IM,PM, DTM 
and MFM to SM based on formula 3. 
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Fig. 1. The Gain of four algorithms to SM 
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MFM is the best among all others on P@5, P@10 and MAP.  

3   An Application in Hidden Web Classification 

Hidden Web usually means the databases avalable through the forms embedded in 
HTML pages. Hidden Web classification is the main way in organizing Hidden Web. 
Now most employed methods are pre-query [7] and post-query[12]. The former 
techniques issue probe queries and classifies the databases based on the retrieved 
outputs of the database. The latter techniques classify the databases based on the 
visible feature of forms, e.g. the available attribute labels and values in these database 
forms. However, most approaches did not use the text in HTML pages. Clearly the 
texts usually provide the context of the content of the database whose entry form in 
the same page. In our approach let P be a HTML pages with a database form. We 
obtain FC(form feature content) and PC(Page content text) by MFM algorithm. 
Further let FCV and PCV be the vector presentation of FC and PC respectively, the 
similarity between two pages P1,P2 is calculated by  

21

212211
21

),cos(),cos(
),(

kk

FCVFCVkPCVPCVk
PPsim

+
+=  (4) 

where PCVi and FCVi are the vectors of the content texts and attribute labels of Pi, 
i=1, 2, respectively.  

We use the k-NN algorithm for the classification on the test data of UIUC [15]. We 
name the classes in UIUC in Table. 3 for conciseness 

Table 3. The Classes in UIUC data set 

Class airfares automobiles Books CarRentals Hotels Jobs Movies Music 
Name C1 C2 C3 C4 C5 C6 C7 C8 

 
For each class Ci we choose about 10 to 30 sample pages carefully as the initial 

elements in Ci. 1≤i≤8. The k-NN classification algorithm is given below. 
 

Algorithm CAFC (Context-Aware Form Classifying) 
Input: The pages needed to be classified, parameter k1，k2  and non-negative integer 

k, where k is the number of the nearest neighbors of the algorithm, it can be 
determined based on the number of classes and the number of the samples in the 
initial C1,C2,…,Cm. Ci has the example pages for class i as well as their PCV and 
FCV vectors, 1≤i≤M.   

Output: m classes stored in C1,C2,…,Cm. 
Step 0 //initialization//.  S= C1∪C2∪…∪CM 。  
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Step 1: input page P, get the content texts as well as the attribute labels of P according 
to the methods discussed in section 3 and 4, then calculate the tf and idf and 
establish the vector PCV and FCV for P. 

Step 2: ∀P' ∈ S, calculate sim(P,P') by formula 4; 
Step 3: Choose the first nearest neighbor pages based on the values of function sim 

from S and store then in set A. 
      for i = 1 to m 

{compute Ap ii CpIppsimpCscore
'

),'()',()|(  

          where function I(p', Ci) =1 if p' ∈ Ci ; I(p', Ci) =0 otherwise;} 
Step 4: put p into class Cj if score (Cj | p ) ≥ score (Ci | p), 1≤i,j≤m;  
Step 5: output C1,C2,…,Cm  and stop if all pages have been dealt with otherwise go to 

step 1。 
 

Table. 4 gives the recall, precision and F1 value for classification results based on 
FCV only. 

Table 4. The classification based on FCV only 

Class  C1  C2  C3  C4    C5   C6   C7  C7 

Recall 93.33%86.49%76.92%33.33% 62.50%72.22%66.67%77.78%

Precision 73.68%88.89%90.91%100.00%83.33%38.24%74.07%84.00%

F1 0.82  0.88  0.83  0.50  0.71  0.50  0.70  0.81  

 
Now let consider how to determine the parameters of k1 and k2 in formula 4 

when we use PCV to enhance the classification. In principle k1,k2 can be any positive 
number, for conciseness we only consider the case  k +k2 = 1, and assume they are in 
set {0.1,0.2,…,0.9}. Experiments were carried out to find the optimal combination of 
the pair k1 and k2 . They showed when k1 = 0.4 and k2 = 0.6 the values of F1 are 
almost the best for most classes. Therefore we only show the experiment results on  k1 
= 0.4 and k2 = 0.6 in the following discussion. Table. 5 shows the classification based 
on both PCV and FCV. 

Table 5. The classification based on both PCV and FCV 

Class  C1 C2 C3 C4 C5 C6 C7 C8 

recall 100.00%87.50%80.77%88.89%68.75% 90.00%93.55%28.57% 

precision88.24% 83.33%91.30%88.89%100.00%45.00%82.86%100.00%

F1 0.94  0.85  0.86  0.89  0.81  0.60  0.88  0.44  

 



 Finding and Using the Content Texts of HTML Pages 661 

 

Table 6. The classification based on all text and FCV 

Class C1 C2 C3 C4 C5 C6 C7 C8 

Recall 100.00%85.00%100.00%44.44%81.25%90.00%38.71% 96.43% 

Precise75.00% 97.14%60.47% 66.67%76.47%75.00%100.00%96.43% 

F1 0.86  0.91  0.75  0.53  0.79  0.82  0.56  0.96  

 
Clearly the content texts really enhance the classification of hidden web in terms of 

recall, precision as well as the values of F1. 
Table. 6 shows the database classification based on all texts in an HTML pages 

except the HTML tags. If we compare the data in Table. 5 with those in Table. 6, 
clearly the performance of the algorithm CAFC with content texts are better than 
those with all texts for classes C1, C3, C4,C5,C7 in terms of F1, while are worse in 
terms of F1 for class C2,C6,C8. It is because the HTML pages in class C2,C6, and C8 
have too less textual information. Therefore we believe that the performance of Deep 
Web classification with content text are better than those with all texts in Web pages 
in general. 
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Abstract. Temporal information processing plays an important role in many 
application areas such as information retrieval, question answering, machine 
translation, and text summarization. This paper proposes a transformation-based 
error-driven learning approach to extracting temporal expressions from Chinese 
unstructured texts. The temporal expression annotator used in the approach is 
developed based on a Chinese time ontology, which includes concepts of 
temporal expressions and their taxonomical relations. Experiments in three 
domains show that our algorithm obtained promising results.   

Keywords: temporal information extraction, Chinese temporal expressions, 
transformation-based error-driven learning.  

1   Introduction 

Temporal information processing is a crucial issue in many natural language 
processing applications such as information retrieval, information extraction, question 
answering, and text summarization. Recently, there has been considerable progress in 
the area of temporal information extraction and temporal reasoning in English [1-7]. 
Unfortunately, few efforts have been made in this area in Chinese. This impels us to 
investigate temporal information processing in Chinese. This paper focuses on 
extracting temporal expressions (TE) from Chinese texts. Here, TE is defined as 
chunks of text, which refer to time points or intervals.  

Unlike English, there are no orthographic boundaries between words in Chinese. 
Furthermore, Chinese is devoid of morphological alterations and change tags of case, 
number, tense, and part-of-speech. Hence, the difficulty of the TE identification 
problem is to identify TE in Chinese texts that have no any inflections at all. 
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Currently, most works [8-11] concentrate on extracting TE of the Gregorian 
calendar from news text. However, Chinese society uses both the Gregorian calendar 
and the traditional Chinese calendar. In addition, Chinese people have their own ways 
of representing temporal entities such as the Stem-Branch timing system and the 
Emperor’s Title and Reign Title timing system. There exist two kinds of methods to 
recognize TE: rule-based methods and machine learning based methods. The former 
relies on hand-written rules and dictionary [8-12], while the latter depends on 
annotated corpus [13]. The rule-based approach is simple and effective, but it requires 
intensive knowledge resources and an exhaustive linguistic study over temporal 
information. Wu et al. [11] present a temporal parser based on temporal grammar 
rules and constraint rules built manually to extract Chinese TE.  

The purpose of this paper is to identify temporal expressions from Chinese 
unstructured text, which are based on the Gregorian calendar and the traditional 
Chinese calendar. We propose a transformation-based error-driven learning method to 
recognize TE. A TE annotator used in this approach is developed in terms of a 
Chinese time ontology, which consists of concepts of temporal expressions and their 
taxonomical relations. Experiments in three domains of news, history, and 
archaeology show that our algorithm obtained promising results.   

The rest of the paper is organized as follows. Section 2 presents a Chinese time 
ontology. Section 3 explains how to identify TE from Chinese texts. Experiments of 
the algorithm are given in Section 4. Section 5 concludes the paper.     

Aggregate Time TE

Duration TE

Un-Specified 
Duration

TE

Specified 
Duration

TEInterval TE

Culturally- Determined TEEvent-Anchored TE

Precise and  Absolute TE Precise and Relative TE Fuzzy and Relative TEFuzzy and Absolute TE

Direct 
Temporal
Expression

Indirect 
Temporal 
Expression

Temporal Expression

Temporal ExpressionTemporal Expression

Relative TEAbsolute TE

(a)

(b)

Single Time TE

Time TE

Calendar Dates TE Based 
on the Gregorian Calendar

(c)

Calendar Dates TE Based on
the Lunar Calendar 

Calendar Dates TE Based 
on the Lunisolar calendar 

Geological TEArchaeological TE

Precise TE Fuzzy TE

Instant TE

Social TE

Calendar Dates TE

Temporal Expression

Aggregate Time TE

Duration TE

Un-Specified 
Duration

TE

Specified 
Duration

TEInterval TE

Culturally- Determined TEEvent-Anchored TE

Precise and  Absolute TE Precise and Relative TE Fuzzy and Relative TEFuzzy and Absolute TE

Direct 
Temporal
Expression

Indirect 
Temporal 
Expression

Temporal Expression

Temporal ExpressionTemporal Expression

Relative TEAbsolute TE

(a)

(b)

Single Time TE

Time TE

Calendar Dates TE Based 
on the Gregorian Calendar

(c)

Calendar Dates TE Based on
the Lunar Calendar 

Calendar Dates TE Based 
on the Lunisolar calendar 

Geological TEArchaeological TE

Precise TE Fuzzy TE

Instant TE

Social TE

Calendar Dates TE

Temporal Expression

 

Fig.1. Taxonomy Structure of Temporal Expressions 

2   A Chinese Time Ontology 

Temporal concepts are time and durations, and time is an instant or interval on the 
time line. A duration is a distance between two different times. It can be anchored by 
the start time and the end time. If a duration is referred to as a length, it can not be 
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anchored on the time line. We build a Chinese time ontology, which gives the 
taxonomy hierarchy of TE including four classifications of TE, as shown in Fig.1. In 
Fig.1.(a), TE is divided into precise/definite TE and fuzzy/indefinite TE, based on the 
uniqueness of the starting and ending times of temporal entity. TE is also separated 
into absolute/explicit/non-anaphoric TE and relative/implicit/anaphoric/indexical TE 
according to the existence of time references. For example, ‘Jan.1.2007’ is a precise 
and absolute TE, ‘spring 2007’ is a fuzzy and absolute TE. In Fig.1.(b) and Fig.1.(c), 
TE is classified into time TE and duration TE in terms of times and spans, and direct 
and indirect TE grounded on the existence of lexical triggers within TE.  

3   A Transformation-Based Error-Driven Learning Method of 
Temporal Expressions Extraction 

The transformation-based error-driven learning is a corpus-based and symbolic 
machine learning technique, which has been applied to many areas of natural 
language processing such as shallow parsing [14]. 

Our Chinese TE extraction algorithm first identifies TE in the training corpus using 
the TE annotator. During the first iteration, transformation rules, generated from 
incorrectly annotated TE, are used to update the EDL, which is an executable 
declarative language to write programs for identifying TE. The procedure repeats 
until no transformation rules can be built from inaccurate TE in the training corpus. 
Therefore, new components and composition methods of TE can be continually 
learned to amend the EDL. The TE annotator is to compile EDL and to recognize TE 
through executing EDL. The process of the error-driven learning method to identify 
TE is illustrated with Fig.2.  

Corpus Temporal Expression Annotator 
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Annotated Corpus 

Learned Temporal Regular Grammar 

Transform Rule SpaceLearner

Corpus Temporal Expression Annotator 
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Fig. 2. The Process of the Error-Driven Learning Algorithm of TE Identification 

Algorithm 3.1.1. An error-driven learning algorithm of TE identification  

Input: training free text corpus Ct and test free text corpus Cp; 
Output: Texts annotated with TE. 
Step1: Input Ct into the TE annotator, which identifies TE based on the EDL; 
Step2: Manually annotate Ct with TE as the reference corpus; 
Step3: A learner compares the automatically annotated corpus with the reference 

corpus. And the learner applies transformation rule templates to the 
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annotated corpus to make it better resemble the reference corpus, where a 
template specifies a triggering environment and a series of actions; 

Step4: Find transformation rules whose application results in the best score 
according to the objective function, and execute actions of these rules to 
update the EDL;   

Step5: Step3 and step4 are iterated until no transformation rule can be found 
whose application results in an improvement to the annotated corpus; 

Step6: Use the TE annotator to identify TE in Cp based on the learned EDL.    
 

The EDL program is composed of agents including contexts and operations. 
Contexts comprise a basic one and a constraint one, in which an agent can be 
activated. The content of a basic context is a regular grammar system, which is built 
based on the taxonomy of TE, and gives constitutive methods of every category of 
TE. The content of a constraint context consists of predicates used to restrict TE and 
its contextual features. An agent performs its operations if its contexts are met.  

defagent agent Instant TE 
{

Basic Context: <Syntax_Instant_TE>
Constraint Context: NotContain(<Syntax_Instant_TE>, “。 |． |？|！|， |,|.|?|!|； |;”)
Operation1: FrontInsert (<Syntax_Instant_TE>,"<Instant_TE>")
Operation2: BackInsert (<Syntax_Instant_TE>,"</Instant_TE>")
……

}
defclass Syntax <Syntax_Instant_TE>
{

<Syntax_Instant_TE>::=<Geological_TE>|<Archaeological_TE>|<Social_TE>
<Social_TE>::=<Calendar_Dates_TE>|<Event-Anchored_TE>|<Culturally_Determined_TE>
<Calendar_Dates_TE>::=<Gregorian_Calendar_Dates_TE>|<lunar_Calendar_Dates_TE>|<lunisolar_Calendar_Dates_TE>
<Gregorian_Calendar_Dates_TE>::=<Gregorian_Calendar_Dates_TE_Type1>|<Gregorian_Calendar_Dates_TE_Type2>
<Gregorian_Calendar_Dates_TE_Type1>::=[<A.D.Tag>][<Pre_Quantifier_Modifier>]{<Integer>

[<Middle_Quantifier_Modifier>]<Temporal_Unit>}*[<Post_Quantifier_Modifier>]
<Gregorian_Calendar_Dates_TE_Type2>::=<Integer><Temporal_Unit>[<Temporal_Unit>]<Span_Modifier>
<A.D._Tag>::=公公|公公公|公
<Pre_Quantifier_Modifier>::=大约|约|大大|大大|大大|大大|大大大|将将|将近|将近
<Middle_Quantifier_Modifier>::=多|余|弱|把|强|来
<Post_Quantifier_Modifier>::=左左|大上|公前|内内|里内| 内开 |冒冒冒|出头|有有|有余|挂有|光光|模样|公|前|左|左|里|中|内|内|

间| 里头 |当中|中间|之大|之上|之公|之前|之里|之内|之内|之中|之间|以大|以上|以公|以前|以里|以内|以内
<Temporal_Unit>::=世纪| 代时 |年代|年|岁|季|季季|月|月月|礼礼|星星|周|日|小时|点|刻|分钟|分|秒钟|秒
<Span_Modifier>::=早星|初星|中星| 星晚 |末星|公星|前星|初|中|底|末|终|大上|中上|上上|大上上|中上上|上上上|公上|前上|

公上上|前上上
……

}  

Fig. 3. An Agent of Instant TE 

For example, ‘agent Instant TE’ in Fig.3 takes ‘<Syntax_Instant_TE>’ as its content 
value of the basic context, which is defined in ‘defcalss Syntax <Syntax_Instant_TE >’. 
Here, ‘|’ expresses logical ‘or’, an optional item <I> is enclosed in ‘[<I>]’, and 
NotContain(x,y) denotes that string y is not a sub-string of string x. The set of all word 
terminals on the right side of a production rule form a semantic class whose elements 
have the same semantic meaning or function, and whose appellation is the symbol on 
the left side of this rule. A transformation rule template consists of a triggering 
environment and actions. A set of rule templates determines a space of possible 
transformation rules. The transformation rule templates are given below, which mean 
that if one of five conditions is satisfied, then one of six series of actions is executed.  
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Triggering Environment: 

(a) IF TempExp(X, Ct)∧NonTempExp(X, Cr)  
(b) IF NonTempExp(X, Ct)∧TempExp(X, Cr)   
(c) IF TempExp(X, Ct)∧TempExp(Y, Cr)∧Contain(Y, X)   
(d) IF TempExp(X, Ct)∧TempExp(Y, Cr)∧Contain(X, Y)   
(e) IF TempExp(X, Ct)∧TempExp(Y, Cr)∧∃Z(Contain(X, Z)∧Contain(Y, 

Z)∧NonEqual(X, Z)∧NonEqual(Y, Z)) 

Obligatory Actions: SegmentingWord(X)∧SegmentingWord(Y) 
Optional Action:  

(a) AddSemanticCalssElement(X, Y, E)  
(b) AddSemanticClassRule(X, Y, R) 
(c) AddRule(X, Y, R)   
(d) AddRule(X, Y, R)∧AddSemanticCalssElement(X, Y, E) 
(e) AddRule(X, Y, R)∧AddSemanticClassRule(X, Y, R) 
(f) AddConstraintPredicate(X, Y, P) 

Here, (a) X and Y are strings, Ct is the automatically annotated corpus, and Cr is the 
reference corpus. (b) TemExp(X, Ct) and NonTemExp(X, Cr) denote X in Ct is or is not 
identified as a TE. Contain(X,Y) expresses Y is a sub-string of X. Equal(X, Z) and 
NonEqual(X, Z) indicates that X is or is not equal to Z. (c) The action of 
SegmentingWord(X) is to do word segmentation of X. Actions of AddRule(X, Y, R), 
AddSemanticClasseRule(X, Y, R) and AddSemanticCalssElement(X, Y, E) are to add a 
production rule R, a production rule R with all elements of a semantic class, an 
element E of a semantic class, generated by X and Y, to the EDL, respectively. Action 
AddConstraintPredicate(X, Y, P) adds the constraint predicate P to the EDL. 

Evaluation of a candidate transformation rule aims to quantitate positive and 
negative changes that are caused by applying the transformation rule to the training 
corpus. The objective function O(R) of a candidate rule R is C(R)-E(R), where C(R) and 
E(R) denote the number of identified TE that cause positive or negative changes.  

4   Experiments 

Precision (P), recall(R) and F-measure (F) are used to evaluate experimental results 
obtained by our TE identification algorithm. Here, recall=N2/N, precision=N2/N1, 
F=2RP/(R+P), where N is the total number of TE in the Corpus Cp, N1 is the total 
number of identified TE, and N2 is the total number of correctly identified TE.  

Three domains of news, history, and archaeology, and four corpora are used to test 
the performance of our Chinese TE extraction algorithm. These corpora are web 
pages from the website of Chinese Government News, Chinese History, and China 
Huaxia, and texts about relics, sites, cultures and the ancients of Archaeology Volume 
of Chinese Encyclopedia. The corpus collection is about 1.5 million characters, 
consisting of about 720 articles and 500 web pages. 70 articles and 50 web pages are 
randomly selected as the training corpus. The initial temporal grammar consists of 
about 200 production rules and about 160 transformation rules are built to update the 
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EDL. Four human judges were asked to evaluate experiment results, and the averages 
of four precisions and recalls are the final precision and recall. The score of all 
corpora are 86.8% precision, 88.3% recall and 87.5% F-measure. Only the work in 
[11] identified Chinese TE, while other works [8-10,12,13] recognize TE from 
English, German, French, and Spanish texts, respectively. The result reported in [11] 
reaches 78.5% precision, 84.5% recall, and 81.38% F-measure. The reasons that our 
transformation-based learning method attains high performance are as follows: (a) the 
grammar system of Chinese TE is constructed based on the taxonomy hierarchy of 
TE. (b) The EDL can be continually updated by adding new production rules, 
terminals and constraint predicates driven by the error-driven learning approach. The 
main causes of incorrect TE are ambiguities of word segmentation and word senses. 

5   Conclusion 

Time is a crucial dimension in information retrieval and extraction, and it is an 
indispensable element to achieve an activity and an event. In this paper, we present a 
transformation-based error-driven learning technique to identify temporal expressions 
in Chinese unstructured texts, and have shown its effectiveness through experiment 
results. In this learning approach, the temporal grammar and transformation rule 
templates are independent of languages. Hence our method can be applied to 
extracting temporal expressions in any language. In future, we would like to add the 
disambiguation of word senses to improve the performance of TE identification.   
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Abstract. Because of the improvement of the technology of search engines, and 
the massively increase of the number of web pages, the results returned by the 
search engines are always mixed and disordered. Especially for the queries with 
multiple topics, the mixed and disorderly situation of the search results would 
be more obvious. The search engines can return information of several hundred 
to thousand of the pages’ titles, snippets and URLs. Almost all of the technolo-
gies about search result clustering must attain further information from the con-
tents of the returned lists. However, long execution time is not permitted for a 
real-time clustering system. 

In this paper we propose some methods with better efficiency to improve the 
previous technologies. We utilize and augment information that search engines 
returned and use entropy calculation to attain the term distribution in snippets. 
We also propose several new methods to attain better clustered search results 
and reduce execution time. Our experiments indicate that these proposed meth-
ods obtain the better clustered results.  

Keywords: Search Engine, Clustering, Snippet, Entropy, Augmented Information. 

1   Introduction 

Search engines like Google, Yahoo and MSN can provide the search results from 
wide Internet based on the typical user queries. However, those search engines always 
display a long and flat returned list and the list has been ranked by their inner ranking 
methods. Although the returned list has been ranked, generally it was not applicable 
to users to browse. For example, a query like “jaguar”, search engines do not know 
which topic of the query the user wants to know. Hence the search engines seek and 
obtain the more popular web sites which they supposed about the query word “jaguar” 
without considering the multiple meanings of query word. “Jaguar” has a few mean-
ings such as “a big cats”, “MAC OS”, “car brand”…etc. The clustering on search re-
sults is then useful for those queries which are short, non-specific or imprecise and it 
could ease the disorder of search result. 
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The method for clustering of search results always utilize short web snippets as the 
information and then extracting the representative words from the snippets to be can-
didate category names. In this paper, we enhanced the method proposed by Krishna 
Kummamuru[4] by adding some other augmented information to extracting the can-
didate concepts. We also integrate the entropy calculation with Kummamuru’s clus-
tering method to refine the terms selection steps. We consider that it is not enough to 
utilize the web snippets only to attain the final clustered result. We also make the 
structure of hierarchical clustering result by utilizing the collected candidate concepts. 
The hierarchical structure would represent the relation between one concept and an-
other concept. We modify the hierarchical tree construction step and simplify the rela-
tion calculation to string comparison.  

2   Related Work 

For search result categorization, VIVISIMO (http://www.vivisimo.com) is one of the 
examples of clustered search engines on Internet. In [1], we know that the AOL portal 
adopted VIVISIMO on top of the search results provided by Google. Some of the 
other well-known clustered search engines like Clusty (http://clusty.com) and Kartoo 
(http://www.kartoo.com/) display their search results by applying relevant pictures or 
the graphic user interface. By offering these relevant figures, users could attain what 
information the query relates to more easily. Search results returned by Clusty ac-
company some pictures related to the query users submit. 

Zamir and Etzioni presented an on-line search result clustered system called Grou-
per [6]. Grouper is an interface to group search results into clusters dynamically. Mi-
crosoft [5] collects the titles and the snippets information returned from one or more 
search engines. This method extracts salient phrases from the titles and the snippets to 
calculate the appropriate cluster name instead of consider all contents of the web 
pages. Ferragina and Gulli proposed a personalized search engine based on web-
snippet hierarchical clustering [1]. They make the clustering search result focusing on 
user rather on query words. CAARD [3]utilize the relation between pair of concepts 
to determine that which concept is one of the sub-topics of the other clusters. DSP [2] 
apply a greedy method to build the concepts hierarchy and it helps confirm that all sa-
lient concepts would be included in the hierarchy. Krishna Kummamuru proposed an 
innovative hierarchical clustering method called “DisCover” [4]. The word “Dis-
Cover” means the short writing of “Distinctiveness” and “Coverage”. Clearly this 
method uses documents’ distinctiveness and documents’ coverage of each concept to 
calculate the ranking of all concepts extracted from web documents. 

3   Proposed Method for Clustering 

We use one of the features called Cluster Entropy that proposed from [5]. In function 

cg  and dg  of DisCover, it only applies the conception of subtraction to determine 

the difference between a concept and a concept set. However, the intersection of a 
concept and a concept set should be considered too. Hence we add a cluster entropy 
feature into original DisCover algorithm to adjust the clustered result. The formula for 
integration of the method is shown as follows: 
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The value of DocEntropy  indicates the value of documents covered by jc  distribute 

in documents covered by 1, −kSα . The value of ptsUnderConceEntropy  denotes the entropy 

value of the under concepts of a concept jc  distribute in the under concepts of a con-

cept set 1, −kSα . It indicates the value of concepts under a concept jc  distribute in con-

cepts under a concept set 1, −kSα . The value of ptsUnderConceEntropy  indicates the value of 

under concepts of jc  distribute in under concepts of 1, −kSα .  

3.1   Concept Hierarchy Modification 

The method to construct the concept hierarchy in the CAARD [3] is to calculate each 
pair of concepts and clusters to distribute each rest concept that is not top level cluster 
into the most appreciate category. In our new hierarchy method, we do not utilize the 
traditional method to calculate the relation for each pair of concepts by using vector 

model. For example, we give ),...,( 21 kNkkk VVVV =  as a binary vector of a cluster k, 

),...,( 21 cNccc VVVV = as a binary vector of a concept c. Each mapping elements in 

the same position of kV  and cV  would determine the relation value of cluster k and 

concept c. In traditional computation of relation about two vectors, it would get the 
value 0 (0×1 = 1×0 = 0). However we consider that the meaning of corresponding pair 
(0,0) and (0,1), (1,0) are different. 

4   System Description and Experiments 

We implement an on-line system that could cluster the top 100 search results returned 
by Google into several categories for our enhanced clustering methods. After users 
send their queries, our system applies the proposed clustering method to generate a 
concept hierarchy as shown in Fig. 1. User can choose the concepts they interest in to 
obtain the document results related to the concept. 

In our experiments, for each query we collect the top 100 search results returned by 
Google. We choose five Chinese ambiguous queries and five English ambiguous que-
ries as shown in Table 1 to be our testing queries. We also choose five Chinese que-
ries and five English queries with more specific meaning to be the other test queries. 
We collect the top 100 Google search results of these queries as our testing data set.  
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Fig. 1. Our system interface after querying the Chinese term “蘋蘋” 

Table 1. The queries in experiments 

Chinese Queries (Ambiguous) , , , ,

English Queries (Ambiguous) Jaguar, Latex, Java, Panther, Lotus 

Chinese Queries (Specific) , , ,
,

English Queries (Specific) Jaguar car, Latex editor, Java Program, 
Panther OS, Lotus IBM 

 

 
In the experiment we examine for the coverage of each methods. We select the av-

erage coverage ratio of the top1 to top10 clusters of each method. Fig. 2 and Fig. 3 
indicate the average coverage improvement extent for Chinese ambiguous and spe-
cific queries. In these two figures we find that almost all of our methods would en-
hance the coverage for a little degree. However the M1 is always with lower coverage 
ratio than DisCover method. M1 is the method that applying the heavier weighting to 
title terms. In M1 method it would attain more title concepts to be the cluster con-
cepts. The title concept generally would not cover too many related documents. 
Therefore the coverage of M1 is almost lower than DisCover method. Fig. 4 and Fig. 
5 represent the coverage improvement for English ambiguous and specific queries. 
For English queries we would also enhance the coverage ratio. 
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Fig. 2. Coverage improvement (Chinese ambiguous queries) 
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Fig. 3. Coverage improvement (Chinese specific queries) 
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Fig. 4. Coverage improvement (English ambiguous queries) 
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Fig. 5. Coverage improvement (English specific queries) 

 

Fig. 6. Comparison for the concept hierarchy of CAARD and our method 

We propose a new manner to evaluate our new concepts hierarchy. We attempt to 
calculate the concepts number in level 2, the coverage ratio, and the average coverage 
for each concept in level 2. Fig. 6 is an example of the concept hierarchy. The left part 
of Fig. 6 is the hierarchical result of CAARD [3] while the right part is the hierarchical 
result of our proposed hierarchical method. We could confirm that our hierarchical 
method could make the salient concepts more structural. From the hierarchical result we 



 An Entropy-Based Hierarchical Search Result Clustering Method 675 

 

could attain the relation between each pair of the concept. The concepts which are in the 
deeper level of the hierarchy might be the specific meaning concept for the query. 

5   Conclusion and Future Work 

In this paper, we proposed several new methods to enhance the final clustered results. 
We apply information theory to get the messy degree between a concept and a con-
cept set and integrate the entropy theory with the intersection and subtraction of the 
information of a concept and a concept set. From our experiment, these new methods 
could not only attain good clustered results but also save a lot execution time. We also 
proposed a new method to construct the concepts hierarchy. 
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Abstract. A method is being developed to mine a text corpus for candidate lin-
guistic patterns for information extraction. The candidate patterns can be used 
to improve the quality of extraction patterns constructed by a pseudo-supervised 
learning method—an automated method in which the system is provided with a 
high quality seed pattern or clue, which is used to generate a training set auto-
matically. The study is carried out in the context of developing a system to ex-
tract disease-treatment information from medical abstracts retrieved from the 
Medline database. In an earlier study, the Apriori algorithm had been used to 
mine a sample of sentences containing a disease concept and a drug concept, to 
identify frequently occurring word patterns to see if these patterns could be 
used to identify treatment relations in text. Word patterns and statistical associa-
tion measures alone were found to be insufficient for generating good extraction 
patterns, and need to be combined with syntactic and semantic constraints. In 
this study, we explore the use of syntactic, semantic and lexical constraints to 
improve the quality of extraction patterns.  

Keywords: Information Extraction, Pattern Mining, Apriori Algorithm. 

1   Introduction 

Information extraction systems use automated methods to extract from natural-
language text facts or pieces of information related to a particular topic or event. The 
facts are used to fill pre-defined templates or to populate a database for various pur-
poses. Information extraction is usually performed using pattern matching—searching 
for certain linguistic patterns in the text that indicate the presence of the desired in-
formation. These extraction patterns can be constructed automatically or semi-
automatically by the system by analyzing sample relevant text and the associated  
answer key (the training corpus) that is usually constructed by human analysts. An in-
formation extraction system requires an extensive training corpus or review of the ex-
traction patterns by a human expert to achieve good accuracy.  

The challenge is to develop user-friendly personalizable information extraction 
systems that can be trained by end-users to give reasonable accuracy with a small 
training set. Since the training set is small, the system needs to use other sources of 
information to supplement the small amount of information provided by the user  
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in the construction of extraction patterns. The text corpus itself represents the most  
conveniently available source of supplementary information to exploit to improve the 
extraction patterns.  

In this study, we attempt to develop a method to mine candidate linguistic patterns     
from the text corpus for information extraction. The candidate patterns mined from 
the corpus can be used in two ways in the development of extraction patterns: (Not 
clear about the following two approaches) 

1. Machine-assisted pattern construction: given a sentence containing a target piece of 
information to extract, the system can present the most promising candidate pat-
terns (this term is not clear) for the user to select and customize to form an extrac-
tion pattern.  

2. Pseudo-supervised learning method: an automated method in which the system is 
provided with a high quality seed pattern or clue, which is used to automatically 
generate a training set. Since the training set generated by the seed pattern is not as 
good as a manually constructed training set, the patterns learnt will include a high-
er proportion of erroneous patterns. Limiting the patterns learnt to those in the set 
of candidate patterns will serve to filter out the more promising patterns. 

Though we are interested in both these uses of pattern mining, this report focuses 
on the second application of mining patterns that can be used in pseudo-supervised 
learning. We retrieved a sample of medical abstracts from the Medline database on 
the topic of colon cancer therapy and attempted to develop patterns for extracting 
treatment relations from the abstracts. Instead of manually constructing a training set, 
we assumed that any sentence that contains a treatment concept (e.g. drug) and a dis-
ease concept expresses a treatment relation between the treatment and disease. In oth-
er words, we used a semantic pattern to retrieve all sentences containing a treatment 
and a disease, and assumed that the treatment and disease are to be extracted. These 
sentences then represent the training set, and extraction patterns are constructed to 
represent the linguistic context of treatment and disease. The extraction patterns can 
later be applied to other sentences to extract new treatments, new diseases and new re-
lations. Figure 1 shows the overall process for mining information extraction patterns; 
detailed explanations follow in later sections. 
 

 
Fig. 1. The overall process of generating information extraction patterns 

Sample of medical 
abstracts 

Sentences contain-
ing a treatment and 
a disease 

Set of learnt informa-
tion extraction patterns 

Set of candidate 
patterns 

Filtering using 
seed pattern

pattern learning using su-
pervised machine learning 

Corpus 

Intersection of candidate 
patterns and learnt ex-

traction patterns 

pattern generation  
using Apriori algorithm 

Final information ex-
traction patterns 

Training Set 
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2   Previous Studies 

In an earlier study [1], we had found that mining patterns to extract drug and disease 
in a sentence is a non-trivial task. We used the Apriori algorithm [2] to mine sample 
sentences containing a disease concept and a drug concept, to identify frequently  
occurring word patterns to see if these patterns could be used to identify treatment re-
lations in sentences. Various measures were used to rank the rules, such as Rule Con-
fidence, Normalized Chi Square, Confidence Difference and Confidence Ratio. The 
results were not convincing as the rules contained few terms that signified a treatment 
relation. 

Word patterns and statistical association measures alone were not good enough to 
construct extraction patterns. Statistical association measures need to be combined 
with syntactic and semantic constraints. To obtain some insights into what kind of 
syntactic and semantic constraints might be helpful, we manually constructed extrac-
tion patterns for identifying sentences containing drug-disease relations based on 100 
abstracts. We found that the patterns could be grouped into the following domain-
specific semantic categories: 

• Administration of treatment, e.g. exposure to, use of, using, clinically 
used, administered, and receiving treatment with. 

• Treatment dosage, e.g. low-dose, dose of, and dosage schedule. 
• Mortality and survival, e.g. mortality, death rate, survival benefit, and ex-

tends the survival. 
• Therapy, e.g. chemotherapy, treatment, regimen, adjuvant, drug, and pro-

drug. 
• Clinical trial, e.g. tested on, feasibility trial, and clinical trial. 
• Effect, e.g. outcome, responsive, influence, results, sensitivity, and effec-

tive. Words referring to an effect can be subdivided into 11 subtypes, in-
cluding agent of effect (e.g. anti-cancer agent), target of effect (e.g. tar-
geting), effect action (e.g. anti-tumor activity), effect against something 
(e.g. anti-cancer, anti-tumor, and antagonist), etc. 

From this, we compiled a dictionary of words belonging to these semantic categories. 
We continue to investigate what kind of syntactic and semantic constraints can be 

imposed on linguistic patterns mined from a text corpus to generate good quality ex-
traction patterns. In particular, we wanted to find out to what extent adding the con-
straints from the domain-specific semantic categories would improve the extraction 
patterns. 

3   Method for Generating the Extraction Patterns 

1570 abstracts were downloaded from the MEDLINE database [3] via the PubMed in-
terface using “colon cancer/therapy” as query. These articles were then parsed using 
the MMTx (MetaMap Transfer) program developed by the National Library of Medi-
cine [4] to produce an output text file. MMTx is a part-of-speech and semantic tagger 
which takes biomedical text as input and identifies Unified Medical Language System 
(UMLS) concepts in the text by mapping relevant phrases to the UMLS Metathesaurus 
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[5]. The output was further processed to tag the tokens (either words or phrase chunks) 
in the sentence with part-of-speech and semantic tags (if available) and stored the in-
formation in a relational database. 

The Apriori Algorithm was then used to generate all possible 2, 3, 4 and 5-token 
patterns that occur at least 5 times in the corpus. A token can be represented by either 
of the following attributes: 

• Lexical token (L), i.e. word or phrase chunk, 
• Part-of-speech (P), or 
• Semantic concept (C). 

Example candidate patterns generated are shown in Table 1.  Note that there is an 
implied wildcard (representing 0 to 3 tokens) between the tokens in each pattern—i.e. 
the patterns are sequential patterns but not adjacent patterns. 

Table 1. Example candidate patterns 

Pattern Type Example candidate patterns 
CLC [Neoplastic Process] treats [Therapeutic or Preventive Procedure] 

CPLC 
[Neoplastic Process] noun underwent [Therapeutic or Preventive 

Procedure] 

CLCPC 
[Patient or Disabled Group] underwent [Therapeutic or Preventive 

Procedure] prep [Neoplastic Process] 

  Note: Terms in square brackets represent UMLS Metathesaurus concept. 
 Terms in italics represent  part-of-speech tag. 
 
Without any lexical, syntactic or semantic constraints, a large number of candidate 

patterns were generated from the 1570 abstracts. For any particular sentence in the 
training set, there were on average more than 1000 candidate patterns that match parts 
of the sentence and have to reviewed by a human analyst to select an extraction pat-
tern. Furthermore, the very few useful patterns were often buried deep in the set of 
candidate patterns. 

Based on an informal error analysis, we introduced the following constraints to 
improve the quality of the candidate patterns: 

• There must be at least 1 lexical item that is not a stopword in the candidate 
pattern 

• The pattern must not contain a preposition as the first or last token 

We then filtered out the patterns containing a treatment concept and a disease con-
cept. These are candidate patterns for identifying disease-treatment relations in sen-
tences. The treatment and disease concepts were identified using the UMLS semantic 
types annotated by the MMTx program. 

On examining the candidate patterns, we found some useless patterns that contain 
the treatment concept and disease concept in adjacent positions (with no tokens be-
tween them). These were eliminated since the tokens between the treatment and dis-
ease concepts seem to be the most useful for identifying disease-treatment relations. 

Next, we separated the candidate patterns into 2 subsets: 
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• Subset 1 contains a word token that matches an entry in the domain-specific 
semantic dictionary described in the last section. These are words associated 
with the semantic categories of treatment administration, dosage, mortality 
and survival, therapy, clinical trial and effect. 

• Subset 2 does not contain a word in the dictionary. 

Subset 1 contains 62 candidate patterns, some of which are listed in Table 2. 

Table 2.  Some candidate patterns 

Token1 Token2 Token3 Token4 Token5 Type 
[Therapeutic or Pre-
ventive Procedure] 

Pa-
tients 

[Neoplastic 
Process] 

  CLC 

[Neoplastic Process] noun underwent 
[Therapeutic or Pre-
ventive Procedure] 

 CPLC 

[Therapeutic or Pre-
ventive Procedure] 

in 
[Neoplastic 
Process] 

cells  CLCL 

[Neoplastic Process] prep 
[Therapeutic 
or Preventive 
Procedure] 

prep Apoptosis CPCPL 

 
The candidate patterns were converted to final extraction patterns. Converting a 

candidate pattern to an extraction pattern involves indicating where the extraction 
slots are in the pattern—the placeholders for the information of interest to extract. To 
extract a disease-treatment relation, two slots—a disease slot and a treatment slot need 
to be created, and this can easily be accomplished by converting the disease concept 
token and treatment concept token to slot tokens. Three types of extraction patterns 
can be constructed: 

• Type 1: patterns with a disease slot only 
• Type 2: patterns with a treatment slot only 
• Type 3: patterns with a disease and a treatment slot.  

We have investigated only the last two types of patterns. 

4   Extraction Results 

114 extraction patterns (Type 2 and Type 3) were derived from the 61 candidate pat-
terns. The patterns were applied back to the corpus, i.e. the 1570 medical abstracts, to 
extract disease and treatment from each matched sentence through pattern matching. 
We computed the estimated precision measure for each pattern based on the first 20 
extractions by the pattern. 

The average precision for the two-slot (disease+treatment) patterns (Type 3) were: 

• 47% for sentences containing both treatment and disease concepts 
• 47% for sentences containing only treatment concepts 
• 54% for sentences containing only disease concepts. 
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The average precision for single-slot (treatment only) patterns (Type 2) were: 
• 58% for sentences containing both treatment and disease concepts 

Wrong extractions were mainly due to six causes: 

1. Erroneous Parsing. The MMTx parser and an auxiliary annotation module failed to 
tag noun phrases with correct part of speech class and hence incurred missing hits.  

2. Inadequate chunking. The current preprocessing is unable to recognize major 
phrasal units such as noun phrases and hence causes a lot of inaccurate extractions.  

3. Complex entity names. Names of most drugs or therapies, especially their abbre-
viations and acronyms, often could not be tagged as noun or adjective and hence 
ended up with “unknown” as their part-of-speech tag. 

4. Complex syntactic structures. Coordination, relative clauses, prepositional phrases, 
etc. reduce the extraction accuracy of a pattern.  

5. Coreference problem. Pronouns and definite references are common in medical ar-
ticles probably because of the complex names of many medical terms. Another 
type of reference is an is-a reference, e.g. “TS-1 is expected to be an effective 
agent for the treatment of colon cancer with peritoneal dissemination.” The ex-
tracted treatment was “agent” instead of “TS-1”. 

6. Semantic uncertainty. This refers to sentences expressing relations like “A 
has/causes C which cures B”. “C” can be extracted instead of “A”. However, this is 
not necessarily true when “C” is just a chemical or biological function or reaction, 
but not a therapy or drug. Similarly, relations like “A inhibits/causes C of B” 
would not always be extracted correctly. 

Solutions for these six issues such as adding a second layer parsing and a phrase 
identifier, designing domain-specific patterns to identify entities and so on will be in-
vestigated and implemented in the future work. We are currently analyzing each ex-
traction pattern and the text extracted by the pattern to see what further constraints 
can be added to improve their accuracy. We have also noticed that out of the 176 en-
tries in the domain-specific dictionary, only 22 matched with patterns mined from the 
corpus. We are investigating the usefulness of the other 154 entries to see in what 
context they appear in the text. 
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