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Summary. The microscopic images of the cells are very difficult to analyze and to
segment. The advanced method of segmentation such as region growing, watershed
or snake requires the initialization information about the rough position of the cell
body. It is proposed to localize cells in image using a threshold of simplified image.
Clustering grey levels in image is proposed to simplify image. The k -means clustering
method supported by weighting coefficients is chosen to collect all grey tones presented
in the background into one cluster and other grey tones into few clusters in such a way
that they cover a cell region in microscopic images. The weighting coefficients are used
to influence (expand or contract) patterns in microscopic images of living cells. The
method was evaluated on the basis of confocal and bright field microscopy images of
cells in culture.

1 Introduction

The microscopic images of the cells are very difficult to analyze because of lack of
precise and accurate methods of cells separation from the background. The seg-
mentation of cell images are not easy due to the contrast quality, variation in cell
shape, temporal changes in image contrast and focus, what is shown in Fig. 1.

The advanced method of segmentation such as region growing, watershed or
snake requires the initialization information about the rough position of the cell
body. The main idea of this research is to localize cells in image using one of
the clustering methods. The k -means clustering method supported by weighting
coefficients is proposed to reduce quantity of grey tones in image in such a
way that the background variation is suppressed into one cluster and the other
clusters cover cell area. This type of simplified image, after being thresholded,
allows to localize the cell body fragments. Next, using mathematical morphology,
binary operations, the cell fragments would be connected and holes in their area
would be filled.

2 Related Research Review

Clustering has a rich history in pattern recognition [29], image processing [6, 10]
and information retrieval [15, 16]. In this paper this methodology is employed
in image processing as a low-level procedure that aims at simplifying an image.
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Fig. 1. Three images with their histograms present external source light variations
and internal nonhomogenity in the light distribution. There are three line profiles: the
top line profile shows intensity function along the top white line crossing the relatively
well contrasted and small cell cluster, the central one shows intensity function along
the middle white line crossing the middle size cells, and the last one shows intensity
function a long bottom white line crossing large, flattened and poorly contrasted cell.

Analogical, but not the same aims have been investigated by Du et al. [8] and by
Duda and Hart [9]. Both groups of researchers were concentrating on partitioning
an image into homogeneous regions in the sense of segmentation rather then
object localization. Among methods of image segmentation, using clustering,
the most interesting are: k -means [13, 25], isodata [3], and fuzzy c-means [28].
In this investigation the variation of k -means method was chosen as very easy
to adjust to particular image by manipulation of weighting coefficients.

The k -means clustering methods were introduced in 1967 by J. MacQueen
as an unsupervised classification technique. These methods were used to detect
cell nuclei in digital image-based cytometry [20, 26], but only for fluorescent mi-
croscopic images which are easier to analyze rather then bright field or confocal
microscopy images. Since bright field and confocal microscopic images segmen-
tation using such methods as watershed [21, 17], region growing [18, 24], model-
based [22] and agent based or hybrid method [2, 4], gives good accuracy and
precision but all these methods need initial information of the cell position, so
the k -means clustering is proposed to be pre-processing phase of these images
segmentation methods.
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3 Microscopic Image Characterization

The microscopic images of cells are very difficult to analyze. This is because of
the image quality which depends on a type of microscope, a type of cells and a
resolution of acquired image [19, 7].

The bright field microscopy and the scanning confocal microscopy produce
greyscale images with poorly contracted cells in the image plane, see Fig. 1.
Cells are transparent objects so they transmit light and they are visible as grey
tones which are darker or brighter then grey background. Some path of the cell
body is in the background grey level range. Some cells are partly or fully rounded
by halo which appears as brightened background. This brightness is caused by
light reflection on cell wall. There is no halo and contrast between a cell and the
background in the parts where cell is very flattened. Furthermore the intensity of
the background is not uniform across the image, due to the external and source
light variation.

Three graphs of line profiles in Fig. 1 present significant intensity changes
across the image plane (bottom-right and top-left image corners are darker then
bottom-left and top-right) in both, in the background and within the cell. The
variations of the intensity caused by noise is also observed in the background
and in the cell area. The histogram of each microscopic cell image is unimodal
and slightly skew. The presented histograms are located in various positions of
grey scale according to mean lighting conditions, see Fig. 1.

There is a difference in detail visibility according to microscopic techniques.
Neural stem cells sample observed in the red laser confocal scanning microscopy
and the bright field microscopy image are presented in Fig. 2. The bright field
microscopy builds images (see right part of Fig. 2) with relatively large deep
of field in comparison to the laser confocal microscopy (see left part of Fig. 2).

Fig. 2. Cells images in the red light laser scanning confocal microscopy (left) and the
bright field microscopy (right)
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The structures visible in confocal microscopy such as nucleus, the endoplasmic
reticulum around nuclei only sometimes are observed in bright field images as
blurred objects.

4 Methods

The goal of the study is to find the method of the microscopic image simplifica-
tion which suppress the background variation into one grey tone cluster and cell
regions in the other clusters. It is proposed to use k -means clustering method to
do that.

4.1 Clustering Method

Clustering is a commonly used technique for features determination and extrac-
tion from large data sets and for the determination of similarities and dissimi-
larities between elements in the data sets.

In this paper the concept of image clustering is exploited. Image pixels are
grouped in such a way that the information which image contains is emphasized
or extracted. Generally, the criteria used to collect pixels in clusters are various,
among them color, texture, connectivity, gradient and so on and they depend
on image characteristics and objects in the image and on the goal of the image
processing. Pixels collected in one cluster are presented by similar or the same
color or grey level in simplified image what leads to image segmentation. This
process reduces image noise and some image details. If these details carrying
information which is redundant or not important according to the goal of the
image processing, the image simplification does not damage image, but rather
highlights its sense.

Mathematical Background

The clustering problem can be formally defined as follows [12, 27].
Given a data set U =

{
u1, u2, ..., up, ..., uNp

}
where up is a pattern in the

Nd-dimensional feature space, and Np is the number of patterns in U , then the
clustering of U is the partitioning of U into K clusters {V1, V2, ..., VK} satisfying
the following conditions:

• Each pattern should be assigned to a cluster, i.e.
K⋃

k=1

Vk = U

• Each cluster has at least one pattern assigned to it
Vk �= ∅ for k = 1, ..., K

• Each pattern is assigned to one and only one cluster
Vl ∩ Vk = ∅ for l �= k.

Clustering can be defined with reference to an image [8, 23], than given an
image u, let U = {u (i, j)}(i,j)∈D, where D = {(i, j) : i = 1, ..., I, j = 1, ..., J}
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for positive integers I and J , (i, j) are integer pairs that range over the image
domain, denote the set of grey tones values in the original image. Then, for any
set of the replacement grey tones W = {wk}K

k=1, called generators, let

Vl = {u (i, j) ∈ U : |u (i, j) − wl| ≤ |u (i, j) − wk| , k = 1, ..., K} (1)

Vl, l = 1, ..., K denotes the subset of those values of the grey tones that are closest
to wl (in the sense of the euclidian distance in 1-dimensional space of grey levels)
than to any of the other wk’s. The subset of grey tones Vl is called the cluster
corresponding to wl and the set of subsets V = {Vk}K

k=1 is called a clustering of
the set U of grey tones. For any non-overlapping covering of U = {Vk}K

k=1 into
K subsets, one can define the means or centroids of each subset Vk as the grey
value w̄k ∈ Vk that minimizes following expression called clustering energy

K∑

k=1

∑

u(i,j)∈Vk

|u (i, j) − wk|2 (2)

The grey values wk that generate the clustering such that wk = w̄k for k =
1, ..., K are called the centroids of the associated clusters.

Several variants of the k -means algorithm have been reported in the literature
[1]. Some of them attempt to select a good initial partition so that the algorithm
is more likely to find the global minimum value. Another variation is to permit
splitting and merging of the resulting clusters. Typically, a cluster is split when
its variance is above a pre-specified threshold, and two clusters are merged when
the distance between their centroids is below another pre-specified threshold. Us-
ing this variant, it is possible to obtain the optimal partition starting from any
arbitrary initial partition, provided proper threshold values are specified. An-
other variation of the k -means algorithm involves selecting a different criterion
function. The weighted k -means algorithm is a variation of the classic k -means
algorithm [14, 29]. Weight coefficients, which provide weighted distortions be-
tween data and cluster centers, are incorporated into the algorithm to realize
anticipated clustering. One can redefine the energy expression Eq. 2 so that the
contributions from each of the clusters are weighted. This allows, for example,
for a given grey tone to be included in a large cluster and opposite. Applied to a
digital image, weighted clustering can let grey tone generators focus on selected
details of the image and not be overwhelmed by other grey tones. Definition of
the weighted energy expression is as follows

K∑

k=1

λk

∑

u(i,j)∈Vk

|u (i, j) − wk|2 (3)

where λk are positive weighting factors. In general, λk is allowed to depend on
factors such as the cardinality |Vk| of the subset Vk, the within cluster variance,
etc. [14]. In the resulting image original grey levels are replaced by centroids of
the last iteration of the proposed algorithm.
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Algorithm

The k -means method aims to minimize the sum of squared distances (in the
sense of grey levels) between all points and the cluster center. Algorithm works
recursively:

1. Initialization phase:
a) Choose K initial cluster centers w1, w2, ..., wK .
b) At the k -th iterative step, distribute the samples u (i, j) among the K

clusters using the relation,

u ∈ Vk if |u (i, j) − wl| ≤ |u (i, j) − wk| for k = 1, ..., K (4)

where Vk denotes the set of samples whose cluster center is wk and l �= k.
2. Iterative phase

a) Compute the new cluster centers wk (k + 1), k = 1, ..., K such that the
sum of the squared distances from all points in Vk to the new cluster
center is minimized. The measure which minimizes this is the sample
mean value of Vk. Therefore, the new cluster center is given by

wk (k + 1) =
1

Nk

∑

u∈Vk

u for k = 1, ..., K (5)

where Nk is the number of samples in Vk.
b) If wk (k + 1) ∼= wk (k) for k = 1, ..., K (with respect to a chosen threshold

value) then the algorithm has converged and the procedure is terminated.
Otherwise go to step 2.

Different stopping criteria can be used in an iterative clustering algorithm:

• the change in centroid positions are smaller than a user-specified value,
• the quantization error is small enough,
• a maximum number of iterations has been exceeded.

In the proposed method the last stopping criterion is used and merging pro-
cedure supported by weighting coefficients are exploited. So the resulting cluster
consists of clusters corresponding for grey levels of the background. The weight-
ing coefficients are selected on the basis of the cluster size counted from the
previous iteration.

4.2 Details of the Proposed Method

A major problem with k -means algorithm is its sensitivity to the selection of
the initial generator number and their positions and its convergence to a local
minimum of the criterion function if the initial partition is not properly chosen.
In this investigation the number of the generators ranges from 5 to 25 and three
various methods of choosing the initial generators were tested:
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1. random choice,
2. homogenous choice,
3. arbitrary choice,

of the grey levels over grey scale. Resulting images for various values of K and
for various methods of generators initialization are presented in Sect. 6.

5 Material

Evaluation of the proposed method was done using microscopic images of neural
stem cell culture [5]. The images were acquired from digital cameras attached
to two microscopes: bright field inverted microscopy (Olympus IX70 the right
side Fig. 2) and scanning confocal microscope with the red color laser (Zeiss
Fig. 1 and the left side Fig. 2). The observation plane on culture dishes cover
100 x 100 μm space in the first case while 120 x 120 μm in the second. Bright
field microscopy images were acquired as a digital image of 1024 x 1024 pixels
in 12 bits deep acquisition and next converted to 8-bit deep images by the linear
resampling of the grey scale from minimum to maximum of grey levels. In the
case of confocal microscopy images 8 bits deep acquisition of 2048 x 2048 pixels
were done. Bicubic resampling was used to resample images to the size 1024 x
1024.

6 Results

The proposed method results on microscopic images were analyzed and compared
in both qualitative and quantitative manner.

6.1 How Initialization Influences the Results

Fig. 3 shows the results of the proposed method with increasing number of
clusters and with various generators distribution over grey scale.

It can be observed that the number of clusters influences the resulting image
in the detail level and in the smoothing of the background. The larger cluster
number, the more grey values are bounded up with the background. Therefore
smoothing of the background is desirable, the choice of 8 clusters seems to be the
best to achieve the smoothing of the background. The dependence of the results
on the way generators are chosen isn’t unambiguous. Because tested strategies
of generators choice do not lead up to fundamental differences in the final dis-
tribution of the centroids after many iterations and difference among results are
not ambiguous and not significant, arbitrary choice of generators positions was
used in further investigation.

6.2 Evaluation of Influence of Selected Weighting Coefficients

The procedure that involves weighting coefficients aims at such partitioning of
the picture grey levels that some pixels which grey tones correspond to the
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Fig. 3. Proposed clustering method results with corresponding image histograms for
various initialization methods: with increasing number of clusters from k = 6 in the first
column, by k = 8 in the second one to k = 12 for the last one and with starting centroids
chosen as: randomly distributed across the grey scale in the first row, homogenously
distributed in the second one and arbitrary chosen by operator in the third one
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Table 1. Matching matrix resulting from weighted k -means algorithm: distribution of
classified pixels percentages compared with classification without weighting coefficients

Centroids of Fraction

Image Weighting coefficients the last iteration; of pixels

Resulting centroids displaced

1-row,1-column 0 0 0 0 0 0 0 0 32 73 98 108 119 140 177 239 —
2-row,1-column 150 0.01 0.01 2048 10456 5586 0.01 45 43 74 85 113 141 185 81,2%

2-row,2-column 150 654 856 0.01 0.01 0.01 75 130 43 74 85 95 113 141 245 45,7%

2-row,3-column 150 654 856 2048 10456 5586 75 130 43 74 85 95 113 141 185 62,1%

Fig. 4. The results of the proposed clustering method for arbitrary chosen generators
position as described in the text with corresponding image histograms: - in the first row
(from left to right): reference image with all weighting coefficients equally influences
all clusters (equal 1); reference image with merged background grey levels (98 and 119
merged to 108); image with weighting coefficients which influence five first clusters [0.1,
0.1, 0.1, 0.1, 0.1, 0.1, 1, 1]; in the second row images with coefficients calculated based
on cardinality of the chosen clusters (from left to right): resulting in the homogeneity of
the background, resulting in the expansion of the objects, resulting in both homogeneity
of the objects and homogeneity and the expansion of the background

one class are placed in the other class. Generally, pixels are attracted by other
classes if coefficients of these classes are small numbers. This mechanism is used



354 A. Korzynska and M. Zdunczuk

to include background pixels around cells structures to the cell classes to achieve
a cohesive object region. Matching matrix, presented in Tab. 1, was calculated to
evaluate fraction of pixels reclassified from one class to the other one according
to a chosen set of coefficients. Classification without weighting coefficients, which
is presented in both the first row in the Tab. 1 and in Fig. 4 the first row and the
first column image, is used as a reference to calculate pixels displacements. The
last three rows of Tab. 1 present the matching matrix results for images shown
in the second row in Fig. 4.

6.3 How Cardinal Coefficients Influences the Results

Fig. 4 shows the results of the proposed method with 8 clusters and arbitrary
chosen positions of initialization generators: [42 68 86 109 137 149 162 175] and
with various values of weighting coefficients. In this test weighting coefficients
different than equal to 1 appeared for various clusters to investigate influence of
specific cluster expansion or contraction in the resulting image.

It was observed that in order to narrow the area of the determined cluster,
the coefficients are selected to be equal to the cluster size. Otherwise, in case of
the cluster area expansion, coefficients are selected as the inverse of the cluster
size. The results show that choosing such coefficients that are leading to the
background expansion (first image in the second row), gives the best effects
while the grey tones present in cell area are manipulated the results images are
worse (middle and last images in the second row). The best result was obtained
by merging procedure (middle image in the first row).

7 Discussion and Conclusion

The proposed greyscale image simplification method described in this paper
employs clustering method to redefine grey value of each pixel in microscopic
images in such a way that the background pixels are collected into one cluster
and the other clusters collect pixels of other grey tones. Resulting images, pre-
sented in the text, show that the used method is less dependent on the way the
starting centroids are chosen rather than on the number of these centroids and
that weighting coefficients based on the cluster cardinality allow manipulation of
the cluster size. These studies conclude that the proposed method is promising
enough to carry out the influence on the use of another types of coefficients. It
seems that texture would be a good choice for a new coefficient definition because
texture is the feature which discriminate area of the cell from the background
area.
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