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Abstract. In this paper, we propose an authenticated encryption mode
for blockciphers. Our authenticated encryption mode, CIP, has prov-
able security bounds which are better than the usual birthday bound
security. Besides, the proven security bound for authenticity of CIP is
better than any of the previously known schemes. The design is based on
the encrypt-then-PRF approach, where the encryption part uses a key
stream generation of CENC, and the PRF part combines a hash function
based on the inner product and a blockcipher.
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1 Introduction

Provable security is the standard security goal for blockcipher modes, i.e., en-
cryption modes, message authentication codes, and authenticated encryption
modes. For encryption modes, CTR mode and CBC mode are shown to have
provable security [1]. The privacy notion we consider is called indistinguishability
from random strings [24]. In this notion, the adversary is in the adaptive chosen
plaintext attack scenario, and the goal is to distinguish the ciphertext from the
random string of the same length. The nonce-based treatment of CTR mode was
presented by Rogaway [22], and it was proved that, for any adversary against
CTR mode, the success probability is at most O(σ2/2n) under the assumption
that the blockcipher is a secure pseudorandom permutation (PRP), where n is
the block length and σ denotes the total ciphertext length in blocks that the
adversary obtains. The security bound is known as the birthday bound.

Authenticity is achieved by message authentication codes, or MACs. Practical
examples of MACs that have provable security include PMAC [7], EMAC [21],
and OMAC [10]. We consider the pseudorandom function, or PRF [3], for au-
thenticity which provably implies the adversary’s inability to make a forgery. In
this notion, the adversary is in the adaptive chosen plaintext attack scenario,
and the goal is to distinguish the output of the MAC from that of the random
function. It was proved that, for any adversary against PMAC, EMAC, and
OMAC, the success probability is at most O(σ2/2n).
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An authenticated encryption mode is a scheme for both privacy and authen-
ticity. It takes a plaintext M and provides both privacy and authenticity for M .
There are a number of proposals: the first efficient construction was given by
Jutla and the mode is called IAPM [13], OCB mode was proposed by Rogaway
et. al. [24], CCM mode [27,12] is the standard of IEEE, EAX mode [6] is based
on the generic composition, CWC mode [15] combines CTR mode and Wegman-
Carter MAC, and GCM mode [19,20] is the standard of NIST. Other examples
include CCFB mode [17], and XCBC [8]. All these modes have provable security
with the standard birthday bound.

There are several proposals on MACs that have beyond the birthday bound
security. For example, we have RMAC [11] and XOR MAC [2], and there are
other proposals which are not based on blockciphers. On the other hand, few
proposals are known for encryption modes and authenticated encryption modes.
CENC [9] is an example of an encryption mode, and its generalization called
NEMO was proposed in [16]. For authenticated encryption modes, CHM [9] is
the only example we are aware of.

We view that the beyond the birthday bound security as the standard goal for
future modes. AES is designed to be secure even if the adversary obtains nearly
2128 input-output pairs, and many other blockciphers have similar security goal.
On the other hand, CTR mode, OMAC, or GCM have to re-key before 264 blocks
of plaintexts are processed, since otherwise the security is lost. This situation
is unfortunate as the security of the blockcipher is significantly lost once it is
plugged into the modes, and the current state-of-the-art, CTR mode, OMAC,
or GCM, do not fully inherit the security of the blockcipher.

In this paper, we propose an authenticated encryption mode called CIP,
CENC with Inner Product hash, to address the security issues in GCM, and
CHM. GCM, designed by McGrew and Viega, was selected as the standard of
NIST. It is based on CTR mode and Wegman-Carter MAC, and it is fully par-
allelizable. Likewise, CHM uses CENC for encryption part and Wegman-Carter
MAC for PRF part,

While CHM has beyond the birthday bound security, its security bound for
authenticity includes the term Mmax/2τ , where Mmax is the maximum block
length of messages, and τ is the tag length. It is a common practice to use small
tag length to save communication cost or storage. For example, one may use
τ = 32 or 64 with 128-bit blockciphers. However the term, Mmax/2τ , is linear
in Mmax, the bound soon becomes non-negligible if τ is small. For example,
with τ = 32, if we encrypt only one message of 222 blocks (64MBytes), the
security bound is 1/1024, which is not acceptable in general. Therefore, beyond
the birthday bound security has little impact when τ is small. GCM also has the
same issue, and its security bounds for both privacy and authenticity have the
term of the form Mmax/2τ .

Our design goal of CIP is to have beyond the birthday bound security, but we
insist that it can be used even with small tag length. Besides, we want security
proofs with the standard PRP assumption, and we maintain the full paralleliz-
ability. CIP follows the encrypt-then-PRF approach [4], which is shown to be a
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sound way to construct an authenticated encryption mode. We use CENC [9] for
encryption part, since it achieves beyond the birthday bound security with very
small cost compared to CTR mode. PRF part is a hash function that combines
the inner product hash and the blockcipher, which may be seen as the general-
ization of PMAC [7] to reduce the number of blockcipher calls and still have full
parallelizability.

CIP takes a parameter � called frame width, which is supposed to be a
small integer (e.g., 2 ≤ � ≤ 8). Our default recommendation is � = 4, and
with other default parameters, to encrypt a message of l blocks, CIP requires
257l/256 blockcipher calls for encryption, and l multiplications and l/� = l/4
blockcipher calls for PRF, while � = 4 blocks of key stream has to be pre-
computed and stored. CIP requires about l/� more blockcipher calls compared
to GCM or CHM. For security, if we use the AES, CIP can encrypt at most 264

plaintexts, and the maximum length of the plaintext is 262 blocks (236GBytes),
and the security bounds are, roughly, σ̃3/2245+ σ̃/2119 for privacy, and σ̃3/2245+
σ̃/2118 +2/2τ for authenticity. This implies σ̃ should be sufficiently smaller than
281 blocks (255GBytes). In particular, the only term that depends on tag length
τ is 2/2τ , and thus it does not depend on the message length. Therefore, CIP
can be used even for short tag length. CIP has security bounds that are better
than any of the known schemes we are aware of.

2 Preliminaries

Notation. If x is a string then |x| denotes its length in bits, and |x|n is its length
in n-bit blocks, i.e., |x|n = �|x|/n�. If x and y are two equal-length strings, then
x ⊕ y denotes the xor of x and y. If x and y are strings, then x‖y or xy denote
their concatenation. Let x ← y denote the assignment of y to x. If X is a set,
let x

R← X denote the process of uniformly selecting at random an element from
X and assigning it to x. For a positive integer n, {0, 1}n is the set of all strings
of n bits. For positive integers n and �, ({0, 1}n)� is the set of all strings of n�
bits, and {0, 1}∗ is the set of all strings (including the empty string). For positive
integers n and m such that n ≤ 2m − 1, 〈n〉m is the m-bit binary representation
of n. For a bit string x and a positive integer n such that |x| ≥ n, first(n, x)
and last(n, x) denote the first n bits of x and the last n bits of x, respectively.
For a positive integer n, 0n and 1n denote the n-times repetition of 0 and 1,
respectively.

Let Perm(n) be the set of all permutations on {0, 1}n. We say P is a ran-
dom permutation if P

R← Perm(n). The blockcipher is a function E : {0, 1}k ×
{0, 1}n → {0, 1}n, where, for any K ∈ {0, 1}k, E(K, ·) = EK(·) is a permutation
on {0, 1}n. The positive integer n is the block length, and k is the key length.
Similarly, Func(m, n) denotes the set of all functions from {0, 1}m to {0, 1}n,
and R is a random function if R

R← Func(m, n).

The frame, nonce, and counter. CIP takes a positive integer � as a parameter,
and it is called a frame width. For fixed positive integer � (say, � = 4), a
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�-block string is called a frame. Throughout this paper, we assume � ≥ 1. A
nonce N is a bit string, where for each pair of key and plaintext, it is used only
once. The length of the nonce is denoted by �nonce, and it is at most the block
length. We also use an n-bit counter, ctr. This value is initialized based on the
value of the nonce, then it is incremented after each blockcipher invocation. The
function for increment is denoted by inc(·). It takes an n-bit string x (a counter)
and returns the incremented x. We assume inc(x) = x + 1 mod 2n, but other
implementations also work, e.g., with LFSRs if x = 0n.

3 Specification of CIP

In this section, we present our authenticated encryption scheme, CIP. It takes
five parameters: a blockcipher, a nonce length, a tag length, and two frame
widths.

Fix the blockcipher E : {0, 1}k×{0, 1}n → {0, 1}n, the nonce length �nonce, the
tag length τ , and the frame widths � and w. We require that log2(�k/n�+�) <
�nonce < n, and 1 ≤ τ ≤ n.

CIP consists of two algorithms, the encryption algorithm (CIP.Enc) and the
decryption algorithm (CIP.Dec). These algorithms are defined in Fig. 1. The
encryption algorithm, CIP.Enc, takes the key K ∈ {0, 1}k, the nonce N ∈
{0, 1}�nonce, and the plaintext M to return the ciphertext C and the tag Tag ∈
{0, 1}τ . We have |M | = |C|, and the length of M is at most 2n−�nonce−2 blocks.
We write (C, Tag) ← CIP.EncK(N, M). The decryption algorithm, CIP.Dec,
takes K, N , C and Tag to return M or a special symbol ⊥. We write M ←
CIP.DecK(N, C, Tag) or ⊥ ← CIP.DecK(N, C, Tag). Both algorithms internally
use the key setup algorithm (CIP.Key), a hash function (CIP.Hash), and the
keystream generation algorithm (CIP.KSGen).

We use the standard key derivation for key setup. The input of CIP.Key is the
blockcipher key K ∈ {0, 1}k, and the output is (KH , TH) ∈ {0, 1}k × ({0, 1}n)�,
where TH = (T0, . . . , T�−1), and

– KH is the first k bits of

EK(〈0〉�nonce‖1n−�nonce)‖ · · · ‖EK(〈�k/n� − 1〉�nonce‖1n−�nonce),

and
– Ti ← EK(〈�k/n� + i〉�nonce‖1n−�nonce) for 0 ≤ i ≤ � − 1.

These keys are used for CIP.Hash, which is defined in Fig. 2 (See also Fig. 8 for
an illustration). It takes the key (KH , TH) ∈ {0, 1}k × ({0, 1}n)�, and the input
x ∈ {0, 1}∗, and the output is a hash value Hash ∈ {0, 1}n. The inner product
is done in the finite field GF(2n) using a canonical polynomial to represent
field elements. The suggested canonical polynomial is the lexicographically first
polynomial among the irreducible polynomials of degree n that have a minimum
number of nonzero coefficients. For n = 128 the indicated polynomial is x128 +
x7 + x2 + x + 1. CIP.KSGen, defined in Fig. 3, is equivalent to CENC in [9], and
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Algorithm CIP.EncK(N, M)
100 (KH , TH) ← CIP.Key(K)
101 l ← �|M |/n�
102 ctr ← (N‖0n−�nonce )
103 S ← CIP.KSGenK(ctr, l + 1)
104 SH ← first(n, S)
105 Smask ← last(n × l, S)
106 C ← M ⊕ first(|M |, Smask)
107 Hash ← CIP.HashKH ,TH (C)
108 Tag ← first(τ, Hash ⊕ SH)
109 return (C, Tag)

Algorithm CIP.DecK(N, C, Tag)
200 (KH , TH) ← CIP.Key(K)
201 l ← �|C|/n�
202 ctr ← (N‖0n−�nonce )
203 S ← CIP.KSGenK(ctr, l + 1)
204 SH ← first(n, S)
205 Hash′ ← CIP.HashKH ,TH (C)
206 Tag′ ← first(τ, Hash′ ⊕ SH)
207 if Tag′ �= Tag then return ⊥
208 Smask ← last(n × l, S)
209 M ← C ⊕ first(|C|, Smask)
210 return M

Fig. 1. Definition of CIP.Enc (left), and CIP.Dec (right). CIP.KSGen is defined in
Fig. 3, and CIP.Hash is defined in Fig. 2.

Algorithm CIP.HashKH ,TH (x)
100 x ← x‖10n−1−(|x| mod n)

101 l ← |x|/n; (x0, . . . , xl−1) ← x; � ← �l/��
102 Hash ← 0n

103 for i ← 0 to � − 2 do
104 Ai ← (xi�, . . . , x(i+1)�−1) · (T0, . . . , T�−1)
105 Hash ← Hash ⊕ EKH (Ai ⊕ 〈i〉n)
106 A�−1 ← (x(�−1)�, . . . , xl−1) · (T0, . . . , Tl−(�−1)�−1)
107 Hash ← Hash ⊕ EKH (A�−1 ⊕ 〈� − 1〉n)
108 return Hash

Fig. 2. Definition of CIP.Hash. The inner product in lines 104 and 106 is in GF(2n).

is parameterized by E and w. It takes the blockcipher key K, counter value ctr,
and an integer l as inputs, and the output is a bit string S of l blocks. See Fig. 9
for an illustration.

Discussion and default parameters. CIP takes five parameters, the blockcipher
E : {0, 1}k×{0, 1}n → {0, 1}n, the nonce length �nonce, the tag length τ , and the
frame widths � and w. With these parameters, CIP can encrypt at most 2�nonce

plaintexts, and the maximum length of the plaintext is 2n−�nonce−2 blocks.
Our default parameters are, E is any blockcipher such that n ≥ 128, �nonce =

n/2, and τ ≥ 32. The values of � and w affect the efficiency and security. Specif-
ically, to hash � blocks of input, CIP.Hash requires � blocks of keys for inner
product, � multiplications and one blockcipher call. Thus, large � implies that
per message block computation is reduced, while it increases the pre-computation
time and register for keys. Therefore there is a trade-off between security, per
block efficiency and the pre-computation time/resister size. � is supposed to be
a small integer (e.g., 2 ≤ � ≤ 8), and our default recommendation is � = 4. w
follows the recommendation of CENC, and its default value is 256.
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Algorithm CIP.KSGenK(ctr, l)
100 for j ← 0 to �l/w� − 1 do
101 L ← EK(ctr)
102 ctr ← inc(ctr)
103 for i ← 0 to w − 1 do
104 Swj+i ← EK(ctr) ⊕ L
105 ctr ← inc(ctr)
106 if wj + i = l − 1 then
107 S ← (S0‖S1‖ · · · ‖Sl−1)
108 return S

Fig. 3. Definition of CIP.KSGen, which is equivalent to CENC [9]

With these parameters, if we use the AES, CIP can encrypt at most 264 plain-
texts, and the maximum length of the plaintext is 262 blocks (236GBytes), and
the security bounds are σ̃3/2245+ σ̃/2119 for privacy, and σ̃3/2245+ σ̃/2118+2/2τ

for authenticity, where σ̃ is (roughly) the total number of blocks processed by one
key. This implies σ̃ should be sufficiently smaller than 281 blocks (255GBytes).

Information theoretic version. We will derive our security results in the infor-
mation theoretic setting and in the computational setting. In the former case,
a random permutation is used instead of a blockcipher, where we consider that
CIP.Key takes a random permutation P as its input, and uses P to derive KH

and TH by “encrypting” constants. Therefore, P is used in CIP.KSGen (lines
101 and 104 in Fig. 3), and (KH , TH) derived from P is used in CIP.Hash. We
still use a real blockcipher in lines 105 and 107 in Fig. 2 even in the information
theoretic version.

4 Security of CIP

CIP is an authenticated encryption (AE) scheme. We first present its security
definitions, and then present our security results.

Security of blockciphers. We follow the PRP notion for blockciphers that was
introduced in [18]. An adversary is a probabilistic algorithm with access to one
or more oracles. Let A be an adversary with access to an oracle, either the
encryption oracle EK(·) or a random permutation oracle P (·), and returns a bit.
We say A is a PRP-adversary for E, and define

Advprp
E (A) def=

∣
∣
∣Pr(K R← {0, 1}k : AEK(·) = 1) − Pr(P R← Perm(n) : AP (·) = 1)

∣
∣
∣ .

For an adversary A, A’s running time is denoted by time(A). The running time
is its actual running time (relative to some fixed RAM model of computation)
and its description size (relative to some standard encoding of algorithms). The
details of the big-O notation for the running time reference depend on the RAM
model and the choice of encoding.
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Privacy of CIP. We follow the security notion from [6]. Let A be an adver-
sary with access to an oracle, either the encryption oracle CIP.EncK(·, ·) or
R(·, ·), and returns a bit. The R(·, ·) oracle, on input (N, M), returns a ran-
dom string of length |CIP.EncK(N, M)|. We say that A is a PRIV-adversary
for CIP. We assume that any PRIV-adversary is nonce-respecting. That is, if
(N0, M0), . . . , (Nq−1, Mq−1) are A’s oracle queries, then N0, . . . , Nq−1 are al-
ways distinct, regardless of oracle responses and regardless of A’s internal coins.
The advantage of PRIV-adversary A for CIP = (CIP.Enc, CIP.Dec) is

Advpriv
CIP(A) def=

∣
∣
∣Pr(K R← {0, 1}k : ACIP.EncK(·,·) = 1) − Pr(AR(·,·) = 1)

∣
∣
∣ .

Privacy results on CIP. Let A be a nonce-respecting PRIV-adversary for CIP,
and assume that A makes at most q oracle queries, and the total plaintext
length of these queries is at most σ blocks, i.e., if A makes exactly q queries
(N0, M0), . . . , (Nq−1, Mq−1), then σ = �|M0|/n� + · · · + �|Mq−1|/n�, the total
number of blocks of plaintexts. We have the following information theoretic
result.

Theorem 1. Let Perm(n), �nonce, τ , �, and w be the parameters for CIP. Let
A be a nonce-respecting PRIV-adversary making at most q oracle queries, and
the total plaintext length of these queries is at most σ blocks. Then

Advpriv
CIP(A) ≤ wr2σ̃2

22n−4 +
wσ̃3

22n−3 +
r2

2n+1 +
wσ̃

2n
, (1)

where r = �k/n� + � and σ̃ = σ + q(w + 1).

The proof of Theorem 1 is given in the next section. From Theorem 1, we have
the following complexity theoretic result.

Corollary 1. Let E, �nonce, τ , �, and w be the parameters for CIP. Let A be
a nonce-respecting PRIV-adversary making at most q oracle queries, and the
total plaintext length of these queries is at most σ blocks. Then there is a PRP-
adversary B for E making at most 2σ̃ oracle queries, time(B) = time(A) +
O(nσ̃), and Advprp

E (B) ≥ Advpriv
CIP(A)−wr2σ̃2/22n−4 −wσ̃3/22n−3 − r2/2n+1 −

wσ̃/2n, where r = �k/n� + � and σ̃ = σ + q(w + 1).

The proof is standard (e.g., see [9]), and omitted.

Authenticity of CIP. A notion of authenticity of ciphertext for AE schemes was
formalized in [24,23] following [14,5,4]. Let A be an adversary with access to an
encryption oracle CIP.EncK(·, ·) and returns a tuple, (N∗, C∗, Tag∗), called a
forgery attempt. We say that A is an AUTH-adversary for CIP. We assume that
any AUTH-adversary is nonce-respecting, where the condition applies only to the
adversary’s encryption oracle. Thus a nonce used in an encryption-oracle query
may be used in a forgery attempt. We say A forges if A returns (N∗, C∗, Tag∗)
such that CIP.DecK(N∗, C∗, Tag∗) → ⊥ but A did not make a query (N∗, M∗)
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to CIP.EncK(·, ·) that resulted in a response (C∗, Tag∗). That is, adversary A
may never return a forgery attempt (N∗, C∗, Tag∗) such that the encryption
oracle previously returned (C∗, Tag∗) in response to a query (N∗, M∗). Then
the advantage of AUTH-adversary A for CIP = (CIP.Enc, CIP.Dec) is

Advauth
CIP (A) def= Pr(K R← {0, 1}k : ACIP.EncK(·,·) forges).

Authenticity results on CIP. Let A be an AUTH-adversary for CIP, and assume
that A makes at most q oracle queries (including the final forgery attempt),
and the total plaintext length of these queries is at most σ blocks. That is, if
A makes queries (N0, M0), . . . , (Nq−2, Mq−2), and returns the forgery attempt
(N∗, C∗, Tag∗), then σ = �|M0|/n� + · · · + �|Mq−2|/n� + �|C∗|/n�. We have the
following information theoretic result.

Theorem 2. Let Perm(n), �nonce, τ , �, and w be the parameters for CIP. Let
A be a nonce-respecting AUTH-adversary making at most q oracle queries, and
the total plaintext length of these queries is at most σ blocks. Then, for some D,

Advauth
CIP (A) ≤ wr2σ̃2

22n−4 +
wσ̃3

22n−3 +
r2

2n+1 +
wσ̃

2n
+

σ

2n−1 +
2
2τ

+ Advprp
E (D) (2)

where r = �k/n� + �, σ̃ = σ + q(w + 1), D makes at most 2σ queries, and
time(D) = O(nσ).

Note that the left hand side of (2) has Advprp
E (D), since we use a blockcipher

in CIP.Hash, while there is no restriction on the running time of A.
The proof of Theorem 2 is given in Section 6. From Theorem 2, we have the

following complexity theoretic result.

Corollary 2. Let E, �nonce, τ , �, and w be the parameters for CIP. Let A be
a nonce-respecting AUTH-adversary making at most q oracle queries, and the
total plaintext length of these queries is at most σ blocks. Then there is a PRP-
adversary B for E making at most 2σ̃ oracle queries, time(B) = time(A) +
O(nσ̃), and Advprp

E (B) ≥ Advauth
CIP (A)−wr2σ̃2/22n−4 −wσ̃3/22n−3 −r2/2n+1 −

wσ̃/2n−σ/2n−1−2/2τ −Advprp
E (nσ, 2σ), where r = �k/n�+�, σ̃ = σ+q(w+1),

and Advprp
E (nσ, 2σ) is the maximum of Advprp

E (D) over all D such that it makes
at most 2σ queries, and time(D) = O(nσ).

The proof is standard (e.g., see [9]), and omitted.

5 Security Proof for Privacy of CIP

We first recall the following tool from [9]. Consider the function family F+,
which corresponds to one frame of CIP.KSGen, and it is defined as follows: Let
P

R← Perm(n) be a random permutation, and fix the frame width w. Then
F+ : Perm(n) × {0, 1}n → ({0, 1}n)w is F+

P (x) = (y[0], . . . , y[w − 1]), where
y[i] = L ⊕ P (inci+1(x)) for i = 0, . . . , w − 1 and L = P (x).
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Now let A be an adversary. This A is the PRF-adversary for F+, but we give
A additional information, i.e., we allow A to access the blockcipher itself. That
is, A is given either a pair of oracles (P (·), F+

P (·)), or a pair of random function
oracles (R0(·), R1(·)), where R0 ∈ Func(n, n) and R1 ∈ Func(n, nw), with the
following rules.

– If Wi ∈ {0, 1}n is the i-th query for the first oracle (either P (·) or R0(·)),
then (�nonce + 1)-th bit of Wi must be 1.

– If xj ∈ {0, 1}n is the j-th query for the second oracle (either F+
P (·) or R1(·)),

then (�nonce + 1)-th bit of xj must be 0. That is, input/output samples from
the first oracle are not used in F+

P (·) oracle.
– A does not repeat the same query to its first oracle.
– Let xj ∈ {0, 1}n denote A’s j-th query to its second oracle, and let Xj =

{xj , inc(xj), inc2(xj), . . . , incw(xj)}, i.e., Xj is the set of input to P in the
j-th query. Now if A makes at most q calls to the second oracle, Xj ∩Xj′ = ∅
must hold for any 0 ≤ j < j′ ≤ q − 1, regardless of oracle responses and
regardless of A’s internal coins.

Define Advprf
Perm(n),F+(A) as

∣
∣
∣Pr(P R← Perm(n) : AP (·),F+

P (·) = 1)

− Pr(R0
R← Func(n, n), R1

R← Func(n, nw) : AR0(·),R1(·) = 1)
∣
∣
∣

and we say A is a PRF-adversary for (Perm(n), F+).
We have the following information theoretic result, whose proof is almost the

same as that of [9, Theorem 5].

Proposition 1. Let Perm(n) and w be the parameters for F+. Let A be the
PRF-adversary for (Perm(n), F+), with the above restrictions, making at most
r oracle queries to its first oracle and at most q oracle queries to its second
oracle. Then

Advprf
Perm(n),F+(A) ≤ r2q2(w + 1)3

22n−1 +
q3(w + 1)4

22n+1 +
r(r − 1)

2n+1 +
qw(w + 1)

2n+1 .

Now Theorem 1 follows by using Proposition 1. To see this, by using the
PRIV-adversary A for CIP as a subroutine, it is possible to construct a PRF-
adversary B for (Perm(n), F+). B first makes �k/n� + � calls to its first oracle
and constructs KH and TH , and simulates line 103 of Fig. 1 as in Fig. 4 by
making σ̃/w calls to the second oracle.

6 Security Proofs for Authenticity of CIP

6.1 Properties of the Inner Product Hash

We first recall that the inner product hash is ε-AXU for small ε [26].
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Algorithm CIP.KSGen.Sim(ctr, l)
100 for j ← 0 to �l/w� − 1 do
101 Sj ← F+

P (ctr)
102 ctr ← incw+1(ctr)
103 S ← (S0, . . . , S�l/w�−1)
104 S ← first(n × l, S)
105 return S

Fig. 4. The simulation CIP.KSGen.Sim of CIP.KSGen using F+

Proposition 2. Let (x0, . . . , x�−1), (x′
0, . . . , x

′
�−1) ∈ ({0, 1}n)� be two distinct

bit strings. Then for any y ∈ {0, 1}n,

Pr(TH
R← ({0, 1}n)� : (x0, . . . , x�−1) · (T0, . . . , T�−1)

⊕(x′
0, . . . , x

′
�−1) · (T0, . . . , T�−1) = y) = 1/2n.

Proof. We have xi ⊕ x′
i = 0n for some i. Therefore, the coefficient of Ti in

(x0 ⊕ x′
0) · T0 ⊕ · · · ⊕ (x�−1 ⊕ x′

�−1) · T�−1 = y is non-zero, and for any fixed
T0, . . . , Ti−1, Ti+1, . . . , T�−1, exactly one value of Ti satisfies the equality. ��

If y = 0n, a similar result holds for two bit strings of different block sizes.

Proposition 3. Let � ≥ �′, and let x = (x0, . . . , x�−1) ∈ ({0, 1}n)� and
x′ = (x′

0, . . . , x
′
�′−1) ∈ ({0, 1}n)�′

be two distinct bit strings. Then for any
non-zero y ∈ {0, 1}n,

Pr(TH
R← ({0, 1}n)� : (x0, . . . , x�−1) · (T0, . . . , T�−1)

⊕(x′
0, . . . , x

′
�′−1) · (T0, . . . , T�′−1) = y) = 1/2n.

Proof. The condition can be written as: (x0 ⊕ x′
0) · T0 ⊕ · · · ⊕ (x�′−1 ⊕ x′

�′−1) ·
T�′−1 ⊕ x�′ · T�′ ⊕ · · · ⊕ x�−1 · T�−1 = y. If all the coefficients of Ti are zero,
then this equation can not be true since y is non-zero. Therefore, we can without
loss of generality assume that at least one of coefficients of Ti is non-zero. ��

6.2 Properties of the CIP.Hash

We next analyze the properties of CIP.Hash.
Let x, x′ ∈ {0, 1}∗ be two distinct bit strings, where |x| ≥ |x′|. We show (in

Proposition 8) that for any y, Pr(CIP.HashKH ,TH (x) ⊕CIP.HashKH ,TH (x′) = y)
is small, where the probability is taken over the choices of KH and TH .

We begin by introducing the notation. Let X ← x‖10n−1−(|x| mod n) and X ′ ←
x′‖10n−1−(|x′| mod n). We parse them into blocks as X = (X0, . . . , Xl−1) and
X ′ = (X ′

0, . . . , X
′
l′−1), where l = |X |/n and l′ = |X ′|/n. Let � = �l/�� and

�′ = �l′/��. We write the i-th frame of X and X ′ as χi and χ′
i, respectively. That

is, χi = (Xi�, . . . , X(i+1)�−1) for 0 ≤ i ≤ � − 2, χ�−1 = (X(�−1)�, . . . , Xl−1),
χ′

i = (X ′
i�, . . . , X ′

(i+1)�−1) for 0 ≤ i ≤ �′−2, and χ′
�′−1 = (X(�′−1)�, . . . , Xl′−1).
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Further, let χi · TH = Ai for 0 ≤ i ≤ � − 2, χ�−1 · (T0, . . . , Tl−(�−1)�−1) = A�−1,
χ′

i · TH = A′
i for 0 ≤ i ≤ �′ − 1, and χ′

�′−1 · (T0, . . . , Tl′−(�′−1)�−1) = A�′−1. That
is, Ai and A′

i are the results of the inner product in lines 104 and 106 of Fig. 2.
In the following three propositions, we first show that, for some i, Ai ⊕〈i〉n is

unique with high probability in the multi-set {A0⊕〈0〉n, . . . , A�−1⊕〈�−1〉n, A′
0⊕

〈0〉n, . . . , A′
�′−1 ⊕ 〈�′ − 1〉n}.

Proposition 4. Suppose that l = l′. Then there are at least 2n�(1−(2�−1)/2n)
choices of TH ∈ ({0, 1}n)� such that the following is true: for some 0 ≤ i ≤ �−1,

Ai ⊕ 〈i〉n = Aj ⊕ 〈j〉n for all j ∈ {0, . . . , i − 1, i + 1, . . . , � − 1}, and (3)
Ai ⊕ 〈i〉n = A′

j ⊕ 〈j〉n for all j ∈ {0, . . . , � − 1}. (4)

Proof. Since |X | = |X ′| and X = X ′, we have χi = χ′
i for some i. We show the

proof in three cases, (a) |χ�−1|n = �, (b) |χ�−1|n < � and 0 ≤ i < � − 1, and
(c) |χ�−1|n < � and i = � − 1.

We first consider case (a). For any fixed j ∈ {0, . . . , i − 1, i + 1, . . . , � − 1},
the number of TH that satisfies Ai ⊕ 〈i〉n = Aj ⊕ 〈j〉n is at most 2n�/2n from
Proposition 2. Note that, if χi = χj , then there is no TH that satisfies this
condition since 〈i〉n ⊕ 〈j〉n = 0n. Therefore, we have at most (� − 1)2n�/2n

values of TH such that Ai ⊕〈i〉n = Aj ⊕〈j〉n holds for some j ∈ {0, . . . , i− 1, i+
1, . . . , � − 1}.

Similarly, the number of TH which satisfies Ai ⊕ 〈i〉n = A′
j ⊕ 〈j〉n for some

j ∈ {0, . . . , � − 1} is at most �2n�/2n. This follows by using Proposition 2 for
j = i, and for j = i, we use Proposition 2 and the fact that χi = χ′

i.
Therefore, we have at least 2n� − (2� − 1)2n�/2n = 2n�(1 − (2� − 1)/2n)

choices of TH ∈ ({0, 1}n)� which satisfies (3) and (4).
We next consider case (b). From Proposition 2, we have at most (2�−3)2n�/2n

values of TH such that Ai ⊕〈i〉n = Aj ⊕〈j〉n for some j ∈ {0, . . . , i−1, i+1, . . . ,
� − 2}, or Ai ⊕ 〈i〉n = A′

j ⊕ 〈j〉n for some j ∈ {0, . . . , � − 2}.
From Proposition 3, we have at most 2 × 2n�/2n values of TH such that

Ai ⊕ 〈i〉n = A�−1 ⊕ 〈� − 1〉n, or Ai ⊕ 〈i〉n = A′
�−1 ⊕ 〈� − 1〉n. Note that 〈i〉n ⊕

〈� − 1〉n = 0n.
Finally, we consider case (c). From Proposition 3, we have at most (2� −

2)2n�/2n values of TH such that A�−1 ⊕ 〈� − 1〉n = Aj ⊕ 〈j〉n for some j ∈
{0, . . . , � − 2}, or A�−1 ⊕ 〈� − 1〉n = A′

j ⊕ 〈j〉n for some j ∈ {0, . . . , � − 2}.
From Proposition 3 and since χ�−1 = χ′

�−1, we have at most 2n�/2n values
of TH such that A�−1 ⊕ 〈� − 1〉n = A′

�−1 ⊕ 〈� − 1〉n. ��

Proposition 5. Suppose that l > l′ and � > �′. Then there are at least 2n�(1 −
(� + �′ − 1)/2n) choices of TH ∈ ({0, 1}n)� such that the following is true:

A�−1 ⊕ 〈� − 1〉n = Aj ⊕ 〈j〉n for all j ∈ {0, . . . , � − 2}, and (5)
A�−1 ⊕ 〈� − 1〉n = A′

j ⊕ 〈j〉n for all j ∈ {0, . . . , �′ − 1}. (6)

Proof. The number is at most 2n�(1− (�+ �′ − 1)/2n), since if |χ�−1|n = �, the
bound follows by using Proposition 2 for each j, and if |χ�−1|n < �, it follows
from Proposition 3 and the fact that 〈� − 1〉n ⊕ 〈j〉n = 0n. ��
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Proposition 6. Suppose that l > l′ and � = �′. Then there are at least 2n�(1 −
(� + �′ − 1)/2n) choices of TH ∈ ({0, 1}n)� which satisfies both (5) and (6).

Proof. The bound follows by the same argument as in the proof of Proposition 5.
The exception is the event A�−1⊕〈�−1〉n = A′

�−1⊕〈� − 1〉n, which is equivalent to
A�−1 = A′

�−1. In this case, we are interested in the equation (x(�−1)�, . . . , xl−1) ·
(T0, . . . , Tl−(�−1)�−1) = (x′

(�−1)�, . . . , x′
l′−1) · (T0, . . . , Tl′−(�−1)�−1). We see that

the coefficient of Tl−(�−1)�−1 is non-zero (because of padding). Therefore, exactly
one value of Tl−(�−1)�−1 satisfies the equality. ��

We now consider CIP.Hash that uses a random permutation instead of a block-
cipher. Thus, instead of KH

R← {0, 1}k, we let P
R← Perm(n), and write

CIP.HashP,TH (·) instead of CIP.HashKH ,TH (·). Besides, we consider CIP.Hash,
where its output bits are truncated to τ bits. The next result proves that this
truncated version of CIP.Hash is ε-AXU for small ε.

Proposition 7. Let x and x′ be two distinct bit strings, where �+�′−1 ≤ 2n−1.
For any 1 ≤ τ ≤ n and any y ∈ {0, 1}τ ,

Pr(P R← Perm(n), TH
R← ({0, 1}n)� :

first(τ, CIP.HashP,TH (x) ⊕ CIP.HashP,TH (x′)) = y) ≤ � + �′ − 1
2n

+
2
2τ

.

Proof. We first choose and fix any TH . If there is no i such that Ai ⊕ 〈i〉n is
unique in the multi-set {A0 ⊕ 〈0〉n, . . . , A�−1 ⊕ 〈� − 1〉n, A′

0 ⊕ 〈0〉n, . . . , A′
�′−1 ⊕

〈�′ − 1〉n}, then we give up the analysis and regard this as CIP.HashP,TH (x) ⊕
CIP.HashP,TH (x)) = y occurs. The probability is at most (� + �′ − 1)/2n from
Proposition 5, 6, and 7, and the first term follows.

Next, we assume for some i, Ai ⊕ 〈i〉n is unique in the multi-set. Now since
we have fixed TH , all the inputs to P are now fixed. We next fix the outputs
of P except for Ai ⊕ 〈i〉n. At most (� + �′ − l) input-output pairs are now
fixed, and therefore, we have at least 2n − (� + �′ − l) choices for the output of
Ai⊕〈i〉n. Out of these 2n−(�+�′−l) possible choices, at most 2n−τ values verify
first(τ, CIP.HashKH ,TH (x) ⊕ CIP.HashKH ,TH (x)) = y since the unused (n − τ)
bits may take any value. The probability of this event is at most 2n−τ/(2n − (�+
�′ − l)) ≤ 2/2τ , and the second term follows. ��

We now derive the result with a blockcipher E.

Proposition 8. Let x and x′ be two distinct bit strings, where �+�′−1 ≤ 2n−1.
For any 1 ≤ τ ≤ n and any y ∈ {0, 1}τ , there exists a PRP-adversary A for E
such that

Pr(KH , TH
R← {0, 1}k × ({0, 1}n)� : first(τ, CIP.HashKH ,TH (x)

⊕CIP.HashKH ,TH (x′)) = y) ≤ � + �′ − 1
2n

+
2
2τ

+ Advprp
E (A),

where A makes at most � + �′ queries, and time(A) = O(n(� + �′)).



Authenticated Encryption Mode for Beyond the Birthday Bound Security 137

Algorithm CIP.Sim1
Setup:
100 (KH , TH) R← CIP.Key(R0)
If A makes a query (Ni, Mi):
200 l ← �|Mi|/n�
201 ctr ← (Ni‖0n−�nonce )
202 S ← CIP.KSGen.Sim1(ctr, l + 1)
203 SH ← first(n, S)
204 Smask ← last(n × l, S)
205 Ci ← Mi ⊕ first(|Mi|, Smask)
206 Hashi ← CIP.HashKH ,TH (Ci)
207 Tagi ← first(τ, Hashi ⊕ SH)
208 return (Ci, Tagi)

Algorithm CIP.Sim1 (Cont.)
If A returns (N∗, C∗, Tag∗):
300 l ← �|C∗|/n�
301 ctr ← (N∗‖0n−�nonce )
302 S ← CIP.KSGen.Sim1(ctr, l + 1)
303 SH ← first(n, S)
304 Hash′ ← CIP.HashKH ,TH (C∗)
305 Tag′ ← first(τ, Hash′ ⊕ SH)
306 if Tag′ �= Tag∗ then return ⊥
307 Smask ← last(n × l, S)
308 M∗ ← C∗ ⊕ first(|C∗|, Smask)
309 return M∗

Fig. 5. The simulation CIP.Sim1 of CIP. CIP.Hash is defined in Fig. 2.

Proof. Fix x, x′ and y, and consider the following A: First, A randomly chooses
TH

R← ({0, 1}n)�. Then A computes the hash values of x and x′ following Fig. 2,
except that, in lines 105 and 107, blockcipher invocations are replaced with oracle
calls. The output of A is 1 iff the xor of their hash values is y. We see that A
makes at most � + �′ queries, and

∣
∣
∣Pr

(

first(τ, CIP.HashP,TH (x) ⊕ CIP.HashP,TH (x′)) = y
)

− Pr
(

first(τ, CIP.HashKH ,TH (x) ⊕ CIP.HashKH ,TH (x′)) = y
)∣
∣
∣

is upper bounded by Advprp
E (A). ��

6.3 Proof of Theorem 2

We now present the proof of Theorem 2.

Proof (of Theorem 2). First, consider the simulation CIP.Sim1 in Fig. 5 of CIP,
where KH and TH are generated by using CIP.Key(R0), i.e., a random function
R0 ∈ Func(n, n) is used to encrypt constants, and the keystream generation,
CIP.KSGen.Sim1, works as follows: it is exactly the same as Fig. 4, except that
it uses a random function R1 ∈ Func(n, nw) instead of F+

P .
Let Advauth

CIP.Sim1(A) be the success probability of A’s forgery, where the oracle
is CIP.Sim1, i.e.,

Advauth
CIP.Sim1(A) def= Pr(ACIP.Sim1 forges),

where the probability is taken over the random coins in lines 100, 202, 302 and
A’s internal coins. We claim that

∣
∣
∣Advauth

CIP (A) − Advauth
CIP.Sim1(A)

∣
∣
∣ (7)

≤ wr2σ̃2

22n−4 +
wσ̃3

22n−3 +
r2

2n+1 +
wσ̃

2n
. (8)
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To see this, suppose for a contradiction that (7) is larger than (8). Then,
by using A as a subroutine, it is possible to construct a PRF-adversary B
for (Perm(n), F+) making at most r oracle queries to its first oracle and at
most σ̃/w oracle queries to its second oracle, where B simulates R0 and R1
in Fig. 5 by using its own oracles, and returns 1 if and only if A succeeds in
forgery. This implies Pr(P R← Perm(n) : BP (·),F+

P (·) = 1) = Advauth
CIP (A) and

Pr(R0
R← Func(n, n), R1

R← Func(n, nw) : BR0(·),R1(·) = 1) = Advauth
CIP.Sim1(A)

and thus, Advprf
Perm(n),F+(B) is larger than (8), which contradicts Proposition 1.

Now we modify CIP.Sim1 to CIP.Sim2 in Fig. 6.

1. Instead of using CIP.Key in line 100 in Fig. 5, we directly choose (KH , TH)
randomly.

2. Instead of using CIP.KSGen.Sim1 in line 202 in Fig. 5, we choose an (l +1)-
block random string. Therefore, we have S

R← {0, 1}n(l+1) in line 201 of Fig. 6.
Also, we removed “ctr ← (Ni‖0n−�nonce)” in line 201 of Fig. 5 because we
do not need it.

3. We need a different treatment for a forgery attempt, since we allow the
same nonce, i.e., N∗ ∈ {N0, . . . , Nq−2}. We make two cases, case N∗ ∈
{N0, . . . , Nq−2} and case N∗ = Ni. In the former case, we simply choose a
new random SH in line 301 of Fig. 6. In the latter case, SH for (Ni, Mi) has
to be the same SH for (N∗, C∗, Tag∗). Observe that SH = Hashi ⊕Tagi, and
thus, the simulation in line 306 of Fig. 6 is precise. Therefore, the simulation
makes no difference in the advantage of A.

4. When A makes a query (Ni, Mi), we return the full n-bit tag, Tagi ∈ {0, 1}n,
instead of a truncated one, while we allow τ -bit tag in the forgery attempt.
This only increases the advantage of A.

5. If Tag′ = Tag∗, we return M∗ = C∗ ⊕ first(|C∗|, Smask). Since the value of
M∗ has no effect on the advantage (as long as it is not the special symbol
⊥), we let M∗ ← 0|C

∗|. This makes no difference in the advantage of A.

Let Advauth
CIP.Sim2(A) def= Pr(ACIP.Sim2 forges), where the probability is taken

over the random coins in lines 100, 201, 301 and A’s internal coins. From the
above discussion, we have

Advauth
CIP.Sim1(A) ≤ Advauth

CIP.Sim2(A). (9)

Now we further modify CIP.Sim2 to CIP.Sim3 in Fig. 7.

1. We do not choose KH and TH until we need them (we need them after the
forgery attempt).

2. Since Ci is the xor of Mi and a random string of length |Mi|, we let Ci
R←

{0, 1}|Mi|. The distribution of Ci is unchanged, and thus, this makes no
difference in the advantage of A.

3. Similarly, since Tagi includes SH , which is a truly random string, we let
Tagi

R← {0, 1}n. The distribution of Tagi is unchanged, and thus, this makes
no difference in the advantage of A (Observe that we do not need KH and
TH , and we can postpone the selection without changing the distribution of
Ci and Tagi).
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Algorithm CIP.Sim2
Setup:
100 KH

R← {0, 1}k; TH
R← ({0, 1}n)�

If A makes a query (Ni, Mi):
200 l ← �|Mi|/n�
201 S

R← {0, 1}n(l+1)

202 SH ← first(n, S)
203 Smask ← last(n × l, S)
204 Ci ← Mi ⊕ first(|Mi|, Smask)
205 Hashi ← CIP.HashKH ,TH (Ci)
206 Tagi ← Hashi ⊕ SH

207 return (Ci, Tagi)

Algorithm CIP.Sim2 (Cont.)
If A returns (N∗, C∗, Tag∗):
300 if N∗ �∈ {N0, . . . , Nq−2} then
301 SH

R← {0, 1}n

302 Hash′ ← CIP.HashKH ,TH (C∗)
303 Tag′ ← first(τ, Hash′ ⊕ SH)
304 if N∗ = Ni then
305 Hash′ ← CIP.HashKH ,TH (C∗)
306 Tag′ ← Hash′ ⊕ Hashi ⊕ Tagi

307 Tag′ ← first(τ, Tag′)
308 if Tag′ �= Tag∗ then return ⊥
309 M∗ ← 0|C∗|

310 return M∗

Fig. 6. The simulation CIP.Sim2 of CIP

4. If N∗ ∈ {N0, . . . , Nq−2}, Tag′ includes the random SH , and we let Tag′ R←
{0, 1}τ . The distribution of Tag′ is unchanged.

5. If N∗ = Ni, we need KH and TH . We choose them, and the rest is unchanged.

Since the distribution of (Ci, Tagi) is unchanged, and there is no difference in
the advantage of A, we have

Advauth
CIP.Sim2(A) = Advauth

CIP.Sim3(A), (10)

where Advauth
CIP.Sim3(A) def= Pr(ACIP.Sim3 forges) and the probability is taken over

the random coins in lines 100, 101, 201, 203 and A’s internal coins.
We now fix A’s internal coins and coins in lines 100 and 101. Then, the query-

answer pairs (N0, M0, C0, Tag0), . . . , (Nq−2, Mq−2, Cq−2, Tagq−2) and the forgery
attempt (N∗, C∗, Tag∗) are all fixed, and we evaluate Advauth

CIP.Sim3(A) with the
coins in lines 201, and 203 only. We evaluate it in the following two cases (Note
that we are choosing KH and TH after fixing Ni, Ci, Tagi, N

∗, C∗, Tag∗).

– Case N∗ ∈ {N0, . . . , Nq−2}: In this case, Advauth
CIP.Sim3(A) = 1/2τ since for

any fixed Tag∗, Pr(Tag′ R← {0, 1}τ : Tag′ = Tag∗) = 1/2τ .
– Case N∗ = Ni and C∗ = Ci: In this case, we have

Advauth
CIP.Sim3(A) ≤ Pr(KH

R← {0, 1}k, TH
R← ({0, 1}n)� :

first(τ, CIP.HashKH ,TH (C∗) ⊕ CIP.HashKH ,TH (Ci)) = y),

where y = Tag∗⊕Tagi. This is at most (�|C∗|/n�+�|Ci|/n�−1)/2n+2/2τ +
Advprp

E (D) from Proposition 8, and this is upper bounded by 2σ/2n+2/2τ +
Advprp

E (D), where D makes at most 2σ queries, and time(D) = O(nσ).

Therefore, we have

Advauth
CIP.Sim3(A) ≤ σ

2n−1 +
2
2τ

+ Advprp
E (D). (11)

Finally, from (7), (9), (10), and (11), we have (2). ��
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Algorithm CIP.Sim3
If A makes a query (Ni, Mi):
100 Ci

R← {0, 1}|Mi|

101 Tagi
R← {0, 1}n

102 return (Ci, Tagi)

Algorithm CIP.Sim3 (Cont.)
If A returns (N∗, C∗, Tag∗):
200 if N∗ �∈ {N0, . . . , Nq−2} then
201 Tag′ R← {0, 1}τ

202 if N∗ = Ni then
203 KH

R← {0, 1}k; TH
R← ({0, 1}n)�

204 Hashi ← CIP.HashKH ,TH (Ci)
205 SH ← Hashi ⊕ Tagi

206 Hash′ ← CIP.HashKH ,TH (C∗)
207 Tag′ ← Hash′ ⊕ SH

208 Tag′ ← first(τ, Tag′)
209 if Tag′ �= Tag∗ then return ⊥
210 M∗ ← 0|C∗|

211 return M∗

Fig. 7. The simulation CIP.Sim3 of CIP

7 Conclusions

We presented an authenticated encryption mode CIP, CENC with Inner Product
hash. It has provable security bounds which are better than the usual birthday
bound security, and it can be used even when the tag length is short. Our proof is
relatively complex, and it would be interesting to see the compact security proofs,
possibly by following the “all-in-one” security definition in [25]. It would also be
interesting to see schemes with improved security bound and/or efficiency.
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