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Preface

This book contains an introduction to the mathematical theory of financial
markets with proportional transaction costs. Traditionally, a theoretical analy-
sis of models with market imperfections was considered as the most challeng-
ing and difficult chapter of mathematical finance. Nowadays there are hun-
dreds of papers on this subject, but it still is not covered by monographic
literature fixing the main achievements. We propose here a highly subjective
selection of results, which, as we hope, give an idea what is going on and which
may serve as a platform for further studies. The main topics are: approxima-
tive hedging, arbitrage theory, and consumption—investment problems.

Our interest in the subject originates from the famous paper of Heyne Le-
land, who suggested a method how to price contingent claims on a market
with constant proportional transaction costs and gave to the traders a prac-
tically important benchmark. From the economical perspectives his idea is to
replace the classical Black—Scholes principle of “pricing by replication” (co-
inciding, in the case of complete markets, with the principle of “pricing by
arbitrage”) by the principle of “pricing by an approximative hedging.” This
approximative hedging can be realized in various ways. Leland’s suggestion
was to apply the common algorithm of periodical portfolio revisions using the
common Black—Scholes formulae but with an appropriately enlarged volatility.
This method happened to be very efficient for practical values of the model
parameters where the transaction costs are small. It is widely accepted in the
financial industry. However, a more detailed analysis shows some interesting
mathematical aspects of this approach: even for the standard call option, the
terminal value of the replicating portfolio does not converge to the termi-
nal pay-off if the transaction cost coefficients do not depend on the number
of revisions (tending to infinity). The limiting discrepancy can be calculated
explicitly. This is a rigorous mathematical result disclaiming but not discard-
ing Leland’s approach. In his paper Leland conjectured that the convergence
takes place when the transaction costs are decreasing to zero as n~ /2, where
n is the number of revisions. This was confirmed in the thesis of Klaus Lott,
who provided necessary mathematical arguments; we refer to this particular
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case where the enlarged volatility does not depend on n as to the Leland—Lott
model. In fact, the approximation error always tends to zero if the transaction
costs tend to zero (with any rate). The latter property explains the applica-
bility of the Leland idea and its importance for the practical purposes: the
trader may assume that the real-world market is described by a model with
a particular but sufficiently large number n of revision intervals for which the
transaction cost coefficients k,, are small enough.

The case investigated by Lott seems to be the most important. This is the
reason why we concentrate our efforts on the analysis of the asymptotical
behavior of the hedging error. We obtain the exact rate of asymptotics of
the L?-norm of this error for a large class of options with convex pay-off
functions. We consider the setting with nonuniform revision intervals and
establish an asymptotic expansion when the revision dates are t7' = g(i/n),
where the strictly increasing scale function g : [0,1] — [0, 1] and its inverse f
are continuous with their first and second derivatives on the whole interval or
g(t) =1—(1—1)%, 8 > 1. We show that the sequence n'/?(V* — V) converges
in law to a random variable which is the terminal value of a component of a
two-dimensional Markov diffusion process and calculate the limit.

It is worth noticing that the result that there is no convergence in the case
where the transaction costs do not depend on the model number also has some
practical implications: the revealed structure of the discrepancy explains the
empirical fact that the precision of approximation is worse in the case where
the stock at the maturity date evolves near the pay-off. We discuss this and
other aspects of the Leland strategy in our first chapter. In particular, we
provide a formulation of the Pergamenshchikov limit theorem which gives a
limiting distribution of the approximation error corrected by the discrepancy.

We present also the beautiful proof due to Skorokhod and Levental of the
Davis—Norman conjecture that in the presence of market friction the hedg-
ing (super-replication) of a call option on the stock evolving as a geometric
Brownian motion can be achieved by a single buy-and-hold transaction, at
the beginning of the trading period, without further trading.

In the second chapter we develop an arbitrage theory for financial markets
without friction.

First, we recall the classical arbitrage theory for frictionless market models
in discrete time, providing a self-contained and rather exhaustive synthesis
of the known results. We give a detailed analysis of the Dalang—Morton—
Willinger theorem in its modern formulation, which is a list of equivalent
conditions, and show that for the model with restricted information, the list
is necessarily shorter. Our presentation is adapted for the treatment of more
delicate problems for transaction cost model. Note that the mentioned clas-
sical topic is rarely discussed in textbooks on mathematical finance being
considered as too complicated. By this reason we present a “fast” and “el-
ementary” proof of the major equivalence suitable for lecture courses. It is
based on a combination of the original approach due to Chris Rogers with a
lemma on convergent measurable subsequences.
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We also discuss the structure of equivalent martingale measures and prove
the theorem that in the case where the reference measure is a martingale one,
the martingale measures with bounded densities are norm-dense in the set of
all martingale measures. This implies, in particular, that the set of martingale
measures with finite entropy, if nonempty, is dense in the set of all martingale
measures. This section also contains a simple proof of the optional decompo-
sition theorem, which is, in the discrete-time setting, a very simple result. We
also prove a hedging theorem for European options, which asserts that the set
of initial endowments for (self-financing) portfolios super-replicating a given
contingent claim is a closed interval. Its left extremity is the supremum of
expectations of the contingent claim with respect to the set of all martingale
measures. We go beyond finite-horizon setting and prove some no-arbitrage
criteria for infinite-horizon models. We conclude the section by an example
of application of the duality theory to a utility maximization problem and a
brief comment on continuous-time models.

With the above preliminaries, in the third chapter we attack the problem
of no-arbitrage conditions for markets with proportional transaction costs.

As a mathematical description for the latter, we use a general scheme of two
adapted cone-valued processes in convex duality, giving, at least for mathe-
maticians, a comprehensive “parameter-free” description of the main objects
of the theory. In the financial context the values of the primary processes are
polyhedral cones, describing solvency regions (evolving in time and depending
on the state of the nature). The portfolio processes are vector-valued; they
can be viewed either in terms of quotes (i.e., units of a certain numéraire) or
in terms of “physical units” (e.g., for models of currency markets, positions in
euros, dollars, yens, etc.); both descriptions are related in the obvious way. It
is convenient to treat the no-arbitrage conditions in “physical units domain”.
The crucial observation is that the natural analog of the density processes
of equivalent martingale measures in this general setting are strictly positive
martingales evolving in the dual cone-valued process. The considered frame-
work covers the majority of models considered in the literature, including the
pioneering paper by Jouini and Kallal.

We discuss three types of no-arbitrage properties: weak (NAY), strict (NA®),
and robust (NA"), all coinciding with the classical one when the transaction
cost coefficients are zero. The most natural generalization is the weak NA-
property, claiming the absence of strict arbitrage opportunities, i.e., portfolio
processes starting from zero and having as the terminal values a nontriv-
ial random vector with positive coordinates. For finite probability space, the
NAY-criterion can be established in a very easy way, by the same arguments
as the Harrison—Pliska theorem. Its formulation is simple: NA" holds if and
only if there exists a strictly positive martingale with values in the dual of
solvency cones. Surprisingly, an extension to an arbitrary probability space,
i.e., an analog of the Dalang—Morton—Willinger theorem, as it was shown by
Schachermayer, fails to be true in general. By this reason other definitions of
no-arbitrage were investigated by a number of authors. A particularly fruitful
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idea, due to Schachermayer, is to consider as arbitrage-free the models for
which the NA"-property still holds even under better investment opportuni-
ties, i.e., with “larger” solvency cones. Such a “robust” no-arbitrage property,
referred to as NA", allows for an equivalent (“dual”) description without any
assumptions on the underlying probability space. We present another surpris-
ing result, due to Grigoriev: in the two-asset model the NA"-criterion in the
above formulation still holds.

Another interesting feature of models with transaction costs is the presence
of arbitrage of the second kind. The latter notion serves to describe the situa-
tion that the initial endowments of the investor lie outside the solvency cone.
Nevertheless, there is a self-financing portfolio which ends up in the solvency
cone. It happens that the absence of arbitrage of the second kind is equivalent
to the existence of martingales evolving in the interiors of dual of the solvency
cones with arbitrary starting points.

The hedging problem for European contingent claims for markets with
transaction costs can be formulated as follows. The contingent claim ¢ is
a vector of liabilities expressed in the units of corresponding assets. The in-
vestor wants to know whether he can super-replicate the contingent claim (in
the sense of partial ordering generated by the solvency cone at the terminal
date) by a self-financing portfolio starting from the initial endowment x. The
answer is: the initial endowment x allows this if and only if its value Zyz is
not less than the expected value of the contingent claim FZp& whatever is
the process Z evolving in the dual to the solvency cone (a suggestive name
for such a process Z: consistent price system).

The American contingent claim is a process. The option seller is interested
to determine whether his initial endowment z suits to start a portfolio super-
replication the American contingent claim at all dates. We present in Chap. 3
a hedging theorem which involves a class of coherent price systems which is
larger than the class of consistent price systems.

We explain, following Bouchard, that models where the investor’s informa-
tion is delayed or restricted can be treated in the space of orders which is of
higher dimension and give no-arbitrage criteria for such a situation.

We provide some results on the other important theoretical problem, hedg-
ing theorem in continuous-time framework. The latter gives a description of
the set of initial vector-valued endowments ensuring the existence of a hedging
portfolio for a given, also vector-valued, contingent claim. The situation here
is more complicated than in the discrete-time setting: one needs an appropri-
ate definition of admissibility and even that of portfolio processes. We present
here the recent result due to Campi and Schachermayer explaining that the
requirement that the portfolio process is cadlag is too restrictive to get a
“good” hedging theorem and should be replaced. We complete the chapter by
a hedging theorem for American options.

The concluding chapter is devoted to Davis—Norman consumption-invest-
ment problem in a multi-asset framework. We start by recalling the classical
Merton problem for a power utility function. From the point of view of ex-
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perts in stochastic control the latter is trivial. Indeed, the verification theorem
(which is itself a very simple result) requires to find a solution of the Hamilton—
Jacobi-Bellman (HJB) equation. An easy argument shows that the Bellman
function inherits the homogeneity property of the utility function and, thus,
if finite, it is the same utility function up to a multiplicative constant, and
the HJB equation is reduced immediately to an algebraic one to determine
the latter.

The situation becomes quite different in the transaction cost setting. The
problem is far from being trivial even in the case of powerful utility function.
There is no smooth solution, and, therefore, the usual verification theorem
does not work. The remedy comes from the theory of viscosity solutions.
However, one should first check that the Bellman function is a viscosity so-
lution of the HJB equation. Though the general lines of the arguments are
well known, they are quite lengthy and rarely presented in detail. Moreover,
there are many definitions of the viscosity solutions. We used the simplest
one adapted for positive utility functions. In this chapter we give a rigorous
proof of the Dynamic Programming Principle and derive that the Bellman
function is a viscosity solution of the HJB equation. We proof that the latter
has a unique solution in a class determined by a suitably defined Lyapunov
function. Following Soner—Shreve, we analyze the structure of the Bellman
function in the case of the two-asset model and conclude by presenting the
results of Shreve and Janecek on the asymptotics of the solution when the
transaction costs tend to zero.

In the Appendix we collect various auxiliary results from convex geometry,
functional analysis, probability theory, measurable selection, and stochastic
differential equations with reflection. Of course, our bibliographical comments
are not exhaustive, and we apologize in advance for missing references.

This book could not be written without fruitful collaboration with our col-
leagues: Christophe Stricker, Freddy Delbaen, Esko Valkeila, Giinter Last,
Nizar Touzi, Bruno Bouchard, Claudia Kliippelberg. We are grateful to
Thomas Keller and Iris Reinelt for their constructive comments and sugges-
tions. We express our thanks to Emmanuel Denis and Dimitri De Valliére for
their contribution and attentive reading of the manuscript.

A large portion of manuscript was completed during the stay of the first
author at the Kyoto University and Tokyo Metropolitan University.

Besancon Cedex, France Yuri Kabanov
Moscow, Russia

Karlsruhe, Germany Mher Safarian
Stuttgart, Germany
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1

Approximative Hedging

1.1 Black—Scholes Formula Revisited

1.1.1 Pricing by Replication

Certainly, the reader of this book is well acquainted with foundations of the
option pricing. Nevertheless, having in mind that the theory we develop in this
chapter will deviate from the standard approach, we start our presentation
with a short discussion of the Black—Scholes model and principle of option
pricing by replication.

In the classical Black—Scholes model it is assumed that there are only two
securities in the market, the bank account (or bond) and the stock. Their
price increments are respectively:

dBt = T’Bt dt,
dSt = ClSt dt + O'St dwt,

where w is a Wiener process. The first relation means that the deposit on
the bank account (in the other interpretation, the amount invested in bond)
is increasing exponentially if the interest rate r > 0 and remains constant if
r=20:

Bt = Boe”.

The second equation expresses the idea that the relative increments d.S;/S;
of the price of risky security are due to a deterministic instantaneous rate of
return a and Gaussian fluctuations with an amplitude characterized by the
volatility o. This equation also can be solved, and the resulting explicit for-
mula shows that the price of the risky asset evolves as the geometric Brownian

motion:
St — Soe(a—%oz)t+aw,,.

In our study, to simplify the notation, we suppose immediately that » = 0.
This is not a restriction and simply means that the bank account is chosen as

Yu. Kabanov, M. Safarian, Markets with Transaction Costs,
Springer Finance, DOI 10.1007/978-3-540-68121-2_1,
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2 1 Approximative Hedging

the numéraire: the price of the stock is measured in its units. The translation
into other units (of the “cash”) is so simple that there is absolutely no necessity
to keep r in the presentation.’

In the Black—Scholes model it is assumed that the price process carries all
possible information. Mathematically speaking, this means that the filtration
F = (F;) is generated by the process S (or, equivalently, by w).

The self-financing portfolio with the initial capital p is given by its value
process

t
Xy :=p+H-St=p+/ H, dS,,
0

where H is a predictable (or adapted) process taken from a certain class of
“admissible” integrands; H - S is a common (and convenient) notation for the
stochastic integral.

We shall discuss a bit later the important (and nontrivial) question how
to specify these “admissible” integrands. We also postpone a short discussion
on the interpretation of the introduced terminology.

Let us examine the problem of option pricing, considering as an example
the European call option. This is a contract between two agents. At the end of
the contract, at the maturity (exercise) date T, the option seller will be faced
the contingent claim (random pay-off) ¢ = (S — K)T. In a market model
without friction this is equivalent to sell one unit of stock at the price K > 0.
Note that in the presence of transaction costs there is a difference whether
the stock will be delivered or not.

The maturity date 7" and the parameter K (“strike”) are stipulated by
the contract.

How to price such an option? The classical answer in the Black—Scholes
theory is the following: price it by replication. This means that for the option
writer, it would be desirable to sell the option for an amount p with which
he could start a self-financing portfolio the terminal value of which is the
pay-off £&. Mathematically, the problem is: to find a real number z and an
admissible strategy H such that

p+H-ST:(ST—K)+.

Being “well formulated,” this problem can be solved by a straightforward
reference. A short search through a textbook on stochastic calculus reveals
that the predictable representation theorem is a result exactly in this spirit.
We formulate it in the following way, denoting by P the predictable o-algebra:

Predictable representation theorem. Any random variable ¢ € L*(Fr)
admits a representation
(=E(+G-wr
with (uniquely defined) G € L?(2 x [0,T],P,dP x dt).
! Unfortunately, this tradition is persistent. This phenomena might be explained

by a desire of some authors to keep the presentation closer to “practically looking”
formulae.
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Remarkably, for the case where the instantaneous rate of return a is zero,
the direct application of this theorem already gives the answer: the repli-
cation price is p = E(, and the replication strategy is H = G/(¢S). For
¢ = (St — K)™, the calculation of the above expectation is easy, and only
minor efforts are needed to obtain an explicit expression for G.

For the general case, one needs to apply at the first step the Girsanov
measure transformation removing the drift. We need it in the simplest form?
claiming that the process w; := wy; — ¥t on the interval [0,7T] is a standard
Wiener process under the probability measure P (sometimes called the risk-
neutral measure) given by the formula

P =¢tvr—3°Tp (1.1.1)
Thus, with ¥ = —a/o, we obtain that dS; = 0.S; dw; and
Sy = Spe ™37 (1.1.2)

where @ is a standard Wiener process under the measure P. The general case
is reduced in this way to the particular one considered above. We conclude
that the replication price p = E(St — K)™.

1.1.2 Explicit Formulae

Let n ~ N(0,1), and let b and A be positive constants. The difference n — b
under the measure P’ = "~ 3" P has the same distribution as 1 under P;
this simple observation is an ancestor of the Girsanov theorem. Therefore, we
have

12 + 12
B3 = A)" = B3 st inar gy — AB s i asin)

= El>1ma-10 — ABL> 110 a4 10y

1 1 1 1

Noticing that wr/vVT ~ N(0,1) under P, from this and from (1.1.2) we
obtain that the replication price p = E(St — K)™ when Sy = x is given by
the first Black—Scholes formula

+ a\/_) ( ! ———a\/_> (1.1.3)

C(O,x,a)—a:@( A

vk

2 Tt was known a long time before Girsanov. The fact that, under P , the increments
are centered independent Gaussian r.v.’s follows immediately from the expression
for the characteristic functions. This was already known to Escher in 1930s.
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Respectively, if the contract starts at time ¢t < T" where T is the maturity
time and T — t is the time to maturity, the pricing formula can be written as
follows:

C(t,z) =C(t,x,0) = 2®(d) — K&(d — oVT — t), (1.1.4)
where
1 T 1
dfd(t,x)fd(t,x,a)fﬁhl?—kia\/T—t. (115)

We also put C(T,2) = (z — K)T. With this definition, the function C' is
continuous at every point (¢, x) € [0,T] x ]0, oo except (T, K). The singularity
at the point (7', K) is of no importance in the classical theory but, as we shall
see further, has dramatic consequences for models with transaction costs.

The option price process C(t, St) is a f’—martingale. To see this, we calcu-
late the derivatives

Cy(t, ) = D(d(t,z)), (1.1.6)
Cylt,z) = —N%@(d(t,x)y (1.1.7)

Notice that
Cyi(t,x) + (1/2)022?Crp(t,z) = 0. (1.1.9)

Applying the Itdé formula, we have that, on [0, T'[,
t
C(t, St) = C(0,50) +/ Cy(u, Sy) dSy
0

+ /t [Ot(U, Su) 4+ (1/2)S2C 0 (u, Su)] du,
0

and, therefore, due to the above equation,
t
C(t, ;) = C(0, So) +/ C(u, Su) dS.
0

Since the process S is a square-integrable martingale with respect to P on
[0,T], so is the integral in the right-hand side of the resulting identity (the
integrand is bounded). As is easy to see, the limit of the left-hand side exists
a.s. and is equal to (ST — K)T. We arrive at the second Black—Scholes formula

(St — K)t =C(0,S0) + /T Cy(u, Sy) dS,. (1.1.10)
0

The formula (1.1.6) is easy to memorize: it looks like if we would forgotten,
differentiating (1.1.4), that d depends on . It is worth emphasizing that for
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the call option, the instantaneous holding of stock in stock units, namely,
Ht - Cm(t, St) - @(d(t, St)),

is a random process evolving in the interval [0, 1], i.e., for the replication
purposes, the short selling is not needed. The holding of the stock in units
of the numéraire is S;P(d(t,S;)). Hence, the holding in the numéraire is

‘/t - Stdj(d(ta St))

1.1.3 Discussion

As the reader may observe, our derivation of the Black—Scholes formulae (we
prefer to use the plural) is based on a rather simple mathematics and. ..
a murky economical background.

In fact, we choose this presentation as the quickest one to create a platform
for further analysis and discussion of mathematical and financial aspects. The
following considerations do not pretend to be rigorous, but we provide them
to sketch some ideas exploited in the theory of option pricing in frictionless
financial markets.

1. The first point is that the choice of a geometric Brownian motion as
the model of price process is ad hoc. Numerous statistical tests definitely
reject this model: the logarithms of price increments are not Gaussian random
variables. Stable processes give much better fit, but their use is still limited
since models based on them fail to be complete.

2. The pricing principle (that the option price is the expectation with
respect to the martingale measure ]5) is universal in the Black—Scholes model.
It works also for the path-dependent option and allows one to calculate easily
the price for options with complicated structure using Monte Carlo methods.
The problem of finding the replicating strategies is more difficult. Fortunately,
for pay-offs which are contingent with the stock price value at the exercise
date, i.e., of the form ¢ = ¢g(Sr) where g is a “reasonable” function, this
can be done in a regular way, namely, by finding the solution of the Cauchy
problem (1.1.9) with the terminal condition C (T, z) = g(x). This idea works
well also for more general diffusion price processes like that given by the
formula (1.1.11) below. Methods of partial differential equations seems to be
helpful also for models with transaction costs.

3. The representation theorem, playing such an important role in the op-
tion pricing, holds true only for a very restrictive class of processes. For exam-
ple, in the realm of stochastically continuous scalar processes with independent
increments, only the Wiener process and the Poisson process generate filtra-
tions satisfying the predictable representation property. However, the price
process can be modeled as the solution of the stochastic equation

dSt = a(t,St)St dt+0’(t, St)St dwt (1111)

with “reasonable” coeflicients. This ensures an additional flexibility of the
Brownian framework.
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4. Tt is clear that if the buyer agrees for a larger price than p, then the
seller has a free lunch. A moment reflection shows that in the market where
the short selling is permitted, if the contract price is lower than p, the buyer
of the option will have a free lunch. One can try to define a “fair” price of the
derivative as such that it does not give arbitrage opportunities to any of two
counterparts. Unfortunately, in more complicated models such a “fair” price
is not unique.

5. To be consistent with statistical tests, financial theory needs models
where the predictable representation property for the price processes may
fail. This means that certain contingent claims cannot be replicated, i.e., rep-
resented as the terminal values of self-financing portfolios. In such models
(usually referred to as models of incomplete markets) there are many equiv-
alent martingale measures. One can find in the literature a lot of ideas how
to price contingent claims in incomplete markets; there exists a number of
“prices.” We mentioned here only the super-replication price: the minimal
initial capital for a self-financing portfolio the terminal value of which in all
cases dominates the terminal pay-off. Under very general assumptions, it is the
infimum over the set of expectations of the pay-off with respect to the equiv-
alent martingale measures. The idea of super-replication can be extended to
markets with transaction costs. It will be extensively discussed in this book.

6. How to choose a convenient class of admissible strategies? The pre-
dictable representation theorem gives a hint: the process HS should be in the
space L? with respect to the product measure dP dt. When the martingale
measure is not unique, the situation becomes much more complicated. How-
ever, the definition of admissibility requiring the boundedness from below of
the value processes works well in a number of problems.

7. How to use the Black—Scholes formulae? The first one, (1.1.4), gives
a “theoretical price,” i.e., a reference point for the trader. The second pre-
scribes the fraction of the stock to be hold. Since the continuous trading is
not possible—it is nothing but a mathematical idealization—the trader, in
practice, revises the portfolio time to time. The simplest method is to do
these revisions periodically, by dividing the interval [0, T] into n intervals and
making the revisions in accordance with the Black—Scholes prescription. In
this case the portfolio process can be described as follows:

t
Vt"ZC(o,SOH/ H™ dS,, (1.1.12)
0
where
Hn = Z C;c(ti—l, Strifno')l]tifhti]’ (1.1.13)
t; = (i/n)T, i = 0,...,n — 1. When the number of the revision intervals

converges to infinity, Vi — Vi = (Sp—K)* in L2(P) (just by the construction
of the stochastic integral). Thus, V' — Vp = (S — K)™ also in P-probability.

The parameters T and K are stipulated in the contract. The only remain-
ing parameter, the volatility o, should be extracted somehow from the market
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data. In the Black—Scholes world of continuous trading, o can be recovered
from any, arbitrary small, part of the trajectory of S. In reality, by various
reasons (discrete observations, model misspecification, round-off errors, and
many others), this is not possible. There are many ideas how to estimate o, but
this discussion (involving the problem of historical and implied volatilities) is
beyond the scope of our book. We shall assume that the model parameter o
is available.

8. We leave aside the question why the derivatives do exist and traded
actively in many markets. In the Black—Scholes world they are redundant
securities. As we shall see further, in the natural extension of classical model by
including transaction costs for the super-replication of most common options,
even the continuous trading can be avoided.

1.2 Leland—Lott Theorem

1.2.1 Formulation and Comments

As early as in their famous paper of 1973 Black and Scholes noticed a dis-
crepancy between the really observed option price and the “theoretical” one
given by the formula. Between other suggestions, they indicated that this may
be due to the transaction costs. Indeed, though the percentage of the trans-
action volume payed as the brokerage fee individually can be considered as
negligible, the total sum after hundreds and thousands portfolio revisions is
far from being such: in the continuous trading (i.e., in the limit) the Black—
Scholes prescription leads to the explosion of the accumulated transaction cost
payments.

In 1985 Heyne Leland suggested a new prescription for the standard call
option based on the idea of approximate replication. He observed that for
small proportional transaction costs, the terminal pay-off ( = (St — K)* is
close to the terminal value of the portfolio using the strategy to keep on the in-
terval ]t;_1,t;] between two consecutive revisions, instead of Cy(t;—1,S%,_,,0)
units of stock as in (1.1.12) and (1.1.13), Cy(t;—1,St,_,,0x) units. The input
parameter o, here is a multiple of the true volatility o by a certain magnifying
factor depending of the transaction constant coefficient, the volatility itself,
and the number n of the revision intervals.

Leland’s conclusion was very important for practitioners and it remains
such because it provides a reference point for pricing contingent claims in
real-world markets. Its great advantage is an easy implementation. Numeri-
cal simulations reveal good correspondence of the calculated prices with the
market option prices.

Unfortunately, Leland could not provide a mathematically correct con-
firmation for his prescription. In his basic setting he considered a kind of
scheme of series, in number n of the revision intervals, where the proportional
transaction cost coefficient is constant in n. His only theorem claimed that
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the terminal values of portfolios converge to the pay-off. This assertion is
false: the convergence holds but not to the terminal pay-off indicated in the
contract. There is a nontrivial discrepancy, which we shall study in the next
section.? Leland also made a remark, without providing arguments, that the
convergence holds also in the model where the transaction cost coefficient is
a function of the number of revisions decreasing as n~'/2. This conjecture is
correct. It was proven in the thesis of Klaus Lott. The Lott result is the first
rigorous explanation why the Leland strategy does work in practical situations
of small transaction costs and not very high frequencies of portfolio revisions.

We present here a slightly more general convergence result showing that
the convergence holds when the coefficient decreases as n=* for any o > 0.
An inspection of the proof below shows that the same conclusion holds when-
ever k, — 0 as n — oo.

In the two-asset model of the previous section (extended to take into
account proportional transaction costs), the current value of the portfolio
process at time ¢, corresponding to the regular revisions at t; = (i/n)T, can
be described (for t < T') as follows:

t
VeV [Hpas, - Yosop(Hz-HE), (2d)
0 ti <t

where H" is a predictable piecewise constant process of the form

H" = Z HZ—II]ti—hti] :
=1

H} are Fi,-measurable random variables, and

(@) = kprlipsoy — kst iz <oy

for some constants kg, kp > 0. We shall consider the case where the buying and
selling are equally charged, i.e., k, = ks = k and f(z) = k|z|. The coefficient
may depend on n. Namely, we shall assume that, for n > 1,

k=k,=kmn % «a€]l0,1/2]. (1.2.2)
The Leland strategy is given by the process H” with

HZ = Cz(tlv Stiaa\—n)u

o2 :=o0* (1 + ’Y—"), Vn 1= \/Eknnl/2 = \/Ekonl/z_a. (1.2.3)
o T T

3 Warning: the reader should take care that there are still papers where authors
believe that the discrepancy is zero.

where
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Remarks on notation. In the case @« = 1/2 (and only in this case) the
parameters v and & do not depend of n. However, to alleviate formula, we
shall often omit the index n also in other cases, hoping that this will not lead
to ambiguities. We assume that the time unit is such that T'= 1. We use also
the abbreviations

~

Ct,x):=C(t,2,5),  Hy:=Co(t,S),  he:=Caalt,S).

__ Note that, in contrast to the piecewise constant process H", the process
H = H"™ is continuous, but their values at the revision dates t; coincide.

Prerequisites. In this chapter we use rather elementary mathematical tools.
Our arguments require only one result from stochastic calculus beyond stan-
dard facts used in the derivation of the Black—Scholes formula. Namely, we
use the following version of the Lenglart inequality, which can be found in any
textbook on martingales: if M is a square-integrable martingale and (M) is
its quadratic characteristics, then for all a,b > 0,

P(|Mr|>a) <a 2E(bA(M)r) +P((M)r >b).

This inequality implies immediately that if M™ is a sequence of square-
integrable martingales (not necessarily with respect to the same filtration)
such that (M™)r — 0 in probability as n — 0, then M} also converges to
zero in probability.

The assertion of the following theorem for v = 1/2 was conjectured by Le-
land and proved by Lott. The extension to the case a €]0,1/2[ was established
in [130].

Theorem 1.2.1 Let k, = kon™%, where kg > 0 and o €]0,1/2]. Then

P-limV* = (S — K)*. (1.2.4)

1.2.2 Proof

The convergence in probability is invariant under the equivalent changes of
probability measure. By this reason we assume from the very beginning that
P is the martingale measure (i.e., the drift coefficient of the price process is
zero).

By the It6 formula we get that

~ ~

Cu(t, Sy) = C(0, So) + M + AT, (1.2.5)

where

5
1

t t t
/ Cro(u, Sy) dSy, = / 0SuClrz(t, Sy) dw, = / oSyhy dw,,
0 0 0

~

t 1 R
AP = / [th(u, Su) + 502,5’50‘,,03035(%Su)] du.
0
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The process M™ is a square-integrable martingale on [0, 1]. In virtue of the
expression for C,, given by (1.1.8),

n 1 ¢ o? -
(M™), = %/0 521 —u) exp{—d*(u, $.,5) } du.

Now we have to represent the difference V{* — ¢ in a form convenient for the
asymptotic analysis.

Lemma 1.2.2 We have V" — ( = F[' + F3', where

t;

Fin: / (Hn Ht dSt Z Z 1,Sti71)—ax(t,5t)) dSt, (126)

tbl

F} = %’ya/ S2C,a(t, Sy) dtka|H" HP |5, (1.2.7)

=1

Proof. According to the Black—Scholes formulae, the contingent claim ¢ ad-
mits the representation

1
¢=0C(0,5)+ [ HydS, (1.2.8)
0

where, we recall, H; = C,(t, S, 0).
Taking the difference of (1.2.1) and (1.2.8), we obtain that

1 n
V= /0 (HP — Hy) dS; + C(0,50) — C(0,S0) —k S_|H} = H}_,|S...
=1

It remains to check that
~ 1 ~ 1 T
(0, So) — C(0, So) :/ (H, — H,)dS, + 570/ S2C,. (1, Sy) dt.
0 0

This identity holds because by the It6 formula
C(0,S0) — C(0,50) = C(1,8:) — C(0,S0) — [C(1, 1) — C(0, )]

1 1
:/ Cx(t,St)dSt—/ C(t, Sy) dS;
0 0

1
+ %/ (67 -0 )SZCM(t Sy)dt

0
where the simplification in the right-hand side is due to the fact that C(t, )
is the solution of the parabolic equation (1/2)0?2%C,, + C; = 0 with the
boundary condition C(1,z) = (z — K)*, while C(t,z) is the solution of
(1/2)5222C,y + C; = 0 with the same boundary condition. [
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Note that there is no need in portfolio rebalancing at the maturity date,
and that is why the summation in (1.2.7) is taken only up to n — 1.

Lemma 1.2.3 For any o € [0,1/2],
P-lim FP = 0. (1.2.9)

Proof. In virtue of the basic (isometry) property of the stochastic integral
with respect to a Wiener process, it is sufficient to verify that

1
1imE/ o S2(Hp — Hy)® dt = 0.
" 0

But this is almost obvious. In the case a € [0,1/2], the parameter ,, increases
to infinity, and both H}* and H; tend to unit for ¢ < 1. If @ = 1/2, the
parameter &, remains constant, but still Hy* — Hy — 0 for t <1. O

Comment on the intuition. It seems to be rather clear that the integral
in the definition of FJ' can be well approximated by the Riemann sums with
terms S7  Coy(ti—1,S:,_,). On the other hand, Elwy, —wy, | = /2/7V At
and

|H£—H£71’Stl %O-S?iflcxw(ti—lasti 1)|’LUti — Wy, _ 1|
%USZ—IC‘T"E i—1,5t,_, )/ 2/mV A

So, it is reasonable to expect that the choice v = v, = 2 2/7ml/2 will lead to
an appropriate compensation and F3' can be represented as ), < n&}', where
for each 4, the sequence (£/'),>1 converges to zero sufficiently fast to ensure
that the whole sum converges to zero. Indeed, this is the case for a €]0,1/2].
A rigorous study of FJ' is rather delicate and requires some patience.

Put At := 1/n. It is easily seen that F3' = Zle L, where

L? = _’VU/ S ht dt — _’YU/ 1I]ti—1,ti](t) dtv

Ly = —wZS Ty At — kaZsfmhtH\Awti|,

=1
LY = kJZsfHﬁtH — kY Si_,|AM,],
1=1 =1

Ly =k S |AM,|— k> S, |AH,,],

i=1 =1

LY =~k > AS,|AH,|,

=1

A’U}ti = Wiy — Wiy, AS@ = St,: - Stz',fu and Aﬁt = th th 1
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Lemma 1.2.4 For any « € [0,1/2[, both terms the difference of which defines
LY converge almost surely, asn — oo, to J1 := S1AK, and, therefore, LT — 0
a.s. The latter property also holds for a = 1/2.

Proof. We shall argue for w outside the null set {S; = K}. Recalling the
definition h; = Crz(t, St, o) and using formula (1.1.8), we obtain, after the
substitution v = 52(1 —t), that the first term in the representation of L} can
be written as

E'Y_U 52 Sl—1)/82 ln(Sl—v/Ez/K)
2 )y v T

In a similar way we rewrite the second term:

1 ,)/U Sl vi_ 1/0— ln(Slkal/&z/K) 1
5 o2 / Z \/_l 1 \/Ei—l + Eﬁi—l I]”i—l-ﬂi](”) dv,

+ %ﬁ) dv.

where v; 1= 52(1 —t;). In the case a = 1/2, the adjusted volatility & does not
depend on n, and L} — 0 because of the convergence of the Riemann sum to
the integral. If a € [0,1/2][, then 5% — oo and o /52 — 1.

The following simple observation is important (and will be used several
times in future): for every w outside the null-set {S; = K}, the integrands
above are dominated by a continuous function dependent on w which decreases
to zero at zero and infinity exponentially fast and hence is integrable on [0, co].
By the dominated convergence both integrals converge to

1[5 v(In(Si/K)  1\*\
E | ﬁexp{—§<T+§ dv =51 N K. (1210)

The (unexpectedly simple) expression for the above integral can be easily
deduced from the formula

f(a) :z/ e~ Wi Ha?/u®) gy — ge”lal. (1.2.11)
0
To verify the latter, it is sufficient to consider the case a > 0 and notice that
f'=-2fand f(0)=/n/2. O
Our next step is to establish the following:
Lemma 1.2.5 For any « € [0,1/2], we have P-lim,, L} = 0.

Proof. Let us consider the discrete-time process M"™ = (M) with

m

M = akZlALtifl (|Awy,| — n_l/Q\/Q/W).

i=1
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Taking into account the independence of increments of the Wiener process
and the equalities

E|Awy,| = n~Y2\/2/x,
E(|Aw,,| —n ' 2/2/7)" = (1 = 2/m)n~ " = (1 - 2/m) At

we infer that M™ = (M) is a square-integrable martingale with the charac-
teristics

(M™)  =c*(1—2/mk*> St C2(tii1,Sh,_,)At.

i=1

Notice that (M™),, — 0 as n — oo. Indeed, as in the proof above, we treat
separately the case o € [0,1/2[ (in which we obtain, using the same change
of variable, that the convergence is of order (k2/5%)Inn = O(n~1/2~%1Inn))
and the case o = 1/2, where the convergence is of order k? = O(n™1).

Now, since (M™),, — 0 in probability, we obtain from the Lenglart in-
equality that also M)} — 0 in probability, and the result follows. O

Now we need again to exercise in calculations.

Lemma 1.2.6 Fort € [0,1[, we have

~ ~ 1 1 v
ES{h; = ESFC2,(t,8) = —— 1.2.12
t't t x;c( ) t) 27’1’8’2(1 — t) \/m exXp 2a2 + 1 ) ( )

where
= O'\/l_f b:: IH(S()/K)—J2t/2+

1
oVt V1 —t 2

Proof. Let n € N(0,1). Then, for any real numbers a and b,

ov1—t.

1 b?
E - 2l = ———— LA
exp{~(an +b)7} 2a% + 1 exp{ 2a?% + 1}
Since R
2162 (1 — t)SFC2,(t, S;) = exp{—(aw:/Vt + b)?},
the result follows. 0O

As a corollary, we get that, for ¢ € [1/2,1],

ES2C2 (1,8,) < ——.
t a:m( t)— b\_\/m

__ We shall need some bounds for higher-order derivatives of the function
C(t,z) = &(d), where

(1.2.13)
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Using the abbreviation

and noticing that

ad 1~  dpd)  1os -

we get easily the needed derivatives:

~ 1~ =~
~ 1~ -~ ~.

Conna (b, 7) = = [28(1 4 5d) + 52d(1 + 8d) — 8] p(d),

(to estimate these derivatives, we use the boundedness of the function dPo(d ).
Lemma 1.2.7 For any a € [0,1/2], we have P-lim,, L} = 0.
Proof. Using the elementary inequality ||a1| — |az|] < |a1 — az|, we get that

n

i=1

|L§l| < kazsti—l

=1

t; =R .
/ (Sti—lh’tq‘,—l - Suhu) dwy,
1

i—

where we use the abbreviation &; = £* for the absolute value of the stochastic
integral.  With this remark, it is sufficient to check that
k> " & — 0 in L'. We verify a stronger property, namely, that
k>, ll&llze — 0. Notice that the last terms involving a singularity can
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be omitted because

EE2 <2n 'ES?_ 72

tn—1

t; R N 1/2
S </ E(Sti,lhti,l — Suhu)2 du) .
ti—1
By the It6 formula,

dS;hy = d[staa:w(t7 S4)] = fedw + gy dt,

1

+2n7! / ES*h2 du — 0
1-n—1

in virtue of (1.2.13).

ti . N
E / (Stiflhti—l - Suhu) dwy,

ti—1

where
ft = O-Stéa:;v(ta St) + O-ZStzéwxx(ta St),
N 1 N N
gt ‘= Stcmxt(ta St) + §U2S?Cxxxa: (t7 St) + O'ZStZCxxa: (t7 St)
Thus,

t t 2
E(Stiflh’ti—l - Stht>2 = E|: fudw,y, + / Ju du:|
ti1 ti—1

ti ti
<2 Ef? du+2At/ Eg?2 du.

ti—1 ti—1

Using the prepared bounds for the derivatives, we have, for i < n,

”51”%2 = / E(Sti—lhtifl - Suhu)2 du

ti—1
-~ 3, 2 ¥

It follows that

el < At +52) + (a0 T

It is clear that
= At L /1 dt
S e~ [ e
—~ 8(1—ti)1/2 o (1—1t)1/2

~ 5 2%Inn,

MH

2_
P 1t

n—1 At

1/2 ~ —1/2~-1/2,1/2

(At) lz:; /0_\1/2<1 — ti)?’/i 2n g n )
n—1

(At)Y/? Z lAt -~ n~Y2nn.

i=1 K
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All these terms converge to zero if a € [0,1/2], even without multiplying by
k = ky,. The case a = 1/2 is special, but then, luckily, k, = kon='/2, and we
always have the convergence k> | ||{||2 — 0. O

Lemma 1.2.8 For any o €]0,1/2], we have P-lim,, L} = 0. For a = 0, the
sequence L% is bounded in probability.

Proof. Using again the inequality ||ai| — |az|| < a1 — as|, we get that

|L;41| < kZStFJAti - At¢71|

=1
1 n 1 N
<k [ (Cau S| dut ke [ 0282 Conalu. S, du,
0 i=17ti-1

where £ > 0 is a finite random variable.

Both terms in the right-hand side of the above bound converge to zero in
the case a = 1/2 (where k,, = kon~'/2, and C does not depend on n).

When « € [0,1/2], by the same reasoning as in Lemma 1.2.4 we conclude
that, outside of the null set {S; = K}, the first term in the right-hand side of
the above bound converges to the finite limit

oo [ Ao (2 D)o

where ko, = lim k,, is equal to zero for o > 0 and ko, = kg for a = 0.
To establish the convergence to zero of the second term when « € [0,1/2],
we use the estimate of Cy.(t, S, 0,) prepared earlier. We have

Z/ o252 |Ca:mu5’ ‘du<cz
ti—1

< (cr +0o- 2lnn)—>0.

The remaining summand converges to zero a.s. because, for any w for which
S1(w) # K, the sequence of functions Cypy(u, S, (w)) is bounded near the
terminal date t =1. 0O

Lemma 1.2.9 For any « € [0,1/2], we have P-lim,, L? = 0.

Proof. Since max; |AS:,| — 0 as n — oo, it is sufficient to verify that the se-
quence k> I, |Aﬁti\ is bounded in probability or, equivalently, that
k>, S,,_,|AH,,| has this property. But the latter fact follows from the
preceding lemmas. 0O

Inspecting the formulations of above lemmas, we conclude that all terms
L? tend to zero in probability in the case where o € 10,1/2], and the proof of
Theorem 1.2.1 is finished.
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1.3 Constant Coefficient: Discrepancy

1.3.1 Main Result

A detailed view of the above proof reveals that almost all steps in the argu-
ments works well also when a = 0, i.e., when the transaction cost coefficient
does not depend on the number of portfolio revisions, but in Lemma 1.2.8
in this case we have nontrivial limits. This observation leads to the following
result.

Theorem 1.3.1 Let k=ko >0 (i.e., « =0). Then

P-lim V)" = (S1 — K)* + J1 — Ja(ko), (1.3.1)

where Jy := S1 A K and Ja(ko) := S1F(In(S1/K), ko) with

2
viy 1
F(y, ko) : / y,v,ko)exp{ 2(v+2) }dv, (1.3.2)

2koy ko
G(y,v, ko) / - + —=
< 0) \/27r ‘ 2mv 2w
Since (z — K)* 4+ 2 A K = z, the right-hand side of (1.3.1) is equal to
Sy — Ja(ko).
Notice that G(y,v,0) = 2/4/27 and, hence, according to the formula
(1.2.10),

e /2 4y, (1.3.3)

JQ(O) = SlF(ln(Sl/K),O) = Sl NK = Jl.
We recover the known result that, in the absence of transaction costs, the

considered strategy leads to the replication in the limit.

Proof. In virtue of Lemmas 1.2.4-1.2.7 for a = 0, each of the “chained” terms
LY, Ly, and L% is a difference of sequences of random variables converging to
the common limit J;. Thus, in our representation of L} the first component
also converges to Jp, and it remains to check the convergence property for the
second component, i.e., that

ko Zsti—1|ﬁti - ﬁtifl‘ - JQ(kO) (134)

Put
In(S;, ,/K) N o2
20(1 —t;_1)\/n  4doyn|

= ‘\/ﬁ(wti — Wy, ) =

We shall work with the identity

1
_JQ(kO)v

= ~ 1
> S | Hiy, = Hi, | - k—0J2(k0) =+ 1y + I3 - T
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where

n n
IIL = Z Sti—l |Hti - Ht'i—1| - ZO’SZilhtFlZ?ﬂ_l/Q,

i=1

Iy =Y "0S} h,_ (2] — E(Z'F,_,)]n"2,
Iy =08} hy, E(Z]|F, ) n V2

Using the inequality ||a1| — |az|| < |a1 — az2| and the representation (1.2.5),
we estimate the summand I}, regrouping the terms, as follows:

n
|Iin| < Z Sti,—l |Mt7 - Mti—l - O-Sti—lﬁti—l(wti - wti—1)|

n ~ (In(S,_,/K) &2
Ay — Ap — , . — =~ | At
+ ; Stzfl tz t7471 o-Stzflhtzfl (20_(1 _ tifl) 40_> t’

The first sum in the right-hand side coincides up to the constant kg with
the majorant for |L%|, which, as established in the proof of Lemma 1.2.7,
converges to zero in probability. Consulting the table of derivatives, we observe

that
- In(2/K) — %a ) = Cp(t, ).

xém(t, x) <% T

It follows that the second sum is dominated, up to a random but fixed mul-
tiplier, by

As already shown, the first integral converges to zero.

The convergence of the second term to zero (of course, outside the null-set
{S1 = K}) follows by our usual arguments based on the change of variables
and dominating convergence.

Using the same consideration as in the proof of Lemma 1.2.5, we can show
that I3 — 0 in probability. Indeed, for every fixed n, the sequence of random
variables Z" = ZI' — E(ZF,_,), i =1,...,n, is a martingale difference with
respect to the discrete-time filtration (¥, ,). Easy calculations show that

wt t St) dt — Cxt(ti—la Sti—l)] dt|.

ZJQSfifﬁiE((Zf)z\}}ifl)n_l —0 as,

implying by the Lenglart inequality the required convergence of I3 to zero in
probability.
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Taking into account that o/v/n ~ 1/8/wkoo, we obtain, substituting the

expressions for h and the conditional expectation, that I3 has the same limit

as
n
Sti—l

1
n AiG
4 ; O'\/l —ti,1

which is obviously equal to ky ' Ja (ko). O

(St7:71 ) (/7'\2(1 — ti—l))@(d(ti—l, St171 5 3))At,

Remarks. 1. It is easy to see that for the discrepancy (i.e., for the limiting
hedging error), we have the bounds

—K',k}o <J - Jg(k'o) < O7 (135)

where £ is a function of S; and K. They lead to the important conclusion
that the option is always underpriced in the limit, though the hedging error
is small for small values of k.

The proof of these bounds is easy. Inspecting the formula (1.3.3) and taking
into account that J; = J2(0), we observe that they follow from the following
bounds for a standard Gaussian random variable ¢:

—lel < El§| - Bl§ —c| <0

for any nonzero constant c¢. The first one is obvious since |a|— |b| < |a—b|. The
second holds because the function f(x) := E|{ — x| = 2¢(z) + z(2&(z) — 1)
with the derivative f/'(z) = 2@(x) — 1 attains its unique minimum at x = 0.

2. As was observed by Granditz and Schachinger in [85], the function F'
defined by (1.3.2) and (1.3.3) for kg # 0 has a removable discontinuity at
y = 0. Since the random variable S is not equal to K a.s., the value F(1, ko)
does not matter and can be chosen arbitrarily, e.g., to make the function
continuous. However, this may not be a reasonable idea because the mentioned
formula appears in a natural way. The quality of a limiting approximation
is deteriorating when S; is near the strike K, and the discontinuity of F
(the point jumps upwards) indicates that it may be even worse for finite n.
Simulations results confirmed this conjecture.

1.3.2 Discussion

As we have shown, the Leland theorem that the strategy based on the Black
and Scholes formula with an enlarged volatility replicates in the limit the call
option pay-off (inclusive transaction costs fail to be true when the transaction
cost coefficient does not depend on the number of revisions (which is quite
common). On the other hand, this strategy is used by traders routinely: the
Leland pricing formula is an important tool to account market imperfections.
How to solve this apparent contradiction between theoretical results and fi-
nancial practice? The answer can be based on the Leland-Lott theorem and
the usual methodology of using asymptotic results. The latter prescribes to
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Picture 1. Dependence of J; — J2 on k = ko and S = 57 for K = 150.

imbed the model in a family of models parameterized by n (the “scheme of
series”). So, if n revisions are planned by the investor, the transaction cost
coefficient (e.g., provided by a trader) has to be interpreted as k, = kon™®
with certain artificial parameters ko and « needed to compute the modified
volatility. In the realistic situations where n is several dozens and the transac-
tion costs are fractions of percent, this interpretation seems to be legitimate
and leads to satisfactory results.

So, though we provide arguments disclaiming the Leland theorem, they do
not discard the approach based on the approximate hedging.

Denis [62] recently suggested a modification of the Leland strategy for
which the convergence in probability to the pay-off of the call option holds
for the constant transaction cost coefficient k,, = ky. Namely, one can take

ti—1
" :cw(t,»_l,stifl)—/ oo, S) du.
0

Another improvement of the Leland strategy to ensure convergence was pro-
posed in [179].

1.3.3 Pergamenshchikov Theorem

The convergence results presented below can be deepened. One of interesting
questions is on the rate of convergence in Theorems 1.2.1 and 1.3.1. A re-
sult of Granditz and Schachinger [85] indicated that in the latter it should
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be n~1/4. A complete answer is given by the following theorem of Pergamen-
shchikov [179].

Theorem 1.3.2 Let k = kg > 0. Then the sequence of random variables
& =0V = (S1— K) = J1 + Ja(ko)) (1.3.6)
converges in law to a random variable & with a mized Gaussian distribution.

The proof of this theorem is rather complicated, and we have no intention
to give it here. In the next section we investigate the rate of convergence in
Theorem 1.2.1, namely, the deviation in the L?-norm of the terminal value of
the portfolio process from the pay-off.

1.4 Rate of Convergence of the Replication Error

1.4.1 Formulation

In this section we consider the Lott case, where o = 1/2, and therefore 7,
does not depend on n. It is easy to prove that V/* converges also in L. We
establish a much more delicate result giving the rate of convergence of the
mean-square replication error. For simplicity, we continue to work under the
martingale measure.

Theorem 1.4.1 The mean-square approximation error of the Leland-Lott
strategy for hedging the European call option with equidistant revision dates
has the following asymptotics:

E(V{ =)’ = Ain"" +o(n™"), n— oo, (1.4.1)

where the coefficient

11, 4 D) 9
Ay :/ {U_+a3k0\/—+k302(1— _>:|At dt (1.4.2)
o L2 7r T

with Ay = ESAC2 (1, 5,). Explicitly,

= K* exp{— (In % —30%t = 35%(1 —1))? }
2m0\/1 — ty/20%t +02(1 — t) 202t +52%(1 —t)

Ay
(1.4.3)

One can consider a slightly more general hedging strategy with a nonuni-
form revision grid defined by a smooth transformation of the uniform one.

Let f be a strictly increasing differentiable function on [0, 1] such that
f(0) =0 and f(1) =1, and let g := f~! denote its inverse. For each fixed n,
we define the revision dates t; =t = g(i/n), 1,...,n. The enlarged volatility
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now depends on t and is given by the formula

02 = 0% + oko/8/m/ f!(1). (1.4.4)

The pricing function

6(t,a:) = E(a:egpt—%”f - K)+, tel0,1], z >0,

1
pi = / G2 ds,
t
admits the explicit expression

C(t,z) = a®(p; ' In(z/K) + pi/2) — K®(p; ' In(z/K) — pe/2), t<1.

where

The function p; decreases from py to 0. The following bounds are obvious:

(1= 1) < p2 < 02(1 — t) + ako/8/m(1 — 1)/2(1 — f(1))"/*.
Assumption 1. g, f € C?%([0,1]).
Assumption 2. g(t) =1— (1 —1)%, 3> 1.

Note that in the second case where f(t) = 1 — (1 —t)'/#, the derivative f’
for B > 1 explodes at the maturity date, and so does the enlarged volatility.
The notation C2([0,1]) is used for the functions which are continuous with
their two derivatives on the closed interval [0, 1].

Theorem 1.4.2 Under any of the above assumptions, the mean-square ap-
prozimation error for hedging the European call option has the following as-
ymptotics:

E(Vln—V1)2 =Ai(f)n " +o(n™"), n— oo, (1.4.5)

where the coefficient

mmzéﬁgf %7_ ( %ﬂmﬁ (14.6)

with Ay = ESAC2,(t,Sy). Erxplicitly,

2 1 &_ o2t—1
R K exp{(nK 30t)° } (1.4.7)

2mpe (202t + p? 202t + p}

The case f(t) = t corresponds to the model with the uniform grid and
A = Au(f).

We formulated Theorems 1.4.1 and 1.4.2 for convenience of references and
because of their rather explicit formulae. Our main result is more general.
It covers not only models with nonuniform grids but also gives the rate of
convergence of the mean-square error in the problem of approximate hedging
of options with pay-off function G(x) satisfying the following hypothesis.
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Assumption 3. G : Ry — R is a convex function such that G|, € C*(I;),
where the intervals I; = [K;_1,K;], j = 1,...,N, Inq1 = [Kn,o0[ with
0=Ky< K; < <Ky <00, and G"(z) < k(1 + 2™) for some constants
Kk, M > 0.

The pricing function
C(t,x) = EG(erPf*%pf), tel0,1], z >0, (1.4.8)

solves the Cauchy problem

~

Cilt,z) + %a,?;ﬁém(t,x) =0, C(,z)=0G(a). (1.4.9)

Theorem 1.4.3 Suppose that for the scale function, one of Assumptions 1
or 2 is fulfilled and the pay-off function satisfies Assumption 3. Then

E(Vy =) = Al(fin +o(nh), n— oo, (1.4.10)

where A1 (f) is given by the formula (1.4.6) with Ay = ESfé’gm(t,St).

This result makes plausible the conjecture that the normalized difference
n'/2(V* — V1) converges in law. Indeed, this is the case; see further Theo-
rem 1.5.1.

1.4.2 Preparatory Manipulations

First of all, we represent the deviation of the approximating portfolio from
the pay-off in an integral form, which is instructive how to proceed further.
This is an obvious extension of Lemma 1.2.2. There is only a minor difference:
now 07 — 02 = 24/2/mko+/ ().

In the sequel we need to define a number of stochastic processes. Since the
terminal date plays a particular role (we do not include the final transaction),
they will be defined on the interval [0, 1] with an extension by continuity to its
right extremity. With such a convention, the identity in the following lemma
holds also for s = 1.

Lemma 1.4.4 We have the representation V' — V, = Fln+ P s e0,1],
where Vs = C(s,Ss),

n

Fin = 0/ St > (Cultior, St,y) = Cult, SO)) i,y 4y (1) duwy,
0

i=1

n 2 [ oA K ~
FX = kO\/;a /0 SiCuat S)VF @) dt = 22 5 | ACs ()] Se

t;<s

with the abbreviation Aé’l.(ti) = ac(ti, St,) — aw(ti_h St;_1)-
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Proof. Using the expression

0 SO / ZC i— 17‘St1 1)I]t1 1,t]( Z

ti<s

and applying the It6 formula to the increment 5(0, So) — a(s, Ss), we get that
the difference V' — V; is equal to

F;”—/ <Ct(t Sy) + = 0252(1”@ St> Z|AC )] St
0 t <s

Since C(t, z) solves the Cauchy problem (1.4.9), the integrand above is equal

to (1/2)(0? — at)SQC’m(t St). We conclude by substituting the expression
(1.4.4) for 2. O

Put (for s € [0,1])

1 ~

M= 2o t;scm(ti_l, St )87 [Ati = (Awy,)?],

MQ’I’L = k—\/()» Z azl‘(t’iflv Sti71)5271 [\/ 2/77\/ Atl - |A'LUt,L ],
ti<s

where At; :==1t; —t;—1 and Awy, := wy, —wy,_,
We introduce also two residual processes RI"™ := FI™ — MJ", j=1,2.
Since V3 = G(S1), Theorem 1.4.3 follows from the following assertions:

Proposition 1.4.5 nE(M{"™ + M?" — A;(f))?> — 0 as n — oco.
Proposition 1.4.6 nEsup,.;(R")? — 0 as n — oo.

Proposition 1.4.7 nEsup,.,(R2")?> — 0 as n — oo.

Remark. In fact, to prove the theorem, it would be sufficient to show that
nE(R]")? — 0. However, the stronger property claimed above happens to be
useful in a study of more delicate results on the asymptotic behavior of the
hedging error.

For a process X = (X;), we denote by X* its maximal process. That is,
X} = sup, <, | Xu|. In this (standard) notation the claims of Propositions 1.4.6
and 1.4.7 can be written as n!/2|[R{"*||12(0) — 0, j = 1,2.

Note that the sum in the expression for F7*2 = F*? does not include the
term with 4 = n. Having in mind singularities of derivatives at the maturity, it
is convenient to isolate the last summands also in other sums and treat them
separately.

Now we analyze the expressions for F1" and F1" by applymg the Taylor
expansion of the first order to the differences Cy(t;_1, St;_,) — C,(t,S;) and
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~ ~

Cy(ti, St;) — Cu(ti—1,St,_,) at the point (¢;-1,S_,). A short inspection of
the resulting formulae using the helpful heuristics AS; ~ 0S; Aw; ~ oS/dt
reveals that the main contributions in the first-order Taylor approximations
of increments originate from the derivatives of C,(t,z) in x. That is, the
principal terms of asymptotics are

sn—1
Psln = U/ Z me(tiflv Stifl)StQi—l(l - St/Sti—l)St/stifl‘[[ti—l-,ti[(t) dw,
0 =1

szn = k() Z amm(ti—la Stl—l)StZi_l

X [U\/Q/W\/f’(tifl)Ati — |Sti/Sti71 — 1|/\/ﬁ]7

where s € [0,1].
We write the first residual term R." = (P! — M1") 4 (F1™ — PI™) in the
following form:
RI™ := (R¥™M™ 4+ RI"™ — RI'™ — (1/2)R!")o, (1.4.11)
where

1Mn
RS

P o

RI™ = Iy o(s) / (Coltn-rsSe, ) — Cult, 51)) S, duor,
tn_1
sn—1

R;tn ;:/ Zéwt(ti—hsti,l)(t_ti—l)StI[ti,l,ti[(t) dwt,
0 =1

sn—1
Rin ::/ ZUZ‘[[E—l,b[(t) d’ll}t
0 =1

with
Utz = é\xzz(iifla gtifl)(st - Stifl)QSt + 6‘Itt(£i*17 gtifl)(t - ti*l)ZSt
+2C0e (Fi1, St )t = tio1)(S: — S, 1) Sk

The intermediate point (£;_1,S;, ,) in the interval connecting (¢;_1, Sy, ,)
and (t;,S;,) can be chosen in such a way that the mapping w ~ (;_1, 5}171)
is an JF%,-measurable random variable (for example, one cane take the first
point on this interval for which the Taylor formula holds).

Notice that tNifl S [tifl,ti] and Sti—l € [Sti_l,St}.

The structure of the above representation of R'" is clear: the term R'™"
corresponds to the nth revision interval (it will be treated separately because
of singularities at the left extremity of the time interval), the term R'‘" in-
volving the first derivatives of C, in ¢ at points (ti—1,S,_,) comes from the
Taylor formula, and the “tilde” term is due to the remainder of the latter.
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It is important to note that the integrals involving in the definition of
P'" depend only on the increments of the Wiener process on the intervals
[ti—1,t;] and, therefore, are independent on the o-algebras F;, ,. This helps
to calculate the expectation of the squared sum: according to Lemma 1.4.16
below, it is the sum of expectations of the squared terms. We define P?" in a
way to enjoy the same property. The second residual term includes the term
R?™ corresponding to the last revision interval; the term R?'™ represents the
approximation error arising from replacement of the integral by the Riemann
sum; we split the remaining part of the residual in a natural way into sum-
mands R%, and R%;. After these explanations we write the second residual
term as follows:

We “telescope” the residual term R?" = (P?" — M2") + (F?" — P?") in
the following way:

R2" = (R2M" 402/ R +0/2/7 R + R + R + R ko (1.4.12)
with

R = (P2 212) [,

B2 = T (o) | S2Coa(t S0V ®) dt,

tnfl
R?ln = / | (S?C\za:(tv St) \% fr(t) - 535716193(%*17 Sti—l) f/(tifl)) dt,
t,

szn = : ff(ti_17Stz—l)‘Sti—1 -5 |(Sti—1 - St')a

1

\/ﬁti<s t |
1

R§3n - Z[ . ]Z(StI - Sti—l)’

[ = Cualtio, St Sk — Sty | = |Cultis St) — Caltiz1, Si, )| (1.4.13)

1.4.3 Convenient Representations, Explicit Formulae, and Useful
Bounds

1. Representations of derivatives in x. We consider the function C (t,x)
defined by the formula (1.4.8), i.e.,

(oo}

Ct,z) = / G(xepty—%pf)go(y) dy. (1.4.14)

— 00
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To ensure that the integral is finite, we suppose that G : R4 — R is of poly-
nomial growth. We assume also that G is a convex function. Automatically,
G, being locally Lipschitz, admits a positive Radon—Nikodym derivative G'.
One can choose as G’ the right derivative of G, which is increasing and has
only a countable set of discontinuities. R

Our aim is to get appropriate estimates of partial derivatives of C(t,x).
To this end we introduce the function

o0

C(z;p) :/ G(mepy_%pQ)go(y) dy. (1.4.15)
— 0o

Lemma 1.4.8 Suppose that G is a convexr function with Radon-Nikodym

derivative G’ of polynomial growth. Then for n = 1,2,3,4, we have the fol-

lowing representation:

%C(Jc;p) = ﬁ/_o; G (2?27 ) Py (y)e(y) dy,  (1.4.16)
where
Py(y) =1,
Pi(y) =y,
Py(y) ==y* —py—1,
Ps(y) := y* = 3py* + (2p° — 3)y + 3p.

Proof. Let us introduce the function
G(u;p) == G(e*p“*%pQ), ueR, p>0.

Recall that the convolution of G’ and ¢ is defined by the formula

Grpzn)i= [ GG ppl)dy

The representation C(x; p) = G * ¢(—p~ ! Inx; p) allows us to calculate easily
the derivatives in z.
Differentiating the convolution, we get that

5 G e(zip) = Gr o (zp) = G x " V().
Recalling that (™ (y) = (—1)"H,(y)¢(y), where H, is the Hermite polyno-
mial of order n, we obtain the representations

o 0 () — L 02N ()= L 2
anCrelzin) = (=" / G/ (7?2 ) e P TR H, L (y)o(y) dy
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and

a—;é*gp(—p_l Inz;p) = (—1)"px /O:O G’(xepy_%pQ)epy_%sznq(y)@(y) dy.
Changing the variable, we rewrite the last formula as

a%@ «p(—p ' Inw;p) = (—-1)"px /Z G (ze?"* 37"V Hy 1 (y + p)ly) dy.

(1.4.17)

The first four derivatives of the function f(g(.)) at the point = are given
by the formulae

2 o) = fy()g' @),

L o) = £@) (g @) + )" @),
L Flo@) = F9 @) @)’ + 37 @)g" @) (@) + £y ()g @),
4
L T6@) = 1@ (¢ @) + 659 @) (@) (g @) + 35 @) (6" ()

dat
+4fy ()9 (@)g' (@) + fo(2)g" (2),

where we use the abbreviations f, (x) := f'(g()), f; (z) := f"(g(x)), etc.
For the function g(z) = —p~!Inz, the mth derivative

(@) = (~1)"(m = 1)lp~ e

Applying the above formulae with f = G * ¢ and fén) (x) given by the right-
hand side of (1.4.17), we obtain the assertion of the lemma with

Py(y) = Ho(y + p),

Pi(y) = Hi(y + p) — pHo(y + p),

Py(y) = Ha(y + p) — 3pH1(y + p) + 20" Ho(y + p),

P3(y) = Hs(y + p) — 6pHa(y + p) + 11p°Hy(y + p) + 6p° Ho(y + p).

Since Ho(y) = 1, H1(y) = y, Ha(y) = y?> — 1, and H3(y) = y* — 3y, these
formulae can be rewritten as in the statement of the lemma. 0O

Remark. Using the well-known combinatorial formula for the nth derivative
of f(g(x)) (see, e.g., Theorem II1.21 in the textbook [208]), one can easily check
that the representation (1.4.16) holds for each n with a certain polynomial
P, _1 of two variables, y and p, of order n— 1 and the coefficient at y"~! equal
to unity.

It follows from the above lemma and accompanying remark that in the
case where G'(z) < k(1 + P),

o (1+ 2?)

%O(t,m) < /"inxn_l(l _ t)(n—l)/Q .

(1.4.18)
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In particular, if G’ is bounded, we have that

o 1
%O(tl') < K’”xn—l(l —_ t)("—l)/Q.

(1.4.19)

Lemma 1.4.9 Suppose that G is a convex function with Radon—Nikodym
deriwative G of polynomial growth. Then C,(t,S:) — G'(S1) ast — 1 al-
most surely and in any LP(£2), p < co.

Proof. From the representation (1.4.16) with n = 1 it follows that

o0
Calt.S) = | G/ (Sier ) ply) dy.
— 00

Since the distribution of S7 is continuous, the set {2y of w for which S;(w)
belongs to the (countable) set of discontinuities of G’ has zero probability.
Outside 29 we apply to the integral the Lebesgue dominated convergence
theorem using the assumption that G’ has a polynomial growth. To get the
convergence in LP({2), we also apply the Lebesgue theorem but now to the
expectation. Its condition holds because ST is integrable in any power. O

2. Representations of mixed derivatives. Explicit formulae for deriv-
atives involving the variable ¢ are more cumbersome but also easy to obtain.

Let us define the operator T transforming the polynomial P(y; p) into the
polynomial

TP(y; p) = (yP(y; p) — Py(y; p)) (y + p) + pPo(y; p) — Ply; p).-

Lemma 1.4.10 Suppose that G is an increasing convex function with Radon—
Nikodym derivative G' of polynomial growth. Then we have the following for-
mulae:

~ atzfr > / +1 2
Ci(t, ) = o | C (weP V200 ) Py (y)p(y) dy,
t J—o0
A i +30}
Cat(t, ) = o G’ (we” V2P0 ) T Py (y; pr)e(y) dy,
t J—o0
~ /0-\152 * / y+iplx
Czwt(tyx) = _2 3 G (xept 2Pt )(Tpl(y7pt) + Pl(y))@(y) dy7
Pl J—o
. 6.\2 / 6.\4 oo 1
Cu(t,z) = —((2t) + 4—t3>$/ G’ (me'of’y—‘_%pf)Pl(y)‘P(y) dy
Pt Pt —00
3450 & 1.2
5 | G e TP (s p) (v)e(y) dy,
t —0o0
N 52V G4 3 1o
Cnlter) = (G0 + 55) [ 6 err o) TR ot
Pt Pi —00

~4 [e%)
+ L / el (;ve”ty+%”?)T2P0(y; pe)e(y) dy,
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where P;(y) are polynomials defined in Lemma 1.4.16. In accordance to the
definition of the operator T,

TPy(y) =y*+py — 1,
TPi(y) =y* + py* — 2y — p.

Proof. Differentiating under the sign of integral in (1.4.15) and making a linear
change of variables, we obtain the representation

o0

Cp(z;p) :x/ G’ (2?37 ) yo(y) dy.
Since p} = —a2/(2p;), the formula for C, (t,z) follows obviously.
Using the change of variable

2ys @, p) = werV A0

with the inverse
( ) 11 z 1
zix,p)=—In— — =
Y P P 20

and differentiating under the sign of integral, we get that

a oo 1 oo

P / G' (2?37 ) P(y; p)ply) dy = ~ / G' (2”32 )TP(y; p)p(y) dy.
p J - pJ oo

This identity helps us to derive the formulae for éxt(t, x) and ém(t, x) from
the representation (1.4.16) and also get the formulae for Cy; (¢, 2) and Cy4:(t, )
by the differentiation of those for C;(¢,x) and Cy(t,z). O

From the above lemma we have the following bounds:

Lemma 1.4.11 Suppose that one of Assumptions 1 or 2 is fulfilled and G’
has a polynomial growth. Then

= 1
|Cat(t, @)| < KT (142z™), (1.4.20)
A 1 1
’met(t,x)| < ’{m;(l +2™), (1.4.21)
A 1
|Cztt(t7x)| < FCW (1 + $m). (1.4.22)

Proof. Under the Assumption 1, both 57 and |(52)'| = &|f"(t)|/\/f'(t) are
bounded, and the statement is obvious. Under Assumption 2, i.e., when
f)=1—(1—-t)"8 B> 1, direct calculations lead to the bounds

~2 1 ~2\/ 1
I ‘(Ug) < w - (1.4.23)
Pt I—t Pt (1—1)

implying the required estimates. 0O
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3. Sharper estimates of partial derivatives. For our analysis, we need
also more precise estimates requiring further hypotheses on G.

Put
1 In? (K;
§ exp{ (K /) } (1.4.24)
p?
with the convention Xy(z, p) := 0.

Lemma 1.4.12 Under Assumption 3, there is a constant k such that, for any
p€[0,0],

0 < Cpu(z,p) < ks XN (T, p) + k(14 2™). (1.4.25)
pT
Proof. Put
K, 1
5= imBi 1)
Jj P - 2[)

Integrating by parts on the closed intervals with the extremities ¢;, we obtain
that

0o ) N L 8j+1—
/ G (2?27 )yp(y) dy = — Y G’ (2?27 ) o(y) 5:
0 =0 I
+psc/ G (wer 30" ) e 3 o (y) dy.
Clearly,
N 12 dj+1— al
-2 G| =2 (GG — GG )eld,),
j=0 ! j=1

Due to the assumed convexity of G, the summands in the right-hand side are
positive and dominated by

1/2 n x
G (R )pl0y) = ) e B [ UG/

Due to the polynomial-growth condition on G” in Assumption 3,

/ G//(zepy+%p2)epy+%p2<p(y) dy < I{(1+1'm)-

— 00

Combining the above estimates, we infer that

o0

G (we? 57 Yyp(y) dy

. 1In(K;/x)
<_§ ] 14 2™).
_xl/Qj_leXp{ 2 p? }+W( )

The claim follows now from the representation (1.4.16) for n =2. O

0<

S—
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Lemma 1.4.13 Under Assumption 3, there is a constant k such that, for any
p €10,0],

= 1 1
|Craa(z, p)| < HWZN(%/)) + Hp—z(l +z™),

5 1

p313/4

Proof. Let Q,(y) be a polynomial the coefficients of which are functions of p
bounded on [0, o]. Then there exists a constant & such that

e 12 1
/ G (ze”27)Q (y)e(y) dy| < RWZ‘N(x,p) + rpz(14+2™). (1.4.26)
0

By virtue of the representation (1.4.16), the bounds of the lemma immediately
follow from the above inequality. To prove the latter, we first consider the case
where Q,,(y) is H,(y), the Hermite polynomial of order n. We argue in the
same way as in the proof Lemma 1.4.12.

Taking into account that (™ (y) = (—1)"H,,(y)¢(y), we obtain, using the
integration by parts, that the left-hand side of (1.4.26) is dominated by

N oo
D S e B A P

There is a constant &, such that [p("~1)(y)| < knp(y/2) for all y. In partic-

ular,
1 K; 1/4 11n®(K;/x)
n—1 16 J
)] Vo= & Tz exp{_ZT}'

This leads to the inequality (1.4.26) for the Hermite polynomials. The Hermite
polynomials H,(y) form a basis in the linear space of polynomials in y. It
follows that the inequality holds also for @,(y) = y™ and, hence, for any
polynomial the coefficients of which are functions of p bounded on [0,0]. O

Using the estimate (1.4.26) we obtain from Lemma 1.4.10 the following:

Lemma 1.4.14 Under Assumption 3 on the pay-off function G, there is a
constant k such that, for any t € [0, 1],

R 43/
|Ci(t, )| < KVU o In(z, pr) + ko72% (14 2™),
~ o2 52

‘th(tvx)’ < K’pgm—tl/zlzN(x’pt) + K’p_ix(l + xm)’
=2 =2

~ G 5 .
‘szt(t7x)’ < KWEN(x,pt) —‘rlié(l + ™),
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6.\2 /

@, ot
2pe  4p;
A Co
Corut(t, < —_— 4+ —
[Coults )] < K( 2pt * 2p}

~4
O

}@t(t,xﬂ < m( ) (x3/4EN(x,pt) + pe® (1 +2™)),

) (st matop s palr+0m))

4. Call option: explicit formulae. For the classical call option with
G(z) = (x—K)™T, the derivatives we need can be given explicitly. In particular,

axr t,x) =— t,x)),
(t,) mw( (t,7))
where 1 1
~ T
d(t = —1In— + —p;. 1.4.2
(t.2) 1= I + 5 (1.4.27)

To get the expression for the function A, = ES*C2,(t,S;) from Theo-
rem 1.4.5, we use the following easily verified formula.
Let £ € AN(0,1), and let a # 0, b, ¢ be arbitrary constants. Then

1 b? .
Be®e=(at0)® =~ ox {—— + b2 — bQ}, 1.4.28
V211 P 2a2 11 ( )

where b := b — ¢/(2a).
The distribution of the random variable 27w.SY C?2 (¢, S;) is the same as that

of
55726*%(P*2)02tp;2ectﬁef(at§+bt)27

where ¢; = (p — 2)ot'/?, a; = iatlm,

1/ S 1 1 - 1
by = o (ln EO - 50%) +5pt, by = by — 5(1? = 2)pt-

Since s . )
~ 0
-t (n 2 L) ]

we obtain from the above that

~ 1 KP—2
ESPC? (t,8;) = e B 1.4.29
t :c;c( f) 27Tpt 20’2t+p? ( )
where
In%e — 152t — 1(p—3)p2)2 —2)(p—4

202t + p? 4
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In particular, with p = 4, we have

1 K? { (In22 — 102t — %pf)Q}

= eXp — .
2mpe /202t + p? 202t + p?

5. Bounds for expectations. Using (1.4.28), we obtain from Lem-

mas 1.4.12-1.4.14 and (1.4.23) the bounds which will be used in the proof
of Theorem 1.4.3.

Ay

(1.4.31)

Lemma 1.4.15 Suppose that one of Assumptions 1 or 2 is fulfilled and G
satisfies Assumption 3. Then

~ 1
2m
ES?CMC (t,St) < Hm7 (1.4.32)
~ 1
2m
ESmet (t,St) < Kim, (1433)
~ 1
2m
ESPCL5 (L, S) < P (1.4.34)
~ 1
2m
ESmext(taSt) < H(l — t)3m—1/2’ (1435)
ESPC?™ (,8,) < _ (1.4.36)
t Yxxxz\Y Pt _K(l—t)3m_1/2’ <E.
where the constant x depends on p and m. In particular,
Ay < (1.4.37)
K . 4.
eIt

1.4.4 Tools

In our computations we shall frequently use the following two assertions. The
first one is a standard fact on discrete-time square-integrable martingales.

Lemma 1.4.16 Let M = (M;) be a square-integrable martingale with respect
to a filtration (G;), i = 0,....k, and let X = (X;) be a predictable process
with EX? - (M), < co. Then

k
E(X - My)® =EX?- (M), =Y  EX}(AM;)?,
i=1

where, as usual, A(M); := E((AM;)?|G;_1),

k k
X Mp:=Y X;AM;,  X? (M) = X7 (M)
i=1 =1
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Lemma 1.4.17 Suppose that ¢, f' € C([0,1]). Let p > 0 and a > 0. Then

- p+a O(nl_p_a)v p<l,
Z 1 t O(n %lnn), p=1,
i=1 O(n™9), p> 1.

Ifgt)=1- (1~ B =1, then

L agpre OG0, p<1va(G-),
S T O(n=*"Inn), p=1+a(6-1),
=1 t O(n=99), p>1+4a(f—1).

Proof. We first consider the case where ¢, f' € C([0,1]), i.e., ¢’ is not only
bounded but also bounded away from zero. By the finite increment formula
At; = ¢'(z;)n~L, where z; € [(i — 1)/n,i/n], and, hence, At; < constn~!
Applying again the finite increment formula and taking into account that
min ¢'(t) > 0, it is easy to check that there is a constant ¢ such that

11—t
— oo 1<i<n-—1.
1—1t;
Thus,
Ay AL et gy
= _<e¢ T < .
i—1 (L —t)P ;(1_tz )P~ /O (L=t
Since

nt ming’(t) <1—-g(1—-1/n) < nt max g’ (t),

the asymptotics of the last integral is O(1) if p < 1 (the integral converges),
O(lnn) if p=1, and O(nP~ 1) if p > 1. This implies the claimed property.
In the second case where g(t) =1 — (1 —t)?, 3 > 1, we have

pta grte L (1—a;)B-D+a) 1
z:: 1—t T opp—lta (1—i/n)fr  n’

i=1

The sum in the right-hand side is dominated, up to a multiplicative constant,
by

1 1 _ /1 1/n dt
(1= (i —1)/n)pta=ban = (1 —t)pra=pa’

g
~L7JL

Using the explicit formulae for the integral, we infer that the required property
holds whatever are the parameters p >0, a >0, and § > 1. 0O
1.4.5 Analysis of the Principal Terms: Proof of Proposition 1.4.5

Since E(M{"™ + M?") = 0, we need to verify that nE(M{"™ + M#)? — A;(f)
as n — oo.
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Recall that E(£? — 1)? = 2 and E|¢]? = 2E|¢| = 24/2/7 for € € N(0,1).

Using Lemma 1.4.16, we obtain the representation

nE(M{™ + Mi™)" = —nZAt )? + koo® \f 1/22/1 )3/
n—1

+ kio <1——> ZAtl At

By the finite increment formula At; = g(i/n)—g((i—1)/n) = ¢'(x;)/n, where
x; € [(i —1)/n,i/n]. We substitute this expression into the sums above. Let
us introduce the function F, (depending on p) by the formula

)= Z Ag(i—1ymy [0 @)] Tigi—1) mimi (1)-

For p > 1, we have

n—1 1 1
1
E Ag((zfl)/n) [g/(aji)]pg = /0 Fn(t) dt — /O Ag(t) [g/(t)]p dt.
=1

The needed uniform integrability of the sequence {F),} with respect to the
Lebesgue measure follows from the de la Vallée-Poussin criterion because the
estimate A; < k(1 —¢)~/? and the boundedness of g’ imply that

1 1 1
dg(t) ds
3/2 _
/0 F3 (t)dtﬁconst/o (1—g(t))3/400n8t/0 1o < o0.

By the change of variable, taking into account that ¢’'(t) = 1/f'(g(t)), we
transform the limiting integral into the form used in the formulations of the
theorem:

/O Agiy[g' )] dt:/o Agry [9'(1)] dg(t)Z/O A f(1)] T dt.

The claimed property on the convergence of n'/2(M[™ + M?") to Ay(f) in
L?-norm is verified.

1.4.6 Analysis of the Residual R!'™

In this subsection we give a proof of Proposition 1.4.6.

1. To check the convergence of the sequence n'/2RIM™* to zero in L?, it
is convenient to introduce the “intermediate” process

sn—1
Msln = 02/ Z sz(tiflu Stifl)St%,l(wtifl - wt)‘[[ti—l,t@[(t) dwt~
0 =1
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The difference P1™ — M'" is a square-integrable martingale, and

n—1

t; 2
_ ‘ Sy St
E(Pm - =02 Ay, / E[(——l)——ow—w, dt.
( 1 1 ) ZZ; ti1 - Sti—l Sti—l ( t 75#1)
It is a simple exercise to check that
E((e“57%“2 — l)euéféu2 - u§)2 = O(u4), u — 0.
Hence, we can dominate the expectations in the integrals by a quadratic func-
tion and obtain that
9 n—1
nE(P/™ — M{™)" < constn Z Ai, (A2 =0, n— oo.
i=1
By virtue of the Doob inequality, also nE sup,(P!" — M1")? — 0.

Note that ]\thli’il = Mtli’il, the process M'™ is constant on the interval
[tifh ti[, while

Méln — Mtlﬁl = 0'261;1-(751'_1, Sti—l)StQi,1 / (wt171 — ’LUt) d’LUt.

ti—1

It follows that

. 1n Tiny2 _ 0 4 A2 4 2
nsup(M," — M}")" =no* lax, Cro(tizn, S, 1)S;,_ mis
. <ne

i<

where

5 _sup [(ws —wy,_,)* = (5 — tii)].
s€[ti—1,t4)
Let m €]1,3/2[. Using the elementary inequality max;|a;| < ), la;|, the
independence of increments of the Wiener process from the past, the bound
(1.4.32), and the estimate E|n;|*™ < r(At;)?™, we obtain that

n—1 A 2m
m 1in r1n) 2m m ( tl)
n ESI;p(MS — M ) < Kn E —(1 EFRNEYE

i=1

= O(nl_m), n — 0o.

The sequence nsup, (M1 — M1™)? converges to zero in L™ and, hence, in L.
Summarizing, we conclude that n'/2||RIM"*|| > — 0 as n — oo.

2. The residual process R'"" is a martingale, and by the Doob inequality
E(R{"™*)2 < 4F(Ri™)2. We have

1

E(RI™)? = / E(Cultur, Su,_,) — Colt, 51))2S2dt < (1 — tn_y),
tn—l

where £, is the supremum of the integrand over [t,,_1,1]. By virtue of Lem-

ma 1.4.9, k, — 0. Since 1 —t,,_1 < kn~! (due to the boundedness of ¢’), we
conclude that nE(RI"™)2 — 0.
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3. By the Doob inequality asymptotic analysis of the sequence R}™* can
be reduced to that of

7

1tn Zcxt i— 17515Z 1)/ (t—ti_l)Stdwt.

ti—1

According to (1.4.33),

~ 1
2 2
EC(t,S¢)S; < ”m'
Therefore,
n—1 ti
(thn Z EC;ct 1,5, 1)SZ ) / (t— ti_l)QE(St/Sti,fl)z dt
=1 tiza
n—1 N3
ot S5Oy

(1—t;_1)3/2

in virtue of Lemma 1.4.17. Hence, E(R{")? — 0.

4. Now we estimate the expectation E(R}")? corresponding to the terminal
value of the martingale arising from the remainder term in the Taylor formula

for @ We have
n—1 . o
BN =Y [ B
i=1"ti-1

Since (a + b+ ¢)? < 3(a? + b? + ¢?), it is sufficient to check that each of the
following sums converge to zero as o(n™1):

Z/ Eczzz ~2 1a‘§tz‘—1)(‘st 7Stz‘—1)4st2 dta
xn ;:Z/t/ EC2,(fi_1, 8, ) (t — t;—1)*S2 dt,
i=1 i—1

n—1 t; ~
= 30 [ PO S ) iSSP SE
=1 i—1

Using the continuity of the process S;, we obtain from the formula (1.4.24)
that
lim sup Xy (S, pt) =0 a.s.
=1 >y
Applying Lemma 1.4.13, we infer that for any € > 0 and m > 1, there exists
a €]0, 1] such that

~ - ~ m 1
E|Cmmm(ti—175ti_1)}2 e (1438)
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for every t;_1 > a. For t;_1 < a, the above expectation is bounded by a
constant which does not depend on n.
Let £ ~ N(0,1), and let b € [0,1]. Using the elementary bound

|6b‘” — 1| < b(e‘zl — 1),
which follows from the Taylor expansion, we obtain, for m > 1, the estimate
E(euaﬁ—(1/2)02u2 _ 1)2m < K)’LLQm

where the constant x depends on m and o. Applying the Cauchy—Schwarz
inequality and this estimate, we get that

E(S; — Sy, )?™SP <kt —t;_1)™.

Manipulating again with the Cauchy—Schwarz inequality, we obtain with the
help of the above bounds that

X<k Z (Ati)3+/<csni ((A#)S

2
ti—1<a =1 )

The first sum in the right-hand side is of order O(n=2). According to Lem-
ma 1.4.17, the second one is of order O(n~!). Since ¢ > 0 is arbitrary, it
follows that lim, nX7 = 0.

Similarly to the bound (1.4.38) but referring now to Lemma 1.4.14, we can
establish that for any € > 0, there is a threshold a €]0, 1] such that for any
ti_1 > a, the following inequalities hold:

-~ g 5 2m 1
E|Cacact(ti—175ti_1)| S EW (1439)
and )
o~ g & 2m
E‘C:ptt(ti—ly Sti,l)’ < Em- (1.4.40)

With these bounds, we prove, making obvious changes in arguments, that
lim,, nX% = 0 and lim,, nX% = 0. Thus, nE(Ri™)? — 0.

1.4.7 Analysis of the Residual R2™

Now we give a proof of Proposition 1.4.7.
1. Put (for s < 1)

_ 1 ~
Ps2n = koﬁ Z Cl’m(tifla Stif1)5t2i_1 l:E|Sti/Sti—1 - 1| - |Sti/Sti—1 - 1|]

tigs
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The processes P?", P?" and M?" have piecewise constant trajectories jump-
ing at the moments t;, « < n — 1. Thus,

Hsup‘Pf” - MSQ"‘
S

< Hsup|Pt2_" — pn
.2 i i i

,+ [Jsupl 22— 2220
1

L 2
‘We have

1/2 2n D2n
n Hsgp|Pti - P ’

n—1
1/2
S ko Z Ati/,lew
i=1
where
Bi = }O’\/ 2/7T\/ ’Ilf’(ti_l)Ati - E|Sti/Sti_l - 1| |
Using the Taylor formula, it is easy to verify that, for u > 0,
wmsw ] = 2[d(u/2) — B(—u/2)] = /2/mu+ O(u?), u—0.
It follows that

B = o/2/m(At:) 2 |\/nf(ti-1) Aty — 1] + O((At:)*?).

By the Taylor formula,

Ele

1, 1
59 (yl)ﬁa

= g(i/n) ~ 9((i —1)/n) = ¢’ ((G — 1)/n)~ + 5

where the point y; € [(i — 1)/n,i/n]. Since f is the inverse of g, we have
f'(ti—1) = 1/¢'((i—1)/n). Using these identities and the elementary inequality
[v1+a — 1] <|a| for a > —1, we obtain that

19" (y3) 121 2
B; < const W(At DY + O((Ati)g/ ).

Fix £ €]0, 1/4[. Substituting the finite increment formula At; = ¢'(z;)/n with
an intermediate point z; in [(¢ — 1)/n,i/n], we infer that

B; < constan i (ig_(f;)/n”g e % +O((At)?),

where

1 9" ()11 = g((G — D)/m)]P/*—=

sup sup

tn = nt/2 i<n—1z;,y; g ((Z -1 /n)(g’(xi))1/2

Recall that

- ;) 1 Yoodg(ty (Y dt N
; l-g 2—1/ )]1“3”%/0 [1—9(15)]1‘5/0 (1—t)1‘5<
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and a, — 0 under each of our assumptions. These observations lead to the
conclusion that

n—1
i=1
Noticing that
E(|e“€7%“2 — 1| — u|§|)2 = O(u4), u — 0,
we infer that

E[(E|S., /S, — 1| =51, /S, , —1|) — o (E| Ay, )7 = 0((at)?).

Applying Lemma 1.4.16 and the Doob inequality to the discrete-time square-
integrable martingale (P2" — M?", F;,), we get that

— |Awt7

n—1
nE sup|P." — Mt21”|2 < const Z Ay, (AL)? — 0, n— oo.
i i=1

We conclude that n'/2||[R¥M || 2 — 0 as n — oc.
2. Noting that ||S2C,a(t, Si)|| 2 = /12/2, we have

) 1 1/2
1B 2 < / Ai”\/f'<‘t)dt<</ Atdt) (1= J(ta)) .
tn—1

tn—1

Since f(tn—1) = f(g((n —1)/n)) =1 — 1/n and the function A is integrable,
it follows that nE(R3"")% — 0.

3. The process R?!™ describes the error in approximation of an integral by
the Riemann sums. To analyze the approximation rate, we need the following
auxiliary result.

Lemma 1.4.18 Let X = (X¢)¢ejo,1] be a process with
dXt = Ut dt—Fﬂt dwt, X() = O7

where p1 = (t)iefo,r) and ¥ = (V¢)¢ejo,r) are predictable processes such that

T
/ (lie| + 02) dt < oo.
0

Let X' := 3" Xy, Ty, 1,1(t). Then

E sup (/ (X, — X}) dt)
s€[0,T1\Jo

T n
<3 / St — 0Pl () EO? du
0 =1

T n 2
+ 2 </0 Z(tl - u)I]t'i—17t'i] (u) (Eui) 1/2 du) .
i=1

2
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Proof. Tt is sufficient to work assuming that the right-hand side of the in-
equality is finite. Having in mind that (a + b)? < 2a% + 2b?, we may consider
separately the cases where one of the coefficients is zero. Let us start with
the case where y = 0. For v € [t;_1,t;[, we have, using the stochastic Fubini
theorem,

/ (X — Xy, ,)dt = / Vol 4 (w) dw, dt = / (v — w)¥y, dw,.
ti—1 ti—1 Jti—1 ti—1

Thus,
/ (Xt - XZ") dt - / Z<tZ - U)I]tifl,ti](U’)’lgu dwu
0 0 i=1

The right-hand side is a local martingale, and by the Doob inequality we
obtain

s 2 T n
E sup </ (X: — X7 dt) §4/ Z(ti—u)QI]ti_hti](u)Eﬁidu.
1\Jo 0 i1

s€f0,T

In the case where ¥ = 0, we have, this time by the ordinary Fubini theorem,
that

v

(Xt — Xti—l) dt = / (U — ’U,)[Lu du, NS [ti—17ti[a

ti—1 ti—1

and this representation allows us to transform the squared process of interest
to the following form:

s s n
/ / Z (ti - u)(tj - r)I]tiflfti] (U)I]tj—l’tj](r):uuu’l‘ du dr.
o Jo 52

Its expectation can be dominated by
/0 /0 > (i = u)(t; = 1)y e (Wi, ) () El ] ducdr
i,j=1

Using the Cauchy-Schwarz inequality E|p, .| < (Ep2)Y?(Ep?)'/? and once
again the Fubini theorem, we obtain the needed bound. 0O

Let X; := S7C..(t,S:)/ () Ijo.1, ). Then
R\ =y +/ X dt — Z Craltior, S, )S?_ [ (tis)Ati, s <1,
0 tiSS

where s
yr = / (X, — XP) dt.
0
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The process X on the interval [0, ¢,,—1] admits the representation of the above
lemma with the coefficients

Oy = [28,Ca(t. Si) + SFCoua(t, St) |V f/ (£)0St,

pe = = [2C00(t, St) + 48:Cou (t, St) + S?Coaa (t, )|/ F' ()0 2

f//(t)
f'(t)
In the case where ¢’ is bounded away from zero (hence, f’ is bounded),
estimates (1.4.29) and (1.4.34) imply that E9? < /(1 — t)3/2. If also f" is
bounded, then estimates (1.4.29) and (1.4.34)—(1.4.36) ensure that
Bui < r/(1—1)%2.
Applying the lemma, we have

n—1 n— 2
n (At)
E sup |Y <H271—t 373 <Z T, 5/4> .

s€[0,1]

N | —

1 o~
+ 5kS‘f(Jm(t,kS’t)

+ S2C0t(t, SOV (1),

According to Lemma 1.4.17, the right-hand side is O(n=3/2) as n — oo.
In the case where g(t) = 1 — (1 — )%, 3 > 1, we obtain in the same way
that Bv? < k/(1 —t)5/2~Y8 Eu? < rk/(1 —)7/2=1/8 and

n—1 n—1 2
(At;)3 (At;)?
n —_—
E SUP ’Y = “Z (1—t,)5/2-1/8 +r z; (1—t,)7/+=1/C) | -
i

€[0,1]

By Lemma 1.4.17 the first sum in the right-hand side can be of order O(n=2),
O(n~2Inn), or O(n=¥/2+1)) that is, o(n~') as n — oo. The second sum
can be O(n™1), O(n~'1lnn), or O(n=(¥/4+1/2)) "ie. o(n=1/2). In all cases
nEsup, Y% — 0.

The process R2'™ — Y™ vanishes in the revision dates, and

ts N
sup |[R¥™ —Y]'| <k max/ Cooa(t, Sp)SEV/ f(t) dt.

s€[0,1] i<n—=1 Jy,

By the Cauchy—Schwarz inequality,

1/2 ti 1/2
/ Caa(t, Sp)S2\/F1(t) dt < (/ C2, (. 5) S4dt> (/ f’(t)dt)
ti—1

Note that the second integral in the right-hand side is equal to 1/n.
Using the bound max; |a;| < >, |a;|, the Jensen inequality, and estimate
(1.4.32) we obtain from here that, for m > 3/2,
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t; N m
n"E sup |R2 Y| < kE Y ( C2,(t,S,) S dt)
ti—1

s€[0,1] i<n—1
<k Y (Aty)mT! EC2™(t,8,)SH™ dt
i<n—1 i1
(Ati)m -1/2
SKJ'Z (1—t;)m—1/2 =0(n™"?)
i<n—1

by virtue of Lemma 1.4.17. That is, nsupse(o 1 |R2'" — Y{|? tends to zero in
L™ and, hence, in L.
4. The residual processes R?2" have piecewise constant trajectories, and

the analysis of the asymptotic behavior is reduced to the discrete-time scheme.
Let

gzn = (Sti/Sti—l - I)QSign (Sti/Sti—l - 1))

AM] =&} — EEP, and X = am(ti,h St,_,)S?_ .. With this notation, we
have the representation

n'/ZRPM = X" M+ AR, k<n-1,

k=) X[BE

i<k

where

Note that L .
E(e“5_§“ —1) :O(u4), u — 0.
Applying the Doob inequality and Lemma 1.4.16, we obtain that

E sup (X" MP )" <4B(X"-MP ) <4 > EAy (S/S ., — 1)

isn—1 i<n—1

=# Z l—t 1/2:0(7171)

i<n— 1

according to Lemma 1.4.17.
By virtue of Lemma 1.4.20 given below in the section on asymptotics of
Gaussian integrals, for sufficiently large n, we have the inequalities

0 < EEP < k(At;)%2,
implying that the discrete-time process A is increasing and

[Anoalle < D0 X0 BEr < 30 A (A2

i<n—1 i<n—1
3/2 1/2
<KZ 1—t 1/4:O(n ),
i<n— 1

again according to Lemma 1.4.17.
It follows that nE(R??™*)? — 0.
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5. We verify now that nE(R?3"*)2 — 0. Recall that
E(Stz - Sti71)2m < Cm(Ati)m
Using (1.4.33), we obtain the bound

(At;)3

~2 2 2
ECL(tio1, St, 1) (At:)*(Sy, — St,_,)" < HW-

To estimate the terms coming from the residual term of the Taylor expan-
sion, we use the Cauchy—Schwarz inequality and the bounds (1.4.18), (1.4.21),
and (1.4.22). This yields the following;:

52 (i 1.8 (At,)?
BCu(Fimt, S ) (St = S10)* S Ky
C2 (Fi1, S At;)4
Ecgzt(tifl?Sti—l)(Sti - Sti_1)4(Ati)2 < /‘Eﬁa
(At;)°

Eagtt(fi—hgti,l)( ti)*(Sy, — S, )2 < W

Obviously,

W ERE < D0 1 JiSh = St e

i<n—1

where |...]; is defined in (1.4.13). Taking into account that C,,(t,z) > 0 and
using the inequality ||a| — |b]] < |a — b|, we can write that

[ Ji(Se, = S < #(||Coe(tizr, Sty ) (ti — tio1)(St, — St

)l e )

where we denote by dots the L2—n01:\ms of the residual term in the first-order
Taylor expansion of the difference Cy(t;, St,) — Cy(ti—1, St,_,). Summing up
and using the above estimates, we conclude, applying Lemma 1.4.17, that
the right-hand side of the above inequality tends to zero as n — oo, and we
conclude.

6. It remains to check that nE(R?'"*)? — 0, and this happens to be the
most delicate part of the proof. Again the analysis can be reduced to the
discrete-time case. We note that

nE(R%4n*)2S Z ESQ —|—22E’St St] 1[ ] |

i<n—1 i<J

The estimation of the first sum is rather straightforward. Applying the Ito
formula to the function C, (t,z) and using the positivity of Cpy(t, ) and the
inequality ||a] — [b]] < |a — b|, we dominate the absolute value of random
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variable denoted by [...];, see the formula (1.4.13), by the absolute value of

ti N N
/ (Cooltior, o y) — Coalt, S1)) dSs

ti—1

t; R 0.2 N
_ / (cm(t, $1) + % 52Clant, sg) dt.
ti—1

We check that

ti—1

n—1 t; N N
Y ESE / (Cowltio1, St 1) — Cun(t,5,)) 252 dt = O(n™1/4), (1.4.41)
=1

ti—1

n—1 t; N N
> ALES} | / (C2,(t,S) + SEC2,.(t,S)) dt = O(n~Y/?). (1.4.42)
=1

A generic term of the first sum is dominated by

At;Esup S§  sup (C\m(t, St) — CA'm(ti,l, Sti—l))2'
t<1 ti—1<t<t;
The Cauchy—Schwarz inequality allows us to separate the terms under the sign
of expectation and reduce the problem to the estimation of the fourth power
of the difference C,(¢,S:) — Cypz(ti—1,St,_, ). The Itd formula transforms this
difference into the sum of a stochastic integral and an ordinary integral. Using

consecutively the Burkholder and Cauchy—Schwarz inequalities and the bound
(1.4.34), we have

2

t 4 ti
E  sup {/ Croz(u, Sy)Sy dSu] < ci B {/ C’zm(u, Su)Sf; du
LSt 1 ti—1

te(ti—1,t;
ti N
< 4 ALE / C . (u,8,)S8 du
ti—1

< (At;)?
RN

To estimate the ordinary integral, we use the Jensen inequality for f(z) = x*

and the bounds (1.4.35) and (1.4.36) and get that

(At;)*

t 4
N 1 yonn
E sup [/tl <C’mt(u,Su) + 50’ S5 Crura (U, Su)) du} < /@—(1 )

tE[ti—1,ti]

Using these estimates, we obtain that the sum in (1.4.41) is dominated,
up to a multiplicative constant, by

[ (At)? (At;)?
Y[+ ey

=1

and the claimed asymptotics follows from Lemma 1.4.17.



1.4 Rate of Convergence of the Replication Error 47

Similar arguments, but using the inequalities (1.4.33) and (1.4.34), give us
the second asymptotic formula.
From the same estimates we obtain that

n—1

e e 2
> (BSE LT HZ 1t 7/8+ Z 1_,5 (1 _t)/s

i=1

The second sum in the right-hand side converges to zero, while for the first
one, we can say only that it is dominated by a convergent integral. Using
this observation, we conclude that the sum of expectations of cross terms over
indices 4, j with ¢ < j and t; > a also can be done arbitrarily small by choosing
a sufficiently close to one.

Unexpectedly, the most difficult part of the proof is in establishing the
convergence to zero of the sum of cross terms corresponding to the dates of
revisions before a < 1, i.e., bounded away from the singularity.

To formulate the claim, we introduce “reasonable” notations. Put

;= 6$ (Stl 15 ti_ 1)5% 1(SSti _1),
ti—1

_ 1. - . ?
/Bi = Sti_lcxt(Sti_l7ti71)Ati + isi_lcfxz(sti_latifl) (S — — 1> )
ti—1

vi = |ay + Bi| — |au|. Let us also define the random variable y; := sign o, 5;
and the set A; := {|5;] < ||}, which will be used in the lemma below.
Now we have the identity

Stifl[' . ']i =% + <i7
where the expression |...]; is given in (1.4.13), and
i = |Oéi + ﬁz| - ’éw(th St?) - aw(ti—la St'i—1)|Sti—1'

Using the second-order Taylor expansion of av(t,x) at the point
(ti—1,St_,) and the elementary inequality ||z| — |y|| < |z — y|, we obtain
that

1 = ~ ~ 1
G| < §Sti_1 |Catt(tiz1, St,_ ) (At:)? +2C00e (tim1, St,_, ) AL ASy, | + ést,;_l |73,
where the residual term is of the form

T = azttt(gi—l, St,;_l)(Ati)S + 36mtt(t~z‘—17 Sti_l)(Ati)QASt,;
+3Cmat(Fi1, 54, )AL (AS:)? + Comaw(Fi—1, 4, 1) (AS,)?.

For ¢t bounded away from unit, the derivatives of C can be estimated by
polynomials of z and 2~!. This allows us to obtain the bound

|Gl < kan(JAS|? + | ASy, |2 (At)?),
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where 7 = 1 + exp{xw]} is a random variable having moments of any order.
It follows that
E|C,L|2 S I{(Ati)3.

By the Cauchy—Schwarz inequality we infer from here that
2
1/2 _
> Blaol< (S @E6R)) o), -
tit;j<a ti<a

Taking into account that |v;| < |3;|, we get the estimate E|v;|? < k(At;)2.
Therefore,

Z Elvig] < <Z<E%|Z)U2> <Z<EQ|2)U2) —0(n11?).
tistj<a ti<a ti<a

The assertion needed to conclude is the lemma below. It is based on as-
ymptotic analysis of expectations of some Gaussian integrals given in the next
section and the following identities:

la+ 6] — |a] = |8Ix1a + B x>0y Lae + (18] — 2]e]) Ly<oy L ac
= [B]x +2(18] — e]) Iy <or Lae — |8l fy=03 L ac,

where «,8 are arbitrary random variables, y :=sign(af), and

A= {[B] < |al}.
Lemma 1.4.19 For every fized a €]0,1],

Z Evin;

i<j,t;<a

=o(1), n— oo.

Proof. The routine estimation |E~;7y;| < E|v;|lv;| does not work in our case.
However, for i < j,

|Evivsl = |[E(uEM|F, )| < E(vl|E(u|F,0)]) < E(GIE(3]F)))-
According to the above identity,
‘E(’Vﬂftj—l)‘ < ’E(|ﬁj|Xj|'7:tj—1>‘ + QE(WJUA;?LFUA)'

Using Lemma 1.4.21 of the next section with n, = S, /Sy,_, —1, u = (At;)'/2,
and A = —Sfi715$zw(5ti71,ti_l)/alt(StFl,ti_l), we dominate the first term
in the right-hand side of the above inequality by

H(Sti_l @mt(Sti_l s ti_1)| -+ Si,_l |a,3m(Sti_l s ti—l) ’) (Atj)3/2.

Applying again the bounds for the derivatives C(t,z) when t; <a<1, we
infer that the coeflicients can be dominated by k. (1 4+ exp{rw]}), i.e., by a
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random variable having all moments. In the same range of indices we have
also the bound E(8?|F;,_,) < (u(At;)?, where (, is a random variable having
all moments. It follows from here that

> E(BIE(BIx1F, )]) =0(n'/?).
i<j7tj§a
We estimate P(A$|F;; ) applying Lemma 1.4.22 of the next section with
S?jfléma:m(stj,latj—l)

c1(ti—1) := = , caltj—1) :=
1(tj—1) 52 Cor(St 1ty 1) 2(tj-1)

Stj,l aﬂit(stj—l ’ tj—1>
StQj_lCIl‘(Stj—l ; tj—l)

)

and c(tj—1) := 2(|e1(tj—1)| + |c2(tj—1)| + 1). On the interval [0,a] the contin-
uous process ¢(t) can be dominated by a random variable &,. Fix ¢ > 0 and
choose N such that P(§, > N) < €. Lemma 1.4.22 implies that

P(AS|Fs, ) < In(At) P Iei, i y<n + e, _)>NYs

and, therefore, P(A%) < Ly(At;)/? + ¢ < 2¢ when n is large enough. Using
the Cauchy—Schwarz and Jensen inequalities, we get that

S BB EWS a7 ) ]) < 30 ()Y (1) (P(45)

1<j,t;<a ti<a t;j<a

< (430 (B) 3 (o)

ti<a t;<a

Both sums in the right-hand side are bounded because Eﬁf < k(At;)? and
Eﬁ;1 < k(At;)*. By the choice of ¢ the right-hand side can be made arbitrarily
small. O

Thus, nE(R24*)2 — 0.

1.4.8 Asymptotics of Gaussian Integrals
Let £ € N(0,1), and let 1, = e*$~3%" — 1, u € [0, 1].
Lemma 1.4.20 The following asymptotical formulae hold as u — 0:
2
E[n? —n2 I = ——u?+0(u?),
[nu n u] {n.>0} \/ﬂ ( )
2
En?signn, = —u® + O(u?),
L Sign e = —— (u?)

Esignn, = —\/%u + O(u3).
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Proof. Put
2

Z(u) = (6”67%’“2 — 1)2 — (67“57%“ - 1)2.

Then Z(0) = Z'(0) = Z"(0) = 0, Z2"(0) = 12(£3 — &), and the function
Z (4)(u) is bounded by a random variable having moments of any order. Using
the Taylor formula, we obtain that

EZ(Wl(e> puy = 20°B(& = L1y + O(u'), u—0,

and we obtain the first formula. The second formula is a corollary of the first
one since

Engsignny = BZ(u) {e> 10y = Elal{jg<tuy
and the last term is O(u*) as u — 0. Finally,

Esignn, = P(§ > u/2) — P(§ <u/2) =2(2(0) — &(u/2))

1 1
= ———ut pp(@),

V2r
where @ € [0,u/2]. O
Lemma 1.4.21 There exists a constant k such that, for any A € R,
|Eln2 — Au?|sign(n? — Au®)n.| < 5(1 + |A])u®. (1.4.43)

Proof. Note that |z|sign zy = x sign y. Therefore, the left-hand side of (1.4.43)
is dominated by
|E173 sign nu| + |A|u2|E sign ny|,

and the result holds by virtue of the previous lemma. 0O
Lemma 1.4.22 For every N > 0, there is a constant Ly such that, for all

u € [0,1],
P(|eimi + cou®| > |nul) < InIpe<nyu+ Iiesny

for any constants c1,ca and ¢ := 2(|c1| + |ea] + 1).

Proof. Suppose that N > ¢ > 2, the only case where the work is needed. It is
easy to see that

P(leny + cau®| > [nul) < P((c/2)m + (¢/2)u” > [nul)
< P(cnu| > 1) + P(|nu] < cu?).

The probabilities in the right-hand side as functions of ¢ are increasing, and
it remains to dominate their values at the point ¢ = N. The required bound
holds for the first probability in the right-hand side (and even with a constant
which does not depend on N). Indeed, using the Chebyshev inequality, finite
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increment formula, and the bound ¢(z) < 1/v27, we have

1 1 1
P(N|n, >1) < =F|n,| < =Fln,| = ®(u/2) — ®(—u/2) < —u.
(NIl > 1) < Bl < 5Elnal = 9(0/2) ~ #(-u/2) <
For u > 1/v/2N, the second probability is dominated by linear functions with
Ly > V2N. For u < 1/v/2N, we write it as

P(u/2 <& < (1/u) n(1+Nu?)+u/2)+P((1/u) In(1-Nu?)+u/2 < € < u/2).

Using again the finite increment formula, we obtain that

1
P(u/2 <€ < (1/u)In(14 Nu?) +u/2) < ——Nu.
(/2 £ € < (1) (14 V) 4 0/2) <
On the interval ]0,1/v2N], we have the bound (1/u)In(l — Nu?) > —kNu,

where £ > 0 is the maximum of the function —In(1 — z)/x on the interval
10,1/2]. It follows that

1
P((1/u)In(1 — Nu?) +u/2 < € <u/2) < ——kNu.
(/) in(1 - Net) /2 < € < uf2) <
Thus, the second probability also admits a linear majorant on the whole in-
terval [0,1]. O

1.5 Functional Limit Theorem for o = 1/2

1.5.1 Formulation

The asymptotic behavior of the hedging error is mathematically interesting
and practically important issue. It is well known that, in finance, gains and
losses have quite different weights. That is why measuring hedging errors
using L?-norm is strongly criticized. Of course, the limiting distribution of
the hedging errors is much more informative. However, the problem to find it
is nontrivial even for models without transaction costs, i.e., for the case where
ko = 0.

The exact rate of the L2-convergence for o = 1/2 provided by Theo-
rem 1.4.3 indicates that in this case the approximation errors multiplied by
the amplifying factor growing as n'/? also should converge in law. Our aim is to
show this property: the sequence of random variables n'/ 2(Vi* = V) converges
in law. In fact, we prove a more general result on the Markov diffusion ap-
proximation which claims that the process n'/2(V" — V), where V; = C(t, S;),
converges in law in the Skorokhod space to a continuous process and calculate
the limit.

Theorem 1.5.1 Suppose that o = 1/2 and that Assumption 1 or 2 holds.
Suppose also that Assumption 3 on the pay-off function is fulfilled. Then the
distributions of the processes Y™ := n'/2(V"™ — V) in the Skorokhod space
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DI0, 1] converge weakly to the distribution of the process

t
Yt:/ F(t,S;) dwy, (1.5.1)
0

where w' is an independent Wiener process, and

Ft,z) = [2 7 \f\/_ + ko (1 - %)T/Qam(t,x)xz.

It is important to note that the limiting process Y itself is not a Markov
diffusion, but it is a component of the Markov diffusion process (S,Y"). Though
the problem looks as a scalar one, its natural framework is two-dimensional,
and it can be treated as a problem of diffusion approximation in a general
semimartingale setting. In fact, we prove a more general result on the con-
vergence in distribution of the two-dimensional processes (S,Y™) to (S,Y).
The strategy of the proof is a standard one: to reduce the problem to the
well-known semimartingale scheme and then use an appropriate result from
a large variety of limit theorems. Our choice is Theorem IX.3.39 (in fact,
its simplified version) from the fundamental monograph [102]. However, a
straightforward application of this theorem is not possible because its condi-
tions, rather delicate, are not fulfilled. The problem is due to the singularity
of the coefficients at the maturity date. To circumvent the difficulty, we first
check the C-tightness of distributions using the relatively simple classical suf-
ficient condition from the mentioned book. As the second step, we identify the
limit by applying to this aim Theorem IX.3.39 on a shorter intervals [0, 7],
T <1

1.5.2 Limit Theorem for Semimartingale Scheme

For the reader’s convenience, we formulate a functional limit theorem for a
weakly convergent sequence of semimartingales X™. This theorem is just a
simplified version of Theorem IX.3.39 from [102] adapted to our purposes.
Namely, we assume that the triplet (B, C,v) of predictable characteristics of
the limit is assumed to be (0, C,0), while X™ have no continuous martingale
component. We shall use it to identify the limit.

Let (D[0,T],D,D = (D,);<r) be the Skorokhod space of d-dimensional
cadlag functions on [0, T] with its natural filtration, D = Dy, and let C[0,T]
be its subspace formed by continuous functions. We denote by a a generic
point of D[0,T] and consider the canonical process X with X;(a) = a.

On this stochastic basis, we are given a d X d-dimensional continuous
adapted process C' of finite variation with Cy = 0 and increments C; — Cj,
s < t, taking values in the set of nonnegative definite matrices.

Put 7 (a) = inf{t > 0: |a¢| V |aw—| > a}, a > 0.
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For the formulation of the theorem, we need the following conditions:

(Hy) Continuity hypothesis: the function a@ — Ci(a) is continuous (in the
Skorokhod topology).

(Hz) Local strong majoration hypothesis: for each a > 0, there is a continu-
ous deterministic increasing function s — F¢ strongly dominating® the
stopped process (3, , C&\ ).

(H3) Local uniqueness property holds for the martingale problem with the
triplet (0, C,0) (see details in [102]); we denote by @ the unique solution.

We do not want to discuss the latter hypothesis here: as we shall see later,
it is always fulfilled in the case of interest.

In conformity with [102], we consider a fixed continuous truncation func-
tion h(x) = xd(x), where § : RY — [0,1] is a function such that 6(z) = 1 for
|z] <1 and §(x) =0 for |z| > 2.

Let X™ = (X]")i<1 be a d-dimensional semimartingale, X§ = X, defined
on a stochastic basis (£2, F, F", P). Let p™ and (B™,0,v™) be the jump mea-
sure and the triplet of predictable characteristics of X™ corresponding to the
truncation function h. Let £(X™) be the distribution of X™.

Put 70 =70 X" =inf{t > 0: | X}V |X}"| > a} and

Crid = (BhT) vt — Z AB™ AB™.
s<t

With this notation, we write the simplified version of Theorem I1X.3.39 as
follows:

Theorem 1.5.2 Assume that hypotheses (H1)—(Hs) are fulfilled and the fol-
lowing conditions hold for all t € [0,T] and a > 0:

(a) SupsST |B?/\T]} P 07'

(b) CN’ZL/\T;" = Cipr, 0o X" —p 05

(¢) g*vih.n —p 0 for each bounded function g > 0 vanishing in a neigh-
borhood of the origin.

Then L(X™) weakly converge to Q.

1.5.3 Problem Reformulation

First, we formulate an assertion following immediately from the results above
and which reduces the asymptotic analysis of the processes V™" — V to the
analysis of processes of more simple structure.
The processes in the formulation of the lemma below are defined on [0, 1[;
we extend them to the closed interval [0, 1] by continuity.
Put .
A i= C2.(t,5,)S}. (1.5.2)

4 By definition, A strongly dominates A if A, — As < A, — A, for r > s.
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Lemma 1.5.3 The error process admits the representation
VeV, = M 4 M2 4 RY

where

M= 207 3 h L[4t~ (Aw )P,

t;<s

koan_1/2 Z )\ti—l [\/ 2/7'('\/ Atl — \Awtl

t;<s

2n .
M2

J;

and /n||sup,<q RY|| — 0 as n — oo,

Since R? = R!™ + R?"  the claimed property of the residual is a direct
corollary of Lemma 1.4.4 and Propositions 1.4.6 and 1.4.7. It implies, accord-
ing to Lemma IX.3.31 in [102], that it is sufficient to establish the functional
limit theorem for the processes n'/2(M' + M?").

To apply the general semimartingale scheme, we need to reformulate our
problem appropriately and adjust the notation. We consider the stochastic
basis (2, F,F" = (F"),P) with 7' = F»  for t € [t} |,t}'[ supporting
the two-dimensional square-integrable martingale X" = (X" X?") with the
components defined, for t < 1, by the formulae

th” = Z Sti—l‘[[ti—lyti[(t) = Z ASy,,
i=1

i<t
XPr=nl P (M ME) = UF,
t; <t
where U* :=Y* + Z7,
n._ L o 1 2
Y" .= 50’ n )‘t¢71 [Atz - (Awtl) ],

= koO’)\ti71 |:\/§\/ Atl — |Awtl :|,
™

and AS;, = Sy, —S:,_,, Awy, = wy, —wy,_, (as S and w are continuous, we hope
that the reader will not be confused by this notation). We put Xi* = X
Note that

ZTL

N

1°

<X1n>t = ZE((ASti)2|fti_1)a

t <t

<X2n>t = ZE(UZLQU-UA)'

t; <t
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It is easily seen that the triplet of predictable characteristics of X™ (with
respect to the truncation function h) is (B™,0,v™), where

B{L_ZE h(AX?)|F ),
v ([0,8] x I') = ZE(IF(AXQ)m_l).

t <t
The components of the matrix-valued process C’f are as follows:

Ot = ST [E((AS)2% (AXP)|F ) — (E(AS,6(AXE)|F)) ]
<t
étn’l’Q = C’?’z’l = Z [E(ASt7U;162 (AXZ:)|ftzil)
t; <t

— E(AS,,6(AX])|Fi_ ) E(UPS(AXT) | Feiy)],
Cp>? = 3 [BUM*(AXD)|F. ) — (B(US(AXE)IF, )7
t; <t

1.5.4 Tightness

We consider G™ = (X1") 4+ (X?"). According to [102, Theorem VI1.4.13], the
sequence L£(X™) is tight if the sequence £(G™) is C-tight. In fact, we have a
much stronger property: G™ converges uniformly a.s. to a certain continuous
process. Since the pointwise convergence of increasing functions to a continu-
ous function implies the uniform convergence, it is sufficient to verify that

t
<X1">t — (S) = 02/ Sf dr
0

and .
<X2”>t—>/ F%(r,S,)dr
0

a.s. for t € [0, 1].
Using the independence of increments of the Wiener process, we have

(X', =582 B(S,, /S, 12 =02 52 At; + 04(1),

<t i<t

where 0,,(1) is a sequence of random variables converging to zero almost surely.
This representation implies the first claimed relation.

For £ ~ N(0,1), we have E(¢2 —1)2 =2, E(£2 — 1)(|¢| — E|¢]) = /2/,
and E(J¢] - Bl¢])? =1 - 2/m.

Using these formulae and the independence of increments, we get that

E(U?|F, ) = F2(tio1) Aty
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where

1 2 2
F2(t; ) = [§a4nAti + ko \/;JS(nAti)l/z + k2o (1 - ;)} Aty

with A, := C2,(t, 5;)S4.
Defining the process F,(t) with trajectories that are constant on each

interval [t;_1,t;[, where they take values F,(t;—1), we obtain that
(x>, => " E(UM|F,_,) / F2(r
ti<t

By virtue of Lemma 1.4.12, (A¢)iepo,1[ is a process with trajectories that
are bounded continuous functions for all w except a P-null set. Recall that
nAt; = ¢'(yi), where y; is a point between (i — 1)/n and i/n, and also the
differentiation rule for the inverse function, ¢’((¢ —1)/n) = 1/f'(t;—1). Under
any of our two assumptions on the scale transform, ¢’ is bounded. It follows
immediately that F2(r) — F2(r,S,) for all r < 1 and that the limit and the
integral are interchangeable in virtue of the Lebesgue dominated convergence
theorem (except a P-null set).

So, the second claimed relation holds.

Noting that, for £ ~ N(0,1),

E(e" /2 1) (2 —1) = B((€ +u)® —1) =

and
|B(e"6 /2 1) (le] - Blel)| = | Bl¢ +ul — Bl]| < wu?,

we obtain that (X1 X?"), — 0 a.s. for all ¢ < 1.

It is easy to check that sup, |AX}| —p 0. Indeed, sup, |AS:,| — 0 and
sup; | Z"| — 0 almost surely due to the continuity of S and w. Using the
Chebyshev inequality, we have

P(nl/2 sqp’(Awti)Q — Ati| > s) < ZP(n1/2|(Awti)2 — Ati‘ > ¢)
5747’12 Z E‘ (Awt,i)Z — Atz|4
ke 4n? Z(Ati)‘1 —0, n— oo.
Recall that sup, A, is finite a.s. It follows that sup, |Y;*| —p 0, and, therefore,
sup, |AX[*| —p 0. So, the sequence L(X™) is C-tight.
The standard method to prove the limit theorem is to show that any

convergent subsequence of £(X™) has as the limit the measure defined in
the formulation of the theorem, i.e., the distribution of the diffusion process
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X = (X}, X?) with

dX} = oX}dw}, X} =1,
dX}? = F(t, X}) dw}, X2 =0,

where (w!,w?) is a standard Wiener process in R?.

Recall that measures coinciding on an algebra also coincide on the o-
algebra generated by the latter. Also, C1 = o{{Up. Cr}, where (C;) is the
natural filtration in the space of continuous functions. Thus, it is sufficient
to identify the limit by considering the restrictions of the processes to each
interval [0,T], T < 1.

1.5.5 Limit Measure

We fix T' €]0, 1] and define on the canonical space D[0,T] (with d = 2) the
matrix-valued process

t
C=C(ta)= / c(s,as)ds, as=(a},a?),
0

where c(s,z) = a(s, z)a*(s,z), and a(s,x) is the diagonal 2 x 2-matrix with
a'l(s,z) = oa!, a*?(s,x) = F(s,xl).

Notice that the function (¢, ) — c(t, ) is continuous on [0, T] x R2. Tt follows
that C(t,«) is continuous in «a on the whole space D[0,T] (see, e.g., [161],
Chap. 6.2) and the condition (H;) is fulfilled. Note that we cannot claim this
property with T' = 1.

The local boundedness hypothesis (Hz) holds obviously with Ff = ¢,t,
where the constant ¢, is the maximal value of the function ¢(t, ) on the set
0,T] x {z: |z| <a}.

The “triangle” structure of C allows us to solve the martingale problem re-
cursively. The martingale problem corresponding to the triplet of predictable
characteristics (0,C,0) with the initial condition z € R? has a unique solu-
tion @,. It is the distribution of the Markov diffusion process X* with

dX7T = o X dwy, X3t =2t
dX7? = F(t, XY dw?, X3 =22

By virtue of the representation given by Lemma 1.4.8 and Assumption 3,
the mapping ¥ : C[0,T] — C[0,T] with (¥y); = Cux(t,y:)y? is locally Lip-
schitz. Using this, we infer that sup,«p|X;y" — XF| — 0 as z,, — z. It
follows that, for a bounded continuous function ¢ on D[0,T], the function
x — E(X?) is continuous and, hence, Borel. By monotone class arguments
we obtain that the function z — @, (A) is Borel whatever is A € Dp. Accord-
ing to Lemma IX.4.4, hypothesis (H3) on local uniqueness of the martingale
problem is also fulfilled.
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1.5.6 Identification of the Limit

To identify the limit, it remains to verify conditions (a), (b), and (c) of The-
orem 1.5.2.
For € > 0, by the Cauchy—Schwarz and Chebyshev inequalities we have

1/2

E|AX] |Ijaxg 150 < (B|AX7[)'?(P(|aX7| > <))

IN

1/2

IN

1
S (BlAxy ) (Blax])

Similarly,
BJAXE P I axy ey < 5 FIAX, |

Recall that E|AS;, [P < k,n~P for p > 1. By virtue of Lemma 1.4.12; the ran-
dom variable sup, ¢ 6’35 (t,54)S? for T < 1 is dominated, up to a multiplica-
tive constant depending on T', by a power of the random variable Sup;<; St
The latter has moments of any order, and we easily infer that B

2p _
maxE’AUi"‘ < kprn P,
3

where the maximum is taken over the set of indices ¢ for which ¢; <T.
Put h(z) := x — h(z). Since E(AX}|F;,_,) = 0, we have

Sup|B”| < S |ER(AX)|FL)| = D |E((AXD)|FL)] (15.3)

t;<T t:<T

Using the inequality |h(z)| < |@[I{jz>1}, from the above bounds we obtain
that

Eflglg‘Bﬂ = Z B|AX}, Ljaxp>1y = O(n='%), n— oo,

t; <T

and this property is stronger than (a).
In a similar way we get that, for any € > 0,

Z E|AX€’2[{\AX{;|>5} = O(n_l), n — 0. (1.5.4)
t; <T

The latter property implies (c).
Since 1 — 6%(x) < Ifjz>1y and 1 — 6(x) < Ifjz>1}, we have that

ZE(\AXZ|2(1 - 52(AXZ))|‘7:'51‘—1) < ZE(‘AXmQI{lAX{;\>1}|'7:ti—1)7

1<t 1<t

S B(AX]E(1-6(AXD))|F )| < D E(AXE [ Tgaxy 511 F)-

<t t; <t
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For every ¢ € [0, 77, the right-hand sides of the above inequalities tend to zero
in L' and, hence, in probability as n — oo. Thus, the sequence C}' has the
same limit as (X")¢, i.e., (X); = fo s) ds. On the other hand,

¢ ¢ ¢
/ (s, X ds = 02/ Z Sfi_lf[tifhti[(s) ds — o? / 52 ds
0 05 0

and

t t t
/ (s, X) ds =0” / ZFQ(S, Ste M sy 4i(s)ds — o / F?(s,8,)ds.
0 05

0

That is, C* — C;(X™) —p 0, and this implies (b).

1.6 Superhedging by Buy-and-Hold
1.6.1 Levental-Skorokhod Theorem

Let S; = eMt| where M is a continuous semimartingale on [0, 7 starting from
zero. Recall that any adapted right-continuous process L of bounded variation
admits the Hahn decomposition L = Lt — L~ into a difference of two adapted
right-continuous increasing processes with Lg = Lo and L; = 0 such that
the total variation process |L| = LT + L~.

The main objects of our interest will be the processes of the form

Y=L_-S—AS-|L|, (1.6.1)

where A > 0 is a fixed number. If L is piecewise constant, L can be interpreted
as a “simple” portfolio strategy and Y as the corresponding value process
(starting from zero) in a market with proportional transaction costs .

We immediately formulate the assumption on M needed for the central
result. To this aim, we define € > 0 as the solution of the equation \ := €26 —1
and introduce the sequence of stopping times (7,,) forming the e-chain for M,
i.e., in this sequence, 7y := 0, and the other terms are defined recursively
by

=inf{t>7,1: [My—M,,_,|=e} AT, n>1

Using the e-chain, we define the (discrete-time) “imbedded” process, or
“skeleton”, of M by putting M, = M, on the set 7, <T and M, = M,_,
on its complement Its increments AM M Mn 1 take three values:

—¢e, e, and 0. We shall also consider the processes S =S, ,Ly,:=L, , and
Y, :=Y, and the filtration F, with F, := F, .
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We further assume that M satisfies the following hypothesis:
He¢. For every n > 0,

P(]\Zﬂ”r1 - M, =¢|F.)>0 on{r <T}, (1.6.2)
P(,,.,, — Ny, = —¢|F,,) >0 on {r, < T} (1.6.3)

Clearly, the Wiener process with drift satisfies H® for every € > 0, and so
the standard model with a geometric Brownian motion S as the price process
falls in the scope of the present setting. The above conditions can be rewritten
as

P(AM, 11 = €|F,) >0 on {AM, # 0}, (1.6.4)
P(AM, 1 = —¢|F,) >0 on {AM,, #0}. (1.6.5)

Let G be the set of convex functions g : [0, 00[— R with ¢g(0) = 0 and
g(y) ~ y as y — oo. An important example: g(y) = (y — K)T, where K > 0.

Theorem 1.6.1 Let g€ G. If x +Y > g(5), then x > 1.

This theorem due to Levental and Skorokhod is the principal result of the
section. Its proof is nontrivial and will be given later, after some preliminary
work. Contrary to this, the assertion below is its easy consequence, and we
establish it immediately.

Corollary 1.6.2 Let g € G. Assume that S € M and Y > —k(1 + S) for
some constant k > 0. If x + Yy > g(St), then z > 1.

Proof. In virtue of the assumed lower bound for Y, we have
AS |L|==L-S-Y<L-S+k(1+5).

Thus, AS - |L| is locally integrable increasing process, and, therefore, Y is
a local supermartingale. Due to the convexity of g, so is the process —g(.5)
and also the process X := = +Y — ¢(S). The latter, being bounded from
below by a martingale, is a true supermartingale (by the Fatou lemma). But
a supermartingale, nonnegative at T, is nonnegative on the whole interval
[0, 77, i.e., the hypothesis of the theorem is fulfilled. O

The main assumption of the theorem is the inequality between two proces-
ses. It corresponds to the hedging of an American option when the investor’s
portfolio should dominate the pay-off process to meet at any time the eventual
exercise of the option. Recall that we choose the unit of stock at time zero to
be equal to the unit of money. Thus, the conclusion of the theorem means that
the minimal initial endowment for the seller which guarantees to be always
on the safe side allows one to buy the unit share of stock and hold it until the
exercise date. This trivial strategy is always feasible. The corollary covering
the situation with the European options yields the similar conclusion, but in
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this case one needs an additional admissibility assumption on the strategy
which is fulfilled automatically for American options.

Notice that in the formulation of the above assertions one can replace the
class G by the wider class F' of the Borel functions f which are bounded from
below and such that f(0+) = 0 and liminf, . f(y)/y > 1. Indeed, if the
inequality z +Y > f(S) holds for f € F, then the inequality x +Y > ¢(5)
holds for g € G. To see this, it is sufficient to consider the convex envelope of
the function f(y) Ay

1.6.2 Proof

The structure of the proof is very simple. It is based on a reduction to the
discrete-time processes by noting that, for every n, the following inequality
holds:
n—1
9(Sn) = Yo = g(Sn) = > Li(Ska1 — Se), (1.6.6)
k=0
see Lemma 1.6.4 below. With this observation, it remains to show that, for
every ¢ < 1, the supremum over n of the right-hand side is greater than
¢ with positive probability. For this, it is sufficient to construct an arbitrary
discrete-time (JF,,)-adapted process S such that the increments of its logarithm

M :=1n S take only two values € and —¢ and

sup | g Z (Skr1—Sk)| > ¢ (as.). (1.6.7)

n =0

Indeed, the property of increments alone and the hypothesis H® imply that
P(S,, = Sp, ¥n < N) > 0 for every finite integer N (Lemma 1.6.3), and the
claimed property follows.

Lemma 1.6.3 Let w, be a sequence of fn_l—measumble r.v.’s such that
wyg = 0 and |Aw,| = e, n > 1. Let Ay := {M,, = w,, n < N}. Then
P(AN) > 0.

Proof. For N = 0, the claim is trivial. Assume that P(Aj) > 0. At least one
of the sets Ay N {Awyy1 =€} or Ap N {Awgy1 = —¢}, say, the first one, has
a positive probability. Then

P(Aj11) > P(Ak, Awpyq =€, AMjq =€) >0
in virtue of H¢. O

Lemma 1.6.4 Let o, T be stopping times such that o <7 <T. If|My — M,|<e
for allt €lo, 7], then
Y, — Y, < Ly(Sr — S,).
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Proof. With L of bounded variation and S continuous, the It6 formula for the
product coincides with the classical one, and, hence, L dS = d(LS) — SdL. It
follows that

T

/LtdSt:La(STfSa)+/ (sTfst)stch,(sﬁs(,H/ 1S, — S, d|Ls.

o

For t €]o, 7], due to the assumed bounds e~ ¢ < 5,/S, < e, we have
ISy — Se| < (€F —e7%) Sy < (2 —1)S; = AS;

according to the definition of €. Using this, we get the inequality

/ L,dS, SLJ(ST—SU)+>\/ S, d|L,

equivalent to the claimed one. O

By “telescoping” and by the above lemma we infer that

n—1 n—1 n—1
Y, = Y‘Fn = Y0+Z(YTk+1_YTk) < ZLTk(STk+1 _STk) = ZLk(SkJrl_Sk)'
k=0 k=0 k=0

This inequality is equivalent to (1.6.6).

The most delicate part of the proof is constructing a process S = (S,,)
satisfying the indicated properties. This can be done as follows.

Let ¢ €]0,1], and let f: R — [0, 1] be a strictly increasing function with

c < f(0) < f(o0) < 1.

For an arbitrary sequence of reals | = (I;;) x>0, we define recursively the integer-
valued sequence m = (my) and the sequence s = (si) with s := e=™* by
putting mg := 0 and

M1 =Mk + Tgcpey — Lz ey, k20

We also put X := 0 and
n—1
Zn = Z lk(sk+1 — Sk).
k=0

Obviously, s = wi(lo, . . .,lx_1) for some Borel function wy : R — R.

To accomplish the proof of Theorem 1.6.1, it remains to show that the
(Fp)-predictable process S with S, := s,(Lo,...,Ly_1) satisfies inequal-
ity (1.6.7). This is implied by the following assertion, which provides a prop-
erty of the introduced sequences which is even stronger than the needed one.
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Proposition 1.6.5 Let g € G. There ezists N = N(c,e) such that

sup (g(sn) — Xy) > ¢ (1.6.8)
n<N

whatsoever is the sequence ().
Proof. We start with some estimates.

Lemma 1.6.6 Letn > k. Then
X = T < f(00)(sn = k) (s, >0 + F(0)(sn = sk) (5, <50} (1.6.9)
Let p € N and n > 2p. If |mg| < p for all k < n, then
5o < f(00) (e — e7P%) — (n— 2p)0/2, (1.6.10)

where

0 := inf (f(e(kﬂ)s) — f(eka)) (e(k“)g — eks).

[k|<p

Proof. By definition,
Ek+1 — Y= lk(8k+1 — Sk) < f(Sk)(Sk+1 — Sk) (1611)

Since f is increasing, inequality (1.6.9) holds for n = k 4+ 1. Notice also that
if m; =mj41 and mi1 = my, i # j, then

(Zit1 = Z0) + (Zj1 = &) < —(F(si41) = f(5)) (5041 —51)  (1.6.12)

because (1.6.11) implies that the left-hand side above is dominated by

f(si)(six1 — 83) + f(55) (8541 — 55) = f(5i)(Sit1 — 85) + f(Six1)(8i — Sit1)-

The function f being increasing, the right-hand side of (1.6.12) is always
negative. With this important observation, we easily complete the proof. In-
deed,

n—1

Xy — X = Z(Zqul - Eq)~

q=k
In the sum of one-step increments we can couple, for each r € Z, pairs of in-
dices corresponding to up-crossings and down-crossings by the sequence (my)
of each interval [r,r + 1[. These pairs give negative contributions to the sum.
For the uncoupled pairs, all the increments s,41 — s4 are either positive or
negative in dependence of the sign of s,, — si, and their sum equals to s, — s.
Thus, inequality (1.6.9) follows from the one-step bound and monotonicity
of f. With these arguments, the bound (1.6.10) is also obvious: the first term
of the majorant is the upper bound for uncoupled summands, while the second
expresses that every coupled pair of summands is dominated, in accordance
with (1.6.12), by —6. O
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Since g(0+) = 0 and ¢(y) ~ y as y — oo, there is an integer p such that
for a := e~ P and b := P, we have

9(a) — F(0)a > c— F(0), b(%{’) - f(00)> >

Take N > 2p such that
Kk — f(o00)b+ (N —2p)0/2 > ¢,

where k is the lower bound for g.
If s, €]a,b[ for all n < N, then by (1.6.10)

g(sn) — XN >k — f(co)b+ (N —2p)0/2 > c.

Otherwise, either s, = a or s, = b for some n < N, and in virtue of (1.6.9)
we have, respectively,

9(sn) = Zn > g(a) = £(0)(a — 1) = £(0) + (9(a) — f(0)a) > c

or

o) = S 2 90 - 5010 - 0 > 5 B = 1)) >

In all cases (1.6.8) holds, and Proposition 1.6.5 is proven. O

1.6.3 Extensions for One-Side Transaction Costs

It is clear that the previous results hold true with obvious modifications for
the processes of the form

Y=L -S—mS -L* —puS-L~ (1.6.13)

with both pu; strictly positive (because Y < L-S—\S-|L|, where A = 3 Apz).
It is less evident that it will be the case where one of the coefficients vanishes.
Nevertheless, the arguments can be modified and extended in an appropriate
way to produce the same conclusions.

First, let us consider the model where

Y=L-S—AS-L* (1.6.14)

where A > 0, that is, only buying of stocks is charged. The analysis of the
proof is based again on a reduction to the imbedded process.

We start with a revision of the basic inequalities. Choose € > 0 small
enough to ensure the inequalities A > 2a/(1 — ) > 0, where a := €2 — 1.
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Lemma 1.6.7 Leto, T be stopping times such that o <7 <T. If|My — M,|<e
for allt €lo, 7], then

1
Lo(Sy —S,) — %(LTST — L,S,). (1.6.15)

11—« —«

YT_YG'S

On the set {M, = M, + €} we have the inequality
Y; =Y, < Lo(S; — S,) = NSo (LE — LY), (1.6.16)
where X = (A — a)e ¢,

Proof. Repeating the proof of Lemma 1.6.4, we use the integration by parts
to replace the integral with respect to S by the integral with respect to L and,
estimating the latter, arrive at the inequality

/ Lt dSt S LO—(ST - Sa—) + Ol/ St d|L|t

Using the identity |L| = 2LT — L, we replace the integral with respect to |L]|
by the integrals with respect to L™ and L. Applying again the integration by
parts formula to the second one (to be back with the integral with respect
to S), we rewrite the above inequality as

/ Lt dSt S LU(ST — SU) + 20(/ St sz_ — CK(L-,—ST - LO-SU) + Oé/ Lt dSt

o

“Solving” it, we get that

2¢

T 1 T «
/U Lt dSt 1 LU(ST So-) 1 /U St st 1 (LTST LO-SO-)

Due to the assumed inequality A > 2a/(1 — ), this implies (1.6.15).
Since 0 < S, — Z; < aZ; for t € [0, 7], we have that

Using this, we infer from the integration by parts formula that
/ Lt dSt S LU(ST — SU) + OZ/ St dL:r
So,

/ Lt dSt / St d.L+ < L (S — S — / St dLj7

and the result follows because e=¢S, < S; for t € [o,7]. O
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The first inequality of the above lemma will be used to show that, when
the hedge is nontrivial, there is a strictly positive probability that it will not
work at one of the stopping times of the e-chain (for suitably chosen €) unless
the number of shares at that time is negative. The second inequality, giving
the bound on the gain when the stock price goes up, will be used on the set
where the latter event happened. Roughly speaking, the bad things always
may arrive if the hedge has a short position and the stock price (along the
e-chain) goes up and up.

Theorem 1.6.8 Suppose that H® holds for values of ¢ > O arbitrarily close
to zero. Let g € G, and let Y be given by (1.6.14). If t+Y > g(S), thenxz > 1.

Proof. Fix n > 0. Choose ¢ > 0 small enough not only to apply the above
lemma (i.e., to satisfy the bounds A\ > 2a/(1 — a) > 0, where a := 2 — 1)
but also to ensure the following inequalities:

a Lo < n, 1& <e¥* -1, N =(A—a)e©>e¥* e (1.6.17)
-«

11—«
It follows from (1.6.15) that

n—1

~ ~ ~ a = o «
D Li(Skir — Sk) — T inSnt 1o
k=0

~ 1
Y, <

— Lyg. 1.6.1
— o (1618)

Taking into account (1.6.17), from this we immediately obtain the following
inequality, which will replace (1.6.6):
~ . _ 1 = .
Q(Sn) -Y,+n> Q(Sn) - T Z Lk(Sk+1 - Sk) + 1
=0

l—ozk

Q.8 (1.6.19)

—

Since n > 0 is arbitrary, it remains to check that, for any constant ¢ €]0, 1],
the supremum of the right-hand side dominates ¢ with positive probability.
To this aim, we define the auxiliary function h(z) := g(z) A g(e3*2) and the
sets

n—1
~ 1 ~ o~ ~
Bn = {h(Sn) — m E Lk(5k+1 - Sk) > C}'
k=0

Applying the previous results for the function i € G and the strategy L/(1—a)
(namely, Proposition 1.6.5 and Lemma 1.6.3), we note that there is n such
that P(B,, 7, < 1) > 0. Thus, either P({L,, > 0,7, < 1} N B,) > 0 (in this
case the claimed property is obvious) or

P({L, <0,7, <1} N B,) > 0. (1.6.20)
To complete the proof, it is sufficient to verify that in the latter case

P(g(Snt3) = Ynis = c—1) > 0. (1.6.21)
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Let us consider the set I, := {AM,1x = ¢, 1 < k < 3}, where the imbedded
process has three consecutive moves upwards. Due to the hypothesis on the
process fluctuations, (1.6.20) implies that the set {L,, < 0, 7, <1} N B, NI},
has strictly positive probability. According to the second inequality of
Lemma 1.6.7, on this set we have

n+2 n+2
Vors =Y <Y Li(Skqn — Se) = N Y Se(Lf,, — L) (1.6.22)
k=n k=n

and, hence, due to the bound (1.6.18) and the definition of h, we have that

n—1
~ ~ o ~ 1 ~ o~ ~
_y, Lo > -~ Y7 -
9(Sn+3) = Yoss + 7——Lo 2 A(Sn) — 1 —— kZ:O k(Sk+1 — Sk) + R,
where
a - - n+2 L B n+2 L B
R, = 1_ aLnSn - kz Lk(Sk+1 - Sk:) + N kz Sk (L;;Ll - LZF)
=n =n

on the considered set R,, > 0. Indeed,

n+2 n+2
« ~ ~ ~ ~ ~ ~ ~ ~ o~ ~
Ry > ;= LnS, - ;(Ln + L — L) (Skar — Si) + X ;Sk (Lt — L)
« ~ ~ ~ ~ ~
> [ﬁ — (¥ - 1)} LSy = (€ =€) Sn(Ly s — L)

NS (B~ )

> [1 4 e 1)}zn5n IV = (% — )]G (L, — 1) 2 0

because of our choice of ¢ and the negativity of L,,.
The claimed property (1.6.21) follows now from definition of B,,. O

The result for the model
Y=L-S—)XS-L°, (1.6.23)

A > 0, describing the situation where only selling of stocks is charged, is
similar.

Theorem 1.6.9 Suppose that H® holds for values of € > 0 arbitrarily close
to zero. Let g € G, and let Y be given by (1.6.23). If t+Y > g(S5), thenx > 1.

The reasoning is based on the following lemma the proof of which is anal-
ogous to that of Lemma 1.6.7 and left to the reader.
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Lemma 1.6.10 Let o, 7 be stopping times such that s 0 < 7 < T. Suppose
that A > 2a/(1 + «), where o := €% — 1. If |M; — M,| < € for all t €]o,7],
then

% (L,S; — L,S,). (1.6.24)

1
Y, Y, < ——L,(S; —5,) —
T 1l4a ( ) 1+

On the set {M,; = M, — ¢} we have the inequality
Y; =Y, < L,(S; — Sy) = NS, (L7 — L), (1.6.25)
where X' := (A — a)e”®.

The auxiliary function needed in the proof of the theorem can be given as
h(z) = g(z) A g(2e73%). Note that h(z)/z — e3¢ (and not to 1) as z — oo.
Nevertheless, Proposition 1.6.5 holds for such a function but with ¢ < e™3¢.
Since e~3¢ can be chosen arbitrarily close to 1, this does not matter, and the
arguments work well with obvious changes (e.g., moves upwards should be
replaced by moves downwards).

At last, the proofs of corresponding corollaries for the European options
in the case of one-side transaction costs are exactly the same as that of Corol-
lary 1.6.2.

1.6.4 Hedging of Vector-Valued Contingent Claims

Until now we considered hedging problems for models where the initial and
final transactions were charge-free and the accounting was on the lump sum
of the asset values. However, the final adjustment may not be exempted from
transaction costs. In such a case, e.g., the hedging of a call option will depend
on the clause of the contract whether the stock is delivered to the buyer
or the latter receives only its money equivalent equal to the market price.
More elaborate models, admitting transaction costs for any portfolio revisions
and separating the accounting for each asset, allow us to incorporate the
mentioned specificity. A general theory of such models will be developed in
the next chapters. Here we present, in a rather sketchy way, a two-asset model
of this kind assuming that the first one is the numéraire, the price process
of the second is a continuous martingale S > 0, Sy = 1, and at least one
of the transaction cost coefficients A'2, A2! is strictly positive. The notation
with superscripts in the two-dimensional case looks rather awkward, but it is
chosen to be coherent with that we shall use later for multi-asset models.

We suppose that the process M := InS satisfies condition H¢ for all
sufficiently small € > 0.

Now the value process V = VUL of a portfolio is two-dimensional, and its
components are

Vl —_ 'Ul +L21 _ (1 4 )\12)L12,
V2=v2+‘72-S+L12—(1+)\21)L21,
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where L'2, L?! are increasing adapted right-continuous processes representing
the accumulated net wealth transferred to a corresponding position, V;! is the
wealth on the bank account, V;? is the wealth on the stock account, while
IA/tQ := V2/S; is the number of stock units held at time ¢.

An important concept of the model is the solvency cone K defined as the
set of points = (z!,2?) for which there exist a'?,a?! > 0 such that

o a® (14 A12)a'? >0,
2% +a'? — (14+1*)a®! > 0.

The closed convex cone K generates a partial ordering in R?; namely, z > y
ife—yeK.

It is easy to check that the vectors wy := (1,1+A2) and wo := (1+A?1,1)
are generators of the dual positive cone K* := {w: wz > 0Vz € K}. Recall
that K** = K and, hence, z = y if and only if wx > wy for all w € K*.
Of course, the inequality for all w € K* holds if and only if it holds for the
generators: the symbol x > y replaces comfortably the system of two linear
inequalities w;x > w;y, 1 = 1, 2.

It is easy to see that the vectors (1 4+ A2, —1) and (—1,1 + A?!) generate
the solvency cone K.

The set of hedging endowment for the contingent claim C' = (C*, C?) is

I:={veR?: 3L such that V" = C}.

The agent strategy L in the above definition should be admissible. This means
that V = —kS for some x > 0.

Assume that C' = g(St), where g :]0,00[— R? is such that the functions
w;g(y) are bounded from below with w;g(0+) =0,i=1,2,

liminf wig(y)/y = 1+ A2,
Y—00

lim inf wag(y)/y = 1.

y—o0
Examples of the pay-off functions for the call option:

(1) the stock is delivered g'(y) := —KIf,>01, 9*(y) := yly>0;

(2) the stock is not delivered g'(y) := (y — K)" Iy, g*(y) == 0.

Theorem 1.6.11 If a point v is in I', then the following two linear equations
are satisfied:

v >1- (1 +)\21)v1,

1
2 1
v 21—71+)\12v.
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Proof. Letv € I'. The relation V%”L = C holds if and only if, for all o, 3 €10, 1]
such that o + 8 =1,

(qw; + ng)Vzﬁ’L > (awy + Bws)C.

Substituting the expression for VTv’L and setting ro == (1 + A12)(1+ A%1) —1
and L'? = (1/9) - L'?, L?' = (1/S) - L?', we can rewrite this inequality as

(qwy + Pwa)v + (1 + a)\12)‘72 - Sy — Ko (aS L 43S E12) > (aqwy + Pwq)C.
Notice also that the process
‘72 _ ‘7027 + e (1 + /\21)£21

is of bounded variation. It follows that the left-hand side of the above inequal-
ity is dominated by (cw; + fwa)v + Y, where Y has the structure demanded
in Theorem 1.6.2. The assumptions on the function g = (g', g?) ensure that
this theorem can be applied (after an appropriate normalization) yielding the
inequality

(qwy + Pws)v > a(l + )\12) + 5.

By continuity it holds also for a equal to 0 and 1, and we get the system

(L+ 22! 402 > 1,
ol 4+ (14 A12)0? > 1+ A2,

The theorem is proven. 0O
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Arbitrage Theory for Frictionless Markets

2.1 Models without Friction

2.1.1 DMW Theorem

The classical result by Dalang-Morton-Willinger, usually abbreviated as
DMW and sometimes referred to as the Fundamental Theory of Asset (or
Arbitrage) Pricing (FTAP) for the discrete finite-time model of a frictionless
financial market, says:

There is no arbitrage if and only if there is an equivalent martingale
measure.

This formulation is due to Harrison and Pliska, who established it for a
model with finite number of states of the nature, i.e., for finite {2. Retrospec-
tively, one can insinuate that in this case it is mainly a “linguistic” exercise:
the result expressed in geometric language was known a long time ago as the
Stiemke lemma. This is, to large extent, true. However, a remarkable fact is
that, contrarily to its predecessors, exactly this formulation of a no-arbitrage
criterion, involving an important probability concept, a martingale measure,
opens a way to numerous generalizations of great theoretical and practical
value.

Loosely speaking, the result can be viewed as a partial converse to the
assertion that one cannot win (in finite time) by betting on a martingale: if
one cannot win betting on a process, the latter is a martingale with respect
to an equivalent martingale measure.

We start our presentation here with a detailed analysis of the Dalang—
Morton—Willinger theorem. The assertion in italics is, in fact, a grand public
formulation which hides a profound difference between these two results, and
the authors of advanced textbooks prefer to give a longer list of NA criteria.
We follow this tradition.

The model is given by a complete probability space (£2,F,P) with a
discrete-time filtration F = (F;);=0,1,... r and an adapted d-dimensional price

Yu. Kabanov, M. Safarian, Markets with Transaction Costs,
Springer Finance, DOI 10.1007/978-3-540-68121-2_2,
(© Springer-Verlag Berlin Heidelberg 2009
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process S = (S;) with the constant first component. It is convenient to assume
that Fy is trivial and Fpr = F.

The set of “results” Ry (obtained from zero starting value) consists of the
terminal values of discrete-time integrals

T
H- ST = ZHtAStv

t=1

where AS; := S; — S;_1, and H runs over the linear space P of predictable
processes, i.e., H; € L°(R%, F;_) (the first component of S plays no role here
because AS} = 0).

The common terminology: H is a (portfolio) strategy, while H - S is called
a value process. The larger set Ap := Ry — Lg can be interpreted as the set
of hedgeable claims; it is the set of random variables H - ST — h where the r.v.
h > 0.

By definition, the NA property of the model means that Ry N LY = {0}
(or, equivalently, Ap N L9r = {0}). We prefer to use from the very beginning
these mathematically convenient definitions in terms of intersections of certain
sets rather than a popular form like this: the property H - S > 0 implies that
H-Sr=0.

Theorem 2.1.1 The following properties are equivalent:

a) Ap N LY = {0} (NA condition);

b) Ar N LY = {0} and A = Ap (closure in L°);

c) Arn LY ={0};

d) there is a strictly positive process p € M such that pS € M;

(e) there is a bounded strictly positive process p € M such tat pS € M.

(
(
(

As usual, M is the space of martingales (if necessary, we shall also use a
more complicated notation showing the probability, time range, etc.).
Of course, the last two properties are usually formulated as:

(d) there is a probability 1? ~ P such that S € M(P); )
(¢') there is a probability P ~ P with dP/dP € L*> such that S € M(P).

However, the chosen versions have more direct analogs in the model with
transaction costs. Their equivalences are obvious due to the following elemen-
tary fact about martingales with respect to a probability measure P« P
with density pr:

S € M(P) if and only if pS € M(P) where p, = E(pp|F,), t < T.

Collecting conditions in the single theorem is useful because one can clearly
see that in numerous generalizations and ramifications certain properties re-
main equivalent (of course, appropriately modified), but others do not. Note
also that, in the case of finite {2, the set Ap is always closed. Indeed, it is
the arithmetic sum of a linear space and the polyhedral cone —LY in the
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finite-dimensional linear space LY. Thus, it is a polyhedral cone. So, we have
no difference between the first three properties, while the last two coincide
trivially. The situation is completely different for arbitrary 2. Though the
linear space Rr is always closed (we show this later), the set A7 may be not
closed even for T'= 1 and a countable (2. To see this, let Fy be trivial and take
Fi1 = o{&} and AS; = &, where £ is a strictly positive finite random variable
such that P(¢ > ) > 0 whatever is ¢ > 0. The set A; = R{ — LY does not
contain any strictly positive constant, but each constant ¢ > 0 belongs to its
closure A; because (n€) A c — c as n — oo.

To the already long list, one can add several other equivalent conditions:

(f) there is a strictly positive process p € M such that pS € Mige;

(f') there is a probability P ~ P such that S € Miyc(P);

(g) {nAS, : n € LY%F—1)} N LY = {0} for allt < T (NA for one-step
models).

With other conditions already established, the above addendum poses no
problems. Indeed, (f’) is obviously implied by (e’). On the other hand, if
S € Myoe(P), then H - S € M(P) with H, := 1/(1 + E(|AS;||Fi_1)). So,
we know that NA holds for the process H - S; hence, it holds also for S
as both processes have the same set of hedgeable claims, i.e., (f') implies a
property from the “main” list of equivalent conditions. Suppose now that the
implication (g) = (a) fails. Take the smallest ¢ < T such that A, N LY # {0}
(the set of such dates is nonempty: it contains, at least, T'). We have a strategy
H = (H;)s<r such that H - S; > 0 and P(H -S; > 0) > 0. Due to the choice
of t, either the set IV := {H - S;_; < 0} is of strictly positive probability
(and (g) is violated by n := I Hy), or the set I := {H - S;_1 = 0} is of full
measure (and (g) is violated by 7 := Ir»Hy), a contradiction.

Remark. The NA property for the class of all strategies, as defined above, is
equivalent to the NA property in the narrower class of bounded strategies H.
Indeed, if there is an arbitrage opportunity, then, in virtue of the condition (g),
there is an arbitrage opportunity 7 for a certain one-step model. Clearly, when
n is sufficiently large, 1/, <ny Will be an arbitrage opportunity for this one-
step model. Note that the presence of (g) in the list of equivalent conditions
is crucial in this reasoning.

Similarly, NA is equivalent to the absence of arbitrage in the class of so-
called admissible strategies for which the value processes are bounded from
below by constants (depending on the strategy). Moreover, if H is an arbitrage
opportunity generating the value process V' = H -5, one can find another
arbitrage opportunity H such that the value process H-S > 0. To see this,
we consider the sets Iy := {H - S; < 0} and the last instant r for which the
probability of such a set is strictly positive; 0 < r» < T since H is an arbitrage
opportunity. Let us check that the strategy H := I r.DjrmH has the claimed
property. Indeed, the process V := H -8 is zero for all ¢ < r and remains
zero outside the set I, until 7. On the set I, the increments AV; = AV, for
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t > r + 1, and hence the trajectories of V are the trajectories of V shifted
upwards on the value —V,. > 0.

Before the proof of Theorem 2.1.1, we give in the following subsection
several elementary results which will be also useful in obtaining NA criteria
in models with transaction costs.

2.1.2 Auxiliary Results: Measurable Subsequences
and the Kreps—Yan Theorem

Lemma 2.1.2 Let n* € L°(R?) be such that n := liminf |n"| < co. Then

there are i* € L°(R®) such that for all w, the sequence of i*(w) is a convergent
subsequence of the sequence of n"™(w).

Proof. Define the random variables 74, := inf{n > 7,1 : [|n"| —n| < k~'}
starting with 79 := 0. Then 7§ := 5™ is in LO(R?), and supy |ijs| < oo.
Working further with the sequence of 7§, we construct, applying the above
procedure to the first component and its liminf, a sequence of ¥ with con-
vergent first component and such that for all w, the sequence of 7j¥(w) is a
subsequence of the sequence of 7 (w). Passing on each step to the newly cre-
ated sequence of random variables and to the next component, we arrive at a
sequence with the desired properties. 0O

Remark. The claim can be formulated as follows: there exists a (strictly)
increasing sequence of integer-valued random variables o such that n* con-
verges a.s.

Lemma 2.1.3 Let G = {[,} be a family of measurable sets such that any
nonnull set I' has a nonnull intersection with an element of G. Then there
is an at most countable subfamily of sets {Iy,} the union of which is of full
measure.

Proof. Suppose that G is closed under countable unions. Then sup, P([y)
is attained on some I" € G. The subfamily consisting of a single I" gives
the answer. Indeed, P(I') = 1: otherwise we could enlarge the supremum
by adding a set from G having a nonnull intersection with I". The general
case follows by considering the family formed by countable unions of sets

from G. O

The following result is referred to as the Kreps—Yan theorem. It holds for
arbitrary p € [1,00], p~! +¢~! = 1, but the cases p = 1 and p = oo are the
most important. Recall that for p # oo, the norm closure of a convex set in
LP coincides with the closure in o{LP, L7}.

Theorem 2.1.4 Let C be a convex cone in LP closed in o{LP, L9}, containing
—L% and such that C N LY = {0}. Then there is P ~ P with dP/dP € L1

such that E€ <0 for all £ € C.
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Proof. By the Hahn-Banach theorem any nonzero x € L := LP(R4, F) can
be separated from C: there is a z, € L7 such that Ez,x > 0 and Fz,£ <0
for all £ € C. Since C D —L#, the latter property yields that z, > 0; we
may assume that ||z]l; = 1. Let us consider the family G := {z, > 0}. As
any nonnull set I" has a nonnull intersection with the set {z, > 0}, = I,
the family G contains a countable subfamily of sets (say, corresponding to a
sequence {z;}) the union of which is of full measure. Thus, z := > 272,, > 0,
and we can take P := zP. 0O

2.1.3 Proof of the DMW Theorem

The implications (b) = (a), (b) = (c), and (e) = (d) are trivial. The im-
plication (d) = (a) is easy. Indeed, let £ € Ap N LY, ie,, 0 < ¢ < H - Sy
Since the conditional expectation with respect to the martingale measure
E(HtAStL?’:t,l) = 0, we obtain by consecutive conditioning that EH-Sr=0.
Thus, £ = 0. To complete the proof, it remains to verify that (¢) = (e) and
(a) = (b).

(¢) = (e). Notice that for any random variable 7, there is an equivalent
probability P’ with bounded density such that n € L'(P’) (e.g., one can
take P’ = Ce~"IP). Property (c) (as well as (a) and (b)) is invariant under
equivalent change of probability. This consideration allows us to assume that
all S; are integrable. The convex set AL := A7 N L! is closed in L!. Since
AL.N LY = {0}, Theorem 2.1.4 ensures the existence of P ~ P with bounded
density and such that E¢ < 0 for all ¢ € AL, in particular, for £ = +H;AS,
with bounded and F;_;-measurable H;. Thus, E(ASt|ft_1) =0.

(a) = (b). Lemma 2.1.2 allows us to establish the closedness of Ap by
simple recursive arguments even without assuming that the o-algebra Fj is
trivial (of course, this does not add any generality but helps to start the
induction in the time variable).

Let us consider the case 7" = 1. Let H'AS; — ™ — ( a.s., where H{" is
Fo-measurable, and r™ € L0+. The closedness of A; means that { = H{ AS1—r
for some Fy-measurable H; and r € Li. To show this, we represent each H7'
as a column vector and write the whole sequence of these column vectors as
the infinite matrix

HY H2U ... ... HM
H2 H2 ... ... HM?
H1:: 1 1 1
Hi H2 . Hp

If the matrix is zero, there is nothing to prove. Suppose that the assertion
holds when this (random) matrix has, for each w, at least m zero lines. We
show that the claim holds true also when H; has at least m — 1 zero lines.

It is sufficient to find Fy-measurable random variables H¥ convergent a.s.
and 7* € LY such that HFAS, — 7% — C as.
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Let 2; € Fy form a finite partition of (2. An important (though obvi-
ous) observation: we may argue on each (2; separately as on an autonomous
measure space (considering the restrictions of random variables and traces of
o-algebras).

Let H; := liminf |[HT'|. On £ := {H,; < oo}, we take, using Lemma 2.1.2,
Fo-measurable H¥ such that H(w) is a convergent subsequence of H}(w) for
every w; 7* are defined correspondingly. Thus, if £2; is of full measure, the
goal is achieved.

On (25 := {H, = oo}, we put G} := H}/|H}| and A} := 7°"/|H”| Clearly,
G?AS; — h} — 0 a.s. By Lemma 2.1.2 we find Fo-measurable G¥ such that
ék( ) is a convergent subsequence of G (w) for every w. Denotlng the limit
by Gl, we obtain that G1A51 = h1 where hl is nonnegative; hence, in virtue

of (a), G1AS; = 0. ‘

As G1(w) # 0, there exists a partition of (2, into d disjoint subsets 25 € Fy
such that G% # 0 on (2. Define H} := H} — 3"G, where 3" := H /G
on 2%. Then HPAS; = HAS; on 2. The matrix H; has, for each w € 25,
at least m zero lines: our operations did not affect the zero lines of Hy, and
a new one has appeared, namely, the ith one on £2%. We conclude by the
induction hypothesis.

To establish the induction step in the time variable, we suppose that the
claim is true for (7' — 1)-step models. Let Zthl HAS; —r™ — ( a.s., where
H}' are F;_i-measurable, and r" € Lg_. As at the first step, we work with the
matrix H; using exactly the same reasoning.

On (27 we take an increasing sequence of Fy-random variables 75 such that
H* := H]* converges to H;. Thus, Zthz H[*AS; — r™ converges as k — 00,
and we have a reduction to a (T — 1)-step model.

On (2, we use again the same induction in m, the number of zero lines
of H;. The only modification is that the identical operations (passage to
subsequences, normalization by H7', etc.) should be performed simultaneously
over all other matrices Ho, ..., Hp.

Remark 1. Exactly the same arguments as those used in the proof of the
implication (a) = (b) lead to the following assertion referred to as the Stricker
lemma:

The set of results Ry is closed.

This property holds irrelevantly of the NA-condition. Indeed, the latter
was used only to check that the nonnegative limit h; is, in fact, equal to zero.
But this holds automatically if we start the arguments with r,, = 0.

Remark 2. The DMW theorem contains as a corollary the assertion that, in
the discrete-time setting with finite horizon, any local martingale is a mar-
tingale with respect to a measure P ~ P with bounded density. Moreover,
this measure can be chosen in such a way that a given random variable £ will
be P-integrable. At the end of this chapter we show that, even in the model
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with infinite horizon, the local martingale is a martingale with respect to an
equivalent probability measure.

2.1.4 Fast Proof of the DMW Theorem

Our detailed formulation of the DMW theorem, together with its proof, is
intended to prepare the reader to the arguments developed for models with
transaction costs. However, a short and elementary proof of the “main” equiv-
alence (a) < (e), a proof which can be used in introductory courses for math-
ematical students, is of separate interest. We give one here combining an
optimization approach due to Chris Rogers with Lemma 2.1.2 on measurable
subsequences. It is based on the one-step result the first condition of which is
just an alternative reformulation of the NA-property.

Proposition 2.1.5 Let £ € L°(RY), and let G be a sub-o-algebra of F. Then
the following conditions are equivalent:

(i) for any a € L°(R%,G), the inequality & > 0 holds as the equality;
(ii) there exists a bounded random variable ¢ > 0 such that Eg|§| < oo and
E(0€]G) = 0.

Proof. One needs arguments only for the “difficult” implication (i) = (ii).

First, examine the case where G is trivial. Let us consider the function
fla) = Ee®~I€F ¢ € R4 If it attains its minimum at some point a,, the
problem is solved with p = ea*f_mQ, since at this point the derivative of f is
Zero: Efe“*E_m2 = 0. One can check that condition (i) excludes the possibility
that the minimum is not attained—we do a verification below.

Let us turn to the general case. A dimension reduction argument allows us
to work assuming that the relation aé = 0 with a € L°(R?,G) holds only if
a = 0 (when @ is trivial, this is just the linear independence of the components
of ¢ as elements of LY). Let Q(w,dz) be the regular conditional distribution
of £ with respect to G. Define the function

f(w,a):= /e”_‘wle(w,dm)

continuous in a and G-measurable in w. Introduce the G-measurable random
variable f.(w) = inf, f(w,a) and consider, in the product space 2 x R%, the
sets {(w,a) : f(w,a) < fi(w)+ 1/n} with nonempty open w-sections I, (w).
Let «;, be a G-measurable random variable with ., (w) € I, (w). Such a,, can
be constructed easily, without appealing to a measurable selection theorem,
e.g., one can take a,(w) := go(n), where

0(n) :==min{k : f(w,qr) < fe(w)+1/n}
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with an arbitrary countable dense subset {g,} in R%. Let us consider the set
2y = {liminf |o,| < oo} with its complement (2. Using Lemma 2.1.2, we
may assume that on {21 the sequence &, := «a, /|ay,| converges to some 3 with
|8] =1 and, by the Fatou lemma,

. 2
/ehm\an(w)\ﬂ(w)zflml Ii(oyoro) @w, dz)
. . an(w)z—|z|?
ghmlnf/e n(w)e=e] Ip(w)ez0y Qw, dz) < fi(w).

Necessarily, Q(w,{z : f(w)x > 0}) = 0, implying that 8¢ < 0 (a.s.), and,
therefore, in virtue of (i), we have that 8¢ = 0. Due to our provision, this
equality holds only if § = 0, and, hence, {27 is a null set which does not
matter. Again by Lemma 2.1.2 we may assume that on the set 2y of full
measure the sequence o, (w) converges to some a, (w). Clearly, f(w,a) attains
its minimum at o, (w), and we conclude with ¢ := e®¢~16 /¢(q,), where the
function c¢(a) = sup, (1 + |z|)es®=le*. O

The “difficult” implication (a) = (e) follows from the above proposi-
tion by backward induction. We claim that for each t = 0,1,...,7 — 1,
there is a bounded random variable p/ > 0 such that Ep]|AS,| < oo and
Epl'AS, = 0 for u = t+ 1,...,T. Since (a) implies the NA-property for
each one-step model, the existence of pZ. | follows from the above proposition
with ¢ = ASr and G = Fr_;. Suppose that we have already found p .
Putting ¢ = FE(pl'|F_1)AS;.1 and G = F; 5, we find bounded
Fi_1-measurable g;_; > 0 such that E(o;—1E(p} |Fi—1)|ASi—1|) < co and
E(oi—1E(pl'|Fi—1)AS;_1) = 0. It is clear that p] ; meets the requirements.
Property (e) of the DMW theorem holds with p; := E(pd|F;).

2.1.5 NA and Conditional Distributions of Price Increments

As shown by Jacod and Shiryaev, the long list of conditions equivalent to
the NA-property can be completed by the following one involving the regular
conditional distributions Q;(w, dz) of the price increments AS; knowing F;_1:

(h) 0 € riconvsupp Q¢(w,dx) a.s. forallt =1,...,T.

Recall that Q¢(w,I") is an F;_j-measurable random variable in w and a
measure in I" such that P(AS; € I'|Fi—1) = Qi(w, I') (a.s.) for each Borel set
I" in R®. The topological support of the measure Q;(w, dr) is the intersection
of all closed sets the complements of which are null sets for this measure. The
abbreviation “ri” denotes the relative interior of a convex set, i.e., the interior
in the relative topology of the smallest affine subspace containing it.

Comparing (h) and (g), we see that their equivalence follows from the next
one-step result complementing Proposition 2.1.5.
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Proposition 2.1.6 Let ¢ € LY(RY), and let Q(w,dx) be a regular conditional
distribution of £ with respect to a o-algebra G C F. Then the NA-property (or
the equivalent property (ii)) holds if and only if the following condition is
satisfied:

(iii) O € riconvsupp Q(w,dz) a.s.

Proof. (ii) = (iii). Consider the case where G is trivial. If the origin does not
belong to A := riconvsupp Q(dz), then there exists a € R? such that the
latter set lies in the closed half-space { : ax > 0} but not in the subspace
{z : ax = 0} (to see this, apply the separation theorem in the linear subspace
of minimal dimension containing A and extend the separating functional to
a functional on the whole R vanishing on the orthogonal complement). So,
Q(z : ax > 0) > 0, and for any strictly positive bounded random variable
p measurable with respect to o{¢} (i.e., of the form p = r(§) with a Borel
function ), we have

Bpat = [ rw)aclie a0 @ds) >0,

in contradiction with (ii).

In the general case we consider the set I' :== {(w,a) : Q(w, {ax > 0}) > 0},
which is measurable with respect to the product o-algebra G ® B%; let I'(w)
be its w-sections. If (iii) fails, then, as it was just shown, the projection PrpI”
of I" on {2 is nonnull. Due to the measurable selection theorem, there exists a
G-measurable R?-valued random variable a such that a(w) € I'(w) for almost
all w from PrnI'. Now, take an arbitrary bounded strictly positive function
7(w, z) measurable with respect to 0{G,¢} ® B¢ and put p(w) := r(w, {(w)).
Then

E(rag|g) = /T(w,x)a(w)xl{gc: a(w)z>0yQ(w,dxr) >0 on Prol.

It is easy to see that this is a contradiction with (ii).

(iii) = (ii). Again, let us first consider the case of trivial G. Let L
be the affine subspace of minimal dimension containing the set
A :=riconvsupp Q(dz).

The assumption 0 € A implies that the function

ﬂ@?/wHWQMPJE%WummM>

attains its minimum at some point a,: otherwise, we could find, as in the proof
of Proposition 2.1.5, a vector 8 such {z : Sz > 0} N L is a @-null set. But
this means that the origin is not in the relative interior of the convex hull of
supp Q(dx). In the general case, we can find a G-measurable random variable
o, such that «,(w) is a minimizer of f(w,a) and conclude in the same way as
in Proposition 2.1.5. O
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2.1.6 Comment on Absolute Continuous Martingale Measures

One may ask whether the existence of an absolute continuous martingale
measure can be related with a certain no-arbitrage property. Indeed, in the
case of finite number of states of nature, we have the following criterion:

Proposition 2.1.7 Suppose that (2 is finite. Then the following conditions
are equivalent:

(a) Ry NLO(R4\ {0}) =0; ~ ~
(b) there is a probability measure P < P such that S € M(P).

Here the implication (b) = (a) is obvious, while the converse follows easily
from the finite-dimensional separation theorem applied to the disjoint convex
sets A7\ {0} and L°(R, \ {0}): any separating functional after normalization
is a density of probability measure with the needed property. The condition
(a) means that there is no “universal” arbitrage strategy H, that is, such that
H-Sr >0 (as.).

Unfortunately, the above proposition cannot be extended to the case of
arbitrary 2.

Example. Let us consider a one-period model with two risky assets whose
price increments AS] and AS? are random variables defined on a count-
able probability space 2 = {w;}i>0 with all P({w;}) > 0. The initial o-
algebra is trivial. Let AS}(wo) = 1, AST(w;) = —i, i > 1. Let AS?(wp) = 0,
AS?(w;) = 1,4 > 1. Apparently, the equalities EqAST = 0 and EgAS? =0
are incompatible, and, hence, there are no martingale measures. On the other
hand, let (H', H?) € R? be a “universal” arbitrage strategy. Then necessarily
H' > 0, and we get a contradiction since in such a case the countable system
of inequalities —iH' + H? > 0, 4 > 1, is incompatible whatever is H?2.

2.1.7 Complete Markets and Replicable Contingent Claims

As we observed, the set of results Ry is always closed in LY. It is an easy
exercise to deduce from this property that the set R 4+ Ry is also closed. We
use this remark in the proof of the following:

Proposition 2.1.8 Suppose that the set Q° of equivalent martingale mea-
sures is nonempty. Then the following conditions are equivalent:

(a) Q° is a singleton;
(b) R+ Ry = LO.

Proof. (a) = (b). We may assume without loss of generality that P is a
martingale measure. Suppose that there is & € L% which is not in the closed
subspace R + Ry C LO. Tt follows that the random variables " := §l1ie1<n)
are not in this subspace for all n > N. Applying the separation theorem, one
can find n with |n| < 1/2 such that En¢ = 0 for the elements ¢ from the
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closed subspace (R + Rr)N L' of L but Ené™ > 0. Put Q = (1+7)P. Then
EqH - St = 0 whatever is a bounded predictable process H. This means that
@ is an equivalent martingale measure different from P, contradicting (a).

(b) = (a). Take I' € Fp. Then I = ¢+ Hr - ST, where cr is a constant.
It follows that Q(I") = ¢ whatever is a martingale measure @, i.e., the latter
is unique.

The property (b), in financial literature referred to as the market complete-
ness, means that any contingent claim can be replicated, that is, represented
as the terminal value of a self-financing portfolio starting from a certain initial
endowment. The above statement, asserting that an arbitrage-free market is
complete if and only if there is only one equivalent martingale measure, some-
times is called the second fundamental theorem of asset pricing.

The closedness of the subspace R+ Ry leads the next assertion concerning
replicable claims on incomplete markets. In its formulation, ¢); and Q7 denote
the sets of absolutely continuous and equivalent local martingale measures.
O

Proposition 2.1.9 Suppose that Q¢ # 0. Let a random wvariable & > 0 be
such that a = = SUPQe e Egf < oo and the supremum is attained on some
measure Q*. Then & = a+ H - Sy for some predictable process (and, hence,
the function Q — Eq& is constant on the set QF ).

Proof. Supposing that the statement fails, we apply the Hahn—Banach theo-
rem and separate ¢ and the subspace (R + Rr) N LY(Q*) in L'(Q*), that is,
we find € L* such that Eg-&n > 0 and Eg-n¢ = 0 for all ¢ from the sub-
space. In particular, Fg«n = 0 and Eg-H - S7n = 0 whatever is a predictable
process H such that H - St is integrable; in particular, the last equality holds
for H = Ijo 7], where 7, is a localizing sequence for S. Normalizing, we may
assume that |n| < 1/2. It follows that the measure Q = (1 4 7)Q* is an ele-
ment of QF and EQ§ =a+ Eg-{n > a in an apparent contradiction with the
definition of @*. O

2.1.8 DMW Theorem with Restricted Information

Let us consider the following setting, which is only slightly different from the
classical one. Namely, assume that we are given a filtration G = (G; )< with
Gi C Fy. Suppose that the strategies are now predictable with respect to this
smaller filtration (i.e., H; € L°(G;_1)), a situation which may happen when
the portfolios are revised on the basis of restricted information, e.g., due to a
delay. Again, we may define the sets Rp and A and give a definition of the
arbitrage, which, in these symbols, looks exactly as (a) above, and we can list
the corresponding necessary and sufficient conditions.

To this aim, we define the G-optional projection X° of an integrable
process X by putting X? := E(Xy|G), t < T.
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Theorem 2.1.10 The following properties are equivalent:

a) Ar N LY = {0} (NA condition);
b) ArnN LgL = {O} and Ar = AT,'

(c) Ap N LY ={0};

d) there is a strictly positive process p € M with (pS)° € M(G);

(e) there is a bounded strictly positive process p € M with (pS)° € M(G).

(
(
(

The symbol M(G) stands here for the set of G-martingales, and we pre-
sume tacitly in the last two conditions that Ep;|S;| < co. Clearly, these con-
ditions can be formulated in terms of existence of an equivalent probability P
such that E(S;y1|G;) = E(S;|Gy) for all t < T — 1.

We leave to the reader as an (easy) exercise to inspect that the arguments
of the previous section go well for this theorem.

Remark. Curiously, this result, rather natural and important for practical ap-
plications, was established only recently. It happens that all numerous proofs,
except one suggested in [131] and reproduced above in Sect. 2.1.3, in their
most essential part concerning the construction of equivalent martingale mea-
sures given the NA-property, are based on the reduction to the one-step case
with 7' = 1. Of course, (a) implies (g) (i.e., the NA-property for all one-step
models). A clever argument in the Dalang—Morton—Willinger paper permits
to assemble a required martingale density from martingale densities for one-
step models. However, in the model with restricted information, the property
(g) drops out from the list of equivalent conditions.

Example. Consider the model where T = 2, Gy = Gy = {0}, 2}, but there is
A € F; such that 0 < P(A) < 1. Put

1 1
AS ::IA_EIA% ASy = _§IA+IAC.

There is no arbitrage at each of two steps, but the constant process with
H, = H> =1 is an arbitrage strategy for the two-step model.

2.1.9 Hedging Theorem for European-Type Options

One of the most fundamental though simple ideas of mathematical finance is
the arbitrage pricing of contingent claims.

A contingent claim or an option is a random variable £ which can be inter-
preted as a pay-off of the option seller to the option buyer. For a European-
type option, the payment is made at the terminal (maturity) date 7' and may
depend on the whole history up to 7. What is a “fair” price for such a con-
tract payed at time zero? Apparently, and this is the basic principle, the option
price should be such that neither of two parties has arbitrage opportunities,
i.e., riskless profits.
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Let us define the set
I' :=T1() :={z:3H € P such that z + H - St > &}.

Clearly, if not empty, it is a semi-infinite interval (maybe, coinciding with the
whole line). A priori, it can be either of the form [Z, oo[ or |Z, ool.

The theorem below ensures, in particular, that £ € I'. If the contracted
price of the option, say, x is strictly larger than Z, then the seller has a nonrisky
profit by pocketing x — Z and running a self-financing portfolio process in the
underlying assets £+ H -S, the terminal value of which dominates the terminal
pay-off (so, selling the portfolio at the date T' covers the liability).

Similarly, suppose that the right extremity z of the semi-infinite interval

—I(—¢) = {z: 3H € P such that —x + H - Sp > —¢}

belongs to this interval. If x is strictly less than x, then the option buyer will
have an arbitrage opportunity. Indeed, in this case there exists a strategy H
such that —x + H - Sp > —¢. Thus, borrowing = at ¢ = 0 to buy the option,
the agent runs a portfolio —x 4+ H - S, which has a terminal value larger than
z —x —&. Therefore, after exercising the option, the agent will have a nonrisky
profit z — .

These arguments show that “fair” prices lie in the interval [z, Z].

Remark 1. Note that it is tacitly assumed that the agent (option seller)
may have a short position in option: for the discrete-time model, it is an
innocent assumption, but it is questionable for continuous-time models, where
the admissibility means that unbounded short positions even in the underlying
are not allowed.

In the case where the contingent claim is redundant, that is, of the form
€ =x+ HS - Sy, we necessarily have that = 2 = Z is the no-arbitrage price
of the option. Indeed, let us consider the hedging portfolio process z + H - S
for £&. The absence of arbitrage implies that its terminal value must coincide
with € and, in virtue of the “law of one price” (also due to NA, see the remark
below), x = Z and, by symmetry, £ = z. The same NA arguments show that
if £ is nonredundant, the hedging portfolio starting from Z is an arbitrage
opportunity. Thus, the range of no-arbitrage prices is either a singleton or an
open interval |z, Z[.

Remark 2. The law of one price (L1P) is the property asserting that the
equality x + H - St = 2/ + H' - St implies the equality x = z’. The NA-
property is a sufficient condition for L1P that follows from the DMW theorem:
the latter ensures that there is a measure under which the process (H—H')-S
is a martingale. One may ask what is a necessary and sufficient condition for
L1P. The answer is the following:

L1P holds if and only if there is a bounded martingale Z with EZp =1
and Zy > 0 such that the process ZS is a martingale.
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In this formulation we do not suppose that the o-algebra is trivial. Notice
that L1P means that Ry N LO(Fy) = {0}, where, as already mentioned, the
linear space Rp is closed. We hope that with this remark the proof of the
nontrivial “only if” part will be an easy exercise for the reader.

Now we present the theorem giving a “dual” description of the set of initial
capitals I', from which one can super-replicate (hedge) the contingent claim &.

Notation. Let Q (resp. Q°) be the set of all measures ) < P (resp. Q ~ P)
such that S is a martingale with respect to Q. We add to this notation the
subscript ! to denote larger sets of measures Q; and Qf for which S is only a
local martingale. We shall denote by Z, Z¢, Z;, ... the density processes for
measures from the corresponding sets.

Theorem 2.1.11 Suppose that Q% # (. Let £ be a bounded from below ran-
dom variable such that Eg|€| < oo for every Q € Q°. Then

I'={z: x> Epr{ for all p € Z°}. (2.1.1)

In other words, ¥ = supgc g Fgf and I' = [Z, o0]. An obvious corollary of
this theorem (applied to the set I'(—¢)) is the assertion that & = infgecge Egé.
The direct proof of this result is not difficult, but we obtain it from two
fundamental facts having their own interest. The first one usually is referred to
as the optional decomposition theorem, which will be discussed in Sect. 2.1.12.

Theorem 2.1.12 Suppose that Q¢ # (. Let X = (X;) be a bounded from
below process which is a supermartingale with respect to each probability mea-
sure @ € Q°. Then there exist a strateqy H and an increasing process A such

that X =Xo+H -5 — A.

Proposition 2.1.13 Suppose that Q¢ # 0. Let & be a bounded from below
random variable such that supgege Eglé| < o0o. Then the process X with

X =esssup Eg(&|F)
QeQe

is a supermartingale with respect to every @ € Q°.

For the proof of this result, we send the reader to Appendix (Proposi-
tion 5.3.7).

Proof of Theorem 2.1.11. The inclusion I" C [Z, oo[ is obvious: if z+H -Sp > &,
then x > Eg¢ for every Q € Q°. To show the opposite inclusion, we may
suppose that supgeg Egl{| < oo (otherwise both sets are empty). Applying
the optional decomposition theorem, we get that X =z + H - S — A. Since
T+ H- St > Xp =¢, the result follows. O
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2.1.10 Stochastic Discounting Factors

In this subsection we discuss financial aspects of the hedging theorem and give
an interpretation of densities of martingale measures as stochastic discounting
factors.

Let us consider a “practical example” where the option seller promised to
deliver at the expiration date T a “basket” of d assets, namely, n° units of
the ith asset with positive price process S°. Since the market is frictionless,
this is same as to deliver 7S units of the numéraire, i.e., to make a payment
& = nSt. The hedging theorem asserts that the set of initial capitals allowing
one to super-replicate £ can be described in terms of prices. Namely, if the
NA-property holds, one can hedge the pay-off from the initial capital x if
and only if z dominates the expectation of “stochastically discounted” pay-off
pr& = £S%. whatever is a martingale density p. In other words, the comparison
should be done not by computing the “value” of the basket using the “true”
price process but replacing the latter by a “consistent price system” S? = pS
obtained by multiplying the “true” price process by the stochastic discounting
factor p. The word “consistent” here reflects the fact that SY is determined
by S% via the martingale property: Sy = E(S§|Fr).

2.1.11 Hedging Theorem for American-Type Options

In the American-type option the buyer has the right to exercise at any date
before T on the basis of the available information flow, so the exercise date
T is a stopping time; the buyer gets the amount Y., the value of an adapted
process Y at 7. The description of the pay-off process Y = (Y;) is a clause of
the contract (as well as the final maturity date 7).

By analogy with the case of European options, we define the set of initial
capitals starting from which one can run a self-financing portfolio the values
of which dominate the eventual pay-off on the considered time-interval:

I''=r{Y):={¢:3H ePsuchthat .+ H-S>Y}.

Theorem 2.1.14 Suppose that Q° # 0. Let Y = (Y;) be an adapted process
bounded from below and such that Eqg|Yi| < oo for all Q € Q° and t < T.
Then

I = {x x> Ep Y, for all p € Z° and all stopping times T < T}. (2.1.2)

The proof of this result based on application of the optional decomposition
is exactly the same as of Theorem 2.1.11. The only difference is that now we
take as X the process

Xy = esssup Eq(Y:|F),
QeQe,teTy
where 7; is the set of stopping times with values in the set {t,t+1,...,T}.
Under the assumption supgege EqlY:| < oo for each ¢, the process X is
a supermartingale with respect to every Q@ € Q°¢, see Proposition 5.3.8 in
Appendix.
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2.1.12 Optional Decomposition Theorem

We give here a slightly different formulation.

Theorem 2.1.15 Suppose that Qf # 0. Let X = (X;) be a process which is a
generalized supermartingale with respect to each measure Q € Qf. Then there
are a strateqgy H and an increasing process A such that X = Xg+ H - S — A.

Proof. We start from a one-step version of the result. 0O

Lemma 2.1.16 Let G be a sub-o-algebra of F, and let & and n be random
variables with values in R and R and for which E(|¢| +|n||G) < oo. Assume
that E(ag|G) < 0 whatever is a random variable o > 0 with E(«|G) = 1 such
that E(an|G) = 0 and E(al€]|G) < oo, E(a|n||G) < oo. Suppose that such o
does exist. Then there is A € L°(R%,G) such that & — \n < 0.

Proof. First, we suppose without loss of generality that £ and 7 are integrable
(we may argue with € := &/(1+E(€| + n]|G)) and 7 := n/(1+ E(€| + In]|G))).
Define the set A := {\n: X € L°%(R% G)} — LY. By the DMW theorem, it is
closed in probability. Thus, the convex set A! := AN L' is closed in L'. If the
assertion of the lemma fails, ¢ ¢ Al. Therefore, in virtue of the Hahn-Banach
separation theorem, there is a € L* such that

Eaf > sup Fa(.
ceAl

Necessarily, o > 0: if not, the right-hand side of the above inequality would
be infinite. By the same reason EaAn = 0 whatever is A € L>(R%, G). Hence,
E(an|G) = 0, and the supremum is equal to zero. That is, Eag > 0. But
this is incompatible with the inequality E(a&|G) < 0 we should have for
such . O

With the lemma, the proof of the theorem is easy. Indeed, let p € Zf.
Consider the obvious identity p; = aq ..., where ay := pr/pr—1. The mar-
tingale property of p means that E(ay|F;—1) = 1. On the other hand, due to
the coincidence of the classes of local and generalized martingales, p € Zf if
and only if E(c|ASy||Fi—1) < oo and E(a; AS¢|Fi—1) = 0 for all ¢ < T'. Thus,
by Lemma 2.1.16, there is H; € L°(R%|F;_1) such that AX; — H;AS; < 0.
Denoting the right-hand side by —AA; and putting Ag = 0, we obtain the
desired decomposition.

Remark. Let us return to the setting of Lemma 2.1.16, assuming that the
o-algebra G is trivial. Consider the maximization problem Faf — max under
two equality constraints Ea = 1 and Fan = 0, the constraint o > 0 (a.s.),
and “admissibility” assumptions on « to ensure the needed integrability. The
hypothesis of the lemma says that the value of this problem does not exceed
zero. It is not difficult to prove that there is a Lagrange multiplier A “remov-
ing” the second equality constraint. For the new maximization problem, we
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also have that Ea(§ — A\n) < 0 for all « satisfying the remaining constraints.
Clearly, this is possible only if £ — An < 0.

One may expect that these arguments can be extended for the general
case, with conditional expectations. This is still easy for finite or countable 2.
This strategy of proof is feasible for arbitrary {2, but one needs to look for a
G-measurable version of Lagrange multipliers by applying a delicate measur-
able selection result, requiring, in turn, specific preparations. However, this
approach (inspired by the original proof of the DMW) works well also for
continuous-time models, see [73]. We use it for an analysis of the structure of
the set of equivalent martingale measures in the next subsection.

2.1.13 Martingale Measures with Bounded Densities

The following useful result gives, in particular, the positive answer to the
question whether the set Q¢ is norm-dense in Qf (that is whether Z€ is dense
in Z in the Ll—norm). Indeed, in virtue of the DMW theorem, Qf # 0 if
and only if Q¢ # (). It remains to take as the reference measure an arbitrary
element of the latter set and apply the theorem below. This theorem happens
to be useful to get a similar property for the discrete-time model with infinite
horizon, which will be discussed in the next section.

Theorem 2.1.17 Let P € Qf. Then the set {Q € Q°, dQ/dP € L*} is
norm-dense in Qf.

Proof. Tt contains three steps. The first one is a simple lemma on the ap-
proximations of positive functions on the probability space (R™,B",u) by
positive functions from C(R™), where R™ is the one-point compactification
of R™. O

Lemma 2.1.18 Let ¢ : R™ — R! be a measurable mapping with ¢l € L' ().
PutU:={ge L'(u): g>0, gl¢| € L*(n)} and Uc := U NC(R™). Then
for any f € U and € > 0, there is f¢ € Uc such that || f — f¢| 1) < € and

E,éf = Eudf°. (2.13)

Proof. Let O-(f) be an open ball in L}L of radius ¢ with center at f. Define
the convex sets G := U N O(f) and G¢ = Uc N O(f) and consider the
affine mapping ® : G — R! with &(g) = E,(f — g)¢. We need to show that
0 € &(G¢). Notice that Uex is a dense subset of U, and, therefore, G¢ is
dense in G in L. Tt follows that &(G¢) is dense in &(G). The convexity of
these sets implies that ri®(G¢) = ri®(G), and to complete the proof, it is
sufficient to check that 0 € ri®(G). To this aim we first observe that without
loss of generality we may consider the case where f¢', i = 1,...,[, are linearly
independent elements of L}r Suppose that 0 ¢ ri®(G). Let us consider the
smallest hyperplane H containing ¢(G). Since 0 € ¢(G), it is a subspace. By
the separation theorem, there is a nontrivial linear functional y on H such that
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yx > 0 for all z € &(G). Extending y to a linear functional on the whole R/,
we may rewrite this as E,(f — ¢g)y¢ > 0 whatever is g € G. Using functions of
the form g = f £ §fI where I' is a measurable set and § €]0, 1] is such that
g € O-(f), we get from here that E,Irfy¢ = 0 for any I". Hence, yf¢ = 0,
in contradiction with the assumed linear independence of components. [

With this preparatory result, we can easily prove the claim for the one-
period model.

Lemma 2.1.19 Let G be a (complete) sub-o-algebra of F, and let o and n
be random variables taking values, respectively, in Ry \ {0} and R¢ such that
E((1+a)|n||G) < co. Assume that E(a|G) =1, E(n|G) =0, and E(an|G) = 0.
Then there are bounded random variables a™ > 0 converging to o a.s. and such
that E(a™|G) =1, E(a"n|G) = 0.

Proof. Let u(dz,w) be a regular conditional distribution of the random vector
(a,n) knowing G. Define on R9t! the functions f(x):=2! and
() = (1,22%,...,2%*). Writing the conditional expectations as the inte-
grals with respect to conditional distribution, we express properties of « as
follows: E,( ) f¢ = e1 (the first orth in R*1) for all w except a null-set. The
set

.= {(w,g) € 2 x C’(R‘”l) 2 9>0, Euu)99 = e,
E;L(.,w)|f _gl < 1/’”’}

is G ® B(C(R¥*!))-measurable and, according to the previous lemma, has
the projection on {2 of full measure. By the classical measurable selection the-
orem I'™ admits a G-measurable selector " : 2 — C(R%*t1). The function
of two variables f"(w,z), being G-measurable in w and continuous in z, is
G ® B*tl-measurable. The random variables " = f"(w, (a(w),n(w))) con-
verge to « in L' and, hence, in probability. Let us define the bounded random
variables &"F(w) := f™*(w, (a(w), n(w))), where

rn,k _rm
oM w, @) = [ (w, ) I o, 1<k + (0w, 1>k}

and ||.|| is a uniform norm in z. Since E,(. .,y9¢ = e1, we have the equalities
E(G"*g) = 1, E(@@*y|g) = 0.

Obviously, &™* converge to @" in probability. The convergence in prob-
ability is a convergence in a metric space, and, therefore, one can take a
subsequence k, such that o” := @™*» converge to « in probability. But then
there is a subsequence of o™ convergent to « a.s.

The third, concluding step, is also simple. Note first that we may replace
the reference measure by any other from 7 with bounded density. According
to the DMW theorem, between such measures, there are measures from Q°¢,
and so we may assume without loss of generality that already P € Q°.

We again use the multiplicative representation of the density pr = dQ/dP,
namely, pr = a1 ...ap with ay := p./pi—1. The property p € Zf holds if and
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only if E(ay|Fie1) = 1, E(oy|ASe||Fi—1) < 0o and E(ar AS¢|Fi—1) = 0 for all
t <T. Applying the preceding lemma, we define the measure P" := pI.P € Q°
with bounded density p7 := af ... o, convergent to pr a.s. But by the Scheffe
theorem, here we also have the convergence in L. O

Remark. Theorem 2.1.17 has several obvious corollaries. For example, if
P € Qf, then the set of Q € Qf with bounded densities pr = dQ/dP and
p}l = dP/dQ is dense in Qf. This fact is easily seen by considering the con-
vex combinations @™ = (1 — 1/n)Q + (1/n)P and letting n tend to infinity.
Noticing that Qf is dense in the set Q; (by the similar consideration), one can
further strengthen the claim in another direction, etc.

It is not difficult to check that the set of local martingale measures with
finite entropy (i.e., with Epr In pr < 00), if nonempty, is also dense in Qf. We
explain the idea by establishing a more general result, which has applications
in portfolio optimization problems.

Let ¢ : ]0,00[— R be a measurable function bounded from below, and let

Qg = {Q € Q°: FEp(dQ/dP) < oo}.

Proposition 2.1.20 If the set Q¢ # (0, then it is dense in Q° in the following
two cases:

(a) for every ¢ > 1, there exist constants r1(c),r2(c) > 0 such that
p(\y) <Ti()e(y) +m2(c)(y +1), yeJo,oof, A€ [chc]s  (214)
(b) ¢ is convez, and Qf, = QF, for any A > 0, where x(y) := ¢(\y).

Proof. (a) Let P e Q¢. Take an arbitrary measure ) € Q¢ By the above
theorem and the accompanying remark, there exists a sequence Q" € Q¢
convergent to Q with the densities dQ" /dP taking values in intervals [c; !, ¢,].
We have

dQn dQ™ dP dP
E =F —— | < ) Eo| — 2ra(cy, .
w(dp> <p< 1P dP)ﬁ(C ) w(dP)Jr ro(cn) < 00
Hence, Q" € Q¢ and the result follows.
(b) We may assume without loss of generality that ¢ > 0 (by adding a
constant) and repeat the same arguments modifying only the last step. Clearly,

dQ™/ dP = anc,t + (1 — ay)e,, where o, is a random variable taking values
in [0, 1]. By convexity,

dQ" dP _,dP dP
)< i — i
oG ap) = Flove () + 0o

P P
< E<‘0<C;13—p> +Eg0(cn;i—P> < 00

in virtue of assumption, and we conclude as before.
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Note that for convex ¢, condition (a) implies (b). The latter hypothesis
entangles properties of ¢ and Q°.

In financial applications, typically, (y) = yP, p > 0, or ¢(y) = ylny.
In particular, if nonempty, the set Q7 .~ of martingale measures with finite
entropy is dense in the set of equivalent martingale measures Q°.

More generally, let © : R — R be an increasing concave differentiable
function, and let u* be its Fenchel dual (which is, by definition, the Fenchel

dual of the convex function —u(—.)), i.e., the convex function
u*(y) = sup(u(z) — zy).
x

For example, the dual of the exponential utility function u(z) =1 —e™* is
the function u*(y) = ylny —y + 1, y > 0, and u*(y) = oo, y < 0.
Suppose that v has a “reasonable” asymptotic elasticity, i.e.,

!/ !
AE (u) := limsup SAC) <1, AE_(u) := liminf zu'(z) > 1.

It can be shown that the function ¢ = u* satisfies the growth condition (a)
of Proposition 2.1.20. O

2.1.14 Utility Maximization and Convex Duality

In this subsection we explain the importance of the set of equivalent martin-
gale measures in the problem of portfolio optimization. Namely, we consider
the simplest model with finite number of states of nature where the investor
maximizes the mean value of an exponential utility function of the terminal
value of his portfolio. Applying the classical Fenchel theorem, we show that
the dual problem involves martingale measures.

So, 2 is finite, and hence, the space L° can be identified with a finite-
dimensional Euclidean space. As usual, Ry is the set of random variables H -
S, and Z% (respectively, Z¢) is the set of densities (respectively, density
processes) of equivalent martingale measures.

It is supposed in the following discussion that Z5% # ().

We are interested in the portfolio optimization problem the value of which
is

J?:= sup E(1—e7"). (2.1.5)
ne€RT
It will be studied jointly with the minimization problem EZpIn Zp — min
over the set of equivalent martingale densities Z%; let its value be

J = inf EfIn€. 2.1.6
J:= inf E{Ing (2.1.6)
The latter problem, by abuse of language, sometimes is referred to as the

“dual” one. As we shall see below, this terminology deviates from the standard
one of the convex analysis.
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The continuous function ¢ — E¢1In¢ attains its minimum J on the com-
pact set Z% which is a closure of Z%. Due to strict convexity, the minimizer
€° is unique. The derivative of the function p(r) = zlnz (with ¢(0) = 0)
at zero is —oo, and this property implies that £° is strictly positive. Indeed,
let us take an arbitrary point § of the set Z¢ (assumed nonempty) and con-
sider on [0,7] the function F; = Ef;, where f; := o(t§ + (1 — t)£°). As F
attains its minimum at ¢ = 0, the derivative F; > 0. But F; = Ef{. Since
14 = ¢’ (0)§ = —o0o on the set {£° = 0}, the probability of the latter is zero.

The measure P° = £° is called the entropy minimal equivalent martingale
measure.

Proposition 2.1.21 J° =1 —e" <.

This result is a direct consequence of the fundamental Fenchel theorem.
We recall the simplest version of its formulation (in its traditional form, for
convex functions).

Let X be a Hilbert space, and let f: X — RU{oc}, g: X — RU {0}
be two convex lower semicontinuous functions not identically equal to infinity,
i.e., dom f # () and dom g # 0.

Let us consider two minimization problems, the primal
f(m) +9(n) - min  on X (2.1.7)

and the dual
[ (=) +g"(&) — min  on X*(= X). (2.1.8)

We denote their values v := inf,[f(z) + g()] and v, := inf,[f*(—y) + ¢ (v)].
Suppose that

dom f Ndomyg # 0, (—dom f*) N dom g* # 0;

we rewrite these conditions, to relate them with those in the formulation of
theorem below, as

0 € dom f — dompg, 0 € dom f* + dom g*.

They ensure that v < co and v, < 0.
Note that always v + v, > 0 because by the Fenchel inequality

f) +9m) + (=8 +9"(&) = (=n,8) + (1,€) = 0.
The following result is a particular case of the Fenchel theorem.

Theorem 2.1.22 (a) Let 0 € int (dom f — domg). Then the dual problem
(2.1.8) has a solution, and v + v, = 0.

(b) Let 0 € int (dom g* 4+ dom f*). Then the primal problem (2.1.7) has a
solution, and v+ v, = 0.
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Let us consider the minimization problem

f(n) +g(n) — min  on L°, (2.1.9)

where f(n) := E(e" — 1), and g = 0g,., the indicator function (in the sense
of convex analysis), which is equal to zero on Ry and infinity on the com-
plement. Clearly, f* is calculated via the dual to the convex function e* — 1,
namely, f*(=§) = E({In¢ — &+ 1)dj0,[(£), and g* = Jdgs.. In our case the
polar RS is just Rf, the subspace orthogonal to Ry. The conditions of the
Fenchel theorem, part (a), are obviously fulfilled. Thus, J° coincides with the
(attained) value of the dual problem

fH(=€) +g"(€) » min  on L°,

i.e., J°is equal to the minimum of f*(—¢) on the set Ry NLY =Ry Z%. Since

)

. . _ _ _ —Etmey _ 1 _ —J
gggggE(tglntg t&+1) f16112f%(1 e J=1-e¢

we get the result.

Remark. If Z¢ £ (), the hypothesis of the Fenchel theorem, part (b), holds,
ensuring the existence in the primal problem. In the case where Z¢ = (3, there
is an arbitrage strategy H* with n* := H® - Sp > 0 and n® # 0. Clearly, for
any 1 € Rp, the value of the functional in (2.1.5) at n®* 4 7 is strictly larger
than at 7.

Proposition 2.1.23 Let H° be the optimal strategy for the problem of port-
folio optimization, Then the random variable

£ = e—HO‘ST/Ee_HO'ST (2.1.10)
1s the density of the minimal entropy equivalent martingale measure P°.

Proof. The right-hand side of (2.1.10) is the density of a martingale measure.
Indeed, for any strategy H, the function

Frr(\) = 1 — Be~H"-Sr+AH:Sr
attains its maximum at A = 0, and, therefore, f7;(0) =0, i.e.,
E(H - Sp)e "5t =0,
implying the claimed property. Using it, we can easily verify that
1— e BEIE" — 1 peH"5,

Accordingly to Proposition 2.1.21, this equality may hold only if £° is the
solution of the problem of the entropy minimization. 0O
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2.2 Discrete-Time Infinite-Horizon Model

The aim of this section is to present relations between the absence of arbitrage
and the existence of an equivalent martingale measure for the model with
an R%valued price process S = (St)i1=0,1,... defined on some filtered space
(2, F,F = (F)i=0,1,...). We assume that the initial o-algebra is trivial. In the
first subsection we discuss some purely probabilistic questions. In particular,
we show that if S admits an equivalent local martingale measure, then it
admits an equivalent martingale measure. Moreover, the latter can be chosen
to ensure the integrability of an arbitrary adapted process fixed in advance.
Afterwards we introduce some substitutes for the no-arbitrage property and
prove necessary and sufficient conditions for them.

2.2.1 Martingale Measures in Infinite-Horizon Model

We consider the discrete-time infinite-horizon model with an R%valued pro-
cess S = (Si)i>0 and introduce, for p > 1, the set Q%P of probability measures
Q@ ~ P such that S is a Q-martingale and S; € L?(Q) for all ¢ > 0. We also
use the standard notation S} := sup,<; |\Ss|.

Theorem 2.2.1 Let S € Mioc(P). Then there exists a probability measure
P ~ P such that S € M(P).

In the case of finite time-horizon this assertion is a direct corollary of
the DMW theorem (and the measure Prp ~ P even can be chosen with the
bounded density dPr/dP). For the infinite-time horizon, we get it from the
following much more general assertion.

Theorem 2.2.2 Let S be a local martingale, and Y = (Y;) be an adapted
process dominating S*. Let € > 0. Then there exists a measure P’ ~ P such
that S is a local P'-martingale, Y; € L*(P") for every t, and |P' — P|| <.

As an obvious corollary, we have:
Theorem 2.2.3 The set QP is dense in the set Q.

Theorem 2.2.2 is a generalization of Theorem 2.1.17. It is interesting that
the reference to the latter constitutes the essential ingredients of the proof.

Lemma 2.2.4 Let S = (St)i<1 be a local martingale in R?, and let € € Li.
Then for any € > 0, there is a probability measure P ~ P with density Z5
such that S = (Sy)i<r is a local martingale with respect to P, E|Z5 —1| < ¢,
and Z5(1 + &) is bounded.

Proof. We introduce the probability measure P! = ce™¢P. Since the NA-
property holds for P, it holds for P'. By the DMW theorem there is P? ~ P!
with dP?/dP! € L> such that S € M(P?). Applying Theorem 2.1.17 with
P? as the reference measure, we obtain that there exists a measure P¢ ~ P?
with dP¢/dP? € L* such that ||P° — P|| < e and S € M(P?). The measure
P¢ meets the requirements. O
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Proof of Theorem 2.2.2. We may suppose that ¢ < 1. Take a sequence ¢, > 0
such that Y e, < e/3. We define recursively an auxiliary sequence of probabil-
ity measures P" ~ P with bounded F,-measurable densities dP"/dP. Let ¢*
denote the density process of PF with respect to P, that is,
¢F = E(dP*/dP|F;). Put

zZr=cl..o.q, Z] = E(ZL|F,).
The construction will ensure the following properties:

(a) ¢r(1+Y,) <ec, for some constant ¢,;

b) E(Z]'S¢|Fi_1) = Z}* S;_1 for all ¢, i.e., Z™S is a local martingale;
t t—1

(c) |[P"=P|| <én:=en/(14+co...cn-1).

Using Lemma 2.2.4, we define a probability measure P! ~ P with
Fi-measurable density dP!/dP such that (] (1+Y7) < ¢ for some constant ¢,
the process (St):<1 is a P!-martingale, and || P*—P|| < ;. Note that the whole
process S remains a local martingale with respect to P!.

Suppose that the measures P* for k < n — 1 are already constructed. Ap-
plying Lemma 2.24 to the (d + 1)-dimensional local martingale
(ZP18:, Z1 Y i<n, we find a measure P* ~ P with F,-measurable density
such that the properties (a) and (c) hold and (Z]" 'S, Z;" ')i<, is a local
P™-martingale. The latter property means that (Z;" '¢/"Sy, Z7 ' (/") i<n is a
local martingale. The martingale (Z]'~*¢}*), having at the date t = n the value
Zn—Yn = 7z = 77, coincides with (Z}'). Thus, Z™S is a local martingale,
and the property (b) holds.

By virtue of our construction,

EZ‘C&—I’ gZan < 00,

and hence Y |(% — 1| < oo a.s. Thus, Z converges almost surely to some
finite random variable Z., > 0. Moreover, the convergence holds also in L*
because

E|ZL - Z  =EZS L — 1 <co...cn1E|[CL — 1] < ey

and Y e, is finite. Also,
ElZw -1 <> E|Z2 - ZI7 <) en <e/3.

It remains to check that the probability measure P/ = (Zo/EZ )P meets

the requirements. Since EZ, > 1 —¢/3 > 2/3, we have that
9F|Zo — 1|
P — P| = B|Zy |EZ, —1| < 221220~ 71
1P’ ~ Pl| = E|Z-o/ < <

It is easy to check that, for each fixed ¢, the sequence ZL Y;,n =t t+1,...,
is fundamental in L'. Indeed, we again use the properties (a) and (c):
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E|ZLY, — ZLT'Ya| < E|Gr =1t g
S Co ...CnflE‘C:lL - 1‘ S En-

It follows that Z.Y; and Z7 S; converges in L' to integrable random variables.
Thus, Z,.Y; € L', and, in virtue of (b),

E(ZOOASHJ:tfl) == 0,

i.e., P’ is a martingale measure. 0O

2.2.2 No Free Lunch for Models with Infinite Time Horizon

Infinite-horizon discrete-time market models based on the price process
(St)i=0,1,... pose new interesting mathematical problems related with the so-
called doubling strategies or the St.-Petersburg game. It is well known that
if S is a symmetric random walk on integers and, hence, a martingale, the
strategy H; = 2'I;<;y where 7 := inf{t > 1: AS; = 1} looks as an ar-
bitrage opportunity: H - So, = 1. This strategy vanishes after the stopping
time 7, which is finite but not bounded. So, certain restrictions on strategies
are needed to exclude such a one. A satisfactory criterion relating the exis-
tence of an equivalent martingale measure with a strengthened no-arbitrage
property can be obtained by assuming that there is no trading after some
bounded stopping time where the bound depend on the strategy. Using the
concepts and notation developed above, we can formalize this easily.

Let Ro be the union of all sets Ry, T € N, and let Ao := Roo — LY.

The infinite-horizon model has the NA-property if Ro, N LY. = {0} (or,
equivalently, Ao N LY = {0}). In general, NA is weaker than the EMM-
property claiming the existence of a probability measure P ~ P such that S
is a P-martingale. The simplest reinforcing of NA is the NFL-property (“no-
free-lunch”) suggested by Kreps: C N LY = {0}, where C'¥ is the closure of
the set Cu := Ao N L™ in the topology o (L%, L) (i.e., the weak* closure).

Theorem 2.2.5 The following properties are equivalent:

(a) C NI = {0} (NFL); ~
(b) there exists P ~ P such that S € Mioc(P);
(c) there exists P ~ P such that S € M(P).

Proof. The Kreps—Yan theorem says that the N F'L-property holds if and only
if there exists P’ ~ P such that E'¢ < 0 for all £ € C%. This P’ can be called
a separating measure since its density is a functional from L' which separates
C¥ and L. Of course, a local martingale measure Pis a separating one.
Indeed, if H - St is bounded from below, then the process (H - S;)i<r is a P-
martingale. Hence, for any bounded from below random variable £ = H-St—h
where h € L(_)H we have the inequality E€ < 0. It follows that this inequality
holds for any & € C%. This gives us the implication (b) = (a). The more
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difficult implication (a) = (b) follows from Theorem 2.2.6 below ensuring
that, amongst the equivalent separating measures, there is a local martingale
measure. The equivalence (b) < (c) follows from Theorem 2.2.2. O

Theorem 2.2.6 Any neighborhood of a separating measure contains an equiv-
alent probability measure P’ under which S is a local martingale.

Proof. We assume without loss of generality that the reference measure P is
separating. Fix ¢ > 0 and a sequence of numbers e; > O such that > ., s <e.
The theorem will be proven if, for each s > 1, we find an F,-random variable
as > 0 with the following properties:

(1) E(as|Fei1) = 1;
(ii) E(]1 — as||Fs—1) < €s;
(iil) E(as|ASs||Fs—1) < oo and E(asAS|Fs—1) = 0.

Indeed, let us consider the process Z; := a3 ...a4, t > 1, Zyg = 1, which is a
martingale in virtue of (i). In virtue of (ii),

E|AZ| = EZ, 1 E(Jas — 1||Foy) < &5

The martingale Z, being dominated by an integrable random variable, namely,
by 1+ Y |AZ|, is uniformly integrable. Also, £ |as — 1| < e. Therefore,
> |as—1| < oo a.s., and the infinite product Zo, > 0 a.s. Thus, the probability
measure P = Z, P is equivalent to P. In virtue of (iii), the process S is
a generalized martingale under P, i.e., belongs to the class coinciding with

Mioc(P). Moreover,

E|lZw -1 < EY |AZ| <e.

s>1

Let H, € L°(R% F,_1) be such that the random variable H,AS, is
bounded from below. Then (H;AS;) An, being an element of C,, has a neg-
ative expectation—we assumed that P is a separating measure. By the Fatou
lemma FH;AS; < 0. In the proposition below we show that this ensures the
existence of ag with the required properties. O

So, we need the following one-step result.

Proposition 2.2.7 Let G be a sub-o-algebra of F. Suppose that n € L°(R?)
is such that Eyn < 0 for any v € L°(R%,G) for which vyn is bounded from
below. Let € > 0. Then there is a strictly positive random variable o such that
E(alG) =1, E(]1 - of|G) <€, E(aln||g) < oo, and E(an|G) = 0.

Proof. Let p(dr,w) be a regular conditional distribution of n with respect
to G. In the space 2 x C(R%) we consider the G ® B(C(R?))-measurable set I’
defined as the intersection of the sets

{(W,g) P 9> 07 Eu(.,w)g = 1a E;L(.,w)|1 _g| < E}
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and
{(w,9): By wglz] < oo, B,y w9z = 0}.
If the projection of I" on {2 is of full measure, we apply the measurable selec-
tion theorem, take an arbitrary G-measurable selector f : 2 — C(R?), and
conclude by putting a(w) = f(w,n(w)).
Let A, be the image of the convex set

{9€ CRY): 920, Buwyg =1, Buiwglzl <00, Byl =gl <}

under the linear mapping ¥, := g — E,,(_ ,ygz. The full projection property
means that, for almost all w, the set A, contains the origin.

Let us first consider the case d = 1, where A, is just an interval. Define
the G-measurable random variables

('(w) =inf{t: p(]—o0,t],w) >0}, ("(w) =sup{t: p(]—o0,t],w) < 1}.

The random variables Ial{_,<¢n, where A € G, being bounded from
below, have negative expectations. Hence, I;_ ¢y E(n|G) < 0. This implies
that

Isocey E(n719) < Iicocer E(n719) < oo

Therefore, ¥(1) < 0 on the set {—oo < £’} and, by symmetry, ¥(1) > 0 on
the set {¢” < oo} (a.s.). Thus, on the intersection of these sets, (1) = 0. It
follows from the elementary lemma below that the interval A, DO [0, oo[ for

[
almost all w € {—o00 < &', ¢ = 0o}. By symmetry, the interval A,, 2] — 00,0
for almost all w € {—c0o=¢/, £ <o0}. O

In the following assertion, w is fixed and omitted in notation.
Lemma 2.2.8 If £ = oo, then A is unbounded from above.

Proof. Fix € €]0,1] and a > 0 such that u({a}) = 0. Consider the subset
W,,o formed by the continuous functions g such that g(a) =1, zg(z) — 0 as
xr — Foo, and E;,gl[, o[ = €. Note that Supgew., , Eprglia,co] = 0. Indeed,
as the support of p is unbounded, we can find a continuous function gy with
a compact support contained in the interval Ja, oo such that Eugy < e while
the value E,zg is arbitrarily large. Adding to go the function e~ Mr—al with
an appropriately chosen parameter A, we obtain a function g € W, , with
E,xglia,00f = Epgo-

Take a > 0 such that p({a}) = 0 and p({z : |z| > a}) < §/2. Take
f = e M*+al and choose the parameter \ to ensure that

€= u({x Dz > a}) —Eufli_,q > 0.

By the above, for any N >0, we can find fy € W, , such that E,x fnI[4,00] = N.
The assertion became obvious since, for the function

gN ‘= fI]—oo,—a[ + I]—a,a[ + gNI]a,a]a

we have W(gy) > N. The lemma is proven. 0O
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For the case of d > 1 and w for which 0 ¢ A,,, there is, in virtue of the
Hahn-Banach theorem, (w) € R? such that |[(w)| = 1 and I(w)z > 0 for all
x € A,. Put l(w) =0if 0 € A,. Using a measurable version of the Hahn-
Banach theorem, one can choose the separating functionals in such a way
that the function w — I(w) is G-measurable. Applying the above reasoning
to the scalar random variable ' := In, we find a function f'(w,y) on 2 x R
which is G-measurable in w and continuous in x. Denoting by u!(dy,.) the
regular conditional distribution of n' with respect to G, we get, by the change
of variable, that

1) [ af (. t@a)nldr.w) = [ i) =0

Thus, I = 0 (a.s.), and the required property holds.

Remark. Let P be a probability measure under which S is a local martingale,
and let H be a strategy such that the process H - S is bounded from below.
Then this process is a true martingale converging at infinity to a random
variable H - Sy, almost surely. By the Fatou lemma, H - S; > E(H - Soo|F).
Therefore, for this strategy, H - S > 0 if and only if H - Soc > 0. These
considerations show that there is hope to get conditions for the existence of
an equivalent local martingale measure based on strategies of such a type.
This is done in the next section.

In the following model the NA-property is fulfilled, but there is no equiva-
lent separating measure. Namely, Ro, C L, Roo N LY = {0}, but C¥ = L*!
Example. Let 2 = N, P({2k — 1}) = P({2k}) = 27571 k > 1, and let
Fi:=o{{1},...,{2t}}. Put Sp:=0,

ASy = 2% Top 1y + 2% Ipopy — 27 Iopi, -

Since Fr is finite, the random variables H-St are bounded, and R,, C L°.

Let 0 < & < 1. Then St A€ € Cu, and S A € — & in probability as
T — oo. Hence, ¢ € C¥. Tt follows that C% = L.

Let n # 0 be a random variable from R, N L%, i.e., of the form H - Sp.
Let k be the first integer for which at least one of the values n(2k — 1) or
n(2k) is strictly positive. Inspecting sequentially the increments H;AS;, we
deduce that H; = 0 for ¢ < k, while the Fj_i-measurable random variable
Hy(j) is equal to a > 0 for j > k — 1. Tt follows that Hy(j)ASk(j) < —ae™*
for j > 2k + 1. The negative values at elementary events 2k + 1 and 2k + 2
can be compensated only if Hy1(j) > a27* for j > 2k + 1. Continuing this
inspection, we arrive at the last increment HpAST the negative values of
which on elementary events 27"+ 1,... cannot be compensated.

More surprisingly, in this example the closure of R in the L'-norm inter-
sects LS only at zero. This can be shown by a similar sequential inspection of
lim,, H* AS;. To ensure the positivity of 7, these random variables should take
such large positive values at the elementary events with odd numbers larger
than k that the L'-norm of  would be infinite in an apparent contradiction.
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2.2.3 No Free Lunch with Vanishing Risk

The NFL-condition can be criticized because the weak® closure has no good
financial interpretation.! Fortunately, it can be replaced by the more attractive
NFLVR-property.

To describe the latter we introduce the class of admissible strategies H
whose value processes H - S are bounded from below (by constants depending
on H) and converge a.s. to finite limits. Denoting by Ra.q the set of random
variables H - So, we define the sets Aaq := Rag — LY. and Caq := Aaq N L.

We say that the process S has the NFLVR-property (no free lunch with
vanishing risk) if Cuq N L% = {0}, where Cyq is the norm-closure of C,q. “Fi-
nancial” motivation of the terminology is based on the alternative description:
NFLVR-property holds if and only if P-lim¢,, = 0 for every sequence &, € Caq
such that ||€, || — 0, see Lemma 2.2.11.

Though the sets A and A,q may be not related by an inclusion, the prop-
erty A,aN LY = {0} ensures the property Ao N LY = {0}. Indeed, the former
implies that, for any finite 7', there is no arbitrage in the class of strategies
with the value processes (H - S;)¢<r bounded from below. As we know, this is
equivalent to the absence of arbitrage in the class of all strategies and, hence,
to the existence of an equivalent martingale measure on Fr. It follows that
the property A.q N L3_ = {0} implies that the bound H - Sy < ¢ propagates
backwards and Cy, C Cagq.

Theorem 2.2.9 NFLVR holds if and only if there is P’ ~ P such that
S € Mo (P).

Proof. 1t is easy to see (using the Fatou lemma) that a local martingale mea-
sure (and even a separating measure for R,) separates Cnq and L. So, the
implication “if” is obvious. On the other hand, the condition C*, N LY = {0},
ensuring that Co, C Cl,q, implies the NFL-property, and the needed measure
P’ does exist in virtue of Theorem 2.2.5. But according to Theorem 2.2.10
below, such a condition holds because under NFLVR the set C;”d coincides
with Cad. O

Theorem 2.2.10 Suppose that Caq N L = {0}. Then Caq = CY.

Before the proof we establish some simple facts from functional analysis.
Let |1, 00| be the set of £ € L? such that £ > 1.

Lemma 2.2.11 Let C be a convex cone in L* containing —LS°. Then the
following properties are equivalent:

1 Of course, the definition of weak* closure involving only halfspaces is even simpler
than that of the norm closure. The intuition, though, appeals to the “interior”
description, in terms of limits. In general, the weak™ sequential closure lies strictly
between the norm-closure and weak™ closure. To get all points of the latter as limits,
one needs to consider convergence along the nets, which is, indeed, not intuitive.
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(a) CN L ={0};
(b) P-lim¢&,, =0 for every sequence &, € C such that ||§,, ||p — O;
(c) the set CN|[—1,00]| is bounded in probability.

Proof. (a) = (b). If the assertion fails, one can find a sequence &, € C such
that &, > —1/n and P(§, > €) > € for some € > 0. Since £, A1 € C, we
may assume that &, < 1. By the von Weizsécker theorem there are random
variables of the form &, = k! Zle &, (thus, elements of C') convergent to
a certain random variable & a.s. Note that the negative parts of &, converge
to zero in L*°. On the other hand, ¢ is not zero. Indeed, £ is also the limit of
k1 Zle €n,, Where &, := &, +1/n >0 and P(§, > ) > e. It is easy to see
that : R .
Ee ™" < P(§, <e)+e P, >e)<1—e+e e <.

Due to convexity of the exponential, the same bound holds for the convex
combinations of fn and, thus, for the limit £. So, 8 := P(£ > 0) > 0. By
the Egorov theorem, there is a measurable set I" with P(I') > 1 — (/2 on
which the convergence &, — ¢ is uniform. But then the sequence & I — &
of elements of C' converges in L*> to a nonzero random variable {1 > 0, in
contradiction with (a).

(b) = (c). If the set CN[1, 00| is unbounded in probability, then it contains
a sequence of random variables €2 > 1 such that lim P(¢2 > n) > 0. But then
the sequence &, := &Y /n violates condition (b).

(¢) = (a). If (a) fails to be true, there exist a sequence &, € C and a
nonzero § € LY such that || — &, ||p~ < 1/n. It follows that || ||L~ < 1/n.
Then the random variables n&, belong to C'N |[—1,00| and form a sequence
divergent to infinity on the set {£ > 0} and, therefore, not bounded in prob-
ability. O

The next lemma, comparatively with the previous one, requires a specific
structure of the cone C. We use the notation K for the closure of K in L°.

Lemma 2.2.12 Let C = (K — LY) N L* where K is a cone, K C |—1,00].
Suppose that K is bounded in probability. Let &, be a sequence in CN|—1,00]
convergent to & a.s. Then the set KT N &, 00| is nonempty and contains a
mazximal element ng.

Proof. In virtue of the assumed structure of the set C, there are 7, € K such
that n, > &,. Applying the von Weizsdcker theorem, we find a subsequence

such that 7 := k= ! Zle N, converge a.s. to some 7 > £. Since K is bounded
in probability, so is the set K. Thus, 7 is finite and belongs to KT'N[&, oo| # 0.
It remains to recall that any nonempty closed bounded subset of L° has a
maximal element with respect to the natural partial ordering (each linearly
ordered subset {(,} has as a majorant esssup,(, < 0o, and the existence of
the maximal element holds by the Zorn lemma). O

Lemma 2.2.13 Let Cog N Ly = {0}. If H is an admissible integrand, then
H - Sy > —1 if and only if the process H - S > —1.
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Proof. Suppose that H is admissible and H - S, > —1 but there is u such
that P(I,) > 0, where I, := {H - S, < —1}. Then the strategy H I, o[Ir, is
admissible, and the random variable H I}, oI, + Soo > 0 is strictly positive
on I,. This is a contradiction with the assumption of the lemma. 0O

Proof of Theorem 2.2.10. According to the Krein-Smulian theorem, a convex
set is closed in o{L>, L'} if an only if its intersection with every ball of
L is closed in probability. Obviously, the last condition follows if the set
is Fatou-closed, that is, if it contains the limit of any bounded from below
sequence of its elements convergent almost surely. So, let &, be a sequence
in Chq convergent to £ a.s. and such that all £, > —c. It is sufficient to
argue with ¢ = 1. We apply Lemma 2.2.12 with K = R,q N |—1, 00|, which
is bounded in probability by virtue of Lemma 2.2.11. The theorem will be
proven if we show that a maximal element 1y in K¥ N £, 00|# () belongs
to K. So, we have a sequence V" := H" - S > —1 with V! — n a.s. We
claim that sup, |V;* — V™| — 0 in probability as n,m — oo. If this not true,
then P((sup,(V;"* — V/*)* > ¢) > e with some ¢ > 0 and i, j,, — oo. For
Ty = inf{t : V" — V/* > a}, we have P(T} < 00) > ¢. Let us consider the
process 3
VF = (Lo H™ + iy, rH?™) - S,

which is an element of K = R,q N |—1,00|. Note that
VE = VI Iiry —ooy + VI i1 <oy + &k,

where & = (V}: - V%’:)I{TKOO} > 0, and P(§ > ¢) > e. Using the von
Weizsédcker theorem in the same way as in the proof of Lemma 2.2.11, we find
a sequence V¥ € K such that VX — ng + &, where ¢ € L? and ¢ # 0. This
contradicts the maximality of 7q.

Taking a subsequence, we may assume that sup, |V;* — V™| — 0 a.s. Thus,
there is a process V which is a uniform limit of V™ (a.s.). Obviously, V > —1,
and the limit Vo exists and is finite. Since AV}* = H] AS; converges to AV,
and Ry is closed, we have AV, = H;AS;. 0O

2.2.4 Example: “Retiring” Process

Here we present an example where a martingale measure can be constructed
in a rather straightforward way. We shall use the result later, in the study of
models with transaction costs.

Let S = (Si)i>0 be an Revalued discrete-time adapted process. Put
ft = ASﬁ Ft = {ft = 0}

Proposition 2.2.14 Suppose that the following conditions hold:

(i) for each finite T, the process (S¢)i<r has the NA-property;
(ii) Ir, 11 a.s.;
(i) E(Ir,|Fi-1) > 0 a.s. on I'Y_ 4 for each t > 1.
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Then there exists a probability @ ~ P such that S is a Q-martingale
bounded in L*(Q) (hence, uniformly integrable with respect to Q).

Proof. By the DMW theorem condition (i) is equivalent to the NA-property
for each one-step model: the relation v¢; > 0 with v € L°(R?, F;_;) may hold
only if v&; = 0. The same theorem asserts that each & admits an equivalent
martingale measure which can be chosen to ensure the integrability of any
fixed finite random variable, e.g., |¢;|?. In terms of densities this means that
there are F;-measurable random variables &; > 0 such that E(a & |Fi—1) =0
and ¢; = E(a)&)?|F;—1) < oo. Normalizing, to this we can also add the
property E(a:|Fi—1) = 1.
We define the F;-measurable random variable a; > 0 by the formula

(1 — 6t)IFt 5750_415]1“;3
E(Ir|Fi-1)  E(aulre|Fi)

where At = {E(&tjf‘f|ft—1) > O} and 6t = 27tE(5[tI[‘tC|ft_1)/(1 + Ct).
Clearly, E(o|Fi—1) = 1.

Noting that @ Jrelae = 0 (a.s.), we obtain that E(c&F|F—1) < 27F and
E(Oztft|ft71) =0.

The process Z; := aq ...« is a martingale which converges (stationarily)
a.s. to a random variable Z, > 0 with EZ,, < 1. Recalling that I, 11 (a.s.)
and using the identity ZoIr, = Z;1,, we obtain that

EZo = Blim Zoo I, = im EZo I, = lim EZ, I, = 1 = lim EZ, Iy

ar=1Ir,_, + Ire na, +Irg nag,

It follows that EZ,, = 1 (i.e., (Z;) is a uniformly integrable martingale).
Indeed, E(oglIpe|Fr—1 <27, and, hence,

ElreZ,=FE H aplre < H 27k 0.
k<t k<t

Thus, @ := Z P is a probability measure under which S is a martingale. At
last,

EqS; =) EZif <) 27" <1,

k<t k<t
i.e., S; belongs to the unit ball of L?(Q). O

Remark 1. Condition (iii) cannot be omitted. Indeed, let S be the symmetric
random walk starting from zero and stopped at the moment when it hits unit.
It is a martingale, and condition (ii) holds. Since So, = 1 a.s., the process S
cannot be a uniformly integrable martingale with respect to a measure )
equivalent to P.

Remark 2. Fix f : R — R, . A minor modification of the arguments leads to
a martingale measure ) for which Eg sup, f(S:) < co. Indeed, let (1) be an
adapted process with n; = n;Ire > 0. As above, we can find a; with the extra
property E(aqf(S¢)|Fi—1) < 27" implying that E'Y_, n < oo. It remains to
take 1, = f(S¢)Ire and note that sup, f(S;) < >, 1.
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2.2.5 The Delbaen—Schachemayer Theory in Continuous Time

This book is addressed to the reader from whom we do not expect the knowl-
edge of stochastic calculus beyond standard textbooks. Luckily, the theory
of markets with transaction costs, in current state of art, does not require
such a knowledge, in a surprising contrast to the classical continuous-time
NA-theory initiated by Kreps and largely developed in a series of papers by
Delbaen and Schachermayer collected in [57]. However, it seems to be useful
to provide a short abstract of the main results of the latter, which will serve
as a background for a discussion explaining this difference.

In the classical continuous-time theory we are given a set X of scalar
semimartingales X on a compact interval [0, T] interpreted as value processes;
the elements of Ry := {X7 : X € X'} are the investor’s “results”; the NA-
property means that Rp N LS)r = {0}. Typically, X is the set of stochastic
integrals H - .S, where S is a fixed d-dimensional semimartingale (interpreted
as the price processes of risky assets), and H is a d-dimensional predictable
process for which the integral is defined and is bounded from below by a
constant depending on H. The condition on H (“admissibility”) rules out the
doubling strategies. The experience with discrete-time models gives a hint that
martingale densities can be obtained by a suitable separation theorem. Put
Cr = (Rr — LY ) N L> (the set of bounded contingent claims hedgeable from
zero initial endowment) and introduce the “no-free-lunch condition” (NFL):
C¥ N LY = {0}, where C¥ is a closure of C7 in the weak* topology, i.e.,
o{L>,L'}. The Kreps—Yan theorem (Theorem 2.1.4) says that NFL holds if
and only if there exists an equivalent “separating” measure P’ ~ P such that
E'¢ <0 for all £ from C¥ (or Rr). It is easy to see that in the model with
a bounded (resp., locally bounded) price process S, the latter is a martingale
(resp. local martingale).

The above result established by Kreps in the context of financial modelling
(“FTAP”) was completed by Delbaen and Schachermayer by a number of im-
portant observations for the model based on the price process S. We indicate
here only a few.

First, they observed that in the Kreps theorem the condition NFL can
be replaced by a visibly weaker (but, in fact, equivalent) condition “no-free-
lunch condition with vanishing risk” (NFLVR): Cp N LS = {0}, where Cr is
the norm-closure of Cp in L*°. The reason for this is in the following simply
formulated (but difficult to prove) result from stochastic calculus:

Theorem 2.2.15 Let the NFLVR-condition be fulfilled. Then Cp = C%.

This result, which is a generalization of Theorem 2.2.9, can be formulated
in a more abstract way for a convex set X of bounded from below semimartin-
gales which satisfies some closedness and concatenation properties.

Second, they establish that in any neighborhood of a separating mea-
sure P’, there exists an equivalent probability measure P (also a separating
one) such that the semimartingale S with respect to P is a o-martingale
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(i.e., for some predictable integrants G® with values in ]0,1], the processes
G'-S'i=1,...,d,are P—martingales). The situation for the continuous time
is rather different even with respect to infinite-horizon discrete-time models:
one cannot claim the existence of an equivalent local martingale measure! The
reason for this is clear: in discrete time there is no difference between local
martingales and o-martingales (which are just generalized martingales).

As we shall see further, for the model with transaction costs, the portfolio
processes are vector-valued, and their dynamics can be described using only
the Lebesgue integrals. In the case of zero transaction cost, one can make a
reduction to scalar wealth processes H - .S, but the resulting H are (vector-
valued) processes of bounded variation and not arbitrary integrands, which is,
apparently, an additional complication. In the general case the problem of no-
arbitrage criteria has also other particularities arising even in the discrete-time
framework.



3

Arbitrage Theory under Transaction Costs

3.1 Models with Transaction Costs

3.1.1 Basic Model

We describe here a financial framework leading to a “standard” discrete-time
model with proportional transaction costs with complete information.

Suppose that the agent portfolio contains d assets which we prefer to
interpret as currencies. Their quotes are given in units of a certain numéraire
which may not be a traded security. At time ¢, the quotes are expressed by
the vector of prices S; = (S}, ..., S¢) with strictly positive components.

The agent’s positions can be described either by the vector of “physical”
quantities V; = (V,},...,V4) or by the vector V = (V;},..., V) of values
invested in each asset; they are related as follows:

Vi=Vi/si i<d.

This formula suggests the notation 17,5 = V;/S¢. More formally, introducing
the diagonal operator

¢ : (2t .. 2t (21/SE . 2?8, (3.1.1)

we may write that

‘//\;5 = ¢tVt~

In the considered market any asset can be exchanged to any other. At
time ¢, the increase of the value of ith position in one unit of the numéraire by
changing the value of jth position requires diminishing the value of the latter
in 1+ A" units of the numéraire. The matrix of transaction cost coefficients

A = (/\ij ) has nonnegative entries and the zero diagonal.

In the dynamical multiperiod setting, S = (S;) and A = (A;) are adapted
processes; it is convenient to choose the scales to have S§ = 1 for all i and
assume as a convention that S§_ = 1.

Yu. Kabanov, M. Safarian, Markets with Transaction Costs,
Springer Finance, DOI 10.1007/978-3-540-68121-2_3,
(© Springer-Verlag Berlin Heidelberg 2009
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The portfolio evolution can be described by the initial condition V_y = v
(the endowments of the agent when entering the market) and the increments
at dates t > 0:

AV} =V} |AS! + AB! (3.1.2)
with
ABj = ALI' =Y (1+\/)ALY, (3.1.3)
j=1 j=1

where ALI* € LO(R,,F;) represents the net amount transferred from the
position j to the position i at the date ¢. The first term in the right-hand side
of (3.1.2) is due to the price increments, while the second corresponds to the
agent’s own actions at the date ¢ (made after the instant when the new prices
were announced). These actions are charged by the amount

d d d
SN AB =33 ALY
i=1

i=1 j=1

(broker’s fees, taxes, etc.) diminishing the nominal portfolio value.

One can interpret the matrix (ALy’) as the investor orders immediately
executed by the trader: the entry (i,7) means “increase the jth position by
ALY units of the numéraire in exchange with the ith position; the transaction
costs indicate that for this, the trader has to decrease the value of the latter
by (1 + A?)AL} units of the numéraire. The latter quantities also can be
interpreted as orders.

Note that in the present setting the orders “to increase” (“to get”) and
“to decrease” (“to send”) are related by a simple Fi-measurable bijection
(ALY) — (14 N\?)ALY . So, only one of them is needed to describe the port-
folio evolution. In the setting where the information available to the investor
is given by a smaller filtration, the control of the portfolio can be done using
orders of both types and not only in units of the numéraire but also in physical
units. We shall discuss this issue in Sect. 3.5.

With every M4 -valued process L = (L;) (in our notation M% stands for
the set of matrices with positive elements) and any initial endowment v € R,
we associate, by the formula (3.1.2), a value process V = (V;), t =0,...,T.
The terminal values of such processes form the set of “results” R7.

Notice that, in “reasonable” orders, we can expect that AL? AL{i =0,
i.e., there are no bidirectional fund transfers. However, it is convenient not
to exclude “unreasonable orders”: their inclusion has no effect on the results
we are interested in, namely, on no-arbitrage criteria and hedging theorems.
Similarly, one may assume the “free disposal”’ of assets, that is, enlarge the
class of strategies by extracting from B? increasing adapted processes (in the
notation we develop below, this means that AB; € —L°(K;, F;) rather than
AB; € —L°(My, F)).
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Finishing with the modeling issues, we look now for an appropriate math-
ematical setting.

Observe that relation (3.1.2) is, in fact, a linear controlled difference equa-
tion (a vector one) of a very simple structure with the components connected
only via controls:

AV} =V AY} + ABY, Vi =9, (3.1.4)
where Agi
7

AY} = ﬂ Yi=1, (3.1.5)
St

with B given by (3.1.3). Since the dynamics are driven by the d-dimensional
process B, we can diminish the dimension of the phase space of controls and
choose B as the control strategy. Indeed, any AL; € LO(M‘L}}) defines the
Fi-measurable random variable AB; with values in the set —M; where

d
M, = {x eR?: Jae M‘i such that z* = Z[(l —i—)\ij)aij —aji], 1 < d}.
j=1

Vice versa, a simple measurable selection argument shows that any portfo-
lio increment AB; € L°(—M;, F;) is generated by a certain (in general, not
unique) order AL; € L° (Mi, Fi). Note that this does work only in the case
of full information: if the investor’s actions are measurable with respect to a
smaller filtration, such a reduction is impossible.

We shall denote by B the set of control strategies, i.e., of the processes
B = (B;) with AB; € —M, (i.e., more formally, with AB; € L°(—M,, F;)).

It is useful to look at the dynamics of the portfolio in “physical units.” It
is given by the simpler formula

~.  AB? ) )
AV == V=0t i <d, (3.1.6)
S
which can be written also as
A‘Z = Z.\Bt7 —Z.\Bt S ]/\4\,5 = d)tMt-

Financially, it is absolutely obvious (the increments of positions now are due
to fund transfers only and do not depend on price movements), but this can
be also checked formally. A closer look reveals that the formula is a half-step
to solve the linear nonhomogeneous equation: the second half-step yields the
solution via the discrete analog of the Cauchy formula (with S, the solution
of the linear equation (3.1.5) playing the role of the “exponential” of Y):

t .

) o~ . ) AB?
v:—szv:—sz<v1+ s)
s=0 S




108 3 Arbitrage Theory under Transaction Costs

These trivial observations underlie the whole development of the discrete-time
theory.

An important concept in the above setting is the solvency cone K; (de-
pending, in general, on w). It is defined as the set of vectors x € R for which
one can find a matrix a € Mi such that

d
s Y- ()] 20, i

=1

In other words, K; is the set of portfolios (denominated in units of the
numéraire) which can be converted at time ¢, paying the transactions costs, to
portfolios without short positions (i.e., without debts in any asset). Clearly,
K, = M; + Ri, and I?t = ]\/Zt + Ri, the solvency cone when the accounting
of assets (e.g., currencies) is done in terms of physical units.

In this model the contingent claim & is just a d-dimensional random vari-
able. To hedge this contingent claim means to find a portfolio process V' such
that Vp — £ € Kr (a.s.). Denoting by the symbol > the partial ordering in
R¢ associated with the cone K (as usual, x >7 0 means that © € Kr), we
may write this as the “inequality” Vp >1 &.

It is easy to see that the claim £ is hedgeable if and only if there exists
a portfolio process such that Vp > ¢ componentwise, i.e., in the sense of the
partial ordering generated by the (smaller) cone R%. Indeed, if Vi >7 &, then
Vr — & € Kr and, therefore, Vo — & = 1 + p, where n € L°(Mp, Fr) and
p € L°(R4, Fr). Replacing the last transaction ABy by ABr — 1, we obtain
a new value process the terminal value of which is £ + p and, hence, dominates
& componentwise.

Introducing the model, we formulate two fundamental questions:

Problem 1. What is the analog of FTAP?
Problem 2. What is the analog of the hedging theorem?

Of course, the answers to these questions necessitates not only to define
appropriate concepts of absence of arbitrage but also to find an analog to
the notion of equivalent martingale measure or martingale density. As we
shall see further, this can be easily done by placing the model in an adequate
mathematical framework.

Turning back to the description of the cone M;, we observe that it is an
image of the polyhedral cone M (or even of the smaller one Mi of matrices
with positive entries and e zero diagonal) in the space M? of d x d matrices
under the linear mapping ¥ : M? — R¢ with

d
[ Z 1 + /\” aji].
Jj=1

Thus, M; is also a polyhedral cone. The cone 1\~/I‘_f_ (which can be identified
with Ri(d_l)) is generated by d x (d — 1) elements which are matrices with
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all zero entries except a single one equal to unit. The image of this set of
generators is a generating set for M;. Therefore, M; is a (random) polyhedral
cone, namely,

My = cone{ (1 + /\ij)ei —ej, 1<i,j <dj}.
Its dual positive cone

M} :={w: wx >0Vz e M}
={w: 1+ )w' —w! >0, 1<i,j<d}.

Similarly, the cone K; is the image of I\N/I‘i ® R‘i under a linear mapping,
K, = cone{(l + )\ij)ei —ej, e, 1<14,5 < d},
and its positive dual is
Ki=M;NRY ={weR:: (1+A)w' —w! >0, 1<i,j<d}.
It is an easy exercise to check that
Kt O Ky = cone{ﬂt ei—ej, e, 1<i,j< d}’

where

mid = (14 A7) 87 /S0,

Note also that if there is a nonzero transaction cost coefficient )\ij , then all
basis orths e; belong to M; = Kj.

The above consideration shows that our “basic” model is nothing but a
linear difference equation with additive control subjected to polyhedral cone
constraints. The posed questions are related with properties of attainability
sets of such equations, and, of course, they can be addressed to more general
ones. Linear equations can be solved, and this makes the analysis relatively
easy, especially, in the case of finite (2.

The solvency cone K; can be generated by many matrices A;. In theoretical
analysis it is convenient to consider the matrix with minimal absolute norm
>ij A Note that, for this matrix,

L+A < (T+NF) (1 + A7) Vi, gk (3.1.7)

Indeed, if we have an opposite inequality, then both vectors (1 + )\ij Jei —e;
and (14 A7)e; — e; with A7 := (14 A¥)(1+ A7) — 1 are conic combinations
of the other generating vectors of K;. Thus, replacing A by S\ij, we obtain
the same cone K; diminishing the norm of A;.

The financial interpretation of (3.1.7) is obvious: an “intelligent” investor
will first try all possible chains of transfers from the ith position to the posi-
tion j and act accordingly to a cheapest one, i.e., replacing effectively a given
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matrix of transaction costs by that with the minimal norm. However, in prac-
tice it is not always done (the real situation is more complicated than the
model considered: the proportional transaction costs are already a simplifica-
tion).

The linear space K := K; N (—K;) also has a simple financial interpreta-
tion. It is composed by the positions which can be converted to zero without
paying transaction costs and vice versa. Indeed, let z € K;N(—K}). According
to the definition,

d
zt = Z[(l + )\ij)aij — aji] + hi,
j=1
d . . ~
—o' =) [+ M)ad -] + b
j=1
Summing up, we get that
d d d )
SN TN (@ +a) + Y (r+ B = 0.
i=1 j=1 i=1

It follows that all summands here are zero, and this leads to the claimed
property.

Before going further, we give in the next subsections a survey of other
approaches or parameterizations which lead, essentially, to the same model
with proportional transaction costs or its particular case. However, all this
variety can be studied in a framework of the geometrical formalism we develop
in this chapter.

3.1.2 Variants

1. Alternative parameterizations. In the literature one can find various
specifications for transaction cost coefficients. To explain the situation, let us
put ALY := (1+X/)AL7. The increment of the value of the ith position due
to the agent’s action can be written as

d d
AB} = ul'AL]' =Y ALY,
j=1 j=1

where 1" := 1/(1+ AJ") take value in the interval ]0, 1]. The matrix (1}’ can
be specified as the matrix of the transaction cost coefficients.

Historically, the theory of models with transaction costs was initiated hav-
ing in mind the interpretation of the stock market with an obvious numéraire:
cash or bank account. In models with a traded numéraire, i.e., a nonrisky as-
set, a mixture of both specifications is frequent. For example, for the two-asset
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model, the dynamics quite often is written as
AV = (1 — ) AMy — (14 \) ALy,
AVE = V2 AY? + AL, — AM,,
where AL; > 0 and M; > 0 are F;-measurable random variables.

2. A model of stock market. In this model it is assumed that all transac-
tions pass through the money: so the orders are either “buy a stock” or “sell a
stock.” At time ¢, they can be represented by JF;-measurable random vectors
(AL%,...,ALY) and (AM?,..., AMS).

The corresponding d-asset dynamics is given by the system

d d

AV =3 (1 - p)AM] =Y (1+ M) AL,
j=2 j=2

AVP = Vi JAY) + AL, — AM}, i=2,...,d.

The generators of the cone M; in R? are the vectors —(1 + )\{)61 + e,
(1- u{)el —e;, j =2,...,d. The solvency cone K, is generated by this set
augmented by the vector e;. It is not difficult to see that it can be described
as follows:

d

K, = {x ceRY: 2! + Z[(l — )@ Ipisoy — (L4 M)/ Ipicoy] > 0}.
j=2

Comparing this with the model of currency market (given by a matrix

of transaction cost coefficients), we notice that it can be imbedded into the

former by choosing sufficiently large transaction cost coeflicients. Of course,

this leads to a larger set of value processes, but such a procedure has no effect
on the arbitrage properties.

3. Modeling in physical units. Let us consider a kind of a barter market
where we are given not quotes of assets in terms of a numéraire but only
the matrix I = (7%) (depending on ¢ and w) with generic entry 7% > 0
representing a number of units of the ith asset needed to get in exchange one
unit of the jth asset (of course, 7 = 1). In the literature it is usually assumed
that 77 < 7757 i.e., the direct exchange is better than two consecutive ones.
As explained above, this is not a loss of generality: an “intelligent” agent will
act not according to a given matrix of exchange rates IT but to a corrected
one with
il = mln{7r”1 . .7~ri"j}.

Now the solvency region, i.e., the set of y € R¢ for which one can find

S M‘j_ such that

d
y >y [xf -, i<d,

j=1

is the cone {e;, me; —ej, 1 <i,j <d}.
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In dynamics, IT = (I1;) is an adapted process, sometimes called in the
literature the bid-ask process.

Obviously, the market model with the price quotes S; and the transaction
cost coefficients A; can be reformulated in terms of I7: in this case we have

) = (1+A)S]/Si, 1<i,j<d.

Reciprocally, one can introduce in the barter market “money” and generate
a price process S and a matrix A of transaction cost coefficients. Indeed, take
an arbitrary S, € LY(K; \ {0},F;) and note that the components of this
process are strictly positive. Put

N = q 88T 1.

Clearly, A\ > 0 because by duality Sy(mi/e; — ej) > 0. It remains to recall
that the solvency cone in terms of physical units for the model described by
S and A; = (\}) coincides with K.

Thus, modeling via I7 is nothing but just another parameterization of the
model considered in the first subsection. The former has certain advantages:
first, it follows the tradition already established in the financial literature; sec-
ond, suits better to study portfolio optimization problems; and, third, allows
for a rather straightforward generalization for the continuous-time setting.

4. Models where the transactions charge the bank account. In this
case the dynamics is given as follows:

d d
AV =3 (AL - ALY) = Y P ALY,

j=2 i,j=1

d d
AVF =V ASi+ Y ALY =D ALY, i=2,....d,
j=1 j=1

where 47 € [0,1[, ¥ = 0. For this model, again linear and with polyhedral
cone constraints on the controls, the solvency cone is always polyhedral:

Ky =cone{v7e1 +e;, (1+7")er —e;, (—1++"")e1+ej, e, 1 <i,j <d}.

5. Models with a price spread. Usually such a model is designed for
stock markets, i.e., transactions are only buying or selling shares according to
two price processes S and S, where §7 > S7 > 0, j = 2,...,d. Clearly,
it can be given in terms of a single price or quote process and transac-
tion cost coefficients. For example, one can put S; := (S; +S,) and define
N o= S57/8] —1, i :=1— S7/S]. The absence of arbitrage opportunities
means that Ry N LY = {0} where the “results” here are terminal values of
the money component of the portfolio processes (in our terminology this will
correspond to the NA"-property).
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Historically, the first criterion of absence of arbitrage was obtained for a
model described in terms of bid and ask prices. The Jouini—Kallal theorem
claims (under some conditions) that there is no-arbitrage if and only if there
exist a probability measure P ~ P and an R4 !-valued P-martingale S such
that S7 < 5’; < 8¢ i =2,...,d. In the case where S = S, this assertion
coincides with the DMW theorem.

As we shall see further, for the model with finite {2 (or in the case where
d = 2), the NAY-property is equivalent to the existence of the martingale Z
with strictly positive components which evolves in the duals to the solvency
cones in physical units, i.e., such that Z; € L°(K; \ {0}, F;). The latter
property is more general and, for specific models, can be rewritten in the
formulation due to Jouini and Kallal.

Let us consider the basic model assuming in addition that S' = 1, i.e., the
first asset is the numéraire (“money”), and for all ¢ and j,

(LA (14 AY) <1427,

This means that the direct exchanges are more expensive than those via
money; they can be excluded at all (as it is usually done in stock market
models). The cone K* consists of all w € Ri satisfying the inequalities

1 X .
mwl S w* S (1 +)\11)w17 ©> 1.

Indeed, other inequalities defining K* hold automatically: for any pair 4, j, we
have _ _ _ o o
w’ < (1 + /\1])’LU1 < (1 —+ )\11) (1 + Ali)wl < (1 T )\z])wz'

Let Z; € LO(IA(;‘ \ {0}, ;) be a martingale. Normalizing, we can assume that
EZ}Y =1 and define the probability measure P = Z1LP. The condition that

Z evolves in K* reads as

1 zZ .
— 7' < < (1+AZY, i>1
T3 it _SZ_(+ ) ;1>

Introducing the selling and buying prices

; 1 , —i o

Shi=——- 5" Si=(1+A)S

- 1 + )\7,1 ’ ( + ) ?

we obtain that the process S := Z/Z' is a martingale with respect to P and
5<§ <, i>1

Thus, for models with this particular structure of the solvency cones, the
NA-criteria can be written in the formulation suggested by Jouini and Kallal.
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3.1.3 No-arbitrage problem: NAY for finite 2

Considering our basic model described above, we define the strict arbitrage
opportunity as a strategy B € B such that the terminal value Vi of the port-
folio process V = V5 given by (3.1.2) with Vo— = 0 belongs to L°(R%) but
is not equal to zero. We shall say that a model has the weak no-arbitrage
property (in symbols: NA") if it does not admit strict arbitrage opportuni-
ties. Denoting by RJ the set of terminal values of portfolios with zero initial
endowments, we may rewrite the definition of NA" in a conformity with the
previous section: R, N LY(RYL) = {0} or, equivalently, RY. N L°(R%) = {0},
where R} = ¢ RY is the set of attainable results in physical units.

We define also the set A% of hedgeable claims A% := RY. — L(Kr, Fr).

Let denote by MOT(IA(* \{0}) the set of martingales Z = (Z;);<r such that
Z, € LO(K; \ {0}) for all ¢.

In the literature the elements of M(K*\ {0}) are sometimes referred to as
consistent price systems. In the model with finite number of states of the na-
ture, the existence of the latter is equivalent to the absence of strict arbitrage
opportunities.

Theorem 3.1.1 Suppose that (2 is finite. Then the following conditions are
equivalent:

(a) R$.NLORL) = {0} (i.e., NA®);
(b) AFNLO(RE) = {0};
(¢) ME(R\ {0}) # 0.

Proof. Conditions (a) and (b) are obviously equivalent. Let us check the equiv-
alence of (a) and (c). Without loss of generality we may assume that all ele-
mentary events of 2 = {w1,...,wn} have strictly positive probabilities. Thus,
the space of d-dimensional random variables can be identified with the Euclid-
ean space of dimension d x N with the scalar product (£, 1) := E¢n. Note that
if G = cone{¢y,...,&,} is a random cone generated by Fi-measurable R4-
valued random variables, then L°(G,F;) is the polyhedral cone generated by
the random variables §; I, where I'; are the atoms of the o-algebra F;. Thus,
being a sum of polyhedral cones, ﬁOT is also a polyhedral cone, and so is
LO(Ri); the positive dual of the latter coincides with the primal one. Apply-
ing the Stiemke lemma as it is formulated in Lemma 5.1.1 of the Appendix,
we obtain that condition (a) holds if and only if there exists a d-dimensional
random variable 7 in the intersection of (—R%") with the interior of LO(R%).
This means that Eé{n < 0 for all £ € ]’%9« and that all components of n are
strictly positive. It remains to notice that the martingale Z, = E(n|F;) be-
longs to Mg(f(* \ {0}). Indeed, for any ¢ € LK, F)) C —E% + L°(RY), we
have that
EZ,( = En¢ > 0.

This property obviously means that Z; € LO(K}, ;). O
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The above statement contains as a particular case the Harrison—Pliska
theorem. To see this, suppose that A = 0 and the first asset is the numéraire,
ie, AS} =0. Let V; = >, , V;'. Summing up relations (3.1.2), we get that
the dynamics of V is given by

d
AV, =Y Vi AS] = H AS,

where H; € LO(Rd Fi—1). There is a single linear relation for the components
Vt 1, namely, V;_; = V;, but it is of no importance since AS} = 0. Thus,
the set of attainable random variables V7 is exactly the same as Ry in our
model of frictionless market, and the classical NA-condition Ry N LY = {0}
is equivalent to the NA"-condition. R

On the other hand, in the case A = 0 the cone K} = R S¢, and, hence, the
property Z; € LO(I?t*, Fi) means simply that Z; = p..S; for some p; > 0. Thus,
Z e Mg(f( *\ {0}) if and only if there exists a strictly positive martingale
p = (pt) such that pS is a martingale; normalizing, we may always assume
that Ept =1.

It is worth noticing that the NA"-condition can be reformulated in many
various ways. In particular, below one can replace R% and Kt by RT and K.

Proposition 3.1.2 The following conditions are equivalent:

(a) RY.NLY(Kr,Fr) C L°(OKr, Fr);
(b) RN LY(RYL, Fr) = {0}.

Proof. The implication (a) = (b) holds because R4 N 9Ky = {0}. To prove
the implication (b) = (a), we notice that if V.# € L°(Kr, Fr) where B € B,
then there exists B’ € B such that V7' e LO(RY, Fr) and VP (w) # 0 on
the set VP (w) ¢ 0Kr(w). To construct such B', it is sufficient to modify
only AB7 by combining the last transfer with the liquidation of the negative
positions. 0O

As we shall see later, a straightforward generalization of Theorem 3.1.1
for arbitrary 2, unlike the cases of Harrison-Pliska and DWW theorems, fails
to be true. Thus, one can try to find other definitions of arbitrage opportu-
nities permitting to extend NA-criteria beyond models with finite number of
states of the nature. The alternative definitions of the NA" excluding the final
liquidation gives a hint to alternative approaches.

3.1.4 No-arbitrage Problem: NA® for Finite 2

Suppose that, at time ¢, investor’s portfolio is a subject of an audit. Audi-
tors are not interested in real transaction costs needed to liquidate negative
positions. Summing up the black and red figures (of course, the latter with
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minus), they may obtain a strictly positive value. From their point of view, the
investor has an arbitrage. Judging this as an exaggeration, we consider now
a minor modification of the NA"-property more acceptable from the point of
view of the investor.

We say that a strategy B realized a weak arbitrage opportunity at time
t <Tif VP € K; but P(VP ¢ K?) > 0, where K? := K; N (—K;). Respec-
tively, the absence of such a one at time ¢t is referred to as a strict no-arbitrage
property NAj:

R} NL°(K;, F,) C L°(KD, F),

or, equivalently, in the realm of physical values,
RN LYK, F) C L°(K?, 7).

We use the notation NA® when NA7 holds for every ¢t < T'. Clearly, in the
no-friction case this definition coincides with the classical one.

Theorem 3.1.3 The following conditions are equivalent:

(a) R} N LYKy, Fr) C LY(K2, Fr) (i.e., NAY holds);
() A% 10Ky, Fr) € LO(KD Fr);
(c) there exists Z(T) € MT (K*\ {0}) such that Z(TT) € L'(ri K3, Fr).

Proof. The equivalence of (a) and (b) is obvious. The proof of the equiva-
lence (a) < (c) differs from that of Theorem 3.1.1 only in that we now use
Theorem 5.1.3 instead of Lemma 5.1.1. O

As a direct corollary, we obtain the following:
Theorem 3.1.4 The following conditions are equivalent:

(a) RYNLO(Ky, Fy) € LY(K?, F) for allt (i.e., NA® holds);

(b) AYN LK, Fy) C LYK, F) for all t;

(c) for each t < T, there exists a process Z() € ML(K* \ {0}) such that
z" e D\ Ky, F).

Note that NAj. does not imply NAj for t < T. In other words, weak
arbitrage opportunities may disappear next day.

Example. Let us consider the (deterministic) one-period two-asset model
with (S§,92) = (1,1) and (Si,5%) = (1,2). Assume that the entries of A
are equal to zero except A'?2 = . The vectors (1,1) and (1,1 + \) are gen-
erators of K*. Clearly, transfers at 7" = 1 cannot increase the value, so the
only strategy to be inspected is with ABy = (—(1 + A),1) (the transfers are
AL =1, AL = 0) and AB; = (0,0). So, ViZ = (—(1+X),2). For A € [0, 1],
we have V;P € int K, i.e., B is a strict arbitrage opportunity; for A = 1, the
model satisfies NA}’ condition, but the strategy B is a weak arbitrage oppor-
tunity; and if A > 1, the model enjoys the NA] property.
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We can extend in time this model by assuming that at the second period
S2 takes values € and 1/e, say, with probabilities 1/2. For A = 1, this model
satisfies NA5 when the parameter € > 2 (i.e., the price increment AS3 takes
a negative and a positive value).

A specific feature of the NA®-property is that the above criterion holds true
in the general case (i.e., without finiteness assumption on {2) for important
classes of models, namely, for models with constant coefficients and also for
models with efficient friction with K = {0}. In both cases (c) is equivalent
to the condition M7 (ri I/(\'*) # (), see Theorem 3.2.1 and the accompanying
discussion. However, without further assumptions, this is not true. It hap-
pened that, for a general 2, the condition M (ri K*) # () is equivalent to
the so-called robust no-arbitrage property NA" which excludes arbitrage even
under better investment opportunities, i.e., when the NA"-property holds for
a certain process A, = (M), where A (w) < A (w) if the latter coefficient is
not zero. We shall analyze this in a more general geometric context.
Remark. The following example shows that even in the case of {2 consisting
of two elementary events wy, we having equal probabilities, condition (c) does
not imply that M (ri K*) # 0, and, hence, NA® is weaker than NA". Indeed,
let Fy be trivial, 7, = Fo = F. Take now KO = K2 = cone{e; + ez} and
let K7 (w;) = cone{er + ea, e1 + 2e5} and K (ws) = cone{ey + e3,2e1 + €5}
Clearly, one can find martingales Z®), t < 2, satisfying (c), but there is no
one with values in ri I?;, t=20,1,2.

3.2 No-arbitrage Problem: Abstract Approach

3.2.1 NA"- and NA®-Properties: Formulations

We consider now the case of arbitrary {2 in an abstract framework which cov-
ers various discrete-time models of financial markets with proportional trans-
action costs (eventually, with additional linear inequality constraints). The
development below is purely mathematical. To make the idea more transpar-
ent, we prefer not to insist here on financial aspects. We use the notation Gy
instead of our traditional K; hoping that the reader understands well that we
have in mind the corresponding structure in the world of physical units.

In the present framework we are given a sequence of set-valued mappings
G = (Gy), called C-valued process, specified by a countable sequence of adapted
R-valued processes X = (X7') such that, for all £ and w, only a finite but
nonzero number of X}*(w) is different from zero and

Gi(w) := cone{X{*(w), n € N},

i.e., G¢(w) is a polyhedral cone generated by the finite set {X'(w), n € N}.
Let G and G be closed cones. We shall say that G is dominated by G if
G\ G° C1i G, where GO is the linear space G N (—G). We extend this notion
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in the obvious way to C-valued or cone-valued processes. It can be formulated
in terms of the dual cones because

G\G’CriG «— G"\G*crig™.
In particular, if G has an interior (which is always the case for financial
models), . .
G\G'CintG <+ G*\{0} CriG".
For a C-valued process G, let A;(G) := — ' _, LY(Gs, F).
Extending to the abstract setting the concepts introduced in a financial
context, we say that G satisfies:
— weak no-arbitrage property NAY if
At(G)ﬂLO(Gt,]:t) QLO((?Gt,]:t) Vit ST,
—  strict no-arbitrage property NA® if
A(G)N LGy, F) CLY(GY, ) VE<T.

—  robust no-arbitrage property NA™ if G is dominated by G satisfying NA®.

It is an easy exercise to check that if G dominates the constant process
R?, then NA" holds if and only if Ar(G) N LO%(R%) = {0}.
The main results can be formulated as follows:

Theorem 3.2.1 Assume that G dominates R%. Then
NA" = MIEiG*) #0.

Theorem 3.2.2 Assume that L°(G%, Fs_1) C LO(G%_,, Fs_1) Vs < T. Then
NA® = MJ(riG") #0.

We postpone the proof of extended versions of these theorems to the next
subsections. The “easy” implication < will be established without extra as-
sumptions.

The hypothesis of the second theorem holds trivially when G° = {0}
(an efficient friction condition in financial context). More interesting, it is
fulfilled also for the setting corresponding to the market model for which the
subspace K = K; N (—K;) is constant over time (e.g., the transaction costs
are constant) and NA® holds. Therefore, in such a case the properties NA”
and NA® coincide.

Indeed, let us suppose that G; = ¢;K; where K is a C-valued process
dominating Ri,

pr(w) : (2. ., 2%) = (2 /S (W), ..., 2%/ SH(w)),
and S} are strictly positive F;-measurable random variables.
For J C {1,...,d}, we put 15 := > ._;e;, where {e;} is the canonical
basis in RY.

ieJ
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Proposition 3.2.3 Suppose that there is a partition Jy,...,J; of {1,...,d}

such that KtOJ' =lin{ly,...,15}. If G satisfies the NA"Y -property, then the
assumption of Theorem 3.2.2 is fulfilled.

Proof. If the claim fails, there is £ € L°(GY, F,_1) such that {¢ ¢ GY_,} is
a nonnull set. Without loss of generality we may assume that £ is equal to
zero outside it. Necessarily, some set {¢, &1, # 0} is nonnull. We may
assume that {¢; &1, > 0}, the random variable ¢ is zero outside this set
and, moreover, all components of £ vanish except those corresponding to Jy.
Notice that J is not a singleton because ¢ and ¢,_; are diagonal operators.
Take ig € Ji such that £ > 0 and consider ¢ different of & only by the igth

component
. 1 .
gho= ~ o Y €S
s=1ieJp\{io}

Clearly, ¢’ € L°(GY_,,F_1) and € — & = h, where h is equal to zero except
the nontrivial component h* > 0. This violates the NAY property. 0O

In a specific financial context, where K; is the solvency cone in values
(generated by the matrix of transaction cost coefficients A;), and S is the

price process, the linear space K?L is always the linear span of the random
vectors 1,y - -, 17,(+), where J;(t) are the classes of “equivalent” assets (i.e.,
the assets which can be converted one into another without transaction costs).
Of course, in the case of constant transaction costs these vectors do not evolve
in time. Since NA" is weaker than NA®, the latter implies that MT (ri G*) # 0.

Remark. The hypothesis of Theorem 3.2.1 can be slightly relaxed by de-
manding that G dominates an increasing C-valued process H such that all H;
have nonempty interiors.

As in the frictionless case, one can modify the right-hand of the equivalence
in the suggested theorems by taking into account the next result which is an
easy corollary of the DMW theorem.

Lemma 3.2.4 Let METiG*) be nonempty, and let P ~ P. Then
ME(riG*, P) is also nonempty and even contains a bounded martingale.

Proof. Let Z € M (1iG*), and let ¢ := 1+sup, < | Z;|. By the DMW theorem
(“easy” part) the P-martingale (1, Z) has the NA-property. The latter, being
invariant under equivalent change of probability measure, holds also with re-
spect to P’ := ¢(~'P. Again by the same theorem but this time its “difficult”
part, there is a bounded density process p > 0 such that pZ is a P’-martingale,
or, equivalently, the process Z; := E((YF)piZ is a P-martingale. It is
bounded and, since ri G (w) are cones, belongs to M (ri G*). Using the same

idea, we can obtain from Z a bounded element of M (riG*, P). O

In the proof we used only that the values of ri G* are cones. The extension
of the lemma (as well as its version below) to arbitrary cone-valued processes
is obvious.
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Lemma 3.2.5 Let M{ (riG*) # 0, P ~ P, and o > 0 be a (finite) random
variable. Then MT (riG*, P) contains Z such that (1 + «)|Z| is bounded.

Of course, the previous proof still works with ¢ replaced by ¢ + a.

Remark. The above result is extremely useful. In many cases it removes tech-
nical difficulties related with integrability and provides a great flexibility in
arguments. Note also that we can fabricate a “convenient” vector-valued mar-
tingale just by multiplying the given one by a strictly positive scalar process.

Recall that for any sequence of random variables, there exists an equivalent
probability measure P with bounded density such that all these random vari-
ables are integrable, and, moreover, if, initially, the sequence was convergent
almost surely, it will be convergent in L'(P). Lemma 3.2.4 (more precisely,
its variant with MZ (G* \ {0})), combined with this elementary fact, makes

almost obvious the following assertion:
Proposition 3.2.6 Let M (G*\ {0}) # 0. Then
Ag N LO(GT7.7:T) - LO(aGT7]:T).

Proof. Suppose that the sequence (" = ZtT=o £, where €8 € —LOY(Gy, Fy),
converge a.s. to some ¢ € L°(G7, Fr). According to the above remark, there
is no loss of generality to assume, by a suitable choice of the reference measure,
that & € —LY(Gy, Fi) and (™ — ¢ in L'. Take a bounded Z; € M (G*\{0}).
Then

T
EZr(" =Y EZ«& <0.
t=0
On the other hand, EZp( > 0, and this inequality is strict if ¢ € int Gy with
positive probability. This implies that ¢ € L°(0Gr, Fr). O

3.2.2 NA"- and NA®-Properties: Proofs

We start the proof with certain useful properties. It is convenient to formulate
them in a more general framework.

Let Ny, s =0,1,...,T, be closed convex cones in L°(R%, F,) stable under
multiplication by the elements of L°(R.,Fs). The last property implies that
N, are decomposable and, hence, can be represented as L°(Gy, F;) for some
cone-valued process (G;), see Appendix 5.4.

Let N := Ny (=Ny), Ay := —>'_, N

We introduce the following conditions:

(i) Ar NNy C N for every t =0,...,T;
(i) A;_1 N N; € NP for every t =1,...,T;
(iii) the relation Y ._, & = 0 with & € N, implies that all & € NY.
In the case where N, = L°(Gy, F), condition (i) coincides with the NA®-
property.
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Lemma 3.2.7 (iii) = (i).

Proof. Suppose that ZZ:O (s = —n, where (s € Ng and n € N;. In virtue of
(iii), we have that & := (; + 7 is an element of N?. Thus, n = & — (; is in
—Ny, ie,n€NY. O

Remark. Trivially, (i) = (ii). In general, the implication (ii) = (iii) may fail.
However, it is easily seen that it holds if all N = {0}, and in this case these
three properties are equivalent.

The following lemma shows that condition (iii) ensures the closedness of
A7 in probability. Though, its proof is based on the same arguments as for
the “difficult” implication in the DMW theorem, and we spell out it here.

Lemma 3.2.8 If (iii) holds, then A = Arp.

Proof. We proceed by induction. For T = 0, there is nothing to prove. Suppose
that the claim holds up to T'—1 periods. Let ZST:() & — € as., where £ € N;.
The question is whether £ = ZSTZO & with & € N, If £2; € Fo form a partition
of {2, we may argue separately with each part as it were the whole (2, find
appropriate representations, and “assemble” £ from separate pieces.

The case 2 = {liminf || < oo} is simple: by Lemmas 2.1.2 we may
assume that ; converge to §y € Ny and, hence, 23:1 &I converge a.s. to a
random variable ¢ which is in ZZ=1 Ny by the induction hypothesis.

In the case 2 = {liminf |€}| = oo}, we put £ := &£7/|¢}| (with the

convention 0/0 = 0). As || < 1, we again may assume that £} converge
to some 50 € Np. Then Zle ég converge a.s. to a random variable which
can be represented by the induction hypothesis as ZST:1 53, where 53 € Ng.
Since &£/]&)] — 0 a.s., the limit of the whole normalized sum is zero, i.e.,
EST:O £ = 0. By the assumption all £, € N?. Since || = 1, there are disjoint
sets I'; € Fo such that 2 = Uid:1 I; and I; C {56 #0}.

Put " = Z‘j:l(gg + BMEN I, , where 3" = —£pi /€l Clearly, €7 € N,
and ZZ:O €7 converge to ¢ a.s. The situation is reproduced. It is instruc-
tive to represent sequences £; and &) as infinite-dimensional matrices with
d-dimensional columns. Of course, every zero line of the first matrix remains
zero line of the second one. But the second matrix contains one more zero line
(namely, the ith for w € I3). Thus, if the first matrix contains one nonzero
line a.s., the proof is accomplished (all g’g} = 0, and we can use the induc-
tion hypothesis). If not, we repeat the whole procedure with the sequence of
processes (£7), etc. O

Lemma 3.2.9 Assume that (iii) holds. Then for any { € Ny, t < T, there is
a bounded R%-valued martingale Z¢ such that:

(1) Z$€ >0 for any € € Ny, s <T;
(2) CI{Z,EC:()} S Nto
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Proof. Let AL .= A7 N L' and Z7 := {Z7 € L= (R%) : Ené <0 V¢ € A} }
With each Zp € Zr, we associate the martingale Z with Z, := E(Zp|Fs). 1
satisfies condition (1), since otherwise we could find ¢ € NyN L' such that the
set I' := {Z,¢ < 0} is nonnull and, therefore, EZr(£Ir) = EZs({1r) < 0, con-
tradicting the definition of Z7. Let ¢; := supy,. ¢z, P(Z;( > 0). There exists
Z% € Z7 such that, for the corresponding martingale Z¢, the supremum is at-
tained, i.c., we have ¢; = P(Z°¢ > 0). To see this, take the martingales Z™ gen-
erated by Z% € Zp with P(Z¢ > 0) — ¢, and put Z5 := 3227 Z2/(| 22| oo

If (2) fails, then, for a sufficiently large, (¢ := CI{ZEC:(L cl<a} does not
belong to N and, being in Ny N L', cannot not belong, in virtue of condition
(i) implied by (iii), to the convex cone AL, which is closed in L' accordingly
to Lemma 3.2.8. By the Hahn-Banach theorem one can separate (¢ and A%,
that is, to find n € L>°(R?) such that

sup Ené < Enc®.
¢eAL

Since A% is a cone, the supremum above is equal to zero, ensuring that n € Zr
and En¢® > 0. The latter inequality implies that, for Z; = E(n|F), the
product Z;( (always > 0) is strictly positive on a nonnull set. Thus, for the
martingale Z := Z + Z¢ with the terminal value Z7 :=n + Zr(, we have

P(Zi¢ > 0) > P(Z¢ > 0) = ;.
This contradiction shows that (2) holds. O

Lemma 3.2.10 Assume that (iii) holds. Let I be a countable subset of
Us<r Ns. Then there is a bounded R<-valued martingale Z such that, for
all's < T, we have:

(1) Zs& >0 for any € € Ng;
(2) Clrz,c=0y € N? whatever is ¢ = >, a,&" with & € I' N Ny and
o, € Li(]—"s).

Proof. One can take as Z any (countable) convex combination with strictly
positive coefficients of all elements of the family {Z¢}¢er with |Z§~| < 1.
Taking into account that N is stable under multiplication on the elements of
LY (F,), we verify consecutively that property 2’) holds for £”, a,,£", and, at
last, for ¢ which are represented as series of £, with Fs;-measurable positive
coefficients. O

In the next lemma we argue in the case where N; = L°(Gy, F;), where
(Gy) is a C-valued process and, hence, N = L°(G?, F;) and A, = A;(G).

Lemma 3.2.11 [f (iii) holds, then MI (xi G*) is nonempty.
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Proof. Consider the process Z from the previous lemma corresponding to
the set I which is the union of all X7*, ¢ < T, n € N. Property (1) means
that Z € ME(G*). Recall also that Zs(w) ¢ riGZ(w) if and only if there
exists 7 € Gy(w) \ G%(w) such that Zs(w)r = 0. Thus, if the property
Z, € LO(ri G, Fy) is violated, the F, ® B-measurable set

A={(w,2): Zy(w)z=0, v € Gyw)\Ga(w)}

has a nonnull projection onto 2. Take its F-measurable selector ¢ putting it
zero outside the projection of A. Then ¢ =Y o, X2 with a,, € L (F,) (for
each w, this sum has only a finite number of nonzero summands). Thus, ac-
cording to property 2'), we have (I{z c—o} € GY, in an apparent contradiction
with our assumption. 0O

Lemma 3.2.12 Suppose that a C-valued process G satisfies the NA"-
property. If G dominates Ri, then (iii) holds.

Proof. Let G' dominate G, and let A7(G) N LO(R%, Fr) = {0}. Assume that
in the identity ZST:o & = 0 where &, € L°(G,, Fs), a random variable & does
not belong to L°(GY, ;). This means that &(w) € int G(w) on a set B of
positive probability. It follows that there is a random variable € € LO(RflH F)
strictly positive on B such that & — e is still in L%(Gy, F;). The nontrivial
random variable ¢ = — Zs o0& where &£ =&, s #t, & =& — €, being in
Ap(G)N LO(RY, ]—'T) violates the NA"-property of G. O

Lemma 3.2.13 Suppose that a cone-valued process G has the NA®-property.
If, in addition,

LY(GY, Foor) CLY(GY 1, Foy) Vs <T, (3.2.8)
then condition (iii) holds.

Proof. This can be shown by induction starting trivially and with an easy
step. The equality Z -0 55 = —&p implies that ET is Fr_j-measurable and, in
virtue of the NA®-property, belongs to L°(G%, Fr). By the assumed inclusion
&7 belongs also to LO(GT 1, Fr—1) and can be combined with &r_1, reducing
the sum to 7' — 1 terms which are elements of L°(GY, F,) (the induction
hypothesis). In particular, é7—1 + & belongs to LO(GS_,, Fr—1) as well as
both summands. 0O

The “difficult” implications (=) in Theorems 3.2.1 and 3.2.2 follow from
the last three lemmas. Now we establish the “easy” implications («=).

Lemma 3.2.14 If M (riG*) # 0, then NA® and NA" hold.

Proof. Let us check first the NA®-property. To this aim we apply Lemma 3.2.7
with N, = L°(Gy, Fs), reducing the problem to a verification of (iii). So, let
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ZZ:O & = 0 with £ € N,. Choose a reference measure such that all £ are
integrable. By Lemma 3.2.4 there is a bounded martingale Z € M (ri G*).
Multiplying the identity by Zr and taking the expectation, we obtain that
Z;F:o EZ s = 0. Since Z:£s > 0, this is possible only when all Z,£, = 0, i.e.,
when & € LO(GY, Fy).

To verify the NA"-property, we take an arbitrary Z € MZ (1i G*) and de-
fine the C-valued process G whose values are half-spaces Gy (w) = (R4 Zs(w))*.
Applying the above arguments with N, = L° (és, Fs), we conclude that G has
the NA*-property coinciding with the NA™-property because G = ég Since
G dominates G, the latter has the NA -property. O

Remark 1. Inspecting the first part of the above proof, it is not difficult
to see that condition (c) in Theorem 3.1.4 implies (iii) and, hence, the NA®-
property. Unlike the situation of finite {2, the converse is not true. However, if
all GY = {0}, then (3.2.8) holds trivially, and NA® implies that MZ (xi G*) # 0,
i.e., in this particular case the latter condition, condition (c), and NA® are
equivalent.

Remark 2. Recently, T. Pennanen and I. Penner, [177], suggested a simple
argument showing that for the cone-valued processes the NA"-property holds
if and only if MZ'(ri G*) # 0. Indeed, it is not difficult to check that if (G;) has
the NA"-property, then there is a cone-valued process (G}) dominating (G4)
still having the NA"-property. From the above general lemmas we infer that
the cone Ap(G") is closed in LY, and, using the Kreps—Yan theorem in L, we
obtain that MI'(G’*\ {0}) is non-empty. But G"* \ {0} C ri G*.

The condition M7 (11 G*) # () guarantees that Ar(G) is closed. This topo-
logical property looks indispensable in the theory of no-arbitrage criteria.
A simple example shows that NA"™ does implies the closedness of Ar(G), and,
therefore, the extension of NA"-criteria given in Theorem 3.1.1 are impossible.
More surprising is the result by Grigoriev asserting that, for two-asset model,
the necessary and sufficient conditions of this theorem, except (b), hold for
arbitrary 2.

3.2.3 The Grigoriev Theorem

Throughout this subsection we shall work with a C-valued process G dom-
inating the constant process Ri. The initial o-algebra Fy is not assumed
trivial.

The proof of the theorem involves models with initial dates different from
zero. By this reason we shall use the notation A%, AT etc., giving an idea
about the considered time range.

We formulate the statement in the same way as the Dalang—Morton—
Willinger theorem, omitting, of course, condition (B) (which looks exactly
as (b) of the latter): being stronger than (A), it is sufficient but not necessary
for the NAY-property.
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Theorem 3.2.15 Let d = 2. Then the following conditions are equivalent:
(A) A§ NLO(RY) = {0};

(C) A§ N LY(RF) = {0};

(D) ME(G™\ {0}) # 0; N

(E) ME(G*\ {0}, P) contains a bounded process whatever is P ~ P.

Proof. The equivalence of (D) and (E) was already discussed for the general
setting (see Lemma 3.2.14 and the accompanying remark). The implication
(E) = (A) is obvious because a freedom in the choice of the reference measure
allows us to avoid the problems with integrability, and we can argue in the
same way as for the case of finite (2.

Thus, the problem poses only the implication (A) = (C) the proof of
which uses essentially the specificity of the plane, where the cones Gi(w) are
just sectors containing the first orthant. O

Let us define the set
It ={¢e L>®(R* Fy) : EEZ1 <0VZ e M (G*\{0})}.

Proposition 3.2.16 Suppose that (Gi)o<i<r satisfies the NA"-property.
Then:

(a) we have the inclusion I'f C AT;
(b) if € € I'T is such that E€Z1 < 0 for all Z € M¥(G*\ {0}), then there is
ec L°(R2,Fr), € #0, such that { + e € AT

The above proposition plays a crucial role. It makes easy the induction step
on the length of the time interval for the implication (A) = (C). Reciprocally,
the NA"-criterion permits us to prove the induction step for this proposition.
Let Ty and Py denote the assertions of Theorem 3.2.15 and Proposition 3.2.16
for the N-step model. Symbolically, the arguments can be chained in the
following way:

(1) (Tn,Pnt1) = Tn1,
(2) (Tn+41,Pns1) = Pnyo.

Proof of the implication (Ty, Py+1) = Tn+1-

So, let NA™ hold for the (N + 1)-step model. We are looking for a martin-
gale Z € MY TH(G*\ {0}). By the induction hypothesis we know that there is
7% € MYFH(G*\ {0}). We want to show that there is an element of the lat-
ter set which can be extended one step backward as a martingale with initial
value in G§ \ {0}.

Case 1. For any nonnull set I' € Fy, there is ZI' € MY T(G*\ {0})
such that the intersection I' N {E(Z¥|Fy) € G} is nonnull. By Lemma 2.1.3
we can find at most countable family of sets A; = {E(Z[*|Fy) € G&}
the union of which is of full measure. Normalizing, we may assume that
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E|ZJI\;¢+1\ = 1. It is easily seen that Z; := ), 2*"IA1VE(ZII\}+1|}}) is an element
of My (G \ {0}).

Case 2. There is a nonnull set I" € Fy such that I' N {E(Z1|Fy) € G§}
is a null set whatever is Z € MY T1(G* \ {0}). The arguments below exclude
this case.

Let g;, 1 = 1,2, be the random vectors of unit length generating the bound-
ary rays of the sector Gy, and let

9= g1lu, + g2lp\m,
where H; := {g;E(Z?|Fy) < 0}. Since
{E(Z2}|F0) ¢ Gi} = Hi U H,

we have gE(Z?|Fy) < 0 on I' (a.s.). Moreover, gE(Z1|Fo) < 0 on I' (a.s.)
whatever is Z € MY T (G*\{0}). The latter assertion holds because, in the op-
posite case, we could find in I" a nonnull subset I" € Fy and
Y € MYTHG*\ {0}) such that gE(Y1|Fy) > 0 on I". Tt is easy to see that
there is a scalar Fy-measurable random variable « > 0 such that, on I,

agE(Z)|Fo) + gE(Y1]|Fo) = 0.

It follows that, for the process Z := aZ° +Y from MY (G*\ {0}), we have
on I the equality gp = 0 where p := E(Z;|Fy). But for the considered two-
dimensional model, this means that a.s. on I the vector p(w) with strictly
positive components belongs to one of two boundary rays of G§j(w). This is
an apparent contradiction with the defining property of I.

Applying Pyy1 with € := glIp, we infer that there exists a nontrivial
¢ € LO(R2, Fny1) such that gIr + ¢ € AN Since gIr € LY(Go, Fo), this
contradicts to the NA"-property of GéVH.

Proof of the implication (Tn41, Pyvy1) = Pnyo.
(a) We shall prove that

2= {¢e L°(R* Fo) : BEZy <0VZ € MY T2(G*\{0})} C AT,

assuming NA" for Gfr *2 and knowing already that the latter property is
equivalent to the existence of Z0 € MY T2(G*\ {0}) with |Z?| = 1; moreover,
the claim holds for all shorter time ranges. Note that the existence of Z°
implies that in the definition of '’ ™2 we can replace the set MY T2(G*\ {0})
by the larger set MY *2(G*) (due to the “regularization” Z+eZ° with e | 0).
If subsets 2, € F; form a finite partition of (2, it is sufficient to establish
the result separately for each (2; considered as a new model, with traces of
the filtration and probability on (2; and random variables restricted to this
set (clearly, NA" is inherited for such restrictions of a cone-valued process).
We apply this remark (frequent in proofs of NA criteria) to the subsets
= {& ¢ —G1} and 25 := 2. For (25, the claim is trivial. Therefore, we
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may assume without loss of generality that 2, = (2, i.e., £&n > 0 for some
n € L°(G3%, F1), and normalizing, that [¢| = 1 and |n| = 1.

Moreover, we need to investigate only the case where there exists a process
Z € MYT3G*\ {0}) such that E¢Zy > 0 (otherwise, ¢ € AY T2 by the
induction hypothesis, and there is nothing to prove because Aév +2 is a part
of AN*2),

The intersection @ of the set @) := {€E(Z|F;) > 0} (of positive prob-
ability) with @y := {E(Zy|F1) € G} is a null set. Indeed, in the opposite
case we would have the inequality F£Z; > 0 for the process Z € M{V+2(G*)
with Z; := I@E(ZN+2|.7:t), which is impossible in virtue of the remark at the
beginning of the proof.

Thus, neglecting a null set, we may assume that 1 C O and, normalizing,
that |E(Zz|F1)| = 1 on the set O = {E(Z2|F1) ¢ G7}.

The following elementary geometric fact is obvious:

if x1, o, x3 are unit vectors in Ri with yx, > 0, yze > 0, yxrs <0, and
yx1 > yxo for some vector y, then x4 is a conic combination of x1 and x3.

Recalling that £¢Z9 < 0, we obtain from this observation that on the set
O1 N {én > EE(Zy|F1)} the random vector E(Zy|Fy) lies between 7 and Z?,
i.e., takes values in G7.

Thus, by the above, @, C {&n < £E(Zs|F1)} (a.s.). Using again the men-
tioned geometric fact, we get that there are nonnegative F;-measurable coeffi-
cients o and (3 such that = aE(Zy|F1)+6Z) on 0. It follows that EZ; > 0
for the process Z' € MYT3(G*) with Z; = nle, and Z, = (aZy + $Z9)16,
for t > 2. We get a contradiction that & € I'N+2

(b) Let € € I'N™2 be such that E£Z; < 0 for every Z € MYT2(G*\ {0}).
Without loss of generality we shall assume that |£| = 1. By the above we know
that € € AN2 e &€ = SN H2 ¢, with ¢ € —LO(Gy, F).

Let us consider three possible cases:

Case 1: The set {£ € —int G} is nonnull. The assertion is obvious since
we can increase £ on this set.

Case 2: The set I' := {¢ € int G1} is nonnull. Then £ —60 € L°(G1, Fy} for
some 0 € L°(R?%, ) such that # > 0 on I" and 6 = 0 outside. Since { € A11V+2,
we have that also 8 € A{V *2 in violation of the assumed NA“-property. So,
this case is impossible.

Case 3: Complementary to the previous ones. The components of £ have
different signs, and £n > 0 for some n € L(Gj .7-"1) with |n| = 1.

We introduce the cone-valued process G N2 with G; = R¢ + Ri and
G; = Gy, t > 2. Let us check whether NA“ holds for G2, If GY¥*2 satis-
fies NAY, there is a bounded Z € MY 2(G* \ {0}). Let Z be an arbitrary
element from MG\ {0}). Then £Z; < 0. Recalling that {n > 0 and
€Zy = 0 (by the definition of G), we obtain using the main geometric fact
that Z; takes values between the rays generated by Z; and 7n. It follows that
Zy € L>°(G%, F1). This means that Z € MNTH(G*\ {0}) but £Z; = 0, which
is impossible.
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Thus, NA® does not hold for the process G‘le 2 and, therefore, there exists
€€ L°(R?, Fyn42), € # 0, such that

N+2

e=> & &e-LYG,F).

t=1

By definition, & = —a& — 3, where (§ takes values in Ri. Modifying, if
necessary, € and &; (by adding 3), we may assume that £ = —a&, where « is a
scalar Fy-measurable random variable. Moreover, we may assume without loss
of generality that all &; are integrable (changing, eventually, the probability
measure) and « takes values —1, 0, 1.

Since Gév+2 satisfies NA", necessarily, el{o—oy = 0. Take a bounded
process Z € MYT2(G*\ {0}) (existing by the induction hypothesis). Using
the martingale property of Z and the duality, we have

N+2
EeE(Z1|Fo) a1y — BEE(Z1|Fo)[{a=—1} = El{a=—1} Y &7 <0.
t=2

Since {E(Z1|F) <0, it follows that eF(Z1|Fo)I{a=—1} < 0 (a.s.) and, there-
fore, elfo—_13 = 0. Thus, elfqo—1} # 0. On the set {a = 1} we have the

equality
n+2

e=—-§+ th~
t—2

It follows that £ + eljo—1) € AfH'Q, which is a required property of £&. O

3.2.4 Counterexamples

Example 1. A two-asset one-period model satisfying NA" for which A} is
not closed. Let 2 = N, F = 29 P(k) = 27% Fo = {0,2}, Fi = F. Take
Go = cone{2e3 — e1,e1 — ea} and G = cone{2e; — ea,es — e1}. The vec-
tor e; + ez belongs to both G§ and G7, and, hence, the constant process
Z = e1 + e is an element of M{(G* \ {0}). Let us check that the random
variable ¢ with £(k) = k(ea — e1) does not belong to the set A} but lies in the
closure of the latter. Indeed, suppose that & = &y + &1, where £ € —G and
& € —L%G4,F). Since Z§ = 0, Z& < 0, and Z& = 0, we have that
Z & = 0. But this means that £, = ¢(ey — e1) with some ¢ > 0. It follows that
&1(k) = (k—c)(ea —e1), and this vector cannot belong to G for k > ¢, in con-
tradiction with the assumption. On the other hand, £ is the limit of a sequence
of random variables from A}, namely, £" = &5 +£7, where £ := n(es—e;) and
(k) := min{k — n,0}(e2 — e1).
Example 2. A three-dimensional one-period model satisfying NAY for which
ME(G* \ {0}) = 0. The probabilistic setting is the same as in the previ-
ous example. Take G§ = Ry, Gi = cone{n1,n2}, where n = (3,1,1) and
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= (4,1,1) are deterministic vectors in R?, while 7, is a random one with
( ):(2 1 1+1/k‘)

Clearly, M}(G* \ {0}) = 0 because one cannot find random variables
a, > 0 to meet the conditions Fa = ES = 1/2 and Efy = 0, where
~v(k) = 1/k, needed to ensure the equality EZ; = Zp.

Let & € —Go and & € —L°(G1, F) be such that £ = & + & takes values
in R?’,_. The latter condition implies that m& > 0. Since 171, < 0, we have
m&o > 0. In the same way we get that 72(k)€y > 0 whatever is k. But

méo + li]ICn n2(k)&o = 2n&o <0,

and, therefore, both terms in the left-hand side are zero. So, m&y = 0. As a
result, m& = n1&1 < 0. With € taking values in Rf)’H this is possible only when
¢ =0 and NA" holds.

Thus, a straightforward generalization of Theorem 3.2.15 for an arbitrary
C-valued process fails to be true already in dimension three. However, the
above counterexample does not exclude that it holds in a narrower class of
financial models.

Example 3. A four-asset two-period model satisfying NA® for which
ME(G* \ {0}) = (. The probability space is 2 = {~1,0,1,...}, F = 29,
P(k) =272 Fy = {0, 02}, F1 = F» = F. We consider a C-valued process G
corresponding to K of the financial model parameterized by the adapted
matrix-valued process IT = (II;)i<2 depending on the parameter a € (1,2)
and given as follows:

1 a a a 1 a a a
1 1 a a a 1l a a
o = a a 1 al’ I (-1) = a a 1 al’
a a 1 1 a a a 1
11 1 1/2 1 k
11 1 1/2 1 k
p— N p— > .
Hl(o) 1 1 1 1/2 ) Hl(k) k_l 1 a ) k = 2a
2 2 2 1 k1 1 1

the matrices IT;(1) and IT5(—1) are filled by units (this means the absence
of transaction costs); at last, for k& > 0, the nondiagonal elements of the
matrix ITo(k) are 7y (k) = 282; the empty spaces can be filled by arbitrary
sufficiently large numbers (say, k) to avoid chains of transfers cheaper than
those already specified. Recall that the cone G is generated by the orths e;
and the vectors m’e; — e;.

Verification of the NAj-property. If £ = & + & € LY(Gy, Fy), where
£ € —Go and & € —LO(G4, Fy), then & € G1(—1), which is possible only if
& = 0: the scalar product of any nontrivial element of G;(—1) on the vector
1=(1,1,1,1) is strictly positive, while the scalar products of the elements of

) ) b
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—G on the same vector are negative (i.e., the linear space orthogonal to 1
separates the cones G (—1) and —Gy). Thus, ¢ = & € L°(GY, F).

Verification of the NAS-property. Suppose that £ = £y +&; + &2, where
& € —LO(Gy, Fy) and € € L°(Gy, F>). Notice that 1£(1) > 0 and 1&(1) < 0
for t = 0,1,2. Therefore, 1£,(1) = 0. This implies, in particular, that

§o = afer —e2) + B(es —es), «,B2>0.
Suppose that the coefficient 8 > 0. For the vector wy = (a, 1, k, ak), we have
wréo(k) =ala—1) — Pk(a—1) <0

when k is large. This leads to a contradiction because w&i(k) < 0 (since
wy € G7(k) as one can easily verify by multiplying wy by the generators of
G1(k)) and wg&a(k) < 0, while wi&(k) > 0 (since wy € G3(k)). Thus, 5= 0.

For any k > 1, the scalar product of the vector fr = (1,1,k,k) with
&0 = ae1 — e3) is zero; the scalar products of this vector with vectors from
G1(k) are positive and strictly positive with vectors from G2 (k)\{0}. It follows
that & + &1 (k) + &2(k) = 0; the latter equality can be obtained also for k =0
by the same arguments but with the vector fo = (1,1,1,1/2).

Finally, we have that the vector £(—1) = &(—1) + &1(—1) + &(—1) be-
longs to Ga(—1). The vector & € GY(—1). It follows that & (—1) belongs to
Go(—1) and, by assumption, to —G1(—1); these two cones are separated by
the subspace orthogonal to 1, that is, by G(—1). So, & (—1) € G(—1). With
this, we conclude that £(—1) € G3(—1) and, hence, £(—1) € G3(-1).

Thus, A3 N L°(Ge, F2) C L°(Ga, F2), i.e., the NAj-property holds.

Verification that M3(G*\ {0}) = 0. Recall that MZ(G* \ {0}) # 0 if
and only if A2 N LO(Rf’;,fg). So, it is sufficient to construct an appropriate
sequence " = & + &7 + &5 convergent to & € LO(Ri,fg), & # 0: this will
inform us also that A2 # A2.

We put

, k=L,
—N(ey —e2) — (5e3 — ea), k=0,

n(k) = —N(e1 —ea) — (e3 — eyq), k=1,
—(ker —e1) = N(ges —e2) = (§ —1)(ea —e3), 2<k <N,
7%(]{761764)7]\7(%63762)7%(64763), 2<k>N,
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It is tedious but elementary exercise to verify that &2 € L°(Gy, F;) and

0, k=1,
gn_gn_i_gn_'_gn_ %637 k_O’
R ) 1<k<N,

Thus, ™ is a required sequence.

3.2.5 A Complement: The Rasonyi Theorem

Unlike other proofs, the arguments used to establish the Grigoriev theorem
do not rely upon the closedness of the set AL in L° and a separation theorem
in an infinite-dimensional space. It was shown by R&sonyi that they can be
extended to get the following interesting result which can be considered as a
complement to Theorem 3.2.2.

Let G = (G) be an adapted cone-valued process, i.e., Gi(w) are closed
cones in RY, and the sets {(w,z) : * € G¢(w)} are in F; ® B(RY). Let

T
AT ==Y LGy, F).
t=0

Suppose that GY := G; N (—G;) = {0} or, equivalently, int G; # () for every
t (efficient friction condition in the context of financial modeling). In accor-

dance with our previous terminology, we say that the NA®-property holds if
AL N LO(Gy, F) = {0} for t =0,1,...,T.

Theorem 3.2.17 Suppose that Gi+Gyy1 are closed cones fort =0,...,T—1.
Then NA® < MT (int G*) # ().

Note that the condition of the theorem is fulfilled when the cones G; are
polyhedral.

The proof of the result needs some prerequisites from finite-dimensional
convex analysis and measurable selections. Further information, in particular
on expectations of set-valued mappings, can be found in the Appendix 5.4.
To work comfortably, we assume that all o-algebras here are complete.

1. If B is a closed convex set with int B # (), then B is a closure of int B
and, for any closed convex set A,

intANB#0 <= int(ANB)#0.
If also int A # (), then

int ANint B = int (AN B).
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2. Let w — K(w) be a measurable mapping the values of which are non-
empty convex closed subsets of R?. Then the mapping w ~ int K (w) is also
measurable.

Suppose that the values of K are closed convex cones. Let w — K (w) be
another measurable mapping the values of which are nonempty open subsets
of R% and such that KNK; = 0 on aset I'. Then K and K; can be separated
on I' in a measurable way, i.e., there is ¢ € L°(R%, F) with & = &I such that
supné < 0 for every n € LO(K, F) and (£ > 0 on I for every ¢ in L°(Ky,F).

3. Let w — C(w) be a measurable mapping the values of which are closed
convex subsets of the unit ball O;(0) in R%. Let G be a sub-c-algebra of F.
There exists a G-measurable mapping, denoted E(C|G), the values of which
are closed convex subsets of the unit ball and such that

LY(B(C16),9) = {EWmIG) : ne L°(C,F)}.
Lemma 3.2.18 Suppose that 0 € C and int C # 0 (a.s.). Then

{EM|G): neL’(intC,F)} C {L°(int E(C|G),G)}
C{EM|G): ne L°(2intC,F)}.

The first inclusion implies that int E(C|G) # 0 (a.s.).

Proof. Let n € L°(int C,F). Then p := 2dist (n,0C) is a strictly positive
random variable, and n+pO; (0) C C. Hence, E(n|G)+E(p|G)01(0) € E(C|G)
and E(n|G) € L°(int E(C|G),G)}, i.e., the first inclusion holds.

To check the second inclusion, we fix an arbitrary 9o € L(int C, F) and
put Jo := E(9|G). Let n € L°(int E(C|G), G). Let € denote the distance of 7
from the boundary of E(C|G). It is a G-measurable random variable taking
values in ]0, 1]. We have n — ey € E(C|G) and, by the definition of the set-
valued conditional expectation, n — ey = E(91|G) for some ¥, € L°(C,F).
Putting 9 := 91 + €y, we get that n = E(J|G). Since

€

1
V=049 gt ara”

and the expression in the square bracket defines an element from L°(int C'), the
random variable ¥ is a selector of the set (1 4 €)int C. The latter is contained
in the set 2int C' due to the assumption 0 € C, which we use only here. O

Proof of Theorem 3.2.17. We need to establish only the “difficult” implication
(=). To this aim define by backward induction the adapted set-valued process
C = (C;) with Cr := G5 N O01(0) and Cy := E(Cyy1|F) NGf for t <T — 1.
In the case where all (Fi-measurable) random sets int C; # @, the needed
martingale is Z = ZT, where Z7 is obtained by the following procedure.
Take an arbitrary Z) € L%(intCp,Fy). Suppose that we already
constructed Z! € M{(int C). In virtue of Lemma 3.2.18, for the element
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zZt e L%(intCy, F), we can find n € L°2intCyyq,Frp1) such that
Z! = E(n|F). The process Z'*' := 1(Z{,...,Z{,n) is an element
of ML (int C).

So, the theorem will be proven if we show that NA® implies that int C; # ()
for all t. Suppose that this is not the case and there is s such that int C; # ()
for every t > s+ 1, but intCy; = @ on a nonnull set Iy € F,; note that
s <T—1asintCr # 0. Since int Cy = int (E(Cy41|Fs) NGE) =0 on Iy and,
by assumption, int G% # ), one can separate int E(Cs41|Fp) and G* on s in
an F,-measurable way, that is, to find ¢ € L°(R%, F,) vanishing outside I
and such that n¢ < 0 for every n € LO(G%, F,) (therefore, £ € —L°(Gy, F))
and (£ > 0 on [’ for any selector ¢ of int E(Cs1|F1). According to the lemma
below, this contradicts to NA®. 0O

Lemma 3.2.19 Assume that int Cy # 0 for t > s+ 1. Suppose that there
exists € € AT such that (¢ > 0 whatever is ( € L°(int B(Cs11|Fs), Fs) and
this inequality is strict on a nonnull set (hence, £ #0). Then NA® fails.

Proof. 1f s =T — 1, then £ is a weak arbitrage opportunity already for AT .
Indeed, let B := {£ ¢ G} be a nonnull set. Then one can find v € LY(G%., Fr)
with || <1 such that v€ < 0 on B. Thus,

E(wip|Fr-1)§ = E(v{Ip|Fr-1) <0,

and the inequality is strict on a nonnull set. This contradicts to the assump-
tion of the lemma that the inequality (£ > 0 holds for all random vectors
¢ € L°%(E(Cr|Fr_1),Fr_1). Hence, £ are in G, and NA® fails to be true.

Going backward, let us establish the assertion for an arbitrary s assuming
that it holds for s+ 1,...,7 — 1. Since the behavior before s does not matter,
we may assume for the notational convenience that s = 0 and also that the
cone Gp = —R&, i.e., G = {y : y& < 0}. Consider the partition of {2 into the
following three Fj-measurable subsets:

21 = {int B(Co|F1) Nint G5 N G # 0},
2y = {int E(02|.7:1) N GT N GE; #* @} N {intE(Cglfl) N GT n GS - 8GM1<},
23 .= {int E(Co|F1) NGT NGy =0}

Suppose that P(£21) > 0. On {2y, the intersection of int (E(C3|F1) N GY)
and int G§ is nonempty, and hence C; N{y : y€ < 0} # 0. Let v be a selector
of the latter set extended by zero outside (2. Then 7 := E(v|Fy) belongs
to E(C1]|Fo), and n¢ < 0 with the strict inequality on a nonnull set. This
contradiction with the hypothesis of the lemma means that P(£2;) = 0.

Suppose now that P(f22) > 0. Put H := 0G§ = {y : y¢ = 0}. Note that
the assumption of the lemma implies that (a.s.)

int E(Cy|F1) N GF NG = int E(Co| Fy) NG N H.

Indeed, on the subset of {2 where the left-hand side is empty, this identity is
obvious. On the complementary subset,
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int B(Ce|F1) NG Nint G§ # 0,

and, hence, int (E(Cs|F1) N GY) Nint Gf # (), implying that Cy N int G§ # 0.
Using this, we arrive at a contradiction by the same separation argument as
was done for the set 2.

Arguing with convex sets in the subspace H, we easily get that

{int E(Co|F1)NGi NGy #0} N {int G; N H # 0}
= {(int B(Co|F1) N H) N (G; N H) #0, int G N H # 0}
C{int BE(Co|F1) Nint G N H #0} C 4.

It follows that 2o N {int G5 N H # 0} = 0. So, 2, is the union of two sets
2N{G7 C G§} and 2:N{G;7 C —G{}. The first has zero probability because,
in virtue of the assumption of the lemma, the inclusion C; C {y : y& < 0}
may hold only on a null-set. Thus, P(£2:) = P(22N{G} C —G{}). This means
that £ € Gy on 5. If P(£23) = 1, then the NA®-property fails. It remains to
consider the case P({2;) < 1.

So, suppose that P(£23) > 0. In this case we can separate int E(Cs|F)
and G7NGj on {23, i.e., find an Fi-measurable random vector v = I, v equal
to zero outside 23 and such that ¢ > 0 for any ¢ € LO(int E(Cs|F}), F1) on
25 and v¢ < 0 for any ¢ € LY(G; N G§, F1). Since (G5 N GH)* = Go + Gy
in virtue of the assumption on closedness of Gy + G, the second property
means that v = af — &, where a € L°(R, Fy) and & € LY(Gy, Fy). If a > 0
on {23, we can divide the identity by a and claim the existence of v with the
above properties having the form v = ¢ — £;. In this case, v € A}, and by
the induction hypothesis NA® fails. If 23 := {a = 0} N {23 is a nonnull set,
we arrive at the same conclusion by applying the induction hypothesis with
V= 51[(}3. O

3.2.6 Arbitrage Opportunities of the Second Kind

On some markets satisfying the NA“-property, it may happen that an investor
with an initial endowment outside the solvency cone may run a portfolio to
get rid of debts for sure. As the following example shows, sometimes it is
sufficient just to wait.

Example. Let us consider the two-asset model with S§ = Sg = 1, where
the first asset is the numéraire, i.e., S; = 1, while S? takes values 1 + ¢ and
1 — & > 0 with probabilities 1/2. The filtration is generated by S. Suppose
that K is the cone generated by the vectors (1,2) and (1,1/2) and that
K; = R,1, ie., there are no transaction costs at the date 7" = 1. Then IA({‘
is the ray generated by the vector S;. The process Z with Zy = (1,1) and
71 = 81 is a strictly consistent price system, so the NA”-property holds. Let v
be a point from the dual C of the cone generated by the vectors (1,1 + )
and (1,1 — ¢). It lies in the solvency cone K; a.s. But for ¢ €]0,1/2[, this
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dual C is strictly larger than the solvency cone IA(O = Kj. The investor having
v € C'\ Ky as the initial endowment became solvent at time 7" = 1, though
he was not solvent at the date zero. Clearly, we can modify the model by
introducing small transaction costs at time 7" = 1 to get the same conclusion
for a model with efficient friction.

We say that the model G admits arbitrage opportunities of the second kind
if there exist s <T — 1 and an F;-measurable d-dimensional random variable
for which I' := {£ ¢ G,} is not a null-set and such that

€+ AT) N LY(Gr, Fr) # 10,

ie., & =&+ -+ &p for some & € LY(Gy, Fy), s <t < T. If such £ does
exist, then, in the financial context where G = K , an investor having I-£ as
the initial endowments at time s may use the strategy (Ir&;);>s and get rid
of all debts at time T'.

So, the model has no arbitrage opportunities of the second kind (abbre-
viation: has the NA2-property) if, for every date s and for & € LO(R?, F,),
the intersection (¢ + AT) N LY(Gr, Fr) is nonempty only if £ € LO(Gs, Fy).
Alternatively, the NA2-property can be expressed in the following way:

LY(RY, F) N (=AT) = LGy, Fs) Vs <T.

Note that in the original paper by Résonyi the NA2-property was called the
no sure gain in liquidation value property (NGV) or, in earlier version, no sure
profits property with the abbreviation NSP. We use the terminology consistent
with that developed in the theory of large financial markets, see [121].

Theorem 3.2.20 Suppose that the efficient friction condition is fulfilled and
Ri C Gy for all t. Then the following conditions are equivalent:

(a) NA2;

( ) LO(Rd ) mL()(C"Y:?Jrlaf.ﬁﬂ) g LO(Gs»fs) f07" all s = 07~ < ,T_ 17'

(¢) coneint E(G%,; NO1(0)|F) 2 int G (a.s.) for all s =0,...,T —1;

(d) for all s <T —1 and n € L' (int G%, F), there is Z € MY (int G*) such
that Zs = .

Proof. (a) = (b). It follows from the inclusions
LO(Gerla]:s) c LO(Gs+17~7:8+1) c _AZ

(b) = (c). Put Hy := coneint E(G;,; N O1(0)|F;). Suppose that for some
t <T —1, the set of F = {int Gf \ H; # 0} has strictly positive probability.
The convex sets H;(w) \ {0} are open. Hence, I' = {int G} \ H; # 0}. Using
measurable selection, we can find an F;-measurable d-dimensional random
variable ¢ = (I such that ¢ € int G\ H; a.s. on the set I'. By the measurable
version of the separation theorem, we find a d-dimensional random variable
f §I r satisfying the following two properties:
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(i) &> 0 for all n € LO(Hy, Fy);

(i) £¢ <0 a.s. on I,

Normalizing, we may assume that \5 | =1Ip.

Property (i) implies that £ € LO(Gy41, F;) (a.s.). Indeed, a random variable
¢ € LY (R%, F,) takes values in Gy, if and only if EEE(n|F;) > 0 for every
n € LY(G}yy, Fiy1) with |n] < 1. But the set of the conditional expectations
E(n|F:) for such n coincides with the set LO(E(Gr,, N O1(0)|F), Fy).

Property (i) means that € does not take values in Gy on the set I' of
strictly positive probability. The existence of such £ contradicts (b).

(c) = (d). Let Z; € LY (G}, F;). Since

{(a,y) €]0,00[ x int E(Gy1 NO1(0)|F) (w) : ay = Zy(w)} #0  as.,

we get, using measurable selection, that Z; = a;Y;, where o € L°(]0, 0o, F;)
and Y; € LO(int B(G}, N O1(0)| ), F). By Lemma 3.2.18, V; € E(Zy41|F)
for some Zy+1 € LO(2int(Gyq N O1(0)),|Fit1). Put Zipy := ¢ Z11. Then
E(|Zi1||F)) < 200 < 00 and E(Zyy1|F;) = Z. Since the process G* evolves
in Ri, we have that F(oZ{ ) = EZ} < 00, 1.e., Zy1 is integrable. Repeating
successively these arguments starting from Z; = 7, we obtain a martingale
with the required property. Note that, without the assumption that Rff_ C Gy,
by this construction we could obtain only a generalized martingale.

(d) = (a). Let us suppose that ¢ € L°(R%, F,) admits the representation
E=¢+ -+ & with & € LY(Gy, Fy), s <t < T, but the set I' := {¢ ¢ G}
is of strictly positive probability. Without loss of generality we may assume
that & is bounded. For each w € I', one can find n(w) € int G%(w) such that
n(w)é(w) < 0. Using measurable selection, we can find n € L%(int G%, Fy)
such that the latter inequality holds a.s. Condition (d) ensures the existence
of Z € MY (int G*) such that Z, = n. Then EZrélr = EZ£Ir < 0, and, in
virtue of Lemma 3.3.2 (next section),

T
EZrY &Ir >0,

t=s
a contradiction. 0O

Remark. As we could see, the criteria investigated in this chapter relate
certain properties of financial models with the existence of a consistent price
system, i.e., a martingale which is a selector of a set-valued process (for the
considered models, in the dual to the process of solvency cones in physical
units). It was observed by Rokhlin that the latter problem can be placed in
a more general framework of the martingale selection problem, which is not
only of mathematical but also of financial interest because it is useful also for
models with liquidity constraints. The martingale selection problem suggests
that there is a set-valued adapted process G = (G;), and the question is
whether there exist a probability @ ~ P and a Q-martingale Z € M(G). For
the development in this direction, we refer to the papers [198, 199, 196, 197].
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3.3 Hedging of European Options

3.3.1 Hedging Theorem: Finite (2

Let C be an R%valued Fr-measurable random variable, interpreted as a
contingent claim of values of corresponding assets.

Our aim now is to describe the set of all initial endowments starting from
which one can “super-replicate,” in the sense of the partial ordering, the con-
tingent claim C' by the terminal value of a self-financing portfolio.

The formal description of the convex set of hedging endowments (in values
or in physical units since we use a convention that all S§ = 1) is as follows:

I':={veR*: 3B € Bsuch that v+ V} =7 C}.
It is easy to see that
r={veR: Cev+ AL}
We also introduce the closed convex set

D := {v eR%: supE(ZTé — Zpv) < 0} = ﬂ{v eRY: Zyv > EZTa},
4 z

where Z runs over the set MZ (K*\ {0}) assumed to be nonempty. Having in
mind the approximation of Zr by Z% := (1 —¢)Zp +eZp, where Z belongs to
ME (E*\{0}), we can, of course, take above the supremum over Z € MT (K*).

Theorem 3.3.1 Let 2 be finite, and let ME(K*\ {0}) # 0. Then I' = D.

Proof. Take € = Y. & with & € —LO(K;, F). For any Z € MT(K*\ {0}),

we have

T T
EZ+C < EZr <v +y° gt> = Zov+ Y EZi& < Zyv,

t=0 t=0

and the “easy” inclusion I' C D holds.

Take now v ¢ I'. To show that v ¢ D, it is sufficient to find Z € ME(K)
with Zgv < EZTC Since C ¢ v+ AT and the latter set, being a shift of
a polyhedral cone, is closed, the separation theorem for a finite-dimensional
space implies that R

sup Ené < EnC (3.3.1)
EEU—&-AE

for some d-dimensional random variable 7. Define the martingale
Z; == E(n|F). Tt follows that EZ;& > 0 for all & € L°(K;, F;), implying
that Z € MT(K*). Taking in (3.3.1) ¢ = v and using the martingale prop-
erty, we get the desired inequality FZyv < Ena g
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Financial interpretation. We want to attract the reader’s attention to the
financial interpretation of the obtained result and the role of consistent price
systems. The theorem asserts that a contingent claim C (in physical units) can
be super-replicated starting from an initial endowment v by a self-financing
portfolio if and only if the “value” Zpv of this initial endowment is not less
than the expected “value” of the contingent claim EZpC, whatever is the
consistent price system Z (we write “value” in quotation marks to emphasize
its particular meaning in the present context). In other words, consistent price
systems allow the option seller to relate benefits from possessing v at time
t = 0 and the liabilities C' at time ¢ = T and provide information whether
there is a portfolio ending up on the safe side.

3.3.2 Hedging Theorem: Discrete Time, Arbitrary 2

Now we present a hedging result extending the Theorem 3.3.1 to the case of
arbitrary 2. There is no need to change the definition of the set of I" of initial
endowments from which one can start a portfolio process the terminal values
of which dominate the contingent claim. However, its dual description, that
is, the definition of the set D requires some precautions needed to ensure the
existence of expectations involved. Moreover, the techniques used requires the
closedness of the set of replicable claims. That is why we shall assume that
the set MZ (11 G*) is nonempty.

We present the result in the abstract setting of the C-valued process G
dominating the constant process Ri; as we can indicated earlier, such a set-
ting is not only more mathematically transparent but covers various financial
models with proportional transaction costs besides our basic one.

So, we fix a d-dimensional random variable ¢ (which corresponds in finan-
cial context to é, the contingent claim expressed in physical units). Define
the set

I'={veR%: CEU+AOT}.

Let Z be the set of martingales from M (11 G*) such that E(Zr()~ < oo.
Put
D := {v e R?: sup E(Zr¢ — Zov) < O}.
ZeZ
The following simple assertion is a key to understanding the role of the
integrability assumption involved in the definition of Z.

Lemma 3.3.2 Let Z be an R*-valued martingale, and let X := Zp ZST:O s,
where & € LO(RY, Fy) are such that Zs&s < 0. If EX. < 0o, then all products
Zs&s are integrable, Xp is integrable, and EXp < 0.

Proof. For T = 0, there is nothing to prove. Assume that the claim is true for
T — 1. Clearly,
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By conditioning the resulting inequality we get that

T-1
Zp1Y & > —E(Z5|Froa).

s=0

Since the left-hand side is X7_1, we have the bound X | < E(X,|Fr_1),
implying that EX,_; < EX, < oo. By the induction hypothesis, Xp_ is
integrable, and EXp_; < 0. We have the same properties for X because
Zrér <0. O

Theorem 3.3.3 Suppose that MT (1iG*) # (). Then I' = D.

Proof. The arguments follow the same line as in the proof of Theorem 3.3.1.
The inclusion I C D is clear: if { = v+ Y.1_, & with & € —L%(Gy, Fs), then
EZp( < Zyv for any martingale from Z in virtue of the above lemma.

To check the opposite inclusion, we take a point v ¢ I' and show that
v ¢ D. It is sufficient to find Z € Z such that Zyv < EZTC Consider a
measure P ~ P with bounded density p such that ¢ € L'(P). The convex set
A" := AT N L*(P) is closed and does not contain the point ¢ — v and, hence,
can be separated from the latter by a functional n from L°. This means that

sup Epné < Enp(¢ —v).
Ee Al

The bounded martingale E(pn|F;) satisfies the needed inequality and belongs
to MZT(G*). Adding to it the martingale €Z where Z € M¥ (ri G*) and taking
€ > 0 small enough, we get Z with all needed properties. 0O

3.4 Hedging of American Options

3.4.1 American Options: Finite 2

We consider again the abstract setting where the model is given C-valued
process G = (Gy),t =0,1,...,T, dominating the constant process Ri. Recall
that a particular case of this setting serves as a model of financial market with
transactions costs specified in the “hat” terms, i.e., the assets are counted in
physical units. The pay-off process Y = (Y;) is now R%valued. Our aim is to
describe the set I' = I'(Y) of all v € R? such that there is a portfolio process
X = (X,) starting from zero for which v + X; >¢, Y3, i.e., the process v + X
dominates Y in the sense of partial orderings generated by G. More formally,
we denote by X° the set of X = (X;) with X_; =0 and AX; € —L°(G¢, F)
fort=0,1,...,T and put

I'={veR’: 3X € A%such that v+ X, - Y, € Gy, t=0,1,...,T}.
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We also introduce the set AZ(.) of hedgeable American claims consisting of
all processes Y which can be dominated, in the above sense, by a portfolio
process with zero initial capital. Clearly, if Y € Al'(.), then Y; € A} for all
t > 0. Note that the adapted processes can be viewed as measurable functions
on the measure space (£2, F, PN), where 2 = 2 x {0,1,...,T}, the o-algebra
Fis generated by the adapted processes themselves,' and dP = dPdN with
N the counting measure on integers (i.e., N({t}) = 1). The averaging with
respect to PV will be denoted by EV.

By analogy with the result available for frictionless market (Proposi-
tion 2.1.14) and having in mind just established hedging theorems for Euro-
pean-type options under transaction costs, one may guess that, at least for
the case of finite (2,

I={veR*: Zyw>EZY,VZ € M(G*), T€T}. (3.4.1)

Surprisingly, in general, this equality, as we show later, fails to be true. To
formulate the correct result, we introduce the notation

T
Zy =Y E(Z:|F:)

r=t
and define the set of adapted bounded processes
Z(G*,P):={Z: Z,,Zy € L*(G},F), t=0,1,...,T}.
Clearly, all bounded martingales from M(G*, P) belong to Z(G*, P).
Theorem 3.4.1 Suppose that (2 is finite. Then
I={veR*: Zyw>ENZY VZ € 2(G*,P)}. (3.4.2)

Proof. The inclusion C is easy. Indeed, let v € I', and let X be a value process
which dominates Y — v. Then, for Z € Z(G*, P), we have

T T T
ENZY = ZEZth < ZEZt(’U + X)) = Zov + ZEZtXt < Zyv

t=0 t=0 t=0
since
T T t T T T
Z EZ, X, = Z Z EZ,AX, = Z E (Z ZT> AX, = Z EZ,AX, <0
t=0 t=0 r=0 t=0 =t t=0

because AX; and Z; take values in —G; and G7, respectively.

To prove the reverse inclusion, we follow the usual pattern. Suppose that
v ¢ I',ie., Y — v does not belong to the closed convex cone Al'(.) in the
finite-dimensional Euclidean space L?(R%; Q,F, PN ). The separation theorem
provides us an element Z from this space (which is simply an adapted process)

! That is, F is the discrete-time analogue of the optional o-algebra of the general
theory of processes.
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such that
sup ENZX < ENZ(Y —w). (3.4.3)
XeA¥ ()

Since AZ'(.) is a cone, the supremum is zero. Thus, for every X € A%'(.),

T T
Z EZ,X, <0, Z EZ,AX, <0 (3.4.4)
t=0 t=0

(the left-hand sides of these equalities are the same according to the above cal-
culation). It follows that EZ;£ < 0 and EZ;¢ < 0 whateveris &€ € —L°(Gy, Fy).
Therefore, Z € Z(G*, P). As ENZ(Y —v) > 0, the point v does not belong
to the set in the right-hand side of (3.4.2), and we conclude. O

Remark. It is easy to see that the hedging theorem for American options
remains true if we replace the counting measure by an arbitrary probability
measure v on the set {0,1,...,T} with v({¢t}) > 0 for all ¢ = 0,1,...,7T. Of
course, Z; should be replaced by

7 = Yo BEIFA) = [ B F )

r=t

This gives a hint to the corresponding result in the continuous-time setting.

Financial interpretation. As we shall see below, even in a very simple
discrete-time model, consistent price systems form a class which is too narrow
to evaluate American claims correctly. The phenomenon appears because one
cannot prohibit the option buyer to toss a coin and take a decision to exercise
the option at time ¢ or not, in dependence of the outcome. It happens that
the expected “value” of an American claim is the mathematical expectation
of the weighted average of “values” of assets obtained by the option holder for
a variety of exercise dates. This expected “value” should be compared with
the “value” of the initial endowment. The main question is what is the class of
price systems which should be involved to calculate “values” to be compared.
The above theorem shows that the comparison can be done with the systems
for which the expected weighted average of future prices knowing the past is
again a price system. The structure of such price systems is coherent with the
option buyer actions. We shall call them coherent price systems and use the
abbreviation CoPS.

3.4.2 American Options: Arbitrary 2

Assuming a condition which guarantees the closedness of AL (.) (see Proposi-
tion 3.4.3 below), we can easily establish the following result, which holds for
an arbitrary probability space.
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Theorem 3.4.2 Suppose that NA"-property holds. Then
r={veR*: Zyw>ENZY VZ € 2(G*,P) with EN|ZY| < c0}. (3.4.5)

Proof. The arguments to establish the inclusion C remain the same as in the
previous theorem. To check the opposite inclusion, take an arbitrary v ¢ I
So, Y — v ¢ A¥(.). Choose an auxiliary probability measure P such that the
density process p = (p;)s<7 is bounded and EN|Y| < co. Now Y —v € L'(PN)
and does not belong to the closed convex cone A (.) N L*(PN). Let Z denote
the separating functional. The bounded process Z := pZ satisfies (3.4.3) and
(3.4.4), and we conclude exactly in the same way as above. O

Proposition 3.4.3 If NA"-property holds, then the set AL(.) is closed in
LO(PN).

Proof. We know already that the claim holds for the one-step model. Arguing
by induction, we suppose that it is true for 7'—1. Let us consider a sequence of
processes Y™ € Al'(.) converging to some Y. By definition, there is a sequence
of portfolio processes X" (i.e., with AX]* € —G}) such that X" — Y;* € G;.
By the standard reduction it is sufficient to consider the following two cases.

The first, easy, case: X} converges to a limit Xy € L°(—Gy, Fp). It follows
that Xo — Yy € L°(Gy,Fy). The process ﬁ" =Y - AXgy,t > 1, is an
element of AT(.). By the induction hypothesis, the limit of the sequence of
processes Y™ belongs to AT(.). This means that X, — Y; € L°(Gy, F;) for
some portfolio process defined for t > 1. Put X; := X; + X, for ¢t > 1. Then
X = (X4¢)i>0 is a portfolio process dominating ¥ on the whole time range,
and, hence, Y € AL'(.).

The second case: |X['| diverges to infinity. Using the lemma on subse-
quences, we can assume that X7 /|X{| converges to an element X, from
L°(GY, Fo), where Go := Go N (—Gp). By the induction hypothesis, the set
AT(.) is closed. We get from here that the constant process —Xj is an ele-
ment of A7 (.), and, hence, the zero process is an element of Al'(.) dominated
by some process X with |X0| = 1. The domination property means that
X, = Zi:o AX, takes values in G; for each t > 0. Recalling that the equality

t—1
ZAXT + (AXt - Xt) =0
r=0

is fulfilled only if the summands are elements of the corresponding linear
spaces LY(GY, F,) (see Lemma 3.2.12), we obtain that AX, and X, belong
to LO(GY,F,) for every t > 0. The existence of such a process allows us to
make a step of the Gauss-type elimination algorithm to diminish the number
of nonzero components of X', and we accomplish the proof in the same way
as in Lemma 3.2.8. O
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3.4.3 Complementary Results and Comments

Now we examine the question under which condition on the market the iden-
tity I'(Y) = D(Y) holds for every pay-off process Y; here D(Y) is the set in
the right-hand side of (3.4.1).
Put
ci(z) :=inf{A€R: \e; —z € G}, z€R%

In financial context, ¢;(x) is the number of units of the first asset needed to
acquire, at date ¢, the portfolio z; if the first asset is the numéraire, ¢;(z) is a
constitutional value of x.

Proposition 3.4.4 Let T > 1. Suppose that there is v € R? such that the
following two conditions are fulfilled:

(i) if y — co(z)er € GY, then eithery —xz € G or P(y —z € G1) < 1;
(ii) = — co(x)er ¢ Go.
Then there exists Y = (Yz) such that I'(Y) # D(Y).

Proof. The process Y; = co(x)e1Ir4—o} + 7140y has the needed property. For
any Z € M(G*) and an arbitrary stopping time 7 < T', we have

E(Z:Y; — Zyco(w)er) = E(Zrx — Zoco(x)er) Iir>oy
= Zo(x — co(z)er) P(1 > 0).

The right-hand side being negative, co(z)e; € D(Y). If ¢o(z)e; € I'(Y), there
is a portfolio process X such that c¢o(x)e; + X dominates Y. In particular,
Xo € Go. But Xg = AXy € —Gy. According to condition (i), we have two
possibilities. The first one: co(x)e; + Xo — z € GY; then co(z)e; — z € G,
and this is impossible due to (ii). The second possibility is also impossible
because the domination property co(x)e; + Xo + AX; — & € Gy implies that
co(z)er + Xo — x € Gy (a.s.). Therefore, v ¢ I'(Y). O

Remark. Note that always x — co(x)e; € —Go. Thus, in the case G§ = {0},
condition (ii) holds for all z except @ = ¢o(z)e;.

Example. Let us consider the two-dimensional model with T' = 1, trivial
filtration,
Gy:={x: prx >0,hx >0}, t=0,1,

pe = (1,14 M), A\1 > Ao > 0, and h' > h? > 0. That is, G; are sharpened
sectors containing the first quadrant; the upper boundary is taken to be com-
mon. For = ey, condition (ii) holds obviously. Let y = co(ez)eq, ie., y is
the projection on the z-axis of the point y — x = ¢p(e2)e; — ea lying on the
intersection point of the lower boundary of Gy with the line parallel to the z-
axis and containing —es; note that ¢q(e2) > 1. The lower boundary of G; lies
above that of Gg. Thus, y — x ¢ G, condition (i) holds, and I'(Y") # D(Y).
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3.5 Ramifications

3.5.1 Models with Incomplete Information

Models with transaction costs where the investor has an uncomplete (for ex-
ample, delayed) information not only necessitate important changes in the
description of value processes but also appropriate modifications of the main
concepts. In particular, one cannot work on the level of portfolio positions
represented by a point in R? but has to remain on the primary level of the
investor’s decisions (orders), i.e., in the space of much higher dimension.

Example 1. Let us consider the barter market which is described by an
F-measurable conversion (“bid-ask”) process IT = (m,’) taking values in the
set of strictly positive d x d matrices such that m’7}" > 1. The entry m’
stands for the number of units of the ith asset needed to exchange, at time ¢,
for one unit of the jth asset. The above inequality means that exchanging
one unit of the ith asset for 1/’ units of the jth asset with simultaneous
exchange back of the latter quantity results in decrease of the ith position.

In the case of fully informed investor, the portfolio process is generated by
an F-adapted process (n;”) with values in the set M4 of positive d x d matrices;
the entry nij > 0 is the investor’s order to increase the position j by nzj units
by converting a certain number of units of the ith asset. The investor has a
precise idea about this “certain number”: it is 7, n;” . The situation is radically
different when the information available is given by a smaller filtration G, i.e.,
ny’ is only Gi;-measurable. The decrease of the ith asset implied by such an
order, being F;-measurable, is unknown to the investor. However, one can
easily imagine a situation where the latter is willing to control the lower level
of investments in some assets in his portfolio. This can be done by using the
G-adapted order process (7,”) with the element 7;” representing the number
of units of the 7th asset to be exchanged for the jth asset—the result of this
transaction yields an increase of the jth position in 7’ /m;’ units, and, in
general, now this quantity is unknown to the investor at time ¢. Of course,
orders of both types, “to get” and “to send”, can be used simultaneously.
In other words, the investor’s orders form a G-adapted process [(1;’), (77;’)]
taking values in the set of positive rectangular matrices Mixzd = Mi X M‘i.
The dynamics of the portfolio processes is given by the formula

~ —1 —2
AV, = AB, + AB,, (3.5.1)

—1 —2
where the coordinates of AB, and AB, are

. d
AB," =S [ — ],
j=1
2 d s
AB;" =Y [ /" =]

Jj=1
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Let (€”7) € M4 be the matrix with all zero entries except the entry (i, )
which is equal to unity. The union of the elementary orders [(e/),0] and
[0, (€7%)] forms a basis in M4*24, The execution of the order [(e¥/), (e?)] (buy-
ing a unit of the jth asset in exchange for the ith asset and then exchanging
it back) leads to a certain loss in the ith position, while others remain un-
changed, i.e., A‘A/ti <0, A‘A/tj =0, j # 4. This observation will be used further,
in the analysis of the NA"-property.

Example 2. Let us turn back to our basic model which is defined by a
price process S = (S;) (describing the evolution of prices of units of assets in
terms of some numéraire, e.g., the euro) and an M4 -valued process A = (\{’)
of transaction cost coefficients. This model admits a formulation in terms of
portfolio positions in physical units: one can introduce the matrix IT by setting

= (1+A7)Si/8, 1<ij<d

In the full information case the difference between two models is only in
parameterizations: one can introduce in the barter market “money” by taking
as the price process S an arbitrary one evolving in the duals to the solvency
cones and nonvanishing and defining A}’ from the above relations. On the other
hand, from the perspective of partial information, the setting based on price
quotes is more flexible and provides a wider range of possible generalizations.

Again, assume that the investor’s information is described by a smaller
filtration G, while S and A are F-adapted (note that these processes may be
adapted with respect to different filtrations).

In contrast to the barter market, the investor now may communicate orders
of four types: in addition to the orders (1,”) and (7;”), one can imagine also
similar orders, “to get” and “to send”, but expressed in units of the numéraire
and given by G-adapted matrix-valued processes (o’ ) and (&;”) with positive
components. The entry oy’ is the increment of value in the position j due to
diminishing the position 4, while the entry &;’ is a value of the ith asset
ordered to be exchanged for the jth asset.

The dynamics of value processes in such a model, in physical units, is given
by the formula

~ —1 —2 —3 —4
AV, = AB, + AB, + AB, + AB,, (3.5.2)

—3,1 i . =41 i .
where AB,” := AB}"/S!, AB, := AB;}""/Si with

d
AB}" = Za = 1+ A7)y,
1
d ~ﬂ]

anpt=3 o3y

Of course, in this case the dynamics can be expressed also in values, that is,
in units of the numéraire (using the relation X* = X*S*).
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Thus, in both cases the set of “results” (for portfolios with zero initial
endowments) consists of the d-dimensional random variables

T
€= LiG, G €O :=L"(MP™ G, (3.5.3)

t=0

where m is either 2d or 4d, and L, + : Mé*m _ R4 are linear operators such
that the mappings w — L, ; are measurable with respect to the o-algebra F;.
We shall denote this set by Ry or, when needed, by ]?iT(L) to show the
dependence on the defining operator-valued random process. As usual, we
define the set of hedgeable claims A7 (L) := Rp(L) — L°(R%).

Let us associate with the random linear operator £; (acting on elements
of M4*™) the linear operator L; acting on M%*™-valued random variables,
L, : LO(M®*™ G,) — LY(R%, F;), by setting (L) (w) = L, +((w). With this

notation,
~ T
RT - Z Lt (Ot)
t=0

Sometimes, it is convenient to view M?*™ as the set of linear operators
defined by the corresponding matrices.

Unlike the case of frictionless market, the set R, in general, is not closed
even for models with complete mformatlon see Example 1 in Sect. 3.2.4,
where the set R1 = A1 is not closed though the NAY-condition is satisfied.
However, similarly to the models with complete information, we have the
following result.

Proposition 3.5.1 The sets L;(O;) are closed in probability.

Proof. The arguments being standard, we only sketch them. In a slightly more
general setting, consider the sequence of random vectors (" = Zf\’ 1Cig; in
a finite-dimensional Euclidean space, where g; are G-measurable random vec-
tors, and ¢ € LY (G). Let £ be an F-measurable random linear operator.
Knowing that the sequence £" = L{™ converges to £, we want to show that
& = L for some ¢ = Zfil ¢ig;. Supposing that the result holds for N — 1 (for
N =1, it is obvious), we extend it to N. Indeed, it is easy to see, recalling, as
usual, the lemma on random subsequences, that we may assume without loss
of generality that all sequences ¢’ converge to infinity and, moreover, the nor-
malized sequences ¢ := ¢ /|c™|, where |¢™] is the sum of ¢}, converge to some
G-measurable random variables ¢;. For the random vector f = Zi\il CiGi, W€
have that £ = 0. Put o” := min;{c?/& : & > 0}. Note that the random
variable & := ¢! —a"¢; > 0 and, for each w, at least one of & (w) vanishes. For
"= va 1 €i'gs, we have that L{™ also tends to &. Considering the partition
of 2 by N disjoint G-measurable subsets I'; constructed from the covering of
2 by sets {liminf, & = 0} and replacing on I the coeflicients & by zero
(without affecting the limit £), we obtain a reduction to the case w1th N -1
generators. 0O
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3.5.2 No Arbitrage Criteria: Finite {2

The definition of the NA"-property remains the same as in the model with
full information: Ry N LY%(R%, Fr) = {0} or Ay N LO(RY, Fr) = {0}.

As always, criteria in the case of finite {2 are easy to establish using the
finite-dimensional separation theorem.

Proposition 3.5.2 Let {2 be finite. The following conditions are equivalent:

(a) NAY;
(b) there exists Z € M(int R4, F) such that E(ZL,(|Gy) < 0 for any ¢ € Oy.

Proof. (a) = (b). Note that Ay is a finite-dimensional polyhedral (thus,
closed) cone containing —LO(Ri)‘ The NAY-property implies that nonzero
elements of L°(R%) can be separated from Ar in a strict sense. Using a clas-
sical argument, we construct an F-martingale Z = (Z;) with strictly positive
components such that EZ7{ < 0 for every § € ET. Namely, we can take Zp
equal to the sum of functionals negative on Ar and strictly positive on e; I
with the summation index I" running through the family of atoms of Fp and
i=1,2,...,d. It follows that F(Z;L:(;) < 0 for any ¢; € Oy, implying the
assertion.

(b) = (a). This implication is obvious because for { admitting the repre-
sentation (3.5.3), we have that

T
EZré = E[E(ZLiG|G)] <0,

t=0
and, therefore, £ cannot be an element of LO(Rﬁi|r7 Fr) other than zero. 0O

As we know, even in the case of full information, a straightforward gen-
eralization of the above criterion to an arbitrary {2 fails to be true. To get
“satisfactory” theorems, one needs either to impose extra assumptions or to
modify the concept of absence of arbitrage. We investigate here an analog of
the NA"-condition starting from the simple case where (2 is finite.

First, we establish a simple lemma which holds in a “very abstract” setting
where the word “premodel” instead of “model” means that we do not suggest
any particular properties of (L;).

Fix a subset Z; of O;. The elements of Z; will be interpreted later, in a
more specific “financial” framework, as the reversible orders.

We say that the premodel has the NA" -property if the NA*-property holds
for the premodel based on an F-adapted process £’ = (£}) such that

(i) L3¢ > L4¢ componentwise for every ¢ € Oy;
(if) 1L5¢ # 1L:¢ if ¢ € O\ T (i-e., the above inequality is not identity).
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Lemma 3.5.3 Let {2 be finite. If a premodel has the NA” -property, then there
is a process Z € M(int R%,F) such that E(Z:L,(|G:) < 0 for every ¢ € Oy
and, ’LfC S Ot \It,

CLiE(z,L.c1G0)=0} € Tt (3.5.4)

Proof. According to Proposition 3.5.2 applied to the premodel based on the
process L' from the definition of NA", there exists Z € M(int Ri,F) such
that E(Z:L;¢|G:) < 0 for any ¢ € O;. Hence, E(Z;L:¢|G:) < 0 by virtue of (i).
Again by (i) we have, for ¢ € O; \ Z;, that

2Lyl Bz c0c160)=0y = ZeLiCl{B(2,c,¢)6,)=0}-

If the order (I{p(z,c.¢|G,)=0} is not in 7y, this inequality is strict on a nonnull

set. Thus, taking the expectation, we obtain

EZLiCIip(z,,c160)=0} > 0,
which is contradiction. 0O

Now we give a precise meaning to the word “model” by imposing an as-
sumption on the generating process (fulfilled in both our examples) and spec-
ifying the sets Z;.

Namely, we suppose that in fom there is a basis formed by the union of
two families of vectors {f;} and {f;}, 1 <1i < md/2, belonging to Mixm and
such that, componentwise,

Lofi+ Lofi <0, (3.5.5)

while 7; is the cone of (matrix-valued) random variables having the form
>oi(nifi +1i fi) with n;, 7; € LY (G;) and such that L¢ >, (s +17) (fi + fi) = 0.

Note that the latter equality implies that L;(Z;) C L:(O:)N(—L¢(O%)). Tt is
clear that the set Z; is stable under multiplication by elements of L°(R4,G;).
This implies that (3.5.4) for ¢ € Z; always holds (cf. the formulations of
Lemma 3.5.3 and the theorems below).

Inequality (3.5.5) means that the elementary transfers in opposite direc-
tions cannot lead to gains. The orders from Z;, even symmetrized, do not incur
losses.

For the models, in the definition of the NA" the words “premodel” are
replaced by “models,” i.e., we require that property (3.5.5) should also hold
for the dominating process L'

Theorem 3.5.4 Let (2 be finite. Then the following properties of the model
are equivalent:

(a) NA";
(b) there is Z € M(intR%,F) such that E(Z,L(|G:) < 0 for every ¢ € Oy
and, if ¢ € Oy,
Lipzicicign=0y € It
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Proof. To check the remaining implication (b) = (a), we put £;¢ := L, — L
defining the action of £; on the element ¢ = »_;(n; fi + 7 fi) by the formula
L:¢ :=>",(n +1:)0;, where §; = 0;(t) has the components

¢ LB(Z,Li11G) 1E(ztctfi|gt>}.

1 _
oF = max{i[ﬁt(fi'f‘fi)] "d E(ZFIG) 'd E(ZFIG)

The values 0¥ (t) being negative, condition (i) holds. Inequality (3.5.5) for £}
is obviously fulfilled due to the first term in the definition of 6¥(¢). Now let ¢
be an element of O; \ Z;. This means that, for some k and i, the set

o= {(ni+m) Lo fi + fz)}k <0} = {(m+ W) ZF [Le(fi + J;z)]k <0}

is nonnull. From elementary properties of conditional expectations it follows
that (n; + ;) E(ZF[L.(fi + £1)]¥|G:) < 0 on I'. Property (ii) holds because on

I both E(Z:L:fi|Gt) and E(Z:L:f;|Gt) are strictly negative, as follows from
the coincidence of sets

{E(Z.L.£i]G) < 0} = {E(ZL4fi|Gr) < 0} = {E(Z:.Lo(fi + f1)|Ge) < 0},

which can be easily established. Indeed, fil{gz,c,f,6,)=0y € Zt and, by the
definition of Z;,

I{E(Zt[:tf”gt):o}ﬁt.fi - _I{E(Ztﬁtfi\gt)zo}ﬁtfi'

Multiplying this identity by Z; and taking the conditional expectation with
respect to G, we get that

LBz fi160) =0y E(ZiL1 il Ge) = 0.

Similarly,
Lipzoc. 71100 =0y E(ZeLe filGr) = 0.

These two equalities imply the coincidence of sets where the conditional ex-
pectations (always negative) are zero, i.e., the required assertion.

Finally, we check the NA"-property of (L}) using Proposition 3.5.2. For
any ¢ = »_;(nifi + 7 fi) from Oy, we have

d
E(ZLiC|Gr) = E(ZiLi(|Gr) — E ( S i +7)>  Zfor gt>
7 k=1

< BE(ZiLiCIG) = > miB(ZiLifilG) = Y nE(ZiLifi|Gr) = 0.

It follows that EZp& < 0 for every £ € ﬁT(E' n LO(R‘i)7 excluding arbitrage
opportunities for the model based on £'.
The theorem is proven. 0O
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Remark 1. One might find it convenient to view M?*™ as the set of linear
operators defined by corresponding matrices and consider the adjoint opera-
tors £, : RY — (M%*™)*. This gives a certain flexibility of notation, e.g.,
the property “FE(Z:L+(|G:) < 0 for every ¢ € O;” can be formulated as “the
operator FE(L;Z:|G:) is negative” (in the sense of partial ordering induced
by Mixm), the inclusion f; € Ker E(L}Z;|G;) can be written instead of the
equality E(Z:L;f;|G:) = 0, and so on. However, the current notation has the
advantage of being easier adjustable for the more general situation where L,
is a concave positive homogeneous mapping from M‘ixm into LO(RY, F).

Remark 2. The hypothesis on the structure of invertible claims may not be
fulfilled for Examples 1 and 2. For the investor having access to full informa-
tion, the set of all assets can be split into classes of equivalence within which
one can do frictionless transfers though not necessary in one step. Our assump-
tion means that all transfers within each class are frictionless, a hypothesis
which does not lead to a loss of generality as a fully informed “intelligent”
investor will not lose money making charged transfers within an equivalence
class. However, in the context of restricted information, it seems that such an
assumption means that the information on equivalence classes is available to
the investor.

3.5.3 No Arbitrage Criteria: Arbitrary {2

In the general case the assertion of Proposition 3.5.2 fails to be true, though
with a suitable modification, its condition (b) remains sufficient for the NA"-
property. Namely, we have:

Proposition 3.5.5 The NAY -property holds if there exists Z € M (int Ri, F)

such that all conditional expectations E(|Z¢||Lefi||Ge) and E(|Z||Lqfi||Ge) are
finite and E(ZLC|G:) <0 for any ¢ € Oy.

This result is an obvious corollary of the following technical lemma dealing
with integration issues.

Lemma 3.5.6 Suppose that Xp = Zp ZtT:O &, where Z € M(RY,F) and
& € LORY, Fy) are such that E(|Z4]|&]|G) < oo and E(Z&|Gy) < 0. Put
Y= E(ZT|QT) If E’Z_" S Ll, then X1 € L' and EXr <0.

Proof. We proceed by induction. The claim is obvious for T" = 0. Suppose
that it holds for T'— 1. Clearly,

T—1
Zr Z & = Xr — Zrér.
pry

By the martingale property F(Z4|&||G:) = E(Z]|&||G:) < oo, implying that

E(|1Z7||&1Gt) < oo for any t < T'. Thus, X is well defined and finite. Taking
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the conditional expectation with respect to Gr in the above identity, we get,
using the martingale property, that

T-1
E(Xr1|9r) = E<ZT > ft‘g:r> = X1 — E(Zrér|Gr) > Sr.
=0

Therefore, the negative part of E(Xr_1|Gr) is dominated by the negative part
of X, which is integrable. Using Jensen’s inequality, we have

Yr 1= [E(E(Zr-1|Gr)|Gr-1)]
< E([B(Zr-1|G7)] |97-1) < E(Z7|Gr-1).

Thus, 2;71 € L' and, by virtue of the induction hypothesis, £7_; € L' and
EXp_q <0.In the representation Xp = E(ET_l\QT)—&—E(E'; |Gr—1), the first
term is integrable and has negative expectation, while the second is negative.
Thus, EX7 < 0 and, automatically, EE; <oo. O

The NA"-criterion, suitably modified, remains true without any restriction
on the probability space. Of course, in its formulation one needs to take care
about the existence of the involved conditional expectations. This can be done
as in the next result.

Theorem 3.5.7 The following conditions are equivalent:
(a) NA";
(b) there is Z € M(int R%,F) such that all random variables E(Z,L, f|G:)
and E(Z,L.fi|Gy) are finite, E(ZLyC|Ge) < O for every ¢ € Oy, and, if
C €0,
CLip(zc.c160)=0y € Lt- (3.5.6)

We have no trouble with the implication (b) = (a): an inspection of the
arguments given in the case of finite {2 shows that they work well until the
concluding step, which now can be done just by reference to Lemma 3.5.6.

The proof of the “difficult” implication (a) = (b) follows the same line of
ideas as in the case of full information.

Lemma 3.5.8 Suppose that the equality
T ~
Y LG —7=0 (3.5.7)
t=0

with ft € O; and 7y € LO(R‘i) holds only if ft €I, and 7 = 0. Then A\T 18
closed in probability.
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Proof. For T = 0, the arguments are exactly the same as those used for
Proposition 3.5.1 with obvious changes caused by the extra term describing the
funds withdrawals. Namely, the difference is that for the limiting normalized
order ¢ := vazl ¢:g;, we get the equality £ — 7 = 0 where 7 € LO(RY, Fr) is
the limit of normalized funds withdrawals. By hypothesis, 7 = 0, and we can
complete the proof using the same Gauss-type reduction procedure.

Arguing by induction, we suppose that A7_q is closed and consider the
sequence of order processes ((*)i<7 such that ZtT:o L+ — r™ — n. There is
an obvious reduction to the case where at least one of “elementary” orders at
time zero tends to infinity. Normalizing and using the induction hypothesis,
we obtain that there exists an order process (gt)th with nontrivial 50 such
that Z;’F:O L, — 7 = 0, and we can use the assumption of the lemma. It
ensures that 7 = 0 and there are (] € O; such that £} = —L,C;. This allows
us to reduce a number of nonzero coefficients (i.e., “elementary” orders) at the
initial order by putting (I = (§ — a"(p, as in the proof of Proposition 3.5.1,
and (' = (' +a™( fort>1. O

Lemma 3.5.9 The NA"-condition implies the hypothesis of the above lemma.

Proof. Of course, 7 = 0 (otherwise, (ét) is an arbitrage opportunity, i.e., even
NA"Y is violated). For the process (L), from the definition of NA" we have

that componentwise
T T
D LG>D LG =0
t=0 t=0

and 1 ZtT:O Li¢, > 0 with strictly positive probability if at least one of ¢,

does not belong to Z;. This means that ((;) is an arbitrage opportunity for
the model based on (£;). O

Lemma 3.5.10 Assume that the hypothesis of Lemma 3.5.8 holds. Then for
any “elementary” order f and every t < T, one can find a bounded process
Z =2 e M(int RL,F) such that:

(1) E(|Zs]|Lsg]) < 00 and E(ZsLs9]Gs) < 0 for all s < T and all “elemen-
tary” orders g,

(2) flipz.c.0160)=01 € Lt-

Proof. We may assume without loss of generality that all portfolio increments
Lg corresponding to the elementary orders g are integrable (otherwise we can
pass to an equivalent measure P’ with bounded density p, find a process Z’
with the needed properties under P’, and take Z = pZ’ ).

Let Z be the set of all bounded processes Z € M(R%Z,F) such that

EZp€ <0 forall £ € AL := Ap N LY. Let

C¢ ‘= Sup P(E(Ztﬁtf|gt) < 0) (358)
zZeZ
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Let Z be an element for which the supremum is attained (one can take as
Z a countable convex combination of any uniformly bounded sequence along
which the supremum is attained).

If (2) fails, then the random vector L:(f + f)I{E(th:tﬂgt):o} (all com-
ponents of which are negative) is not zero. This implies that the element
—Eth{E(Ztﬁtf‘gt):()} does not belong to ﬁlT Indeed, in the opposite case we
would have the identity

T
ZESCS = 7‘thI{E(Zt£tf|gt):0}'
s=0

The assumption of Lemma 3.5.8 ensures that the order fI{E(Ztctflgt):U} + Gt
is in Z;. Thus, for the symmetrized order, we have that

‘Ct(f + f)I{E(Zt,»thlgt)ZO} + ’Ct(c + 5) =0.

Since the second term is also componentwise negative, both should be equal
to zero, and we get a contradiction. }
By the Hahn-Banach theorem one can separate ¢ := —L fI{p(z,c, f|G,)=0}

and XlT that is, we may find n € L>(R%) such that

sup Ené < Enep.
ceAL

Since E%F is a cone containing le(Rff_), the supremum above is equal to
zero, 1 € Ll(Ri), and Ene > 0. The latter inequality implies that, for
Z! = E(n|G), we have EE(Z]' L, f|G¢)I{E(z, . f16:)=0} < 0. Therefore, for the
martingale Z' := Z + Z", we have that

P(E(Ztlﬁtﬂgt) < 0) > P(E(Ztﬁtﬂgt) < 0) = Ct.

This contradiction shows that (2) holds.

The process Z constructed in this way may be not in M (int Rﬂ’lH F). How-
ever, it can be easily “improved” to meet the latter property. To this end, fix
i < d and consider, in the subset of Z on which the supremum ¢; in (3.5.8)
is attained, a process Z with maximal probability P(Z% > 0) (such a process
does exist). Then P(Z4 > 0) = 1. Indeed, in the opposite case, the element
eilizi—oy € L'(R%) is not zero and, therefore, does not belong to /TlT So
it can be separated from the latter set. The separating functional generates
a martingale Z' € Z. Since P(Zr + Z}, > 0) > P(Z7 > 0), we arrive at a
contradiction with the definition of Z. The set of Z € Z satisfying (1) and (2)
is convex, and, hence, a convex combination of d processes obtained in this
way for each coordinate has the required properties. 0O

The implication (a) = (b) of the theorem follows from the lemmas above.
Indeed, by virtue of Lemmas 3.5.9-3.5.10, NA" ensures the existence of pro-
cesses Z7) satisfying (1) and (2) of Lemma, 3.5.10. One can take as a required
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martingale Z the process Z := th ZWF)  where t =0,1,...,T, and f runs
through the set of “elementary” orders. An arbitrary order { € Oy is a lin-
ear combination of elementary orders with positive G;-measurable coefficients.
The condition F(Z:L:(|G:) < 0 follows from property (1) of Lemma 3.5.10. To
prove the inclusion (3.5.6), we note that I{xe,—oy = [] I{¢,—0y when & < 0.
With this observation, the required inclusion is an easy corollary of prop-
erty (2) of Lemma 3.5.10 and the stability of Z; under multiplication by pos-
itive G;-measurable random variables.

Remark. In the above proof we get from NA" a condition which looks stronger
than (b), with bounded Z and integrable random variables |Z;||L; f], but, in
fact, it is equivalent to (b).

3.5.4 Hedging Theorem

Thanks to the previous development, hedging theorems in the model with
partial information do not require new ideas. For the case of finite {2 the
result can be formulated in our “very abstract” setting without additional
assumptions on the structure of the sets Z;.

We fix a d-dimensional random variable C', a contingent claim expressed
in physical units. Define the set

I'={veR: C\EU-FA\T}.

Let Z be the set of martingales Z € My (R%,F) such that E(Z;L:(;|G:) <0
for every (¢ € O;. Put

D= {v eR?: sup E(ZTa — Zopv) < 0}'
VASY-A

Proposition 3.5.11 Let 2 be finite, and let Z # 0. Then I' = D.

In this theorem the inclusion I' C D is obvious, while the reverse inclusion
is an easy exercise on the finite-dimensional separation theorem. We leave it
to the reader.

In the case of general {2 we should take care about the integrability and
closedness of the set Ap. To this end we shall work with the model in the
“narrow” sense of the preceding sections assuming the NA"-property. Now Z
is the set of bounded martingales Z € Mz (R%,F) such that E(Z,L f;|G;) and
E(Z:L, fi|G:) are finite, E(Z;L,¢|G:) < 0, and E(ZTG)* < 00. The definitions
of the sets I and D remain the same.

Theorem 3.5.12 Suppose that NA" holds. Then I' = D.
Proof. The inclusion I' C D follows from the inequality

T
Zr(C —v) < ZTZLtCta Gt € Oy,

t=0
and Lemma 3.5.6.
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To check the inclusion D C I', we take a point v ¢ I' and show that
v ¢ D. It is sufficient to find Z € Z such that Zov < EZ;C. Consider a
measure P ~ P with _bounded density p such that C and all |Le]|fi] and
|L,]|f:] belong to L'(P). Under NA", the convex set A := AT n L'(P) is
closed and does not contain the point C —v. Thus, we can separate the latter
by a functional 1 from L°°. This means that

sup Epné < Enp(CAv — ).
geAl

It is clear that the bounded martingale Z; := E(pn|F;) satisfies the required
properties. 0O

3.6 Hedging Theorems: Continuous Time

3.6.1 Introductory Comments

In this section we develop two continuous-time models, both with efficient
market friction, and suggest versions of hedging theorems for European and
American options.

The first, “X-model” is based on the right-continuous adapted value pro-
cesses of bounded variation. Our hedging theorem for European options re-
quires the continuity of the price processes and transaction cost coefficients
and involves also some technical hypotheses. Fortunately, all of them are ful-
filled in the reference case of Brownian filtration and constant transaction
coefficients.

It would be natural to proceed after exposing a corresponding theory for
frictionless market. However, the latter, being based on the extensive use of ad-
vanced stochastic calculus, is much more demanding mathematically. Rather
surprisingly, in the considered setting we need only very elementary facts from
the general theory of stochastic processes. The explanation of this difference
is simple. In contrast with the classical theory, in our transaction cost model
one can consider only the strategies which are processes of bounded variation,
while already in the Black—Scholes model one needs to consider a more gen-
eral class, and the replicating strategy is not of bounded variation. Having in
mind this specific feature of models with transaction costs, we believe that
a preliminary knowledge of continuous-time results, though desirable, is not
necessary.

Using many ideas which appeared already in the study of discrete-time
models, we shall try to circumvent technicalities related with the structure
of continuous-time set-valued processes. That is why we postulate simply in
our abstract formulation that the dual C-valued process is generated by a
countable family of continuous vector-valued processes. The main difficulty
of the theory originates from the necessity to exclude doubling strategies.
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We consider, as admissible, strategies generating the value processes which,
being expressed in physical units of assets, are bounded from below in the
sense of partial ordering. Our assumptions allow us to verify the closedness
property of the set of hedgeable claims, which leads, as one might expect, to
a super-replication result.

The continuity assumption on price processes plays an essential role in our
proof. It happens that it is a principal condition which cannot be relaxed in
the considered framework: the Résonyi counterexample shows that a straight-
forward generalization of the hedging theorem fails to be true if the price
process has jumps.

The situation is better with the “Y-model” suggested by Campi and
Schachermayer, where the value processes are predictable, of bounded vari-
ations, and have right and left limits. Of course, the trajectories of such
processes are not distribution functions of (vector-valued) measures, and work-
ing with them requires more efforts. Fortunately, this class is more flexible,
consistent with a financial intuition, and the dual description of the set of
hedging endowments for a European option is of the same type as in the case
of the X-model.

We complete the section by a hedging theorem for American options in
the framework of the Y-model and deduce from it a corresponding result for
the X-model assuming, of course, the continuity hypothesis for the latter.

3.6.2 Model Specification

All processes are given on a fixed stochastic basis (2, F, (Fi)i<t, P) (i-e., a
filtered probability space satisfying the “usual conditions” of stochastic cal-
culus); a finite time horizon T is fixed; the initial o-algebra is trivial (in the
sense: generated by the null sets), and F = Fr.

A continuous-time version of our basic model can be described as fol-
lows. The price process S = (S1,...,5%) is a continuous semimartingale with
strictly positive components and Sy = 1. The adapted matrix-valued process
A = (\¥) representing the transaction cost coefficients also is assumed to be
continuous, with A¥ > 0 and A\** = 0. The definitions of the solvency cone K
and the cone M remain the same as in the discrete-time model. We shall as-
sume that at each instant at least one A%/ # 0 and, therefore, K; = M;. Again,
the agent’s positions at time ¢ can be described either by the vector of their
values V; or by the vector of “physical” quantities V}, where V =V}/Si.

To describe the portfolio dynamics we define the class of strategles B as
the set of all right-continuous d-dimensional adapted processes B of bounded
variation such that, for any stopping time 7 < T,

B, € —-K,. (3.6.1)

The symbol B denotes the Radon—Nikodym derivative of B with respect to the
(scalar) total variation ||B|| (we prefer this notation to more common Var B).
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More precisely, B = (B) is the optional process the trajectories By(w) of
which, for almost all w, are the Radon—Nikodym derivatives of B (w) with
respect to ||B]|.(w). The reader can find a proof of the existence of such a
process in any treatise on stochastic calculus, see, e.g., Proposition 1.3.13
in [102]. By convention, By := 0, but By is not necessarily equal to zero
(this allows us to interpret the value ABj as the initial transfer). It should
be noted that the definitions of ||B| may differ in dependence of the chosen
norm in RY; for the absolute norm, the quantity || B||o is just the sum of |AB}|.
Since all norms in a finite-dimensional space are equivalent, property (3.6.1)
is invariant with respect to the choice of a particular one.

For v € R% and B € B, we define the process V = V5B, the value of a
self-financing portfolio with the strategy B and initial endowment v, by

Vi=ovi+ V.8 + B, (3.6.2)
where we use the abbreviated notation for stochastic integrals, i.e.,

Vi = ‘7;7 dst.
[0,¢]

By financial consideration it is obvious that the dynamics in the “physical
domain” is much simpler:

. A , dB!
Vizv’+—~B1:Ul—|—/ —= (3.6.3)
k S 0,4 St

(the changes in number of units of assets does not depend on the price evolu-
tion). This relation implies the representation

) o ) Bt
iospiest [ 9
0,4 Su

which is nothing but the (stochastic) Cauchy formula for the solution of linear
equation. Indeed, putting S* := (1/S%) - S*, we may rewrite the V-dynamics
as the linear equation ~

Vi=v' 4+ V. S+ B (3.6.4)

solve it, and obtain that

Vj:&(éi)vwgt(éi)/ 4B, (3.6.5)
[

Ovt] 85(51) ,

where the process &£ (5’) is the Doléans exponential coinciding with S°.

Remark. This model can be described using the family of increasing adapted
processes L7, 1 < i,j < d, i # j, representing the accumulated net values
transferred from the position j to the position i. Of course, an L-process
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generates the B process, and the converse to this assertion is an exercise on
measurable selection arguments.

As in the discrete-time case, it is easier to analyze the hedging problem
in the “physical units domain.” The definition of the cones K} remains the
same. The portfolio processes V' are of bounded variation, right-continuous,
and such that dV/d||V]| € =K (up to a null set).

The reader acquainted with continuous-time market models without fric-
tion knows well that one should make precautions to avoid doubling strate-
gies. In the classical theory, a standard constraint imposed on the strategies
is the so-called admissibility, requiring the boundedness of portfolio processes
from below. That is why it seems natural to use the same idea and con-
sider as admissible the strategies with V-processes bounded from below, in
the sense of partial orderings induced by solvency cones. Unfortunately, this
does not work. To get reasonable theorems we need to permit strategies with
V-processes bounded from below. The latter class includes strategies allow-
ing to keep fixed negative quantities of certain assets (i.e., “buy-and-hold”
with eventual short positions). We give the precise definition in the following
abstract framework.

3.6.3 Hedging Theorem in Abstract Setting

We are given a C-valued process G = (Gy)iejo,r) dominating Ri and defined
by a countable sequence of adapted d-dimensional processes &¥ = (£F) such
that, for every t and every w, only a finite but nonzero number of £F(w)
are different from zero and Gy(w) := cone{&f(w), k € N}, ie., Gy(w) is a
polyhedral cone generated by the finite set {£F(w), k € N}.

The class of C-valued processes is stable under intersections, sums, and
duality (the operations are understood in the sense of set-valued mappings).
It is also stable under linear transforms defined by adapted matrix-valued
processes.

Efficient friction hypothesis. Throughout this section we shall assume that
all cones G; are proper, i.e., Gy N (—Gy) = {0} or, equivalently, int G} # 0.

We suppose that the generators of G are continuous processes and add to
this the following assumption on the continuity of the generators of G*:

G. There is a countable family of continuous adapted processes (¢¥) such
that, for each w, only a finite number of vectors (¥ are different from zero and
¥ = cone{(} : k € N} for every t.
Clearly, this hypothesis is fulfilled for financial models with constant coef-
ficients (i.e., with constant K and K*) and continuous price process S.

Remark. It is important to note that the continuity of generators does not
imply the continuity of the cone-valued processes. The following simple ex-
ample gives the idea: Gy = cone{&}, €2}, where &} = e, &} = (t — 1) Tes.
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We denote by D = D(G) the subset of M (int G*) formed by martingales
Z such that not only Z; € L°(int G}, F;) but also Z,_ € L°(int G}, F;) for all
t e 0,77

Let X° be the set of all cadlag processes X of bounded variation with
X, = 0 and such that X, € LO(—=G,, F,) for all 7 < T, and let X* =z + X°,
x € R?. We denote by &}’ the subset of X* formed by the processes X such
that X; +kx1 € LY(Gy, F;), where kx € R. One can say that such a process
X is bounded from below by a constant vector-valued process —kx1 in the
sense of the partial orderings >« defined in the obvious way. At last, we put
X)) ={Xr: X €X'}

The following lemma gives a useful alternative description of the class X°.

Lemma 3.6.1 An adapted right-continuous process X of bounded variation
belongs to XV if and only if the processes (¥ - X, k € N, are decreasing.

Proof. If ¢* - X are decreasing, then, outside a P-null set, ¢¥(w)X(w) < 0
for all k and ¢ € [0,T] except a set of dates having d|| X ||(w)-measure zero.
Replacing X, by zero on the set where at least one of the inequalities fails
to be true, we obtain an optional version of the Radon—Nikodym derivative
which evolves in G. The “only if part” is obvious. 0O

Lemma 3.6.2 If Z € M} (G*) and X € X7, then ZX is a supermartingale,
and
E(-ZX)-|X|lr < Zox — EZr X7 (3.6.6)

Proof. By the product formula we have that
ZX = ZoXo+X_-Z+7ZX | X|. (3.6.7)

The second term in the right-hand side is a local martingale, the third is a
negative decreasing process because ZX < 0. Thus,

Zor +X_ - Z>Z0Xo+X_-Z+72>7ZX > —rxZ1

due to the definition of the set A;’. The (scalar) local martingale X_ - Z,
bounded from below by a martingale, is a supermartingale. The terminal
value of the decreasing process in (3.6.7), namely, ZX - ||X||z < 0, being
bounded from below by an integrable random variable, is also integrable.
Hence, ZX is a supermartingale. The bound (3.6.6) follows from (3.6.7) and
the supermartingale property of X_ -Z. O

Let ¢ € L°(RY, Fr) be such that ¢ + k1 € L°(Gr,Fr), where & is a
constant.

Define the convex set I' := I := {x € RY: ¢ € XF(T)} and the closed
convex set

D:=D¢:={zeR"*: Zoz > EZr& VZ € M{(G)}.
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Obviously, I' C D: if x € I, then there is £ = x + X7 where X € X}.
For any Z € M (G*), we have Zox > EZ7¢ in virtue of the supermartingale
property (Lemma 3.6.2).

The next hypothesis is a requirement that the set M (G*) is rich enough.
It will serve us to propagate the property of boundedness from below from
the terminal date to the whole time interval.

B. Let ¢ € LO(R%, F;). If the scalar product Z;¢ > 0 for all Z € ME(G*),
then ¢ € LY(Gy, ).

Condition B is fulfilled for the model with constant transaction costs ad-
mitting an equivalent martingale measure, i.e., when K* is constant and there
exists a strictly positive martingale p such that all pS? are martingales. Indeed,
for any w € K™, the process Z* with the coordinates pwiSiis an element of
ME(K*). Recall that, in our notation, G corresponds to K. The condition
Z¥€ > 0 means that wn; > 0, where n;(w) = ¢; ' (w)&(w), and the diagonal
operator ¢; is defined in (3.1.1). We have the latter inequality for all w € K*,
and, hence, qbt_lf € K and ¢ € IA(t.

Our main result for the considered model is the following:
Theorem 3.6.3 Assume that D(G) # 0 and that G and B hold. Then I’ = D.

Its proof is given in the next subsection.

3.6.4 Hedging Theorem: Proof

We need some auxiliary results. The following one is very important. It ex-
presses the fact that, under the efficient friction condition, the value processes
cannot oscillate too much if their terminal values are bounded from below by
a constant vector.

Lemma 3.6.4 Assume that D(G) # 0 and that G holds. Let A be a subset
of X2. Suppose that there is a constant k such that X7 + k1 € L°(Gr, Fr)
for all X € A. Then there exists a probability measure Q@ ~ P with bounded
density such that supxc 4 Eq|| X |7 < oco.

Proof. Let Z € D(G). Since (—ZpXr) < kZr1, it follows from (3.6.6) that

sup B(—ZX) - | X||r < sup E(—ZrX7) < kEZr1 < co.
XeA XeA

Let us consider the random variable

« = inf inf th = inf tht,
t<T z€Gy, |z|=1 t<T
where x; is the point on the unit sphere at which the interior infimum is at-
tained. If ¢, — to and the sequence z;, tends to some xg, then zo € Gy,
because the continuity of the generators (¥ imposed in G ensures that the
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inequalities x;, (tkn > 0 imply that a:tOCfO > 0. The infimum in ¢ can be ob-
tained either on a decreasing sequence of ¢,, (in this case, o = Ztoxto) or on an
increasing one (in this case, a = Zto,xto). The assumption on Z guaranties
that « is strictly positive.

It is easily seen that

E(~ZX)-|X|z > EolX|- | X|r = Ea|X|r > Bae™*| X|z.

With these observations, the assertion becomes obvious: one can take () with
the density dQ/dP = cae™®. O

Recall that a sequence a™ is Césaro convergent if a® :=n=1>"}_ a* con-

verges; in general, a type of convergence must be specified. The Komlds theo-
rem asserts that if £ are random variables with sup,, F|"| < oo, then there
exist £ € L' and a subsequence f”/ such that all its subsequences are Césaro
convergent to & a.s.

Let Vr be the space of positive finite measures on [0,7] equipped by
the topology of weak convergence (in probabilistic sense). An optional ran-
dom measure is simply a Vp-valued random variable p such that the process
pt(w) == p(w, [0,1]) is adapted.

The following result can be easily obtained from the Komlds theorem by
the diagonal procedure.

Lemma 3.6.5 Let p" be optional random measures with sup, Eul < oo.
Then there exist an optional random measure p with ur € L' and a subse-
quence p' such that all its further subsequences are Césaro convergent in Vp
to u a.s.

Proof. Let Q be a countable set dense in [0, 7] with T € Q. Using the Komlds
theorem and the diagonal procedure, we find a subsequence such that ,u?/
is Césaro convergent a.s. to u® € L' (with all further subsequences) for all
r € Q . We can always choose a common null set N and assume that p2(w) is
increasing in 7 for each w ¢ N. The process i := limsup,.|, py (where r € Q

and r > t) is such that i (w) — u(w) for all ¢, where p (w) is continuous for
w ¢ N; it defines the random measure p we need. O

We say that a sequence of R?-valued random variables U™ is Fatou-
convergent to U if U" — U as. and U™ + k1 € L°(Gr,Fr) for some &
(in other words, U™ =q, —k1). A set A is Fatou-closed if it contains all limits
of its Fatou convergent sequences. A subset Ag is Fatou-dense in A if any
element of A is a limit of a Fatou-convergent sequence of elements from Ayg.

Lemma 3.6.6 Assume that D(G) # 0. Let G and B hold. Then X*(T) is
Fatou-closed.

Proof. Let X7 € X7(T) be a sequence with X2 + k1 € LY(Gr, Fr) converg-
ing to U a.s. Applying Lemmas 3.6.4 and 3.6.5, we may assume that each



162 3 Arbitrage Theory under Transaction Costs

component of X™ converges a.s. in Vp to a certain process X of bounded vari-
ation. All the processes (¥ - X™ are decreasing. It follows from the continuity
of the generators (¥ that the processes (¥ - X are also decreasing. According
to Lemma 3.6.1, X € X*. It remains to check that X; + k1 € LY(Gy, F;) for
all t < T. Let Z € M(G). In virtue of Lemma 3.6.2, the prelimit processes
Z(X™ 4+ k1) are supermartingales, positive at the terminal date. It follows
that EIrZ (X} + k1) > 0 whatever is I" € F;. Therefore, Z; (X" + k1) > 0.
Condition B implies that X'(w) + k1 € G¢(w) for all ¢ a.s. (that is, outside
a P-null set). Thus, (again, outside a P-null set) Xy (w) + k1 € Gi(w) for
the points of continuity of the trajectory X (w) and, due to the regularity of
trajectories, for all points ¢ € [0,7]. O

Lemma 3.6.7 The set X7 (T) N L*> is Fatou-dense in X7 (T).

Proof. Let us consider a random variable U = X7 where X € A}’. Then
there is a constant £ > 0 such that X7 + x1 belongs to L°(Gr,Fr). The
bounded random variables U™ := UI{‘U|< n ~ nlI{|U|>n} belong to XF(T)
(since U — U™ = (U + k1)I{jy|>ny is in L%(G7, Fr)) and form a sequence
Fatou-convergent to U. O

Lemma 3.6.8 Assume that D(G) # 0 and that G and B hold. Then
X0(T) ={¢ e Ly(RY) : Ent < f(n) Vn e LGy, Fr)}, (3.6.8)

where f(n) = SUP¢exs(T) Enc.

Proof. This is just a corollary of the bipolar theorem given in the Appen-
dix 5.5: its hypotheses hold in virtue of the preceding lemmas. O

Proof of Theorem 3.6.3. To verify the remaining inclusion D C I'; we take
arbitrary @ ¢ I'. This means that £ ¢ XF(T). In virtue of (3.6.8), there
exists n € L' (G4, Fr) such that Ené > f(n). Automatically, f(n) < oo, and,
therefore, En¢ < 0 for every ¢ from the cone X(T') containing —L>(Gy, Fy),
t < T. Let us consider the martingale Z; = E(n|F;). It belongs to M(G*),
and EZré > EZyx. Thus, x ¢ D, and we get the result. 0O

3.6.5 Rasonyi Counterexample

Let us examine now the question whether one can extend the hedging theorem
replacing the continuity assumption on generators in hypothesis G by their
right-continuity. The reader acquainted with the theory of frictionless market
may expect that it is the case.

Surprisingly, the answer is negative. We provide an example due to Rasonyi
showing that, already in a two-asset financial model with constant transaction
cost coefficients but a discontinuous price process, this theorem fails to be true.
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We start with a result which holds, as it is easily seen from its proof, in
much more general situations including one where the generators of the cone-
valued process G are only cadlag processes. Let us introduce the following
hypothesis.

H. For every d-dimensional random variable & such that {+r¢1 € L°(Gr),
the equality Iy = D¢ holds.

Lemma 3.6.9 If H holds, then the set X0(T) is Fatou-closed.

Proof. Let U™ € X2(T) be such that U" + k1 € Gy and U™ — U a.s. For any
Z € ME(G*), the sequence Z7U™" is bounded from below by an integrable
random variable (namely, by a multiple of |Zr|). For each n, the point zero
belongs to I, the set coinciding with Dy~ by virtue of hypothesis H. Thus,
EZ7U™ <0 and, by the Fatou lemma, EZ;U < 0, that is, 0 € Dy. Applying
again hypothesis H, we infer that 0 € Iy, which means that U € X2(T). O

As we already observed, H holds for models with efficient friction when
the transaction costs are constant (i.e., K is constant) and the price process S
a continuous martingale.

In the following example with discontinuous martingale S, the set X2 (T)
is not Fatou-closed, and, therefore, the property H, i.e., the assertion of The-
orem 3.6.3 fails to be true.

Let (£2,F, P) be a probability space, and let 7, n;, i > 1, be independent
random variables on it such that

Pn=-1)=Pn=1)=1/2,
Pmi=-1)=1-p; P(n; = a;) = p,

where p; = exp{—27"} and a; = 1/p; — 1; clearly, a; €]0,1[ and En; = 0.
We consider, on the time interval [0, 1], the two-asset model with the price
process S = (S, 5?%) where S* =1 and

1ol 1
S2 =1+ 3 Z ﬁnij[t,;,l] + 177]{1}7
i=1

ti = 1 —1/(i + 1). The piecewise constant process S? with independent
increments is a martingale with respect to its natural filtration. Note that
1/4< 82 <7/4.

Let M2 = )\21 = 1/2. The vectors 3es — 2e; and 3e; — 2e4 are generators
of the constant solvency cone K.

The random variable

3
¢:= I{ni:ai, Vi>1} (261 - 5762)
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is in the Fatou-closure of X (T') and is the limit of the bounded sequence
~n .
Vi' = Iyi=a,, vi<n} | 2€1 — e ).

where 171" are the terminal values of portfolios corresponding to a single trans-
fer of funds at the date t,,, namely, with AB;, = Iy, —q,, vi<n}(2e1 — 3e2).
To check that ¢ & X2(T'), we observe that the set

A={ni=a;, Vi>1, n=1}

is of positive probability. On A the trajectories S? increase on [0, 1] from unit
to the value S7_ = 3/2 but do not attend it jumping downwards to 5/4 at the
terminal point. Inspecting the evolution of the boundary rays of the cones K,
for w € A, we note that, for all ¢ € [0, 7],

Ki(w) C J := cone{es — e1,3e1 — 2e5} \ R,

where the ray R:=Ry(es —e1) ={v: v=2A(ea —e1), A >0}.
It is easily seen that the integral fOT dB, for B evolving in the cone —J
(though not closed) is also an element of —J. It follows that on the set A we

have 171 € —J whatsoever is a portfolio process ‘A/, ie., ‘71 cannot take values
on the ray —R, while ( = 2(e; — e3) on A.

3.6.6 Campi—Schachermayer Model

We discuss, following the lines suggested by Campi and Schachermayer, a
modification of the abstract setting which permits to extend the hedging the-
orem to the case including models with discontinuous evolution of prices and
transaction costs. The contents of this and the following subsections requires
a bit more knowledge from the general theory of stochastic processes, and we
send the reader to the major textbooks on this subject, [59, 161], or others.

Efficient friction. All cones GG; and G;_ are proper and contain R‘_f_.

As we already mentioned, the regularity of trajectories of the generators,
and even their continuity, does not imply the regularity of the cone-valued
processes (so the definition G;_ should not be interpreted as the left limit;
moreover, it depends on the choice of generating process). As we shall see
further, some arguments require certain regularity properties of the latter.
We formulated them as an assumption on G introducing first some notation.

Let G ¢(w) denote the closure of cone {G,(w) : s <r < t}, and let

Gort (@) i= [ Goprew), G p(w) =) Gseerlw),

e>0 e>0

with an obvious change for s = 0.
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Regularity hypothesis. We assume that Gyi+ = Gy, Gi—+ = Gy—, and
Gi— 1+ = cone{G,;_, G} for all t.

It is easy to see that these regularity conditions are fulfilled for the case
where the cones G; and G;_ are proper and generated by a finite number of
generators of unit length. Indeed, let Gy = cone{¢F : k < n} with |¢F] =1 for
all ¢. Since the dependence on w here is not important, we may argue for the
deterministic case. Let ¢ G¢. The proper closed convex cones Rz and G
intersect each other only at the origin, so the intersections of the interiors of
(—Rx)* and G are nonempty (see Lemma 5.1.2 in the Appendix). It follows
that there is y € RY such that = belongs to the open half-space {z : yz < 0},
while the balls {z : |z — &F| < &} for sufficiently small § > 0 lie in the
complementary half-space. Since £* are right-continuous, the cones Gs e
for all sufficiently small ¢ > 0 also lay in the latter. Thus, z ¢ G,y and
Gt .+ € Gy. The opposite inclusion is obvious. In the same way we get other
two identities.

In the case of financial models,

Gi=K; = Cone{wzjei —ej, €, 1<i,j <d},

where 717 = (14 A¥)S7/Si. The above remark shows that the standing hy-
pothesis is fulfilled in the case of efficient friction with cadlag processes )
and the additional assumption that the cones K;_ are proper. Of course, the
latter property may fail even if S is continuous. For instance, this will be in
the case where all \;’ = 0 at some date ¢. Note that, under the efficient fric-
tion hypothesis, the generators e; may be skipped from the set of generators
of K; without changing the latter, but the cones K;_ will be different.

The notion of consistent price system also should be adapted to the con-
sidered setting. We denote now by D = D(G) the subset of MZ (int G*)
formed by martingales Z such that not only Z; € L°(int G}, F;) but also
Zy— € LO(int (G4—)*, F;) for all t € [0,T]. The elements of D are called con-
sistent price systems.

The most radical modification is in the definition of the portfolio processes.
Recall that previously the processes X (corresponding to V' in the financial
context) were always assumed to be adapted cadlag processes of bounded
variation. This was not justified by modeling reasons but by a will to work
comfortably in the standard framework of stochastic calculus.

Let Y be a d-dimensional predictable process of bounded variation starting
from zero and having trajectories with left and right limits (French abbrevi-
ation: ladlag). Put AY := Y — Y_, as usual, and ATY := Y, — Y, where
Y, = (Yi4). Define the right-continuous processes

Ytd:ZAY;w }/td7+:ZA+)2
s<t s<t
(the first is predictable, while the second is only adapted) and, at last, the

continuous one:
Yo=Yy —y?_ydt
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Recall that V¢ denotes the optional version of the Radon-Nikodym derivative
dy*/d|[ye|].
Let Y be the set of processes Y satisfying the following conditions:
(1) Y¢ € —GdPd||Y°|-a.e.;
(2) ATY, € —G, a.s. for all stopping times 7 < T
(3) AY, € —G,_ a.s. for all predictable? stopping times o < T.

Let Y* := z + Y, z € R% We denote by Vi the subset of }* formed by
the processes Y bounded from below in the sense of partial ordering, i.e., such
that Y; + ky1 € L%(Gy, F;), t < T, for some ky € R. In the financial context
(where G = K ) the elements of ) are admissible portfolio processes.

To use classical stochastic calculus, we shall operate with the right-
continuous adapted process of bounded variation

Vi =Y+ Yi+ydt

and use the relation Y, = Y+A1Y. Since the generators are right-continuous,
the process Y, inherits the boundedness from below of Y (by the same con-
stant process ky1). Note that |V, ||; = |Yl;— + |AY; + ATY,].

In the sequel we shall use a larger set of portfolio processes depending on
Z € MT(G*), namely,

Vi(Z) :={Y € Y*: there is a scalar martingale M such that ZY > M }.

The inclusion J§ C Y (Z) is obvious: if Y; + k1 € LGy, Fy) for all t < T,
then ZY > M with M = —kZ1.

Lemma 3.6.10 If Z € M} (G*) and Y € Y?(Z), then both processes ZY
and ZY are supermartingales, and
E< —ZYe Y= Ze AV =) ZsAﬂg) < Zox — EZrYr. (3.6.9)
s<T s<T

Proof. With the right-continuous process Yy (having the same left limits
as Y'), the standard product formula is readily applied:

Yoy = Zox + Y- - Zy+ 2V YO, + Y ZAY 4+ Y ZATY..

s<t s<t

Taking into account that Y =Y_ + AY, we rewrite this identity as

ZYy = Zox +Y - Zy+ ZY° ||V, + ZZS_AYS + ZZSNYS.

s<t s<t

2 Since Y is a predictable process, the set {AY # 0} can be represented as a disjoint
union of graphs of predictable stopping times. Hence, (3) implies that AY; € —G,_
a.s. for all stopping times 7 < T'.
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Since Y, = Y + ATY, we obtain from here the product formula for ZY
(which is “nonstandard” since Y may not be cadlag):

ZiYy=Zox +Y - Ze+ ZY° - |V, + D ZoAY. + Y Z,ATY.

s<t s<t

By virtue of requirements on Y, the stochastic integral Y - Z is a local martin-
gale, while the last three terms define decreasing processes (by our standing
assumption Z,_ € (Gs_)*). Recalling that the process ZY is bounded from
below by a martingale, we deduce from here that the local martingale Y - Z
is bounded from below by a martingale and, hence, is a supermartingale and
thus integrable. It follows that the terminal values of the mentioned decreasing
processes are integrable. Therefore, ZY is a supermartingale. By the Fatou
lemma, its right-continuous limit, i.e., the process ZY, is a supermartingale.
Finally, taking the expectation of the last identity above and using the in-
equality Y - Zr < 0, we get the required bound (3.6.9). O

Lemma 3.6.11 Suppose that Y™ € Y and, for all w (except of a null set),
lim,, Y;*(w) = Yi(w) for all t € [0,T], where Y is a process of bounded varia-
tion. Then the process Y belongs to ).

This assertion follows immediately from the alternative description of )
given in the lemma below.

Lemma 3.6.12 Let Y be a predictable process of bounded variation. Then
Ye)y < Y,-Y € LO(GU,T) for all stopping times o, 7, 0 <1 <T.
Proof. (=) Follows obviously from the representation

YT—Yg:/TYTCdHYCHT—k Yo Av 4+ > ATy

o<r<T o<r<T

(<) First, we provide an “explicit” formula for ye using the classical
approach due to Doob, see [59], V.5.58. For the reader’s convenience, we recall
the idea. Put ¢t =t} = k27"T, fix w (omitted in the notation), and consider
the sequence of functions

Yio 4 — Yy
X (t) = L - Tgn yn (t)7 [O7T}
"= 2 el =¥l 5

k+1

This sequence is a bounded martingale with respect to the dyadic filtration on
[0,T] and the finite measure d||Y, ||. So, it converges (almost everywhere with
respect to this measure) to a limit X, which is the Radon-Nikodym deriva-
tive dYy /d||Yy || and which may serve also as the Radon—Nikodym derivative
aye/d|ye].
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7
k1t T Y;Z""
— 1Y llep

- I]tg7tg+]] dP dHYCH—a.e.
k+1
It follows that fYtC € Gy 1+ (a.e.). By assumption, Gi_ ;4 = cone{G;_, G¢}.
Recall that the generators &* are cadlag processes. Thus, for each w, the set
{t: Gi(w) # Gi—(w)} is at most countable, and property 1) in the definition
of Y is fulfilled.

For a stopping time 7, we put 7 := 7 + 1/n. Then 7,, | 7 and

AYY, =lim(Yyn — Y;) € =Gy = —G,.

For a predictable stopping time o, one can find an announcing sequence
of stopping times o™ 1 o with 6™ < ¢ on the set {o > 0}. Thus, on this set,

AY, = lim(Y, — Yyn) € =Gy g = =Gy

The lemma is proven. 0O

The following assertion is a variant of Lemma 3.6.4. In its proof we use
the regularity property of G.

Lemma 3.6.13 Let Z € D. Let A be a subset of Y{(Z) for which there is a
constant k such that Yr + k1 € L°(Gp, Fr) for all Y € A. Then there erists
a probability measure @ ~ P such that supy-¢ 4 Eq||Y ||r < oo.

Proof. Fix Z € D and consider the random variable

o := inf inf Zyx = inf Z,xy,
t<T z€Gy, |z|=1 t<T
where z; = z4(w) is the point on the unit sphere at which the interior infi-
mum is attained. If ¢,, | {o and the sequence x;, tends to some z(, then the
point xg € (N.ug Gto,to+e = Gig,to+- By our assumption, Gy, o4 = Gy, If
tn T to and the sequence z;, tends to some xg, then z¢ € Gy,— by virtue of a
similar argument. On various w the infimum in ¢ can be obtained either on a
decreasing sequence of ¢, (in this case, a = Z;,x4,) or on a increasing one (in
this case, & = Zy,_xy,). The assumption on Z guaranties that in both cases
the values of « are strictly positive.
It is easily seen that the left-hand side of (3.6.9) dominates

B9 ¥l + 3 14v + T4 ) = Balv i
s<T s<T
and, therefore,
Eaeia”Y”T < EOZHY”T < Zyx — EZrYy < Zox + kEZ71.

It follows that the measure @) with the density dQ/dP = ae™*/(Eae™®) is
the required one. O
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The Komlds-type result given by Lemma 3.6.5 also need a modification.

Lemma 3.6.14 Let A" be a sequence of predictable increasing processes start-
ing from zero and with sup, EA}. < oco. Then there is an increasing process
A with A € L' and a subsequence A" which is Césaro convergent to A
pointwise at every point of [0, T] for all w except a P-null set.

Proof. Let T :={k27"T: k=0,...,2", n € N}. Using the Koml4s theorem
and the diagonal procedure, we find a subsequence such that A?l is Césaro
convergent a.s. to A% € L' (with all further subsequences) for all r € T. We
can always choose a common null set {2y and assume that A%(w) is increasing
in r for each w ¢ 2. Let us consider its left-continuous envelope defined on
the whole interval, i.e., the process A; := liminf,1; A? (r € T and r < t).
By the same argument as in the theory of weak convergence of probability
distribution functions, we conclude that if the sequence of functions A™ (w)
converges at all points of T in Césaro sense to A°(w), then it converges,
in the same sense, to the function A(w) at all points of continuity of the
latter. The crucial observation is that one can sacrifice the left-continuity
of A but “improve” the convergence property. To this aim let us consider a
sequence of stopping times 73 exhausting the jumps of the process A (i.e.,
such that {A*A > 0} C (J,[7x], where [r;] is the graph of 7). Refining the
subsequence of A”/, we may assume that each sequence of random variables
A’TL; also converges in Césaro sense. Replacing A, by these limiting values,
we obtain the required process, which is a pointwise Césaro limit of a certain
subsequence of A™ (thus, predictable). O

Remark. The above lemma is one of the key elements of the proof. It is wor-
thy to make a look at its deterministic counterpart, which is just a version
of the Helly theorem. The latter is usually formulated for left-continuous (or,
more {requently, for right-continuous) monotone functions. The proof is easy:
combining the Bolzano—Weierstrass theorem and the diagonal procedure, one
defines a monotone function A° on T and a subsequence A" convergent to
A° on T. Let A be the left envelope of A°. Due to monotonicity, the same
subsequence will converge to A at all points of [0, 7], where A is continuous,
and this gives the standard version of the Helly theorem. Of course, the con-
vergence may fail at the denumerable set where A is discontinuous. Repeating
the arguments, one can find a further subsequence having limits also at each
point of discontinuity of A. Replacing the values of A by these limits, we get
an increasing function approximated by the refined subsequence at all points
of the interval. The proofs in the stochastic setting (respectively, of Lem-
mas 3.6.5 and 3.6.14) follows the same lines, but the classical compactness
argument is replaced by a reference to the Komlds theorem.

Fix ¢ € LO(RY, Fr) with € + k1 € L°(Gr, Fr), where & is constant, and
define the convex set I := {x € RY: ¢ € Y¥(T)} and the closed convex set

D:={zeR?: Zox > EZr{VZ € ME(GH)}.
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Again, it is clear that I" C D. Indeed, if x € I', then £ = x + Y, where
Y € V). For any Z € ME(G*), we have Zoxz > EZr{ in virtue of the
supermartingale property of ZY.

Theorem 3.6.15 Assume that D(G) # () and B holds. Then I = D.

Lemma 3.6.16 Assume that D(G) # 0 and B holds. Then the set YF(T) is
Fatou-closed.

Proof. Let Y* € YZ(T) be a sequence with Y.* + k1 € L%(Gr, Fr) converg-
ing to U a.s. Applying Lemmas 3.6.13 and 3.6.14, we may assume that each
component of Y" converges point-wise to a certain process Y of bounded
variation. In virtue of Lemma 3.6.11, Y € Y*. It remains to check that
Y4kl € LO(Gy, Fy) forallt < T.Let Z € M(G*). In virtue of Lemma 3.6.10,
the processes Z(Y"™ + k1) are supermartingales, positive at the terminal
date. It follows that EIrZ;(Y;" + k1) > 0 whatever is I' € F;. Therefore,
Zy(Yy" + k1) > 0. Condition B implies that Y;" + k1 € Gy, and, therefore,
Y; + kKl € Gt. O

With this property, we obtain as in Sect. 3.6.4, without any changes, the
following assertions needed to complete the proof of the hedging theorem.

Lemma 3.6.17 The set Y7 (T') N L™ is Fatou-dense in Y (T).
Lemma 3.6.18 Assume that D(G) # (0. Then

Vi(T) = {€ € LYRY) : Ene < f(n) ¥n € L Gy, Fr)},  (3.6.10)

where f(n) = supgcye 1y ENE.

3.6.7 Hedging Theorem for American Options

First, we introduce some notation and concepts which are natural generaliza-
tions of those used for the dual description of the set of hedging endowments
in the discrete-time model.

Coherent price systems. Let v be a finite measure on the interval [0, T,
and let A/ denote the set of all such measures. For an Ri—valued process Z,
we denote by Z" the optional projection of the process f[th] Zsv(ds), i.e., an
optional process such that, for every stopping time 7 < T', we have

7V = E(/ Zsy(ds)|]-}).
[r 7]

The process Z¥ can be represented as the difference of a martingale and a
left-continuous process with increasing components:

Z; = E(/ Zsl/(ds)|ft) —/ Zsv(ds).
[0,T7] [0,¢[
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We associate with v the product-measure PY(dw,dt) = P(dw)v(dt) on
the space (£2 x [0, T], F x B,r)); the average with respect to this measure is
denoted by E".

Let Z(G*, P,v) denote the set of adapted cadlag processes Z € L'(P")
such that Z;, Z¥ € L°(G},F;) for all t < T. We call the elements of this set
coherent price systems. In the case where Z is a martingale, Z¥ = v([r,T)Z,,
and, hence, M (G*) C Z(G*, P,v).

Define the convex set

I={zeR: IV €Y/ suchthat Y >c U} ={z e R*: U—=z€ AJ()}
and the closed convex set
D:=D(P):={zeR: Z{a > E"ZU VZ € Z(G*,P,v), Vv e N'}.

It is easy to check that D(P) = D(P) if I{N P. Indeed, let x € D(P), v € N,
and Z € Z(G*,P,v). Define p; = E(dP/dP|F;) and consider the process
Zy = peZy. It is in Z(G*, P,v), and

Epr / ZUw(dt) = E piZ U (dt) = E / Z U (dt) < zE" Z.
[0,7]

(0,7 [0,7]
Since E¥Z = E¥Z, it follows that z € D(P).
Proposition 3.6.19 ' C D.

Proof. Let x € I'. Then there exists Y in y;} such that the process z + Y
dominates U, ie., v + Y, — Uy € L%(Gy, F;) for all t € [0,T]. It follows that
r+ Yy — U € LY(Gy, Fy). By duality, for any Z € Z(G*, P,v) and v € N,
we have that

[0.7] [0,7] [0,7]

It remains to verify that E¥ZY, < 0. Using the Fubini theorem and the
property of the optional projection given by Theorem VI.2.57 in [59], we have

E ZYyv(dt) = E Zt< Y+Sd||Y+||s)y(dt)
[0,T) [0,]

[0,T]
5 [ V([ zwtan)ap.,
[0,7] [s,T]
B[ Y. zrdy.
(0,77

It is easy to see that

/ Yy, ZVd||Yy s = / YeZLdYe| 4+ ) ZVAY. + Y ZEATY,.
[O,T] [OaT] ( s<T s<T
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Since Y and A1Y, take values in the cone —G and Z" takes values in G*, the
first and third terms of the above identity are negative. The increment AYj
takes values in —G,_. If G, = G, for all s, the second term is also negative,
and we conclude. As we do not assume the continuity of the process G, the
proof requires a bit more work.

Let us suppose for a moment that the random variable ||Y¢||7 is bounded.
To get the needed inequality E¥ZY, < 0, it is sufficient to check that the
expectation of the second term is negative. We proceed as follows. Recall that
ZY = MY — R, where MV is a martingale, and the process

R, = / Zyv(du)
[0.¢]

is left-continuous. The last property implies that AZ¥ = AMY. It follows that

D ZIAY. =D ZU AY.+ Y AMIAY..

s<T s<T s<T

The first sum in the right-hand side is obviously negative, while the expecta-
tion of the second one is zero. This follows from the classical property (see,
e.g., [102], Lemma 1.3.12): if M is a positive martingale and B is a predictable
increasing process starting from zero, then

EMrBr=F MsdB, = E/ M;_dB;.
[0,T] [0,T]

We can easily remove the condition of the boundedness of ||Y¢||. Indeed, a fi-
nite predictable increasing process is locally bounded, see [59], Chap. VIII.11.
Hence, there is a sequence of stopping times 7" increasing stationary to T
(i.e., with P(7, = T) — 1) such that ||Y?||;» < C,. Let U™ be the process
coinciding with U on [0, 7"[ and taking the value x4+ Y~ on [77,T]. It follows
from the above arguments that Z”2 > EYZU™, and the result follows from
the Fatou lemma. O

Theorem 3.6.20 Suppose that D # (). Then I' = D.

Proof. We fix Z € D and define the set of hedging endowments corresponding
to portfolios with the “relaxed” admissibility property, namely, we put

I'(Z):={zxeR*: IY € Y§(Z) such that Y =¢ U}.

Since Yy (Z) 2 Yy, this set is larger than I'. On the other hand, if a portfolio
Y dominates U, it is bounded from below. Hence, I'(Z) = I

Let T :={tp =t' : tx, =k2""T, k=0,...,2"}; then T =J,,~; T™
Define the convex set Arm(.) of American options W which can be hedged
at the dates from T"™ by a portfolio belonging to the class yg(Z ), i.e., such

that Y; — W; € Gy, t € T™, for some Y € Y9(Z). Let us consider Apm(.) as a
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subset of the space L°(P @ v™) := L(£2 x [0,T], F x By}, P @ ™), where
the probability measure v is the uniform distribution on T™, i.e., it charges
only the points of T™ with weights 1/(2™ 4 1). From the point of view of this
space, W is just the random vector (Wp, Wijgm,...,Wr) (the components of
the latter are d-dimensional). For such random vectors (with fixed m > 1),
we extend the concept of the Fatou-convergence in the same spirit as it was
developed in the problem of hedging of European options. Note that Apm(.),
in general, depends on Z.

We say that a sequence W™ is Fatou-convergent in L°(P ® v™) to W if
there is a constant s such that W + k1 € L%(G,, F,) (i.e., W" =g, —kl)
for all r € T™, n > 1, and W — W, a.s.,, n — oo, for all » € T™. The
subsequent definitions of Fatou-closed and Fatou-dense are obvious.

Lemma 3.6.21 The set Apm(.) is Fatou-closed in L°(P ® v™).

Proof. Let W™ € Arm(.) be a sequence Fatou-converging to W, and let Y™
be a corresponding sequence of dominating elements from Y9(Z). Our aim
is to show that W also can be dominated by some element Y?(Z) at the
points of T™. Using the preceding results (see Lemmas 3.6.13 and 3.6.14),
we can replace W™ and Y™ by appropriate sequences of arithmetic means
and suppose without loss of generality that Y™ converges to some predictable
process Y of bounded variation almost surely at each point ¢ € [0,7T]. Us-
ing Lemma, 3.6.11, we conclude that ¥ € Y. It remains to check that A%
dominates a martingale. By virtue of Lemma 3.6.10, the prelimit processes
ZY™ are supermartingales. Since Y7' dominates Wr =g, —r1, we have that
ZTYT > —/sZT It follows that the supermartlngale zZYym dommates the mar-
tingale —kZ, and so does the supermartingale ZY. O

Lemma 3.6.22 The set Apm(.) N L>®(PY") is Fatou-dense in Agpm(.).

Proof. Let W € Arpm(.) be dominated at the points of T™ by a portfolio
Y € YY(Z). Let k be a constant such that W; + k1 € G for t € T™. Put

W= Wlwi<n} — £Iw>n}-
Then W™ € L>®(P ® v™) and tends to W as n — oo. Since
Y =W = (Y = Wi)lgw, <ny + (Ve + 1) I w,sny € Gy, te€T™,
we have that W™ € Apm(.). O

Let LY(P ® v™) be the cone in L°(P @ v™) formed by the elements W
(interpreted as random vectors) which are adapted and bounded from below
in the sense of partial ordering, i.e., such that W, + c¢1 € L°(G,,F,) for all
r € T™. The notation L'(G*, P ® v™) has an obvious meaning.

The following assertion is nothing but Theorem 5.5.3 formulated in the
notation adjusted to the considered situation (where one takes Wy = 0).
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Lemma 3.6.23 Let A be a convex subset in LY(P®@v™) which is Fatou-closed
and such that the set A~ := ANL> (R4, P@v™) is Fatou-dense in A. Suppose
that there is Wy € A* such that Wy — L>(G,P @ v™) C A*®. Then

A={WeL)(Pov™): B ZW < f(Z)VZ € L'(G*,P®v™)},
where f(Z) = supycq BV ZY .

With the above preliminaries, we can complete the proof of Theorem 3.6.20
by establishing the remaining inclusion D C I' = F(Z ). Indeed, take a point
x € D. Suppose that U — 2 ¢ Arm(.) for some m. By virtue of Lemma 3.6.23,
there exists Z € L'(G*, P@v™) such that B¥" Z(U—x) > f(Z). But f(Z) =0
as Arm(.) is a cone. We can identify Z with a right-continuous adapted process
taking value Z;, at the points ;. Since E""ZY <0forallY e Arm(.), the
process Z € Z(G*, P,v™). Thus, z ¢ D, a contradiction. This means that
U—2x € Arn(.) for all m, i.e., there exist admissible portfolio processes Y
dominating U — = at the points of T". In particular, the sequence Y7 ' is
bounded from below by a constant vector, and, by virtue of Lemma 3.6.13,
the total variations ||Y ™| are bounded in a certain L'(Q) with Q ~ P. Using
Lemma 3.6.14, we may assume without loss of generality that the sequence
Y™ converges to some predictable process Y of bounded variation almost
surely at each point ¢ € [0, T]. Recall that U; + k1 € G¢. The limiting process
Y dominates U — x at all points from T. Using the right continuity of the
processes, we obtain that Y, dominates U — x on the whole interval, and so
does the “larger” process Y. So, z € I'. O

Remark. Theorem 3.6.20 implies as a corollary a hedging theorem for cadlag
portfolio processes under the assumption that the cone-valued process G is
continuous. Indeed, let X0 be the set of all cadlag processes X of bounded
variation with Xy = 0 and such that dX/d|X| € —G dPd|X|-a.e. The
notation X* and &}’ is obvious. Let

I'x = {z e R%: 3X € & such that X >¢ U}.

Arguments similar to (but simpler than) those used in the proof of Proposi-
tion 3.6.19 show that I'xy C D.

Suppose that all generators £* of G are continuous processes. It is easy
to check that if the process Y € Y, then Y, € X°. Thus, I' C I'x, and
Theorem 3.6.20 implies that if D(G) # 0, then I'y = D.

3.6.8 When Does a Consistent Price System Exist?

In this section we provide a sufficient condition for the existence of a martin-
gale evolving in the interior of K*. To simplify the notation, we consider the
following setting:
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Let C be a cone in R? containing the vector 1 = (1,...,1) in its inte-
rior. Let S = (St)te[o,l] be an Rfvalued continuous adapted process with
strictly positive components defined on a stochastic basis ({2, F,F, P). The
random diagonal operators Xy : (x!,...,2%) — (S}a!,... Sdz?) define the
cone-valued adapted process XC = (Etc)te[o,l]- The question is: when is the
set MY(XC \ {0}) nonempty? That is, when does there exist an R%-valued
martingale M with M;(w) € Xy (w)C \ {0} for all w and ¢?

In our usual language, C = K*, the dual to the solvency cone in the model
with constant transaction costs, X, = gbt_l and 2,C' = K*.

To formulate the result we introduce two conditions.

Let 7 and o be two stopping times with values in [0, 1] such that o > 7. We
denote by A;, the (random) topological support of the regular conditional
distribution P ,(dz,w) of S, — S, with respect to F.

(a) 0 €riconv A, , a.s. on {T < 1} for all stopping times 7 and o such that
o > 7 (recall that ri means relative interior).

(b) P(sup,<,<i |Sr — 87| < ¢e|Fr) > 0 as. on {7 < 1} for all € > 0 and all
stopping times 7.

Theorem 3.1. Assume that (a) and (b) hold. Then M§(XC \ {0}) # 0.

Proof. Fix 6 > 1. Define the sequence of stopping times, 79 = 0,
Ty 1= inf{t > Th_1: m<a§(|lnSf — lnSin_1| > 1n9} AL, n>1,
is ,

and the stopping time 7, := min{r, : 7, > t} for t € [0,1[. We put also
oy == max{7, : 7, <t} and v := max{n : 7, < 1}. Since the ratios S;/S},
and S% /SE take values in the interval [#~, 0], we have the bounds

07> <SL /S <6% i<d (3.6.11)

Set Xy, := S, I{7, <1y + 50, I7,=1}, Gn := Fr,,. We apply, to the discrete-
time process X = (X,,), Proposition 2.2.14 conditions (i) and (iii) of which
hold by virtue of (a) and (b), while (ii) is always fulfilled for continuous
S. In virtue of this proposition, X is a uniformly integrable @-martingale
with respect to some probability measure QQ = Z,, P equivalent to P. Let us
consider the continuous-time martingale S; := Eg(Xso|F), t € [0,1]. Since
ng = X,,, we have the inequalities

07 < Si /St <6,

where 7,, can be replaced by 7. Using this and the bounds (3.6.11), we get
that R
073 < S /S <6°.

But S;/S; = Eq(S%,/Si|F:), and, therefore, the ratios S;/S; take values in
the interval [6=3,63]. Thus, for 6 sufficiently close to unit, the (-martingale
S evolves in X'C'\ {0}, and so does also the P-martingale M := ZS. O
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3.7 Asymptotic Arbitrage Opportunities of the Second
Kind

In this section we shall work in a framework of a very general continuous-time
model, with an arbitrary adapted cone-valued process satisfying the efficient
friction condition and dominating the constant process Ri. Regularity hy-
pothesis is not imposed. We present a criterion of the NFL-property together
with some results on the NAA2-property, No Asymptotic Arbitrage of the
2nd Kind, close to the NA2-property considered for the discrete-time model.

Let (2,F = F, (F)i<T, P) be a continuous-time stochastic basis verifying
the usual conditions. We are given a pair of set-valued adapted processes
G = (Gp)iepo,r) and G* = (G )iepo, 7] whose values are closed cones in R? in
duality, i.e., G (w) = {y : yx > 0 Vo € G¢(w)}. “Adapted” means that the
graphs

{(w,z) € 2 xRY: 2 € Gy(w)}

are JF;-measurable.

We assume that all cones G; are proper, i.e., G¢ N (—Gt) = {0} or, equiv-
alently, int G} # (. We assume also that G*\{0} C int R%.

Recall that in a more specific financial setting, the cones G; are the sol-
vency cones Ky, provided that the portfolio positions are expressed in physical
units.

For each s €]0,T), we are given a convex cone YT of optional R%-valued
processes Y = (Y})se[s,7) With Y, = 0.

It is assumed that V7T is stable under multiplication by the bounded JF,-
measurable random variables, i.e., by the elements of LS (Fs) = L= (R, Fs).
Moreover, if sets A" € F, form a countable partition of 2 and Y™ € YT then
>, Y 4 € YT

The following notation will be used in the sequel:

e for d-dimensional processes Y and Y’, the relation Y >5 Y’ means that
the difference Y — Y evolves in G, that is, Y; — Y/ € G; a.s. for every ¢;

° ySTyb denotes the subset of y;F formed by the processes Y dominated from
below in the sense of partial ordering generated by G, i.e., such that there
is a constant x such that the process Y + k1 evolves in G,

° yg:b(T) is the set of random variables Y where Y € ygb;

o AT(T) = VI,(T) — LGy, Fr)) N L®(RY, Fr), and AT,(T)" is the
closure of this set in o{L>, L'};

o MZT(G")is the set of all d-dimensional martingales Z = (Z)e[s,7) “evolv-
ing” in G*, i.e., such that Z; € G} almost surely for every ¢ € [s, T].

Throughout the section we assume the following standing hypotheses on
the sets ygb:
S1. E¢Zp <0 for all £ € YT (T), Z € MT(G*), and s € [0,T].
So. Uyss L®(=G1, Fr) C YI,(T) for each s € [0, T].
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Hypotheses S; and S, adopted in this section are fulfilled for both
continuous-time models considered above. Hypothesis So means that an in-
vestor has the right to take any position less advantageous than zero and keeps
it until the end of the planning horizon.

Now we introduce other properties of interest: No Free Lunch, No Asymp-
totic Arbitrage of the 2nd Kind, and Many Consistent Price Systems.

NFL. AT,(T)" N L*(R%, Fr) = {0} for each s € [0,7].
NAAZ2. For all s € [0,7] and ¢ € L=®(R4, Fy),

(€+AT(T)") N L®(RY, Fr) #0

only if £ € L>®(Gs, Fs).
MCPS. For any n € L(int G%, Fy), there is Z € MT(G*\ {0}) with Z, = .

Finally, we recall one more condition:

B. If ¢ is an F,-measurable R%valued random variable such that
Z£& >0 for any Z € MT(G*), then ¢ € G, (as.).

The following assertion is a version of FTAP for the considered setting:
Theorem 3.7.1 NFL < MTI'(G*\{0}) # 0.

Proof. (<) Let Z € MT(G*\{0}). Then the components of Z7 are strictly
positive, and EZp€ > 0 for all £ € L‘X’(Ri,]—'T) except £ = 0. On the other
hand, E¢Zr < 0 for all € € Y7, (T) and thus for all ¢ € AT, (T)".

(=) The Kreps—Yan theorem on separation of closed cones in L= (R%, Fr)
implies the existence of € L'(int Ri7.7-'T) such that Efn < 0 for all
¢ € Azb(T)wand, hence, by hypothesis Sy, for all £ € L*(—Gy,F;). Let
us consider the martingale Z, = E(n|F;), t > s, with strictly positive compo-
nents. Since EZ;§ = E¢n > 0, t > s, for every £ € L>=(Gy, Fy), it follows that
Z; € LY(Gy, Fy), and, therefore, Z € MT(G*\{0}). O

Now we formulate the main result of this section, giving, in particular,
a financial meaning of condition B.

Theorem 3.7.2 Assume that NFL holds. Then
MCPS = B & NAA2.

If, moreover, the sets YT, (T') are Fatou-closed for any s € [0,T], then all
three conditions are equivalent.

In the above formulation the Fatou-closedness means that the set ygjb (T)
contains the limit on any a.s. convergent sequence of its elements, provided
that the latter is bounded from below in the sense of partial ordering induced
by GT.
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Proof. MCPS = B Let ¢ be Fs-measurable random variable such that
Zs& > 0 for any martingale Z € MT(G*). Since MCPS holds, we have
that n¢ > 0 for all n € L' (int G%, Fs) and, hence, for all n € L°(G*, Fs). This
implies that £ € G, (a.s.).

B = NAA2 Let £ € L®(R% F,) and let V € Azb(T)w be such that
£+ V € L®(Gr,Fr). For any Z € MT(G*) and I' € Fs the process
ZIr € MT(G*) and we have:

0< EZp(§+V)Ip = EZ{Ip + EZpIV < EZEIy

because EZ7IrV < 0 due to the hypothesis S;. Thus, EZ,£I > 0 for every
I' € Fy,ie. Zs¢& > 0. By virtue of B the random variable £ € L*°(Gy, Fs) and
we conclude.

NAA2 = B Let ( € L>°(R4%). We define the convex set

Io:={zeR’: (—z¢€ AST’b(T)w}
and the closed convex set
D¢:={zeR*: EZa >EZr{ VZ € MI(G")}.
Lemma 3.7.3 Suppose that NFL holds. Then I'c = De.

Proof. The argument is standard, but we sketch it for the sake of complete-
ness. The inclusion I+ € D¢ is obvious. For the converse, let us consider a

point & € D¢ such that (—z ¢ AsT’b(T)w. Using the Hahn-Banach theorem, we
separate ( — x and Azb(T )w by a hyperspace given by some € L'(R?) and
define the martingale Z& = E(n|F;) for which EZ5¢ < 0 for all € from AL (T).
By our hypothesis the latter set is rich enough to ensure that Z¢ € MT(G*).
The point ( — x lays in the interior of the complementary subspace, i.e., the

inequality EZ%(C — z) > 0 holds. This contradicts to the definition of D,.
Thus, It = D¢. O

Suppose that ¢ € L>®(RY, F,) is such that Z;£ > 0 for any Z € MT(G*).

It follows that 0 € D_¢ and, by the above lemma, —¢ € Azb(T)w. The last
property means that

— W

0=¢-¢€ (+AT(T) ) NL>(RY).
In virtue of the condition NA A2, this may happen only if £ € G5 a.s. So, the
condition B is fulfilled.
B = MCPS Now we assume that the sets yg:b(T) are Fatou-closed.
Lemma 3.7.4 Assume that B and NFL hold. Then, for any

n € L'(int G%,F,), there ewists a sequence Z" € MT(G*\{0}) such that
ZM —nin L.
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Proof. Suppose that € L!(int G¥, F,) does not belong to the set Mj, the
closure in L' of the convex cone My = {Z, : Z € MT(G*\{0})}. By the
Hahn-Banach theorem, there exists £ € L>°(Gs, Fs) such that

EZ& < Ené VZ e ML(G\{0}).

Since the set MZ(G*\{0}) is a cone, the left-hand side of the above inequality
is negative for Z from this set.

We take a martingale Z € MT(G*\{0}) existing by virtue of Theo-
rem 3.7.1. For any Z € MT(G*), I € F, and k > 0, the process ZIp +k~1Z
belongs to MT(G*\{0}) and E(Z.Ir + k~'Z,)¢ < 0. We deduce from here
that Z,£ < 0 for every Z € MT(G*). Condition B implies that ¢ € —G, a.s.,
leading to a contradiction since En¢é > 0. Hence, n € M, i.e., there exists a
sequence Z" € MT(G*\{0}) such that Z* — nin L'. O

Since the components of Z™ in the above are positive, the expectations of
components of the vector Z7 coincide with the expectations of components
of Z". Tt follows that the sequence ZI is bounded in L' and the Komlés
theorem can be applied. Replacing the original sequence by a sequence of the
Césaro means, from the latter theorem we obtain a sequence in ML (G*\{0})
the terminal values of which converge a.s. to a random variable Z7 € L*(G%.).
The following lemma shows that we could do better.

Lemma 3.7.5 Assume that B and NFL hold. Then, for any
n € LY(intG%, Fy), there exists a sequence Z™ € MT(G*\{0}) such that
Z" —nin LY and Z% — Zr a.s. where Zy € LY (G4 \ {0}).

Proof. Let n € L'(int G, F,). We may assume without loss of generality
that E|n| < 1/2. We start with an arbitrary Z' € MT(G*\{0}) # 0. Using
the measurable selection, we find ol € L°(]0, 1[, Fs) such that the difference
n—alZ! € int G* as. The process alZ' € MT(G*\{0}); we may assume
that Eln — alZ} < 1.

Now, we proceed by induction. Put Z! := aéZl. Since n — 7; € int G%
a.s., we apply Lemma 3.7.4 and find Z2 € MT(G*\{0}) such that

Eln—-7Z,- 72| <1/2.
Using measurable selection, we find a2 € L°(]0, 1], ;) such that
n—Z! —a?Z? € int G,

where

a?7? e MT(G*\{0}).

We put 22 := Z +a? Z2. Suppose that we have already defined the processes
Zr=t =Sl aizi 7071 where ZF € MT(G*\{0}) and ot € L9(]0,1[, Fs),
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such that
n— 7:_1 €intG; as., E|n— Zn=2 — znm1 < 2=,
By Lemma 3.7.4 there is Z" € MT(G*\{0}) such that
Ely 27" = Z| <27"

and, by virtue of measurable selection arguments, there is o™ € L°(]0, 1[, Fs)
such that

n—Z0t—aZM e int GE, alZ" € MT(GM\{0}).

We put Z" := Z"1 4+ a”Z” and the induction step is done.

Due to our standing assumption, G4\ {0} lies in the interior of R%. It fol-
lows that Z;f 1'is a componentwise increasing sequence bounded in L , and,
therefore, this sequence converges a.s. and in L' to some random variable
Zp € LYGH\{0},Fr). Automatically, Z;""! converges (increasingly) to
E(Zr|F;) a.s. and in L! for each ¢ > s. By construction, Z7~! +Z;L converges
to nin L'. The sequence of terminal values of martingales Z" := Z"~1 + zn
evolving in MT(G*\{0}) is bounded L', and the Komlés theorem can be ap-
plied. That is, passing to a sequence of Cesaro we may assume without loss
of generality that Z — ZT where Zp € LI(GT,}"T) Hence, the properties
claimed in the lemma hold for the sequence of Z™. 0O

We need some further auxiliary results. B
For n € L'(int G%,F,), we define the random half-space G by putting

G% = R4n. Note that (—G,) NG, = {0}.
Let LY(R?) := {¢ € R?: J kg such that £ + kgl € Gr}, and let

ATY(T) = (L°(~G,, Fy) + YT (T)) N LY (RY).

Lemma 3.7.6 Assume that B and NFL hold. If the set Y1, (T) is Fatou-

closed, then gzb(T) is also Fatou-closed.

Proof. We consider a sequence Y7 := {J' 4 v7, where
& e (-G, F),  ~peVI(D),

are such that Y + k1 € Gr a.s. for some constant k and Y7 — Yr a.s.
Let I's = {sup,, |£}'] = co}. According to the lemma on subsequences, there
exists a strictly increasing sequence of integer-valued Fs-measurable random
variables 6,, such that [£%%| — oo on T.

Put

0, 0 0
~ é‘s v n ,YTn - B YT n

gn : Ifsv A’Y'T = —IFsa YT =
’ & vl [SAA!

=5 Ir..
g v 1
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The sequence }7{3 is bounded from below (in the sense of partial ordering
induced by Gr). Since Eg takes values in the unit ball, this implies that the
sequence 74 is bounded from below and its elements belong to YT, (T)) (note
that ’yg«" =1V I9,—ky € YI(T) due to our assumption). Applying again
the lemma on subsequences (this time to (€7)) and taking into account that
f’{i — 0, we may assume without loss of generality that

& — & e L%(-Gy, F), A —Fp = —&,.

Due to the Fatou-closedness of J)S:’:b(T), we have that yp € yg:b(T).
Let Z € MT(G*), and let I € F,. Tt follows from hypothesis S; that

0= EZrIr(& +3r) < EZrIr€, = EZIrE,.

Thus, Z,I¢, > 0, and, by virtue of condition B, 55 € L*°(Gs, Fs). Hence,
& € L®((—G,) NGy, Fy), ie., & = 0 as. But |&] = 1 on I, Therefore,
P(I,) =0.

We may assume, passing to a subsequence, that ' — & and y7 — 7 a.s.
In the same spirit as above, we define Y. = €7 4+ 4L where

. n
S =iy ©

[ee] ~ . 7T
(_GS7-F€)7 rYT ‘€n|_’_1 eyb( )

By virtue of the Fatou-closedness of V; (T'), we obtain that

7?“—>7T: Eyg:s(T)

T
&l +1
Thus, Yy = & + (1 + |&])7 is an element of KST’b(T). 0

Lemma 3.7.7 Assume that B and NFL hold. If the set yg:b(T) is Fatou-
closed, then Zz)b(T) N L is Fatou-dense in /sz(T).

Proof. Let Yy = & + 7 € AT (T) and Yr + K1 >¢, 0. Put

Yr =Yl v <ny — 61y >n}-

From the identity Y7 — Y = (Yr + £1)I{|y;|>n} € GT we easily obtain that
Y e gf’b(T). Clearly, Y7 form a sequence Fatou-convergent to Y. O

By virtue of the above lemmas, we obtain the following dual characteriza-
tion of the Fatou-closed set AT, (T) (see Appendix 5.5):

AT (T) = {g cL{(RY): Beén< sup EX7, Ve Ll(G;)}. (3.7.1)

XeAT (T)
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Lemma 3.7.8 Assume that B and NFL hold. If the set ygjb(T) is Fatou-
closed, then B
AT,(T) N L (RY) = {0},

Proof. Let us consider
Y =& +vr € AL, (T)n L™ (RY).
Using the notation introduced above, we rewrite Y7 in the form

Y = (1+|&]) (€ +77),

where 7 € VI, (T) and € € L>®(—G,, F.). For the sequence Z" from Lemma
3.7.5, we have by the Fatou lemma that

0 < E(, +77)Zr <liminf(EE,Z} + By, Z7),

where B B B
E¢Zp = B, Z) — EEn <0,

and E5pZ7 < 0 under condition S;. This implies that Y7 =0 a.s. O

With the above lemma, we get the implication B = MICPS by a standard
argument. Indeed, the Kreps—Yan separation theorem ensures the existence
of Zr € L'(int RY, Fr) such that EZré < 0 for all & € AT, (T). Define the
martingale Z; := E(Zr|F:), s > t, whose components are strictly positive.
Since gzb(T) contains L= (—Gy, F;) for t > s and L>®(—G,, F,), we infer that
Zy € LNG;, Fy) for t > s and Zs € L*(Ryn, Fs). Since Zp is defined up to
a scalar strictly positive multiplier, we choose it to have the equality Z; = n
and get a processes claimed in condition MCPS.

Theorem 3.7.2 is proven. 0O
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Consumption—Investment Problems

4.1 Consumption—Investment without Friction

4.1.1 The Merton Problem

The study of consumption—investment problems in continuous time was ini-
tiated by Merton. He considered a model of frictionless market where the
price processes are geometric Brownian motions and the investor’s goal is to
maximize the expected discounted utility of consumption on the infinite time
interval. For the power utility function, he obtained an explicit solution of
the optimal control problem. This solution has a clear financial meaning: the
optimal investment is to keep the proportions of the total wealth held in risky
securities equal to a constant vector. The latter is easily calculated from the
model parameters. This work was extended by many authors in various di-
rections including models with transaction costs, which are the main objects
of our interest. Taking into account that the Merton problem is classical and
exposed in a number of textbooks, we give here a rather sketchy presentation
needed to understand basic ideas and methods as well as their evolution. The
results of this section will be used at the end of this chapter, where we discuss
an asymptotical behavior of the consumption—investment problem for small
transaction cost coefficients.

We are given a stochastic basis with an m-dimensional standard Wiener
process w. The market contains a nonrisky security, which is the numéraire,
i.e., its price is identically equal to unit, and m risky securities with the price
evolution

dS; = Si(p'dt+dM}), i=1,...,m, (4.1.1)

where M = XYw is a (deterministic) linear transform of w. Thus, M is a
Gaussian martingale with (M), = At; the covariance matrix A = XX* is
assumed to be nondegenerate.

The evolution of the value process corresponding to a self-financing strat-
egy H is given as dV; = H;dS;. Assuming withdrawal of the funds for the
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consumption with rate ¢; > 0, we arrive at the dynamics

Of course, we can substitute dS; by its expression given in (4.1.1). Since H; is
a number of units of the ith asset in the portfolio, the quantity o} := H}S;/V;
can be interpreted as the proportion of the wealth invested in this asset. It is
convenient to choose « together with ¢ as the control parameters. With these
considerations, the problem with infinite time horizon can be formulated in
usual terms of stochastic optimal control theory in the following way.
The system dynamics is given by the controlled stochastic differential equa-
tion
dVy = Viay(pdt + dMy) — ¢ dt, Vo =z, (4.1.3)

with the initial condition > 0 and the control m = (a,¢), which is a pre-
dictable process. We suppose that the consumption intensity process c¢ has
trajectories integrable on every finite interval, while the trajectories of « are
uniformly bounded by a constant which may depend on the strategy.!

More substantially, we require from 7 to be in the class of admissible
controls A(x) for which the process V. = V*7 is positive. We assume also
that after the bankruptcy time (which is the first instant when V hits zero),
the control 7 is equal to zero, and the process V' stops.

The investor’s goal is the following:

EJ7, — max, (4.1.4)

i.e., to maximize the expectation of the limiting expected value of the utility
process J™ defined as

t
JI ::/ e_ﬁsu(cs)ds. (4.1.5)
0

The standard economically meaningful assumptions on the utility function
are that w is increasing and concave. For the sake of simplicity, we add to this
that w is positive and «(0) = 0. The parameter S > 0 shows to which extent
the agent prefers to consume today rather than in the future.
A typical example is the power utility function u(c) = ¢¥/v, v €10, 1].
Define the Bellman function

W(z) = SEXI() )EJgo, x> 0. (4.1.6)
TEA(x

By convention, .A(0) := {0} and W (0) := 0.

Notice that the Bellman function W inherits the properties of u. Namely, it
is increasing (as A(Z) D A(x) when & > ). With the chosen a-parameteriza-
tion, its concavity appears not to be so obvious, but we get it immediately

! This assumption is not very wise but allows us to avoid discussions of integrability.
It is done because, in the Merton problem, the optimal strategy in a wider class
possesses this property.
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by turning back to the initial H-parameterization. Indeed, suppose that the
strategies m; = (o, ¢;), m; € A(z;), j = 1,2, generate the value processes V;.
The convex combination of these processes, V = AV; 4+ (1 — A\)V4, is of the
form (4.1.2), where H and c are the convex combinations with the same coeffi-
cients of the corresponding controls. The process H admits the representation
via the process a with the components

AV 1=V, i
Qg;
NN (V17 S\ T FRp V17

a is bounded because both «; are bounded. Thus, 7 = (o, Ac1 + (1 — A)ca)
belongs to A(z) with © = Ax; + (1 — A)x2, and, therefore,

W (Azy + (1= N)ag) > EJL > AEJT + (1 — \)EJZ

o' = H'S')V = oy +

due to the concavity of u. With this, we obtain the concavity of W by taking
supremum over m; and .

Notice that we cannot guarantee without additional assumptions that W
is finite. If the latter property holds, then, due to the concavity, W(z) is
continuous for > 0, but the question whether it is continuous at zero remains
open.

At last, when the utility u is a power function, the Bellman function W, if
finite, is proportional to u. Indeed, the linear dynamics of the control system
implies that W(vz) = v"W(z) for all v > 0, i.e., the Bellman function is
positive homogeneous of the same order as the utility function. In a scalar case
this homotheticity property defines, up to a multiplicative constant, a unique
finite function, namely x”.

Now we formulate the Merton theorem.

Theorem 4.1.1 Let u be the power utility function. Assume that the para-
meters of the model are such that the constant

1 1 ~ 1 2

= - = AT1/? : 4.1.

o= o (8= 5|4 >0 (117)
Then the optimal strategy w° = (a°, c®) is given by the formulae
1

C=f0=—A"" 4.1,
o A (4.1.8)
e = rkmVyE, (4.1.9)

where V° is the solution of the linear stochastic equation
dV° =V0(udt + dMy) — kp VY dt, V5 ==. (4.1.10)
The process V° is optimal, and the Bellman function is
W(z) =k}, 27 /y=ma". (4.1.11)

Note that W is proportional to z7, and, therefore, the last assertion is
about the exact value of the coefficient m, which happens to be finite and
equal to ], "/ with ks given by (4.1.7).
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4.1.2 The HJB Equation and a Verification Theorem

The most powerful and efficient method to solve stochastic control problems is
the method of dynamic programming based on the analysis of the Hamilton—
Jacobi-Bellman equation (HJB, in short). For our infinite-horizon problem,
the latter is

sup | 2| A2’ £ () + apaf(x) — ()  f(@)e+ule)| =0, (4.112)

(a0

where z > 0, and the supremum is taken over all & € R% and ¢ € R.

To solve the consumption—investment problem with the power utility func-
tion, we use a very elementary tool, namely, the so-called verification theorem
for the HJB equation. It is based on the following considerations.

Let f: Ry — Ry and m € A(z). We consider the nonnegative process
XT = X/®7 with

X[ = e PRV + JT, (4.1.13)

where V = V&7 If f is smooth, the It6 formula for the process V given by
(4.1.3) implies the following important representation, which is the key point
to explain how the HJB equation arises:

X/ = f(z) + Dy + Ny, (4.1.14)

where .
D, ::/ e P L(Vy, aq, c,) ds (4.1.15)
0

with L(z,a, ¢) standing for the expression in square brackets of the formula
(4.1.12), and

t
Nt = / e_ﬂsfl(‘/s)‘/sas dMS (4116)
0

The process N is a continuous local martingale up to the bankruptcy time o.
That is, there exist stopping times o,, T ¢ such that the stopped processes
N are uniformly integrable martingales. In the case where o = co and N is
a martingale, we shall take o, = n.

Suppose now that a smooth function f is a supersolution of (4.1.12), i.e.,

sup | 5|42’ £ () + apaf(x) ~ 5f(x)  f(@)e+ule)| 0. (4.117)

(ev;e)

Then the integrand in the definition of D does not exceed zero, and, therefore,
the process D is decreasing with Dy = 0. This implies, in particular, the
inequality N > —f(z). It follows (as usual, by applying the Fatou lemma)
that N, being bounded from below, is a supermartingale. Due to the inequality
—D; < f(x) + Nt, the (negative) random variable D, is integrable: we obtain
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that the process th is a supermartingale, and, hence,
EJ, = EX] — Ee Pt f(V,) < EX] < f(x). (4.1.18)

Since EJ; — EJy, as t — oo, we infer that W(x) < f(z), i.e., f provides
a “cap” for the Bellman function, implying, in particular, that the latter
is finite. If, moreover, the supersolution f vanishes at zero, the function W
(being positive) is necessarily continuous at zero. Summarizing, we formulate
the outcome of this reasoning in the following statement.

Proposition 4.1.2 If f is a supersolution of (4.1.12), then W < f, and,
hence, W € C(R4 \ {0}). If, moreover, f(0+) =0, then W € C(R).

An inspection of the above reasoning shows that if, in addition, it happened
that the process D (depending on the control) vanishes and

lim EePon f(V, ) =0, (4.1.19)

then W = f, and the corresponding control is optimal. With these observa-
tions, we arrive at the promised verification theorem, which can be obtained,
of course, in a much more general context.

Theorem 4.1.3 Let f € C(R4)NC%(R.\{0}) be a positive concave function
solving the HJB equation (4.1.12) and vanishing at zero. Suppose that the
supremum in (4.1.12) is attained on o(x) and c(x) such that o is a bounded
measurable function, ¢ is a positive measurable function, and the equation

VP = Vea(Ve) (udt +dMy) —e(Ve)dt, Ve =, (41.20)

admits a strong solution V2. If condition (4.1.19) holds for the process V°,
then W = f, and the optimal control m° = (a(V?°),c(V°)).

4.1.3 Proof of the Merton Theorem

With the above provision, we return to the HJB equation (4.1.12) and calcu-
late the supremum.
Put

u*(p) 1= sup [u(c) — cp];
c>0

the function u* is the Fenchel transform of the function —u(—.). In particular,
for the power utility u(c) = ¢7/+, we have that

1 _
uw(p)=—— T/ G0 (4.1.21)

because the supremum in the definition of u* is attained at the point p*/(=1).
Expecting that f” < 0, we find easily that the maximum of the quadratic form
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over « is attained at the point

oty g, @)
= A

Thus, the HJB equation can be transformed to the following one:

Lo i 2(f'(@)? 1—~ 7=
—5’14 / M’ W —Bf(x) + T(f’(a?)) ' =0.
We find easily that its solution of the form f(z) = maz? should have the
coefficient m = £}, /v with ks > 0 given in (4.1.7).
Now the function a®(x) = A~tu/(1 — ) is constant, ¢°(z) = kprx, and
(4.1.20), pretending to describe the optimal dynamics, is linear:
—1

ave 1 _1/2 |2 A
= ——]A7Y2u" - dt dM °—
Ve (1—7’ g F"M) 1 o W=e

and its solution is the geometric Brownian motion, which never hits zero.
Noticing that (A='uM), = |A=Y/2p|?t, it can be given by the following explicit
formula:

1 1 1 2 A~
Ve = — - A7Vt — kgt M, }.
! xeXp{(l—v 2(1—7)2)‘ uft = rart+ 5 v

Since E(V?)P = zPe"»! where £, is a constant, the process N for this control is
a true martingale, and we may take the localizing sequence o,, deterministic.
In the particular case where p = ~, the corresponding constant

1
KJ»Y:—L—’YKJMZﬂ—HM
21 —7~

in virtue of (4.1.7). Thus,
e—ﬁtE(‘/to)"/ — x'ye—fth’

and, therefore, (4.1.19) holds. The Merton theorem is proven.

4.1.4 Discussion

1. The optimal strategy in the Merton problem with the power utility functions
prescribes to keep constant proportions of wealth in each position. Let us
consider the special case m = 1, i.e., the model with a single risky asset.
Then the quantities V;2° := a°V,? and V,'° = (1 — a°)V,° are, respectively, the
optimal holdings in the risky and nonrisky assets,

I p

O:e:——.
@ 1—~v02
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Thus

’ o’ 0

‘/tlo — - 9‘/"/10.
This means that the two-dimensional process (V,!°, V,2°) on the plain (v!,v?)
evolves along the straight line with the slope 6/(1 — ), called in the litera-
ture the Merton line. The parameter 0 is referred to as the Merton propor-

tion.

V20 =
¢ 1—a°

2. In our presentation we consider the case where the price of the nonrisky
asset is constant over time as it would pay the interest » = 0. The reader may
be accustomed with the tradition to treat the model with an arbitrary r > 0.
However, it is easy to see that, for the power utility function, considering the
model with zero interest rate does not lead to any loss in generality. Indeed,
due to the identity

u(e™cs) = e"ulc,),

the maximization problem where the consumption is measured in “money” is
the same as that where the consumption is measured in “bonds” but with the
coefficient 3 replaced by 3 := 3 — ~r. Thus, there is no real reason to retain
r in calculations.

3. An analysis of the proof of Theorem 4.1.1 shows that, after minor
changes, it works well also for the power utility function with v < 0, and,
hence, the same explicit formulae represent the optimal solution also in this
case. The HJB approach can be extended to the model with the logarithmic
utility function u(¢) = In ¢ (corresponding to the value v = 0). Of course, one
needs to impose an additional constraint to the consumption process ensuring
the integrability of JZ.

4. Turning back to the multi-asset case, let us define the scalar process M
with dM = 6(udt + dM,). Let us consider the same consumption-investment
problem imposing the restriction that the investments should be shared be-
tween money and the risky asset the price evolution of which follows the
process M. Any value process and consumption process in this two-asset model
are those of the original one. One can imagine a financial institution (a mu-
tual fund) which offers such an artificial asset, called the market portfolio.
This allows the agent to allocate his wealth only in the nonrisky asset and the
market portfolio. Due to this economical interpretation, the Merton theorem
sometimes is referred to as the mutual fund theorem.

5. Formula (4.1.11) shows that, for a positive initial capital, the value
W(z) — oo as kpr | 0. It follows that, for small values of the discount para-
meter 3, namely, when

B < %%Mflmﬂ

2
L,

the Bellman function W(x) = oo, z > 0.
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4.1.5 Robustness of the Merton Solution

There is an interesting question about the sensitivity of the Merton solution
with respect to errors in determining the optimal proportion. It happens that
it is quite robust: a deviation of order ¢ from the Merton proportion leads
to losses in the expected utility only of order 2. To see this, suppose that
in the two-asset model the investor’s strategy is to maintain the proportion
a®+¢ and consume a constant part (149)kps of the current wealth optimizing
the expected utility with respect to §. Assume, for simplicity, that the initial
endowment x = 1. For such a strategy, the dynamics is given by the linear

equation

% - (a°+s)(,udt—|—adwt) —(1+8)rp dt
f

the solution of which is the geometric Brownian motion
1
V, = exp{(a" + a)ut — 5(0/’ + 5)202t —(1+6)rpmt+ (a" + E)owt}.
We have that
EV;’Y _ em,(e,&)t’
where 1
Ko (8,0) = B = ki = 5y(1 = v)oe® = yrnd,

and, in particular, k,(0,0) = Ky = 8 — k.
Notice that the coefficient at ¢ is zero, and this is a crucial fact. It follows
that

1 o 1 1+6)7
EJoo = —rp(1+ 5)7/ e BV dt = _57»;1 i u+d) 2.2 :
gl 0 gl 1+ 5 -1 = 7)o2e? + 76

Maximization over ¢ gives us the optimal value §° = ﬁwa%{ for which
1 _ - 1 _
EJw=—r (146) ' =m— 5 (L= i 0%+ 0(e),
v

and we get the claimed asymptotic.
Of course, the robustness of the Merton solution is of great practical im-
portance.

4.2 Consumption—Investment under Transaction Costs

4.2.1 The Model

The setting described in this section is, in some aspects, slightly more gen-
eral than that of the standard model of financial market under constant pro-
portional transaction costs. In particular, the cone K is not supposed to be



4.2 Consumption—Investment under Transaction Costs 191

polyhedral. On the other hand, it is more restrictive with respect to the price
processes: they are assumed to be geometric Brownian motions. Our frame-
work appeals to a well-developed theory of viscosity solutions (in fact, only
to basic elements of the latter) and allows us to catch essential properties of
the Bellman function before going to the specific case of the two-asset model
with the power utility function the detailed analysis of which is our ultimate
goal.

Let Y = (Y;) be an R%valued semimartingale on a stochastic basis
(2, F,F, P) with trivial initial o-algebra. Let K and C be proper cones in R?
such that C C int K # (). Define the set A of controls m = (B, C) as the set of
adapted cadlag processes of bounded variation such that, up to an evanescent
set,

Be-K, C(CeC. (4.2.1)

Let A, be the set of controls with absolutely continuous C' and ACy = 0.
For the elements of A,, we have ¢ := dC/dt € C.
The controlled process V' = V*7 is the solution of the linear system

dVi =V dY} +dB, —dC}, Vj_=z', i=1,...,d. (4.2.2)

For z € int K, we consider the subsets A” and A of “admissible” controls
for which the processes V™ never leave the set int KU{0} and have the origin
as an absorbing point. Thus, if Vi;_(w) € K, then AB,(w) = —V;_(w).

The important hypothesis that the cone K is proper, i.e., KN(—K) = {0},
or equivalently, int K* # (), corresponds to the model of financial market
with efficient friction. In a financial context, K (usually containing Ri) is
interpreted as the solvency region and C = (C}) as the consumption process;
the process B = (B;) describes the accumulated fund transfers.

Let G := (—K) N 001(0), where 001(0) = {x € R?: |z| = 1} in accor-
dance with the notation for the open ball O,(y) := {zr € R?: |z —y| < r}
The set G is a compact, and —K = coneG. We denote by X the support
function of G, given by the relation Y (p) = sup,cq pe.

We shall work using the following assumption:

H;. The process Y is a continuous process with independent increments with
mean EY; = ut, u € R?, and covariance DY, = At.

To facilitate references, we formulate also a more specific hypothesis (fre-
quent in the literature), where the matrix A is diagonal with a® = (¢%)?, i.e.,
the components of the driving noise are independent.

H>. The components of Y are of the form dY} = p'dt + o' dw}, where w is a
standard Wiener process in R.

In our proof of the dynamic programming principle (needed to derive the
HJB equation) we shall assume that the stochastic basis is a canonical one,
that is, the space of continuous functions with the Wiener measure.
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The efficient friction assumption, together with the hypothesis H; , ensures
that the L?-norm of the “maximal function” of the portfolio trajectories ad-
mits an exponential bound which is uniform with respect to strategies. This
result will be used in the sequel to claim that certain stochastic integrals
are not just local martingales but true martingales. For future references, we
immediately give a precise formulation and proof.

Proposition 4.2.1 There is a constant k > 0 such that

Esup V|2 < k|z|2erT” (4.2.3)

for any value process V. =V*" x cint K, and T > 0.

Proof. As usual, k denotes a “generic” positive constant which may be dif-
ferent in different formulae. Let us take an arbitrary vector p € int K* with
|p| = 1. Making use that pdB < 0 and pdC > 0 (in the sense of densities),
we obtain from (4.2.2) that

pVs pr+/ ﬁV,.dr+/ V, dM,,
0 0

where p' := piput, and M* = p' M with M denoting the martingale part of Y.
The crucial observation is that there is k > 0 such that x~|y| < py for any
y € K. Since |py| < |y| for any y € R?, we easily obtain the estimate

/ v, dil,
0

Notice that the right-hand side of this inequality is a continuous process,
and, hence, V is locally bounded, i.e., there exists a sequence of stopping
times 7, T oo such that each stopped process V™ = (Vip,,) is bounded.
With this observation, the proof is completed by a fairly standard argument,
which we only sketch on. Squaring the above inequality, we get, by elementary
estimates combined with the Cauchy—Schwarz and Doob inequalities, that the

(bounded) function gpgn) = Esup,<;p,, |Vs|® satisfies the inequality

|V §/<;\x|—|—/<c/ |Vl dr + &
0

t
apgn) < klz)? 4+ w(T + 1)/ o™ ds.
0
The Gronwall-Bellman lemma implies that
SDgpn) < H|x|26n(T+1)T.

Taking here the limit in n and enlarging the constant, we arrive at the required
bound. O



4.2 Consumption—Investment under Transaction Costs 193
4.2.2 Goal Functionals

Let U : C — R be a concave function such that U(0) =0 and U(z)/|z| — 0
as |z| — oco. With every m = (B, C) € AZ, we associate the “utility process”

t
A ;:/ eI (cs)ds, >0,
0

where 3 > 0. We consider the infinite-horizon maximization problem with the
goal functional EJ7, and define its Bellman function W by

W(z) = sup EJ3, x€intK. (4.2.4)
TEAZ
If m;, i = 1,2, are admissible strategies for the initial points x;, then

the strategy Amp + (1 — A)m2 is an admissible strategy for the initial point
Azq + (1 — Ao for any A € [0,1], and the corresponding absorbing time is the
maximum of the absorbing times for both ;. It follows that the function W
is concave on int K. Since A%* C AZ? when x5 — x; € K, the function W is
increasing with respect to the partial ordering > generated by the cone K.
It is convenient to put W equal to zero on the boundary of K and extend
it to the whole space R? as a concave function just by putting W := —oo
outside K.

Remark 1. In financial models, usually, C = R e; and 6" = 0, i.e., the only
first (nonrisky) asset is consumed. Our presentation in this section is oriented
to the scalar power utility function u(c) = ¢7/v, v €]0,1[. As we already
mentioned in the previous section, in this case there is no need to consider
a nonzero interest rate for the nonrisky asset, which can be chosen as the
numéraire. Of course, for other types of utility functions, adding to the model
an interest rate may have sense.

Remark 2. We consider here a model with mixed “regular—singular” controls.
In fact, the assumption that the consumption process has an intensity ¢ = (¢;)
and the agent’s utility depends on this intensity is not very satisfactory from
the economical point of view. One can consider models with an intertemporal
substitution and the consumption by “gulps,” i.e., dealing with “singular”
controls of the class A” and the goal functionals like

t
T = / e BSU(Cy) ds,
0

where

C, 2/‘ K(s,r)dC,
0

with a suitable kernel K (s,r) (the exponential kernel e=7(*~") is the common
choice).
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4.2.3 The Hamilton—Jacobi—Bellman Equation

Assume that hypothesis H; on the structure of driving noise holds. In the
sequel we denote by U* the convex function U*(p) := sup,c(U(x) — pz). We
introduce a continuous function of four variables by putting

F(X,p,W,z) := max{Fo(X,p, W, z) + U*(p), Eg(p)},

where X belongs to Sy, the set of d x d symmetric matrices, p,z € R, W € R,
and the function Fp is given by

1
Fo(X.p. W) i= 5tr A(w)X + u(a)p — BV,

where AY(z) 1= a¥z'z?, p'(z) = p'xt, 1 <i,j < d. In the detailed form we
have that

d d
Fo(X,p,W,z) = 3 E avxtr? XY + E watpt — pW.

i,j=1 i=1

If ¢ is a smooth function, we put

Lolx) = F(¢"(x), &' (x), d(a). ).

In a similar way, £y corresponds to the function Fj.
We show, under mild hypotheses, that W is the unique viscosity solution
of the Dirichlet problem for the HJB equation

FW"(z),W'(z),W(z),z) =0, z€intk, (4.2.5)
W(z) =0, x€0K, (4.2.6)

with the boundary condition understood in the usual classical sense.

We do not suppose that the reader is acquainted with the theory of vis-
cosity solutions. Necessary prerequisites, adapted to our needs, are given in
the next sections.

4.2.4 Viscosity Solutions

Since, in general, W may have no derivatives at some points z € intK (and
this is, indeed, the case for the model considered here), the notation (4.2.5)
needs to be interpreted. The idea of viscosity solutions is to plug into F' the
derivatives and Hessians of quadratic functions touching W from above and
below. Formal definitions (adapted to the case we are interested in) are as
follows.

Let f and g be functions defined in a neighborhood of zero. We shall write
f() S g(0) if f(h) < g(h) + o(|h|?) as |h| — 0. The notation f(.) Z g(.) and
f(.) = ¢(.) has an obvious meaning.
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For p € R% and X € S;, we consider the quadratic function
Qpx(2):=pz+(1/2)(Xz,2), zcRY

and define the superjets and subjets of a function v at the point x:

JTo() = {(p,X): v(@+.) Zv(z) +Qpx ()},
Jv(x) = {(p,X) v(

In other words, Jtv(z) (resp. J~wv(x)) is the family of coefficients of
quadratic functions v(z) + Qp x(y — .) dominating the function v(.) (resp.,
dominated by this function) in a neighborhood of the point x with precision
up to the second order included and coinciding with v(.) at this point.

A function v € C(K) is called a wiscosity supersolution of (4.2.5) if

F(X,p,v(a:),:c) <0 V(p,X)eJ v(x), z€int K.
A function v € C(K) is called a wiscosity subsolution of (4.2.5) if
F(X,p,v(z),z) >0 VY(p,X) € JTv(z), z € int K.

A function v € C(K) is a viscosity solution of (4.2.5) if v is simultaneously
a viscosity supersolution and subsolution of (4.2.5).

At last, a function v € C(K) is called a classical supersolution of (4.2.5) if
v € C%(int K) and Lv < 0 on int K. We add the adjective strict when Lv < 0
on the set int K.

Of course, the above notions? can be formulated also for open subsets of K.

If v is smooth at a point x, then

Jto(x) = {(p,X): p=1'(2),X 2" (2)},
J () = {(p,X): p=1(z),X <"(2)},

where the inequality between matrices is understood in the sense of par-
tial ordering induced by the cone of positive semidefinite matrices. The pair
(v'(x),v"”(x)) is the unique element belonging to the intersection of J~ v(x)
and JTv(z). Thus, any viscosity solution v which is in C?(int K) is a classical
solution of (4.2.5). It is not difficult to check that a classical solution solves
(4.2.5) in the viscosity sense: the needed property that F' is increasing in X
with respect to the partial ordering holds in our case.

Remark on a mnemonic rule. The monotonicity allows us to memorize
easily the signs of the inequalities for F. In the smooth case for the second-
order Taylor approximation, i.e., for the quadratic function (v'(z),v"”(z)), we

2 The reader may notice that the introduced concepts are related only with the
operator and, therefore, could be called viscosity super-, sub-, and median functions,
which seems to be a more natural terminology. We have no courage to deviate from
the tradition already established in the theory of viscosity solutions.
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have the equality. Thus, if X > v”(x) for the pair (v'(z), X) which is an
element of J*v(z), we have obviously the inequality > 0. Note that in the
literature, the equation is quite often written with the opposite sign, and so
its left-hand side is decreasing in X...

For the sake of simplicity and having in mind the specific case we shall
work on, we incorporated in the definitions the requirement that the viscosity
super- and subsolutions are continuous on K including the boundary. For other
cases, this might be too restrictive, and more general and flexible formulations
can be used.

The next criterion gives a flexibility to manipulate with the above concepts.
It allows us to use smooth local majorants/minorants of a function, which is
the supposed viscosity solution, as test functions (to be inserted with their
derivatives into the operator).

Lemma 4.2.2 Let v € C(K). Then the following conditions are equivalent:

(a) the function v is a viscosity supersolution of (4.2.5);
(b) for any ball O,.(x) C K and any f € C*(O.(x)) such that v(z) = f(z)
and v > f on O.(x), the inequality Lf(x) <0 holds.

Proof. (a) = (b). Obvious: the pair (f'(z), f”(z)) is in J v(x) according to
the Taylor formula.
(b) = (a). Take (p,X) in J v(x). To conclude, we construct a smooth
function f with f/(z) = p and f”(x) = X satisfying the requirements of (b).
By definition,

vz +h) = v(z) = Qpx (h) > [h*¢(|hl),

where ¢(u) — 0 as u | 0. We consider on ]0, r[ the function

O(u) = sup %(v(m +h)—v(z)— QP’X(h))_ < sup o (y).
{h: Inl<uy |1l {y: 0<y<u}

Obviously, § is continuous, increasing, and §(u) — 0 as u | 0. The function

2u 2n
Awi=g [ [ s dsan
w Jn

vanishes at zero with its two right derivatives, and u?§(u) < A(u) < u?6(4u).
It follows that the function z — A(|z|) belongs to C%(O,(0)), its Hessian
vanishes at zero, and

(@ +h) = v(@) = Qpx(h) > —[h*5(|h]) > —A(|h]).
Thus, f(y) :=v(z) + Qp x(y — x) — A(Jy — z|) is the needed function. O

For subsolutions, we have a similar result with the inverse inequalities.
Using the alternative definition, we can easily establish the following:
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Lemma 4.2.3 Suppose that the function v is a viscosity solution of (4.2.5).
If v is twice differentiable at xq, then it satisfies (4.2.5) at this point in the
classical sense.

Proof. One needs to be more precise with definitions since it is not assumed
that v’ is defined at every point of a neighborhood of zy. “T'wice differentiable”
means here that the Taylor formula at xy holds:

v(z) = v(xo) + <v'(a:o),z - x0> + %<v”(x0)(:17 — ), T — z0> + 0(|9: - xo\z).

Let us consider the C?-function

1
fe(@) = v(zg) + (V' (20), 2 — o) + §<v”(9co)(x —x0),2 — 20) + elr — x|
with f.(zg) = v(zp). If € < 0, then v > f. in a sufficiently small neighborhood
of zg. Thus, by virtue of the previous lemma Lf.(z() < 0. Letting & tend to
zero, we obtain that Lv(zg) < 0. Taking in the above definition € > 0, we get
the opposite inequality. O

Obviously, one can give a slightly different formulation saying that v is a
viscosity supersolution of the second-order differential equation if and only if,
for every z € int K, the inequality

F(¢"(x), ¢ (x),v(z),x) <0 (4.2.7)

holds for any C?-function ¢ such that, at the point x, the difference v — ¢
attains its local minimum equal to zero. The reader may ask why we replace
in the inequality ¢(x) by v(x), which is the same number. This has sense! We
can skip in the suggested reformulation the words “equal to zero” due to the
following assertion, which happens to be useful in the sequel.

Lemma 4.2.4 A function v € C(K) is a viscosity supersolution of (4.2.5)
if and only if, for every point x € int K, inequality (4.2.7) holds for any
C?-function ¢ defined in a neighborhood of the point = and such that the
difference v — ¢ attains its local minimum at x.

Proof. In one direction the claim is trivial, and we need to check only that,
for a supersolution, the mentioned inequality (4.2.7) holds when v — ¢ has a
local minimum at x, i.e., when, for all y from a certain neighborhood O, (x),
we have the bound

u(y) — oly) > v(x) —dx), y#=.

Let © be a C?-function dominated by v, and let g be a smooth function on
R taking values in the interval [0, 1] and such that g(¢t) =1 for ¢t <¢&/2 and
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g(t) =0 for t > e. Let us consider the C?-function ¢ = @(y) with

o(y) = [o(y) + v(@) = d(x)] g (= — yl) + (1 = g(jz — yl))o(y).
The difference v — <;~5 attains its minimal value equal to zero at point x, and,
therefore, by the supersolution property, (4.2.7) holds for ¢ and, hence, for ¢
because the two derivatives of both functions coincide at . O

Again, a corresponding result holds for subsolutions. Notice also that spe-
cific features of the set K (with nonempty interior) were not used in the above
discussions.

Now we give an application of the last characterization of the viscosity so-
lution to prove an assertion claiming that, for a “regular” ordinary differential
equation, a C''-function known to be the viscosity solution is, in fact, a smooth
one satisfying the equation in the classical sense. In the present context, the
“regular” means, roughly speaking, that the equation can be solved with re-
spect to the second derivative and the resulting right-hand side is continuous
in all variables. More precisely, we have the following:

Lemma 4.2.5 Let ¢ € C*(a,b) be a viscosity solution of the equation

U(2) = G(¥'(2),¥(2), 2).

Suppose that the right-hand side here is a continuous function. Then the func-
tion ¢ € C?(a,b), and the equation holds in the classical sense.

Proof. Take a subinterval [z1, 22] of ]a, b[ and consider on it the C?-function
e (2) such that

Yl (z) = G(¥'(2),9¥(2),2) +e, Ye(z) = 9(z), 1=1,2.

Of course, this function could be expressed by an explicit formula, but we
need not it. The parameter € here is an arbitrary real number. We first argue
with € > 0. Suppose that 1) — ). attains a local minimum at an interior point
z of [z1, z2). Then, necessarily, ¥.(z) = ¢’(z). According to the above criterion
for the supersolution,

Vi(2) < G(Ui(2) ¥(2), 2) = G(¥'(2),¥(2), 2),

in contradiction with the definition of i.. Thus, the difference 1 — 1), is min-
imal at the extremities of [z1, z2], where it is equal to zero. This means that
¥(2z) > e(z) for all z € [#1, z9]. Letting € | 0 and noting that ¢.(z) — ¢o(2)
(even uniformly), we obtain the inequality ¥(z) > ¥ (2). Arguing in the same
way with € < 0 and using the subsolution property, we obtain the reverse
inequality. So, ¥ = 1o on [z1, 22]. This means that 1y is a classical solution
on this interval, and it coincides with . It is easily seen that such a property
implies the claim of the lemma. O
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4.2.5 Ishii’s Lemma

The only result we need from the theory of viscosity solutions (or, better to
say, from convex analysis) is the following simplified version of Ishii’s lemma,
see Crandall et al. [42] or Fleming and Soner [72].

Lemma 4.2.6 Let v and v be two continuous functions on an open subset
O C R?. Consider the function A(z,y) = v(z) — 0(y) — snjz — y|> with
n > 0. Suppose that A attains a local mazimum at (Z,y). Then there are

symmetric matrices X and Y such that

(n@-9),X) e JT0(@).  (n(@-7),Y) €T 0(7),

(f)( OY) S?m(II _II) (4.2.8)

In this statement, I is the identity matrix, and J*v(z) and J-v(z) are
values of the set-valued mappings whose graphs are closures of graphs of the
set-valued mappings J*v and J v, respectively.

Of course, if v is smooth, the claim follows directly from the necessary
conditions of a local maximum (with X = v"(Z), Y = ¢”(y) and the constant 1
instead of 3 in inequality (4.2.8)).

The following assertion is an easy exercise from linear algebra.

and

Lemma 4.2.7 The inequality (4.2.8) implies that, for any d x m matrices B
and C,
tr(BB'X — CC'Y) < 3n|B — C|*. (4.2.9)

Proof. For a symmetric matrix S > O and any matrix G of appropriate
dimension, tr GG'S = tr G'S*/25'/2G > 0. Manipulating with block matrices
and using this observation, we have

BB’ BC(C' X 0
tr(BB'X —CC'Y) = tr(C’B’ C’C”) < 0 —Y)
<3ntr(BB/ BC’) < I I>
- cB cC -1 I
= 3ntr(BB' — BC' — CB' + CC")
=3ntr(B—C)(B—-C) =3n|B-C|?

and the result is proven. 0O

Notice that A(x) = diag A diag x. We denote by diagz the diagonal ma-
trix whose entries on the diagonal are the coordinates of the vector z. Applying
the above lemma with the matrices B = diagzA'/? and C = diagyA'/?, we
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obtain the following inequality which we need in the sequel:
tr(A(x)X — A(y)Y) < 3n|AV2 |z — y|>. (4.2.10)
Remark. We can obtain the similar inequality
tr(A(z)X — A(y)Y) < 3ntr Alz — y|

by “probabilistic” considerations using the above lemma in its simpler version
with m = 1. Indeed, let £ be a standard Gaussian vector-column, and let
n= AY2¢.

Applying the lemma with B = diagxn and C = diagyn, we get the in-
equality

tr (BB'X — CC'Y) < 3n|diag(z — y)|*|n[>.

It remains to take the expectation and note that EBB’ = A(x), ECC' = A(y),
and E|n|? = tr A.

4.3 Uniqueness of the Solution and Lyapunov Functions

4.3.1 Uniqueness Theorem

The following concept plays a crucial role in the proof of a purely analytic
result on the uniqueness of the viscosity solution, which we establish by a
classical method of doubling variables using the Ishii lemma.

Definition. We say that a positive function ¢ € C(K) N C?%(int K) is the
Lyapunov function if the following properties are satisfied:

(1) ¢'(z) € int K* and Lol(z) <0 for all z € int K,

(2) £(x) — o0 as |z| — oo.
Theorem 4.3.1 Suppose that there exists a Lyapunov function £. Then the

Dirichlet problem (4.2.5)-(4.2.6) has at most one viscosity solution in the
class of continuous functions satisfying the growth condition

W(z)/l(x) — 0, |z|— oo. (4.3.1)

Proof. Let W and W be two viscosity solutions of (4.2.5) coinciding on the
boundary &K . Suppose that W (z) > W (z) for some z € K. Take £ > 0 such
that

W(z) — W(z) — 2el(z) > 0.

We introduce the family of continuous functions A, : K x K — R by putting

Anla,y) = W(a) = Wiy) — gnle —y? —<[t() + )], n>0.
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Note that A, (z,z) = Ag(z,z) for all x € K and Ag(z,z) < 0 for z € K.
From the assumption that the function [ has a higher growth rate than W we
deduce that A, (z,y) — —oo as |z| + |y| — oo. It follows that the level sets
{4, > a} are compacts and the function A, attains its maximum. That is,
there exist (,,yn) € K X K such that

Ap(Tnyyn) = Ap = sup  An(z,y) > A= sup Ag(z,z) > 0.
(z,y)EK XK zeK

All (z,,yn) belong to the compact set {(x,y) : Ap(z,y) > 0}. It follows
that the sequence n|z,, — y,|? is bounded. We continue to argue (without
introducing new notation) with a subsequence along which (z,,y,) converge
to some limit (7, 7). Necessarily, n|x, — y,|* — 0 (otherwise we would have
Ao(Z,7) > A). Tt is easily seen that A, — A¢(Z,7) = A. Thus, 7 is an
interior point of K, and so are x, and vy, for sufficiently large n.

By virtue of the Ishii lemma applied to the functions v := W — &f and
o = W + el at the point (x,,y,), there exist matrices X" = (X7;) and
Y™ = (Y;}) satisfying (4.2.8) and such that

(n(azn — yn),X") € Jtu(z,), (n(azn — yn),Y”) € J (yn)-
Using the notation p, := n(x, — yn) + €' (zn), ¢n = n(xn — yn) — €' (yn),
Xn = X"+ el (xy,), Yy :=Y" — el (y,), we may rewrite the last relations
in the following equivalent form:
(Pry Xn) € TTW (), (gn,Yn) € T W(y,). (4.3.2)
Since W and W are viscosity sub- and supersolutions,

F(Xnvpnvw(xn>7$n) 202> F(Yn7Qn7W(yn)ayn)-

The second inequality implies that mg, < 0 for each m € G = (—K)N0O01(0).
But for the Lyapunov function, ¢'(x) € int K* for « € int K, and, therefore,

mpy, = mqy, +em (¢ (z,) + ' (yn)) <O0.
Since G is a compact, Y (p,) < 0. It follows that
Fo (X D W(@n), ) + U™ (pn) > 0> Fo (Yo, @s W(n), yn) + U™ (qn)-

Recall that U* is decreasing with respect to the partial ordering generated
by C* and, hence, also by K*. Thus, U*(p,) < U*(¢n), and we obtain the
inequality

bn = FO (mem W(mn)vl'n) - FO(Yna qn, W(yn)ayn) > 0.
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Clearly,

—_

d
> Z ala ol X7 — aVylyl V) +n2u L)’

l\D

- iﬂnh'n - yn‘Q - ﬁAn(xna yn) + 5(£0£(~rn) =+ LOE(yn))-

By virtue of (4.2.10), the first sum is dominated by const xn |z, —y,|?; a similar
bound for the second sum is obvious; the last term is negative according to
the definition of a Lyapunov function. It follows that limsupb, < —3A < 0,
and we get a contradiction arising from the assumption W(z) > W(z). O

An inspection of the arguments shows that they lead to the following
slightly more general and useful comparison result.

Theorem 4.3.2 Assume that there exists a Lyapunov function (. Let W and
W be, respectively, viscosity sub- and supersolution of the equation in an open
set O C K coinciding on 0O and such that

W(z) =o(l(z)), W(z)=o0(l(z)), |z|— oc.

Then W (x) < W (x) for all z € O.

Remark. The definition of a Lyapunov function does not depend on U (it
is a property of the operator with U* = 0), and we have the uniqueness for
any utility function U for which U* is decreasing with respect to the partial
ordering induced by K*. However, to apply the uniqueness theorem, we should
know that W is not growing faster than a certain Lyapunov function.

4.3.2 Existence of Lyapunov Functions and Classical
Supersolutions

Results on the uniqueness of a solution to the HJB equation are all based on
work with specific Lyapunov functions. The following general considerations
explain how the latter can be constructed.

Let u € C(Ry)NC?(R4 \ {0}) be an increasing strictly concave function
with u(0) = 0 and u(cc) = oo. Introduce the function R := —u'?/(u"u).
Assume that R :=sup,. R(z) < occ.

For p € K*\ {0}, we define the function f(x) = f,(z) := u(px) on K. If
y € K and = # 0, then yf'(z) = (py)u'(px) < 0. The inequality is strict when
p € int K*.

Recall that A(z) is the matrix with AY(x) = AYz'27 and the vector u(z)
has the components p‘z?. Suppose that (A(z)p,p) # 0. Putting 2 := px for
brevity, we obtain by obvious transformations intended to isolate full square
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that
Lof(@) = 5 [(A@p.p)u" (2) + 2 (), p)u' (2) + éﬁ((i))pp;> Z((j))
5 O R - fuCa), (433)

Since u” < 0, the expression in the square brackets is negative, and so is the

whole right-hand side of the above formula if 8 > n(p)R, where

1 (u(x),p)?
np) =3 vek (A@)p,p)’

Of course, if (A(z)p, p) = 0 we cannot argue in this way, but if in such a case
also (u(x),p) =0, then Lof(x) = —Pu(z) <0 for any 3 > 0.

These simple observations lead us to the following existence result for
Lyapunov functions:

Proposition 4.3.3 Letp € int K*. Suppose that (j(x), p) vanishes on the set
{zr eint K : (A(z)p,p) =0}. If 8 > n(p)R, then f, is a Lyapunov function.

Let 7 := sup,c k- 1(p). Note that n(p) = n(p/[p[). Continuity considera-
tions show that 7 is finite if (A(z)p, p) # 0 for all z € K\ {0} and p € K*\ {0}.
Obviously, if 3 > R, then f, is a Lyapunov function for p € int K*.

The representation (4.3.3) is useful also in the search of classical superso-
lutions for the operator L. Since Lf = Lof +U*(f'), it is natural to choose u
related to U. For a particular case where C = R% and U(c) = u(eic), with u
satisfying the postulated properties (except, maybe, unboundedness) and as-
suming, moreover, that the inequality

u*(av'(2)) < gla)u(z) (4.3.4)
holds, we get, using the homogeneity of Ly, the following result.

Proposition 4.3.4 Assume (A(x)p,p) # 0 for allz € int K and p € K*\{0}.
Suppose that (4.3.4) holds for all a,z > 0 with g(a) = o(a) as a — oo. If
B > fR, then there exists ag such that, for every a > ag, the function af, is a
classical supersolution of (4.2.5) whatever is p € K* with p' # 0. Moreover, if
p € int K*, then af, is a strict supersolution on any compact subset of int K.

For the power utility function u(z) = 27 /v, v €]0, 1], we have

R(z)=7/(1-7)=R

and u*(au'(2)) = (1 —7)a?/=Du(2). Therefore, inequality (4.3.4) holds with
g(a) = o(a), a — 0.

If Y satisfies Hy with o' = 0, u* = 0 (i.e., the first asset is the numéraire),
and ¢ # 0 for i # 1, then, by the Cauchy-Schwarz inequality applied to
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{u(z), p),

The inequality
d i\ 2
v 1 w
- [adl 4.3.5
8>1>3 ; <J) (4.3.5)

(implying the relation 3 > fR) is a standing assumption in many studies
on the consumption—investment problem under transaction costs, see Akian
et al. [3] and Davis and Norman [47].

In particular, for the model with only one risky asset and the power util-
ity function, by virtue of the above computations, we have, for the function
f(x) = au(px) given by p € K* with p! = 1, that

* 1 2 —
Lof(@)+U*(f'(2)=[.]+ <21j,y52 — B+ (1 —~)at/ 1))f(x),
where [...] <0. This implies the following conclusion.

Proposition 4.3.5 Suppose that, in the two-asset model with the power util-
ity function, the Merton parameter

Then the function
1
fl@) = ;f% pz)? = m(pz)” (4.3.6)

is a classical supersolution of the HJB equation whatever is p € K* with
1
p-=1.

As we shall see in the next section, the existence of supersolutions has
important implications for the Bellman function, ensuring, in particular, the
finiteness of the latter.

4.4 Supersolutions and Properties of the Bellman
Function

4.4.1 When is W Finite on K?

First, we present sufficient conditions ensuring that the Bellman function W
of the considered maximization problem is finite.

Let @ be the set of continuous functions f : K — R4 increasing with
respect to the partial ordering >k and such that, for every x € int K and
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every m € A? the positive process X = X/ given by the formula
X/ = PE(V) + JT, (4.4.1)

where V' = V%7 is a supermartingale.

The set @ of f with this property is convex and stable under the operation
A (recall that the minimum of two supermartingales is a supermartingale).
Any continuous function which is a monotone limit (increasing or decreasing)
of functions from @ also belongs to @.

Lemma 4.4.1 (a) If f € &, then W < f;
(b) if for any y € OK, there exists f € @ such that f(y) = 0, then W is
continuous on K.

Proof. (a) Using the positivity of f, the supermartingale property of X/, and,
finally, the monotonicity of f, we get the following chain of inequalities leading
to the required property:

EBJF < EX{ < f(Vo) < f(Vo-) = f(a).

(b) Recall that a concave function is locally Lipschitz continuous on the
interior of its domain, i.e., on the interior of the set where it is finite. Hence,
if @ is not empty, then W is continuous (and even locally Lipschitz continuous)
on int K. The continuity at a point y € 0K follows from the assumed property
because 0 < W < f. O

Lemma 4.4.2 Let f: K — Ry be a function in C(K)NC?(int K). If f is a
classical supersolution of (4.2.5), then f € ®,i.e., X7 is a supermartingale.

Proof. First, notice that a classical supersolution is increasing with respect
to the partial ordering > k. Indeed, by the finite increments formula we have
that, for any x, h € int K,

flx+h)— f(x) = f(x+I9h)h

for some ¥ € [0,1]. The right-hand side is greater or equal to zero because,
for the supersolution f, we have the inequality X (f'(y)) < 0 whatever is
y € int K, or, equivalently, f/(y)h > 0 for every h € K, just by the definition
of the support function Yg and the choice of G as a generator of the cone
—K. By continuity, f(x 4+ h) — f(z) > 0 for every z,h € K.

In order to be able to apply the It6 formula in a comfortable way, we
introduce the process V=Vvo = Vool + Vo_Ijo,00[, Where o is the first
hitting time of zero by the process V. This process coincides with V on [0, o[
but, in contrast to the latter, either always remains in int K (due to the
stopping at o if V,_ € int K) or exits to the boundary in a continuous way
and stops there. Let X/ be defined by (4.4.1) with V replaced by V. Since

X =X 4 e (f(Vou + AB,) = F (Vo)) jo.00]s
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by the monotonicity of f it is sufficient to verify that X7Tisa supermartingale.
Applying It6’s formula to e =% f(V;), we obtain on [0, o[ the representation

X/ = i) + / e [Lof(Va) — exf' (Vi) + Ule)] ds+ Re +my, (4.4.2)

where m is a process such that m = (mya,, ) are continuous martingales

for some stopping times o,, increasing to o, and

R; := /0 e PP (Ve)dBS+ Y e P [f(Ve + ABy) — f(Vi)]. (44.3)

s<t
By the definition of a supersolution, for any x € int K,
Lof(z) < =U*(f'(z)) <cf'(x) —U(c) VeeK.

Thus, the integral in (4.4.2) is a decreasing process. The process R is also
decreasing because the terms of the sum in (4.4.3) are less or equal to zero by
monotonicity of f, while the integral is negative since

F'(Veo)dBE = Itap.—oy f'(Vs—) Bs d|| Bl s,

where f'(V,_)Bs < 0 since B takes values in K. Taking into account that
XI>0,we obtam from (4.4.2) that for each n, the negative decreasing process
Rino, dominates an integrable process, and so it is integrable. The same
conclusion holds for the stopped integral. Being a sum of integrable decreasing
process and a martingale, the process )~(t Ao, 18 @ positive supermartingale and,

hence, by the Fatou lemma, X7 isa supermartingale as well. O

Lemma 4.4.2 implies that the existence of a smooth positive supersolu-

tion f of (4.2.5) ensures the finiteness of W on K. Sometimes, e.g., in the
case of power utility function, it is possible to find such a function in a rather
explicit form.
Remark. Let O be the closure of an open subset O of K, and let f: O — R
be a classical supersolution in O. Let = € O, and let 7 be the exit time of the
process V&7 from O. The above arguments imply that the process thAT isa
supermartingale, and, therefore,

E[efﬁ(t/\‘r)f(vtm_) 4 JZT/\T] < f(x) (4.4.4)

4.4.2 Strict Local Supersolutions

The next, slightly more technical result, the proof of which is also based on
the analysis of (4.4.2), is of great importance. It will play a crucial role in
deducing from the Dynamic Programming Principle that W is a subsolution
of the HJB equation.
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We fix a ball O,(r) C int K and define 77 as the exit time of V™% from
O, (), i.e.,
T = inf{t >0: ‘V;m — x‘ > r}.

For simplicity, we assume that f is smooth in a neighborhood of O,.(x).

Lemma 4.4.3 Let f € C%(O,(x)) be such that Lf < —& <0 on O,(z). Then
there exist a constant n > 0 and an interval |0,t] such that

sup EX;0T < f(x) —nt Yt €]0, ).
TEAZ

Proof. We fix a strategy m and omit its symbol in the notation below. In what
follows, only the behavior of the processes on [0, 7] does matter. Taking into
account the monotonicity of f and modifying, if necessary, the strategy at
the date 7 by reducing the size of the jump AB,, we may assume without
loss of generality that |V — x| = r on the set {7 < co}. As in the proof of
Lemma 4.4.2, we apply the It6 formula. By assumption, for y from the ball
O,(z), we have the bounds Lof(y) < —e — U*(y) and Xg(f'(y)) < —¢; the
latter means that kf'(y) < —elk| for k € —K (hence, f'(O,(z)) C int K*).

This implies the inequality
fiz __—pt
EX]Z < f(z) — e P'ENy,

where

tAT

tAT
N enn)+ [ H(ens W) ds+e [ 1B]alB.
0 0

with H(c,p) := U*(p) + pc — U(c) > 0. It remains to verify that EN; domi-
nates, on a certain interval |0, tg], a strictly increasing linear function which
is independent of 7.

Being the image of a closed ball under continuous mapping, the set
f'(O.(z)) is a compact in int K*. The lower bound of U* on f'(O,(z)) is
finite. For any p from f/(O,(x)) and ¢ € C C K, we have the inequality
(¢/lc])p > . At last, U(e)/|c| — 0 as ¢ — oo. Combining these facts, we infer
that there is a constant k (“large”; for convenience, x > 1) such that
inf  H(e,p) > w"Ye|, Veel, || > k.

pEf(Or(2))

Thus, for the first integral in the definition of N;, we have

tAT

tAT
/ H(cs, f'(V))ds > k7! / Ifjc.)>nylcs| ds.
0 0

Notice that the second integral dominates &||B|j¢ar for some & > 0. To see
this consider the absolute norm |.|; in R%. Then the total variation of B with
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respect to this norm is ), Var B*, and
. iy dB? dB?
Bl = B'| = — | = -
Bl ZZ_] | Zi:'d|B|| zi:‘d\/arBz

But all the norms in R? are equivalent, i.e., &1 -| < |-|; < &| - | for some
strictly positive constant &, and the same inequalities relate the corresponding
total-variation processes.

Summarizing, we conclude that it is sufficient to check the domination
property for EN, with the simpler processes

dVar B dY, Var B’
d|| Bl df| B

tAT
N; ::t/\T+/ I{|CS‘ZH}‘Cs|dS—|— HB”t/\T- (4.4.5)
0

The idea of the concluding reasoning is very simple: on a certain set of
strictly positive probability, where one may neglect the random fluctuations,
either 7 is “large,” or the total variation of the control is “large.”

The formal arguments are as follows. Take § > 1. By the stochastic Cauchy
formula the solution of the linear equation (4.2.2) can be written as

t
Vi=&(Y )2+ & (YY) / ENYNd(BL-CY), i=1,....d,
0
with the Girsanov exponential
E(Yi) =¥ /D),

Using only the fact that &4 (Y?) = &(Y?) = 1, we get immediately from this
representation that there exist a number ¢y > 0 and a measurable set I" with
P(I') > 0 on which

[Ver —z| <r/2+5(|Bl+IC])  on [0,t0]

whatever is the control 7 = (B, C). Of course, diminishing ¢y, we may assume
without loss of generality that ktg < r/(46). For any t < tg, we have on the
set I'N {7 <t} the inequality ||B||- + ||C||- > r/(2)), and, hence,
~ T T
Ny 2 ||Bl- + ICl- —/ Lje,<nylesl ds = 55 = rto = kto > to > t.
0

On the set I'N {7 > t}, obviously, N; > t. Thus, EN, > tP(I") on [0, ], and
the result is proven. 0O
4.5 Dynamic Programming Principle

The following property of the Bellman function is usually referred to as the
(weak) “dynamic programming principle”:
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Theorem 4.5.1 Assume that W(z) < oo for x € int K. Then for any finite
stopping time T,

W(z) = sup E(JF +e "W (VET)). (4.5.1)
TEAZ

It is corollary of two more precise results given in Lemmas 4.5.2 and 4.5.3,
which will be our tools to derive the HJB equation for the Bellman function
(though nicely looking, the above formulation does not suit this purpose).

We work on the canonical filtered space of continuous functions equipped
with the Wiener measure. The generic point w = w, of this space is a con-
tinuous function on Ry, zero at the origin. Let F} := o{ws, s < t} and
Fi = ﬂ€>o Fire. We add the superscript P to denote o-algebras augmented
by all P-null sets from £2. Recall that F;"" coincides with F/ (this assertion
follows easily from the predictable representation theorem).

A particular structure of {2 allows us to consider such operators as the
stopping w. — w?, s > 0, where w® = wgx_, and the translation w, — wgy —ws.
Taking Doob’s theorem into account, one can describe Fg-measurable random
variables as those of the form g(w ) = g(w?®) where g is a measurable function
on {2.

We define also the “concatenation” operator as the measurable mapping

g R xN2x02— 0

with gt(s,w_,d)_) = th[O,s[(t) + (‘Z)t—s + WS)I[57OO[(t)
Notice that
gt (Sawawﬂrs - ws) = Wt.

Thus, m(w) = 7(g(s, w’, w45 — ws)).

Let 7 be a fixed strategy from A7, and let ¢ = ¥*7™ be a hitting time of
zero for the process V&7,

We need the following general fact on conditional distributions.

Let £ and 7 be two random variables taking values in Polish spaces X and
Y equipped with their Borel o-algebras X and ). Then ¢ admits a regular
conditional distribution given 7 = y, which we shall denote by pe/, (I’ y), and

E(f(&n)n) =/f(x,y)pg|n(dw,y) (as.)

y=n

for any measurable function f(x,y) > 0.

We shall apply the above relation to the random variables £ = (w 4, —w,)
and n = (7,w”). In this case, according to the Dynkin—-Hunt theorem, the
conditional distribution pe|, (I, ) admits a version which is independent of y
and coincides with the Wiener measure P.

At last, for fixed s and w?®, the shifted control w(g(s,w?® @.),s + dr) is
admissible for the initial condition V;”™(w). Here we denote by @. a generic
point of the canonical space.
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Lemma 4.5.2 Let Ty and Ty be, respectively, the sets of all finite and bounded
stopping times. Then

. T —0BT T,
W(z) < rrseufl)g Tlél% E(JT +e 7TW (VD). (4.5.2)

If W(x) < oo for all z € int K, then

W(z) < sup inf E(JF +e TW(VET)). (4.5.3)

TEAZ €T

Proof. For arbitrary = € A7 and 77, we have that
EJ* = EJ* + Ee "7 / e Prulc i) dr.
0

According to the above discussion, we can rewrite the second term of the
right-hand side as

EeﬁT/(/ eﬁru(cr+T(g(7,wT,u~))))dr>P(d&;)
0
and dominate it by Ee=#"W (V™). Thus,

EJI < EJT + Ee "W (VET).

This bound leads directly to the first announced inequality. To obtain the
second, we note that W is dominated by a linear function and consider, for a
bounded stopping time 7, the sequence 7,, := 7+ 1/n; for 7,,, the above bound
holds. Clearly, V'™ — V7. Since W is continuous in int K and zero is an
adsorbing point, W (V") — W (V;>™). At last, Proposition 4.2.1 allows us to
apply the dominated convergence theorem and remove the annoying minus in
the bound, which leads, in this modified form, to (4.5.3). O

The proof of the opposite inequality is based on different ideas.

Lemma 4.5.3 Assume that W(z) < oo for all x € int K. Then for any finite
stopping time T,

W (z) > sup E(J] +e TW(VET)). (4.5.4)
TEAZ

Proof. Fix € > 0. Being concave, the function W is continuous on int K.
For each z € int K, we can find an open ball O,(z) = z + O,(0) with
r =r(e,z) < € contained in the open set {y € int K : |[W(y) — W(x)| < €}.
Moreover, we can find a smaller ball Oz(z) contained in the set y(z)+ K with
y(x) € Or(x). Indeed, take a ball 29 + O5(0) C K. Since K is a cone,

x4+ Ox(0) Cax—Axg+ K
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for every A > 0. Clearly, the requirement is met for y(z) = = — Axg and
7 = Ad when A|xg| < € and Aé < r. The family of sets Oy, (), = € int K, is
an open covering of int K. But any open covering of a separable metric space
contains a countable subcovering (this is the Lindel6f property; in our case,
where int K is a countable union of compacts, it is obvious). Take a countable
subcovering indexed by points z,,. For simplicity, we shall denote its elements
by O, and y(xy) by y,. Put A; := O1 and A, = O, \ ., Ok. The sets A,
are disjoint, and their union is int K.

Let 7™ = (B™,C"™) € AY" be an e-optimal strategy for the initial point ys,,
i.e., such that

EJ™ >W(y,) — €.

Let m € A? be an arbitrary strategy. We consider the strategy # € A? defined
by the relation

07—[+Z V2 ,0)+7T ]I[TOO[IA (V )I{T<19}7

where 7" is the translation of the strategy #": namely, for a point w_with

T(w) = s < 0o, we have

T (W) =T (wts — ws)-

In other words, the measure d7 coincides with dm on [0, 7] and with the shift
of dr™ on |7, 00[ when V" is a subset of A,,; the correction term guarantees
that in the latter case the trajectory of the control system corresponding to
the control 7 passes at time 7 through the point y,,.

Now, using the same considerations as in the previous lemma, we have

W(z) > EJE = EJT + ZEIA I{r<19}/ e Pu(e)) ds

>EJ" + ZEIA (V) oy T(W(yn) —e)
n=1
> BJT + Ee TW(VET) — 2e.
Since 7 and ¢ are arbitrary, the result follows. O

Remark. The previous lemmas imply the identity

W(z) = sup inf E(JF +e "W (VET)).
e Az T€Ty

It can be considered as another form of the dynamic programming principle.
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4.6 The Bellman Function and the HJB Equation

Theorem 4.6.1 Assume that the Bellman function W is in C(K). Then W
is a viscosity solution of (4.2.5).

Proof. The claim follows from the two lemmas below. 0O
Lemma 4.6.2 If (4.5.4) holds, then W is a viscosity supersolution of (4.2.5).

Proof. Let z € O C int K. We choose a test function ¢ € C?(O) such that
¢(x) =W(x) and W > ¢ in O.

At first, we fix m € K and argue with € > 0 small enough to ensure that
x—em € O. The function W is increasing with respect to the partial ordering
generated by K. Thus,

d(z) =W(x) > W(z —em) > ¢(x —em).

Tt follows that —m¢’(z) < 0, and, therefore, Y(¢'(x)) < 0.

Take now 7 with By = 0 and ¢; = ¢ € C. Let 7. be the exit time of
the continuous process V = V&7 from the ball O,(z) C int K. The identity
(4.5.4) implies that

W(x) 2 E(J]r, +e "W (Vins,)),

and this inequality holds true if replace W by ¢. Writing all terms of the latter
in the right-hand side and applying the It6 formula (4.4.2), we get that

0> E( / o e U (c,) ds + eﬁ“”%(vtm)) — ¢(z)
0
> B / " B [Lop(Va) — e (V) + U(0)] ds
0

1
> min [Lod(y) —cd'(y) + Ulc E{— 1 — e~ AltAT) ]
min [L0(y) — o6/ (1) + U E| 5 )
Dividing the resulting inequality by ¢ and taking successively the limits as ¢
and r converge to zero, we infer that Loo(z) — c¢’(z) + U(c) < 0. Maximizing
over ¢ € C yields the bound Lo¢p(z) + U*(¢'(x)) < 0, and, therefore, W is a
supersolution of the HJB equation. 0O

Lemma 4.6.3 If (4.5.2) holds, then W is a viscosity subsolution of (4.2.5).

Proof. Let z € O C intK. Let ¢ € C?(O) be a function such that
¢(x) = W(x) and W < ¢ on O. Assume that the subsolution inequality
for ¢ fails at x. Thus, there exists ¢ > 0 such that L¢ < —e on some ball
O,(r) C O. By virtue of Lemma 4.4.3 (applied to the function ¢), there are
to > 0 and 1 > 0 such that on the interval |0, to], for any strategy © € A%,

E(Jfr +e 77 ¢(VIT)) < () — nt,
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where 77 is the exit time of the process V™ from the ball O,.(z). Fix t €]0,to].
By the second claim of Lemma 4.5.2), there exists m € AZ such that

W(z) < E(J5, +e "W (VRT)) + lnt

2
for every stopping time 7, in particular, for 77.

Using the inequality W < ¢ and applying Lemma 4.4.3, we obtain from the
above relations that W (z) < ¢(x) — (1/2)nt. This is a contradiction because
at the point = the values of W and ¢ are the same. O

4.7 Properties of the Bellman Function

4.7.1 The Subdifferential: Generalities

The subdifferential of the function W at a point = € int K is defined as the
set
OW(z) ={weR": W(y) <W(z)+wly—z)VyeK}.

Since W is concave, this set is nonempty; obviously, it is closed and bounded.
If W is unbounded, zero does not belong to OW ().

Recall that, for a concave function f of scalar argument, the subdifferential
df(z) = [DT f(x), D™ f(z)], the interval between the values of the right and
left derivatives at z.

Lemma 4.7.1 Let x1,z5 be two points in int K. Then
(OW (z1) — OW (22)) (1 — 22) < 0. (4.7.1)
Proof. Let w; € OW (x;), ¢ = 1,2. From the definition we have the inequalities

W(xz) < W(x1) + w122 — 21), W(x1) < W(x2) + wa(xy — z2).

Adding them, we obtain that (w; — we)(xz; — z2) < 0, the relation we need.
O

Lemma 4.7.2 The set OW () is a singleton if and only if W is differentiable
at ; in this case the unique element of OW (x) is W' (x).

Lemma 4.7.3 Let O be an open subset of K. The function W is of class
CL(O) if OW (x) is a singleton at any point x € O.

Now we exploit some specific properties of the Bellman function.
The following lemma follows from the monotonicity of W with respect to
the partal ordering induced by the cone K.
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Lemma 4.7.4 For every x € int K, we have the inclusion OW (z) C K*.

Proof. If w € OW (x), the linear function ¢(.) := W(zx) + w(. — ) dominates
W(.) on K. Then, for any y € K,

px) =W(z) <W(z+y) < olz+y) = W) +wy.
Thus, wy > 0 for all y € K, and the result follows. 0O

The Bellman function in the model with the power utility inherits the
homotheticity property of the latter. Namely,

W(vz) =v"W(z) Vv >0. (4.7.2)
This implies a homotheticity property for the subdifferential.
Lemma 4.7.5 If W satisfies (4.7.2), then

oW (va) = v’ oW (z) Vv > 0. (4.7.3)
Proof. Taking into account that K is a cone, we have
oW (vz) = {w e R": W(vy) < W(vz) +w(vy —vz) Vy € K}
={we R: VW (y) < vW(z)+w(vy — vz) Yy € K}
={weR: W(y) <W(z)+v' w(y—=z)Vy € K}.
Since the right-hand side is 1?7 ~10W (), we get the claim. O
Corollary 4.7.6 If W # 0 satisfies (4.7.2), then 0 ¢ OW (z).

Proof. 1f 0 € OW (x), then 0 € OW (vzx), v > 0. Thus, W attains its maximum
at every point va. In virtue of (4.7.2), this is possible only if W =0. O

Lemma 4.7.7 If W satisfies (4.7.2), then the projection of OW (x) on Linz
is the singleton YW (x)|z|~2z. In particular, for d = 2, if not a singleton, the
subdifferential OW (x) is a closed interval orthogonal to x.

Proof. Let w € OW (z), and let w = kz + w* where w'x = 0. Then, for any
real t > 0, we have, in virtue of the definition of a subdifferential, that

W(tx) < W(z) + wa(t — 1) = W(x) + slz|*(t — 1).

On the other hand, for the smooth scalar function ¥(t) := W (tz) = "W (x),
the subdifferential 91(1) is the singleton yW (z). Thus, YW (z) = k|z|?>. O
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4.7.2 The Bellman Function of the Two-Asset Model

Now we investigate the structure of the Bellman function for the case d = 2
assuming its homotheticity. Let g1, g2 be the generators of K. First, let us
consider the ray

r1 :=g2+R+glz{x€R2: T =gs +tgi, tZO},

parallel to g; and starting from the point go. Relation (4.7.2) allows us to
recover the whole function W from its values on 71, i.e., from the values of the
concave increasing function Wy (t) := W(g2 + tg1), t > 0, with W(0+) = 0.
Its subdifferential OWy(¢) is the interval [D¥ Wy (t), D-Wy(t)] € Ry; if £ > ¢,
then the interval W, (f) lays leftwards with respect to the interval W (t).
Put ¢; :=inf{t > 0: DTW;(t) = 0}. Necessarily, OW; (t) = {0} for ¢t > ;.

Define the cone K := cone{gi, g2 + t191} contained in K; by convention,
g2 + 0091 = g1, i.e., K1 := cone{g; } when t; = co.

Notice that g10W (g2 +tg1) € OW1(t). Indeed, if w € OW (g2 + tg1), then,
for all s > 0,

W(g2 +591) < W(ga +tg1) +wgi(t — s),

i.e., wg; € an(t)

In particular, g;0W (g2 + tg1) = {0} for ¢t > t;. On the other hand, by
Lemma 4.7.7 the projection of 9W (ga + tg1) on the direction g +tg; is a
singleton. Thus, OW (g2 + tg1) i also a singleton. Using Lemma 4.7.3 and
Lemma 4.7.3, we arrive at the following conclusion: W is C' on int K, and
@i W’' =0 on this set.

Changing the role of indices, we may introduce also the function Wy, the
value to, and the cone Ky := cone{gs, g1 + toga} degenerating to the ray
cone{gs} when ty = co. Similarly, W is C! on K, and goW’ = 0 on this set.

Notice that int K1 Nint K5 = @. Indeed, at a common point one would
have the identities ¢;WW'(x) = 0, possible only if W/(z) = 0. This contradicts
to Corollary 4.7.6. Therefore, Ky := cone{ga + t191, g1 + t2g2} is a cone lying
in between K7 and Ks; the interiors of these three cones are disjoint.

Lemma 4.7.8 For every x € int Ky, we have the inclusion OW (x) C intK*
or, equivalently, wg; > 0 for all w € OW (x), i =1,2.

Proof. As we just proved, g10W (go + tg1) C 0W1(t). But for ¢ < t1, the set
OW1(t) lies in ]0,00[. It follows that g10W (z) > 0 for x belonging to the
intersection of the ray g + R4 g1 with int Ky and, hence, by Lemma 4.7.3, for
all z € int K. The arguments for the generator go are similar. 0O

To check that int K; and int Ky are nonempty as well as int K, we use
more particular properties of the HJB equation. This will be done in the next
section.
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4.7.3 Lower Bounds for the Bellman Function

For the model where the functional depends only on the first asset which is the
numéraire, one can get easily tractable lower bounds for the Bellman function
which will be used later.

Let I(z) be the liquidation function, i.e.,

l(z) =sup{z € Ry : z—ze; € K}.

We consider the subset of admissible strategies with ABy = e1l(z) —x and
B = By for t > 0. This means that the agent liquidates his position in the
risky asset entering the market and remains afterwards only with money. For
a strategy m of this type,

J;ro:/ e Plu(c,) dt,
0

where 7 is the instant when the process X; := l(x) — fg ¢s ds hits zero. In
particular, if the consumption is proportional to the wealth, i.e., ¢; = kX,

with some constant k > 0, we have the dynamics X; = I(x)e " with 7 = co
and -
JZ :/ e*ﬁtu(nl(x)ef'""t) dt.
0
Thus,
W(z) > sup/ efﬁtu(ﬁl(x)e*“t) dt. (4.7.4)
k>0.J0

In the specific case of the power utility function,

JT = ﬂ—vp(l«)
¥ B +wy) T

The maximum of the right-hand side over « is attained at k., = 3/(1—+). This
gives us a useful lower bound for the Bellman function, which we formulate
as follows:

Lemma 4.7.9 In the problem with the power utility function,

W(z) > }nyqu(x) _1 <ﬁ >V117(x) (4.7.5)
Ty Y\1—vy
In particular,
1 .., 1/ 8\
Wi(ey) > ~k) 1:—(—) ) 4.7.6
(e1)> - (= (4.7.6)

This result will be used in the sequel for the two-asset model with the
transaction cost coefficients A\'2 = A2! = M. For such a case, at any point
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x = (§,7) which lies in the intersection of the solvency region K with the
upper half-plane, the value of liquidation function is

n p2x
l = _ =
@) =€+ T3 T 14
(the stock holding 7 is converted into 7/(1 + \) units of money). Therefore,

we can write more explicitly that

W(z) > %nz* (g + %)7 (4.7.7)

In particular, for z = (1 — z, z) with z € [0,1+ 1/}], we have the lower bound

1/ 8\ 1 ,
W(1_272)2;<1—7> (1+)\)7(1+/\—/\z) . (4.7.8)

Remark. Another lower bound for the Bellman function can be obtained
by considering the strategy m which prescribes to convert immediately the
portfolio into a single-asset one with holdings in a fixed risky asset and to
consume proportionally to the current portfolio value (this means that shares
permanently should be sold paying the transaction costs, which can be also
interpreted as a consumption tax). Since the wealth in this case evolves ac-
cordingly to a stochastic linear equation, EJ7T can be easily calculated.

4.8 The Davis—Norman Solution

4.8.1 Two-Asset Model: The Result
Let us consider the two-asset model with the price dynamics given by

ds} =0,
dS} = S?(udt + o dwy),
where w is a Wiener process, and o > 0. That is, the first asset (“bond”,

“money”, or “bank account”) is the numéraire. The price of the risky asset
follows a geometric Brownian motion. The portfolio values evolve as

AVt = dL7" — (14 A"?) dLy® — ¢y dt,
dV? = V2 (pdt + o dwy) +dL;” — (14 X*') dL?',

where L'? and L?' are adapted right-continuous increasing processes.
The optimization problem is of the form

E/ e Pu(cy) ds — max, (4.8.1)
0
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where v : Ry — Ry is a utility function. The maximum is taken over the
set of strategies for which the value process evolves in the solvency cone K
generated by the vectors g; := (1 + M2, —1) and g := (—1,1 + A\?!) lying
respectively in the forth and second quadrants. So, K and K* are simply
sectors; the generators of the dual cone are the vectors p; := (1,1 + A'?) and
p2 := (1+ A?1,1) lying in RZ and orthogonal, respectively, to g; and go.

For the power utility function, the structure of the solution was found by
Norman and Davis in 1990, though it was conjectured already in the pioneer-
ing paper of Magill and Constantinides of 1976. It was thoroughly analyzed
using methods of viscosity solutions in the paper by Shreve and Soner of 1994.
In our presentation we follow the latter.

We consider here the model with u(c) = ¢7/~, v €]0, 1[, supposing always
that the Bellman function W is finite. As we already know, such a property
is guaranteed if kp; > 0, i.e.,

1 4 p?
8> 31— 7o (4.8.2)
Note that the above inequality ensures the finiteness of W even in the classical
Merton problem without friction. In the model with friction one can find other
sufficient conditions for the finiteness of the Bellman function. We discuss this
issue later.

It follows from the general theory that the Bellman function W is the
viscosity solution of the HJB equation with zero boundary condition. It is
unique in the class of functions with growth rate 4/ > ~ such that the above
bound still holds with ~'.

We assume, moreover, that the instantaneous interest rate of the risky
asset 1 > 0, and this hypothesis will be used immediately in proving (4.8.5).

The HJB equation can be written as follows:

1
maX{ 502772Wnn + unWy — BW + u*(We), =1 W', —ng’} =0. (4.83)

Of course, at the moment, we have no information about the existence of the
involved derivatives of W, and the above relation has to be understood in the
viscosity sense. Since this section is a case study and our intention is to obtain
an explicit solution, we abandon the standard notation: to improve the per-
ception of the formulae, we use the notation (£, n) and (¢, z) for generic points
in Rf_. Moreover, for the sake of simplicity, we suppose that the transaction
costs for buying and selling are the same, i.e., A\!2 = \21 = X\ > 0.
The principal result is the following:

Theorem 4.8.1 There are vectors §i,gs such that the solvency cone K is
the union of K; = cone{g1,g1}, Ko = cone{ga, g2}, and Ky = cone{g1, g2},
three sectors with disjoint nonempty interiors. The Bellman function W is
a concave positive homogeneous function of order v and belongs to the class
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Cl(int K). On K;, i = 1,2, it is given by the formulae a;u(p;x). On int Ko,
it is a classical C?-solution of the equation

1
EoanWm + Wy, — W +u*(We) =0, (4.8.4)

where u*(p) = (1 — )y~ p?/ (=1,

4.8.2 Structure of Bellman Function

First of all, we recall that the functions au(p;z) for large a are classical super-
solutions, and, hence, they dominate W (z) “globally,” i.e., on the whole K.
We refine this result by showing that, on certain sectors with nonempty in-
teriors and adjacent to the boundaries of the solvency region, the Bellman
function W coincides with functions of this particular type. Specifically, we
have:

Proposition 4.8.2 (a) There exists ay > 0 such that
W(z) = aju(pixz) on cone{gy,e;}. (4.8.5)
(b) There ezists az > 0 such that
W(z) = asu(pez) on cone{gs,20(1+X)"'g2 + e2}. (4.8.6)

Proof. (a) Take a1 := W(e1)/u(prer) = YW(e1). Due to the homotheticity
property, this choice implies that the function ¢(z) := aju(pix) coincides with
W (z) on the whole ray R e;. This immediately implies that W (z) > ¢(x) on
the sector cone{gi, e1 } because, along each ray £e; +R g1, £ > 0, the function
W is increasing while ¢ remains constant. On the other hand, both functions
are zero on the boundary ray R g; (which is a part of OK). Let us check that
¢ is a classical supersolution of our HIB equation on the sector cone{gi, e},
and, hence, we have the reverse inequality W (z) < ¢(x) on this set due to
Lemmas 4.4.1 and 4.4.2. The only problem is to check, in the interior of the
sector, the inequality Lo + u*(p¢) < 0, which, in the detailed notation, is
simply

1 X
§U2n2wnn + pnpn — B + u(pe) < 0.

The first term in the left-hand side is always negative (due to the concavity).
The second one is negative because, for x = (£,7) in the considered set, the
coordinate < 0, the parameter u > 0 by assumption, and ¢ is increasing
in n. At last, by virtue of the bound (4.7.6),

-1
ar =AW (er) > K] = (%) | (48.7)
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and we easily get that

u(pe) = (L=7)a; "¢ < . (4.8.8)
(b) We put N :=26(1+ \)~! and note that

1
502(1 + Ny =N+ p=0.

Take now ag := W (Ngs + e3)/u(paes) = YW (Nga + e3). By the same general
arguments as above, we obtain that the function ¥ (z) := agu(pax) coincides
with W (z) on the whole ray generated by the vector Ngs + e and satisfies
the inequality W (z) > ¢ (z) on the sector cone{ga, Ngs + e2}. To obtain the
reverse inequality, it remains to verify that Loy + u*(¢¢) < 0 at any point
x = (§mn) from the interior of this sector. Such a point admits a unique
representation B
z =&g2 +1(Nga + e2)

with some reals £,7 > 0. We have: pox = fpaes = 7 and
1= xeg = Egaea + (Nga + ea)ey > Nijgzea = Nij(1 + N).
Thus,

SO () + () = az(pzﬂcW_l”(%”Q(7 R )

< a2<p2x>“n(§fﬂ<v SN u) ~0

due to our choice of N.

On the other hand, the wvalue of liquidation function is
I(Nga+e3) =1/(14 A) (the intersection of the ray Ngs +e2 — R go and the
axis of abscises is the point (1/(1+ A),0)), and, therefore, due to the bound
(4.7.6), we have that

o, 1 g\t 1
ap > k)1 —<1_7> ESVER (4.8.9)

It follows that

w(Ye(2)) = (1 - Va1 + N () < Bu(e), (4.8.10)
and we get the result. O

We denote by K;, ¢ = 1,2, the largest sectors on which the Bellman func-
tion is given by the formulaec W (x) = a;(p;x)”. By the above we have:

Corollary 4.8.3 The sectors K;, © = 1,2, are nonempty, and

a; > K17 as > k]! (4.8.11)

1+ M)
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Our next aim is to show that int Ky # @ or, in other words, that K;
and K> have no common boundary points (except zero). Though the crucial
information will be obtained by a reduction to a one-dimensional problem,
we make the first step in this direction immediately by inspecting the above
formulae and establishing the following simple assertion:

Wi(er) = %(%)W_l, (4.8.12)

then the axis of abscises is not the common boundary of K1 and K.

Lemma 4.8.4 If

Proof. Suppose the opposite. Then the function ¢(z) = as(pax)? coincides
with W (z) on the sector cone{gs, e}, and we can determine the value of as
using (4.8.12). It corresponds to the equalities in (4.8.9) and (4.8.10). Hence,
in the considered case,

Lop(x) +u* (1/)5(93)) = az(le’)vl??(;(ﬂ('Y - 1)]& + /‘)'

The right-hand side is strictly positive for points z = (£, n) with sufficiently
small coordinate n > 0. This means that, for such points, 1) cannot be the
solution of the HJB equation. 0O

Usually, to find the constants a;, one has to solve a free-boundary problem.
However, in the special case where # = 1, the value as can be calculated
easily. The optimal strategy is just to sell a constant proportion of the stock
to generate a flow of money for consumption. The precise result is here.

Proposition 4.8.5 Suppose that the Merton parameter

W(z) =m ! K (p2x)” on KNn{z=(&n): £<0}. (4.8.13)

I+
Proof. Let us consider the process V = (V1,V?) with V! =0 and
dVZ = VA (udt + o dwy) — kp V2 dt, Vi =1.

It corresponds to the strategy when the agent, having as the initial endowment
a unit of stock, converts instantaneously a constant proportion of his wealth
into cash and uses it immediately for the consumption with intensity given
by the formula ¢; = (1 + \) "1k V2
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Apparently,

E(‘/?)'Y _ e’y(p—o2/2—/61\/1)75-&-(1/2)720'275 — e(ﬂ—fiM)t7

the second equality holding because of the assumed identity u = (1 — v)o2.
Thus, for the considered strategy,
e 1 1 1
JT = e P Eu(e)dt =~k ——— =m— = f(ey),
> /0 (e dt = Zrar gy ~ Py )
where we denote by f the right-hand side of (4.8.13). It follows that
Wi(ea) > f(e2). In fact, we have the equality here since we know already
that f is a classical supersolution (see Proposition 4.3.5), and, hence, W < f
in K. By the homotheticity, W = f on R es. Since along each ray nes —R 1 go,
n > 0, the function f is constant while W is decreasing, we have, on the sector
Kn{z=(&n): £ <0}, the inequality W < f and, hence, the equality. O

4.8.3 Study of the Scalar Problem

The utility function is homogeneous of degree «y, and this property, due to the
linearity of the dynamics, is inherited by the Bellman function, i.e.,

W(z)=v"W(z/v) Yv>0. (4.8.14)

Thus, knowing W on the intersection of the line {(&,7n) : £ +n = 1} with the
interior of K, that is, on the interval with the extremities (—1/\,141/X) and
(14 1/A, —1/X), one can reconstruct this function, using the homotheticity
property, on the whole domain by the formula

¢ 7

W(&y)=(E+n) W(my £+

>7 (§m) € int K. (4.8.15)

Let us consider the bijection mapping T : (£,n) — (£ =n,n/(€ +n)) of int K
onto the rectangular |0, 00 X | —1/X, 14+ 1/)[; clearly, T € C*°. It follows that
the function (¢, z) = t7¢)(z) with ¢(z) := W (1 — 2, z) is a viscosity solution
of the equation obtained by the change of variables.

Specifically, let t = ¢(§,n) = £+, 2 = 2(§,n) = n/({ +n) (and, hence,
& =t(1 — 2), n = tz). Differentiating the identity

W& n) = [tE&n)] (= m),

we obtain the following formulae for derivatives:

We(&m) =7 [y(2) — 29/ (2)],
W, (&) =t [yh(2) + (1 — 2)¢'(2)],
Win(&,m) = 772 [y(v = Do(z) +2(y — 1)(1 — 2)¢'(2) + (1 — 2)*¢"(2)].
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Therefore, we obtain that

gW' (&) =t [Myb(2) — (14 A2 (2)],
gW'(&n) =7 My(z) + (1+ X = A2)Y'(2)].

The formal substitution into (4.8.3) yields the following equation in the
viscosity sense on the interval [—1/A,1 + 1/)] for the continuous function
vanishing at the extremities:

max ¢;% =0 (4.8.16)

0<i<2

with two first-order operators
11h i= =Ayp + (1 + A2)y, loth i= =Xy — (1 + X — A2)y/,

and the second-order operator
1- =
o = fau" + it + fo+ — b — 0] 7,
where

fa(z2) == %02;22(1 —2)?,

fi(2) := —0%(1 = )z(1 — 2)(z — 6),
fol2) = 5o*2ly = )2 + 9z — 6,

and 60 := (1 — ) tuo~? is the Merton proportion.

The function v, being concave, has left and right derivatives continuous
from the left and right, respectively, and satisfying the inequality
D% < D74, which can be strict only on a countably set. Outside this set,
the derivative v’ exists and is continuous.

Moreover, v is twice differentiable (in the sense of the Taylor formula)
almost everywhere, and, therefore, (4.8.16) holds in the classical sense almost
everywhere, see Lemma 4.2.3. This means that, at each point outside an ex-
ceptional null-set, we have three inequalities

L(z) <0, Lop(z) <0, lh(z) <0, (4.8.17)

and at least one of them is “active,” that is, holds with the equality. By
continuity, on the whole interval,

M+ (14 X2)DEy <0, M — (14X = X2)DEep < 0. (4.8.18)

Lemma 4.8.6 The function v is continuously differentiable on the interval
I :=]-1/X\1+4 1/X\[ except, maybe, zero. If i)' has a discontinuity at zero,
then

17
$(0) = %(%) T %n}ﬂ. (4.8.19)
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Proof. Since 1) is concave, it has left and right derivatives satisfying the in-
equality DT < D™ . Suppose that at a point z the inequality is strict. Let
p €]D%(z), D~ (2)[. It follows that (p, X) € JT4(z) whatever is X € R.
By the definition of viscosity subsolution, we should have at least one of the
following three inequalities: ¢;Qp x(z) > 0, i = 0,1,2. This leads to an im-
mediate contradiction if z # 0 or z # 1. Indeed, the coefficient at the second
derivative being strictly positive, {oQp x(2) — —oo0 as X — —oo. A non-
constant linear function negative at the extremities of an interval is strictly
negative in its interior, and, therefore, (4.8.18) implies that ¢;Q, x (z) < 0 for
i=1,2.
For the point z = 1, we can say only that

CoQpn(2) = fo(1)1h(1) + u* (y2(1) — p) > 0. (4.8.20)

To obtain a contradiction, we recall the classical fact that, for the monotone
function v, the derivative 9" exists almost everywhere. Another fact (less
known) is that ¢ is locally integrable. On the other hand, the function 1/ fo
has a nonintegrable singularity at 1. With this, we can find a sequence z, T 1
(or zp, | 1) such that ¥ (z,) does exist, lim,, f2(z,)9"(z,) = 0, and inequali-
ties (4.8.17) hold at z,. The passage to the limit in the central one yields the
inequalities

So()y(1) + u” (vp(1) — DF4p(1)) < 0.

The function u* being strictly monotone,

Jo(1)1(1) + u* (v(1) — p) <0,

contradicting to (4.8.20).
The above arguments for z = 0 do not work. An attempt to repeat them
leads to a conclusion that if ¢/’ has a discontinuity at zero, then, necessarily,

fo(0)1(0) +u* (v2(0)) = 0.
Solving this equation, we get the formula (4.8.19). O

Remark. On int K, the Bellman function W always has a continuous deriv-
ative in the radial direction. Thus, the second claim of the lemma means
that if W has no derivative in transversal directions at the ray R, e, then,

necessarily,
1 1—'y>17
W(E,0) =~ — .
(€,0) v( 3 3

Due to the continuity of the derivative, we may guess that the regions
where inequalities in (4.8.16) are active are intervals. The concavity of 1) makes
plausible a more specific structure of 1, namely, that this function satisfies the
above three differential inequalities, the first is a differential equation on the
interval | — 1/, z1[, the second on ]z1, 23], and the third on |z9,1 4 1/A[. The
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first-order differential equations ¢, = 0 with zero boundary conditions can
be readily solved, and we have the following explicit formulae for the external
intervals:

(z) = k1 (1+A2)Y, z€[-1/\ 2],
¥(z) = ka(1+ A= A2)7, 2z €[z, 1+1/)],

where the constants x; > 0 are to be specified.
Lemma 4.8.7 The interior of Ko is nonempty.

Proof. Suppose the opposite. This means that there exists a point z different
from the origin which belongs to the common boundary of K7 and K. If the
function W is differentiable at x, we obtain that W1'/7 has vanishing partial
derivatives in the directions g; and gs. It follows that W'(x) = 0, which is
impossible. If W is not differentiable at x, then z is on the axis of abscises,
and we refer simply to Lemmas 4.8.4 and 4.8.6. O

The most difficult part of the analysis is to show the following result claim-
ing that the axis of abscises is not on the boundary of Kj.

Proposition 4.8.8 The point e; belongs to int K.

Proof. Suppose that the assertion is note true, that is, the value z; = 0. If
YW (e1) > k17", then, as we know, W € C!(int K). In a right neighborhood
of zero, ¥(z) = W(1 — z,z) is the solution of the second-order differential
equation £g1) = 0. Since f1(0) =0 and f((0) = —f, we have that

0

2.1 1_7 v-1
1;{51 o222 (2) = B(0) — T[’W/’(Oﬂ

Noticing that the derivative of the function

H(y) == ﬁy—l_Tv(vy) T, y>0,

is strictly positive and H(x7~'/v) = 0, we conclude that the limit above is
also strictly positive. But this is impossible because 1) is concave and " < 0.
Consider the “critical” case where yW(e1) = #1~" and the first derivative
of 1 has a jump downwards at point zero.
Now we know the function ¢ (z) on the interval [-1/A, 0] explicitly. On the

other hand, the lower bound for W implies the inequality

v—1

1 g
W(z) > h(z) := ;Iﬁ:* m(l +A—Az)7.

In a right neighborhood of zero, 1)(z) is the solution of the second-order dif-
ferential equation. The difference 9)(z) = 1(z) — h(z) > 0, and ¢(0) = 0. It is
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clear that
0 < D¥(0) = DFT(0) — 1'(0) < D™9(0) — 1'(0) < oo.

Substitution of 1(z) = h(z) + ¥(z) into the equation £y1)(z) = 0 yields the
identity
91(2) + g2(2) + g3(2) = 0,

where

91(2) = fohfz)v i )
92(2) i= Lot (2) — u* (v(2) — 2¢'(2)),
g3(2) == u* ('yh(z) — 2B (2) + yip(z) — z@’(z)) —u* (fyh(z) — zh’(z)).
Note that
91(2) = fa(2)W"(2) + fr(2) (2) + (fo(2) + B)(2).
Tt follows that ¢1(0) = 0 and

94(0) = F{O)'(0) + FHOR(0) = 5s2 7

Observing that also g3(0+) = 0, we infer that go(0+) = 0 as well, and, hence,

h?g 22" (2) = 0. (4.8.21)

The existence of the derivatives of g; and g3 implies the existence of the
derivatives of go. We have the identity for the derivatives

91(2) + g5(2) + g5(2) =0, (4.8.22)
implying that
. . R
tim [g3(2) + 94(2)] = ~lim i () = — 2. (4.8.23)

The differentiability of g, implies that the derivative 1"”/(z) does exist and is
continuous for z > 0. Differentiating the expression

92(2) = f2(2)0" (2) + fL(2)P (2) + fo(2)¥(2),

we obtain that

lim g5() = (1 = B)D*H(0) +lm[(1/2)02:" () + (0% + ) 26" ()]
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Differentiating the formula

_ _ 71 _ ~ F—1
i) =122 [nz—l (u) () — 2 (2)

1=y 1+ A-Az K
v * 1+)\ )

we infer that

lim g5(2) = (7 = DDHH(0) + ko lim 20 (2).

Adding this identity with that for the limit of g5(z), we arrive at the formula
lim [g5 (=) +95(2)] = pD*4p(0) +1im [(1/2)0° 20" (2) + (0% + i+ ) 297 (2)].

In virtue of the lemma below, the right-hand side is positive, in contradiction
with identity (4.8.23). O

Lemma 4.8.9 Let f be a bounded C*-function on the interval 0,¢[, and let
k € R. Then

limsup [2°f"(2) + kzf'(z)] > 0.
z]0

Proof. Put z := e~* and consider the bounded function f(t) = f(e™*). The
claimed property means that

limsup [f"(t) + s f'(t)] >0

t—o0

whatever is the constant k. Suppose that the assertion fails. Then there exists
k1 > 0 such that R ~
F/() +rf'(t) <~k

for all sufficiently large t. The integration yields the inequality
PO +w](t) < w2 = it

leading to an obvious contradiction: a function cannot be bounded while its
derivative converges to —oo. 0O

Proposition 4.8.8 completes the proof of Theorem 4.8.1. It provides the
information that the suspicious point z = 0 belongs to the interval where the
function 1, given by the explicit formula, is smooth. Thus, 1 is C.
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4.8.4 Skorohod Problem

In the classical Merton problem there are no difficulties to construct the opti-
mal pair: the optimal wealth process is a solution of a simple linear stochastic
equation, the optimal control is a linear function of the solution, and the same
linear equation describes the optimal dynamics. In the model with transac-
tion costs the situation is much more complicated. The optimal pair (i.e., the
portfolio process and the control) is a solution of the stochastic Skorokhod
problem (called also a stochastic differential equation with reflection). More-
over, the needed particular case of this problem has rather unpleasant features:
the domain is a sector (so the boundary is not smooth), reflection is oblique,
and the explicit form of the drift coefficient is not available. Since differential
equations with reflections are rarely treated in the monographic literature, we
provide in the Appendix a brief introduction with an elementary result which
well serves our purpose here. In this subsection we use this result to check the
existence and uniqueness of the optimal pair in the considered optimal control
problem.

We have established that the solvency cone K can be decomposed into
the union of three convex cones K; (sectors, in fact) with disjoint nonempty
interiors. The sectors K;, ¢ = 1,2, share their “external” boundaries R g;
with the solvency cone K, while the “internal” boundaries form the boundaries
of Ky. The function W'/7 is linear in K, and K. Moreover, the axis of abscises
is in the interior of K;. The Bellman function W is C'! in int K.

Let g : 0Ky — R? be a vector-valued function with g(z) = —g; on the set
(0KoNoK;) \ {0} and ¢g(0) = 0. We consider on K; the Skorokhod problem
formulated as follows: find a pair of adapted continuous processes, V', starting
from = € Ky, evolving in Ky, and trapped at zero, and k, scalar, starting at
zero, and increasing, such that

AVt = —(We (V)0 dt + g1 (Vi) d, (4.8.24)
dV? =V (ndt + o dwy) + g2(Vy) dke, (4.8.25)

and
dky = Iy, cor,yy dki- (4.8.26)

Proposition 4.8.10 The Skorokhod problem has a solution.

Proof. Let W be the Bellman function of our optimal control problem but
with the utility function u, = u" /7. Let us introduce the polygons

K = Kyn {n’z/"’ <zl+2%2< nQ/V}

and ice-cream-shaped closed regions f(g having smooth boundaries and such
that K C KJ C KJ*'. We define on the boundary 9K} a smooth non-
tangent reflection vector field coinciding on the lateral parts of the boundary
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with g(x). According to Theorem 5.6.3 the Skorokhod problem in each region
K admits a unique solution (V™, k™). Let

™ = inf{¢: }Vt”
p" = inf{t : }Vt”

|1:n*2/”’}, 7 :=lim7",

|1:n2/7}, p = lim p".

The uniqueness of solutions allows us to assert the existence of a pair of
processes (V, k) defined on the time interval [0,7 A p[ and such that (V,k)
coincides with (V™ k™) on [0,7™ A p™]. From the homotheticity property it
follows that the Bellman function admits the upper bound of the form

W(z) <klzl]], z€eK,
and the lower bound
W(z) > klz|]], =€ K.

Omitting in the dynamic programming inequality (4.5.4) the integral term
and using afterwards the above lower bound, we obtain that

W (x) > Be PTnren " OW (V. o ni) > ke PEVe aponil], @ € K.
Since
E‘Vm/\pn/\trly > FEl n<7—n/\t‘V7n/\PnAt|’1y > nQP(pn < Tp A t)a

this implies that > P(p, < 7, At) < oco. By virtue of the Borel-Cantelli
lemma, p, > 7, At for sufficiently large n on the set of full measure. Thus,
p > T At, and, because t is arbitrary, p > 7.

So, we know that the processes V and k are defined on the stochastic
interval [0, 7 and lim,, V. = 0.

One can show that limy, V., = 0 (a.s.). In other words, the process V is
absorbed at the origin. O

4.8.5 Optimal Strategy

Now we formulate the Davis—Norman theorem on the structure of the optimal
solution.

Theorem 4.8.11 Suppose that the initial endowment x € Ky. Then the
process V' participating in the solution of the Skorokhod problem (4.8.24)-
(4.8.26) defines the dynamics of the optimal portfolio, and the optimal strategy
1s given by the formulae

t
B, — / g(V2) dk, (4.8.27)
0

e = (We(vi)) /O, (4.8.28)
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Proof. We follow the same line of arguments as in the proof of the Merton
theorem. Applying the It6 formula and taking into account that g;W’(z) =0
for z € 0K, we obtain that

t
e PW (V) + JF = W (z) + a/ V2W, (V;) duw. (4.8.29)
0

The integrals with respect to dt and dk disappeared. To obtain the result, it
remains to check that the stochastic integral above is a martingale (hence, its
expectation is zero) and verify that, for a certain sequence of real numbers
tn T 00,

lim e P EW(V;,) = 0. (4.8.30)

n—oo

Due to the homotheticity property of the derivative of the Bellman function
following from Lemma 4.7.5, we have the inequality |W’'(y)| < k|y|*~!, where
k is the bound for the derivative of W on the intersection of the set Ky with
the line £ +n = 1. Thus,

[nWo(y)| < klyl” < k(1+1yl), ye€ Ko,

and the absolute value of the integrand is dominated by a linear function of
the phase variable. Using the exponential bound of Proposition 4.2.1, we infer
that the stochastic integral in (4.8.29) is a martingale.

To accomplish the proof, we need the inequality

We(y) > sly|"™', vy € Ko,

also implied by the homotheticity. Here the constant x > 0 is the minimum
of the partial derivative W¢ on the intersection of the set Ky with the line
&+ n = 1. It is strictly positive: the derivative of the Bellman function W
in the direction g; is positive, the derivative in the radial direction is strictly
positive, and the vector e; lies between these two directions.

Using these observations, we have the following chain of inequalities with
a varying constant:

E / e W) dt < kE / e V|7 dt < KE / e Pule,) dt < W(a).
0 0 0

Since W is finite, this obviously implies the existence of a sequence t, T oo
for which (4.8.30) holds. O

Remark. The case where = € K is easily reduced to the one treated in the
theorem. It is sufficient to modify the process B by adding the initial jump

ABy=inf{s >0: x —sg; € Ko}, z€K;, i=1,2. (4.8.31)

The function W on the set K; is constant along the direction g; for i = 1, 2.
Thus, such a modification gives a strategy resulting in the value W(x 4+ Ag)
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coinciding with W (z). Notice that in int K; (resp., in int K3) the changes of
the initial endowment means the buying of stock (resp. the selling of stock),
while in int K there are no transactions. This explains the abbreviations BS,
SS, and NT used in the literature for the corresponding regions.

Using the structure of optimal control, we improve a bit Proposition 4.3.5,
which gives us an upper bound for the Bellman function in the case where the
solution of the classical Merton problem is finite. It happens that, “usually,”
in the model with transaction costs the bound is strict, and this fact plays an
important role to locate more precisely the boundaries of the no-transaction
cone K (see the next subsection). The precise statement is as follows.

Proposition 4.8.12 Suppose that kp; > 0. Letp = (p1,p2) € K* andp; = 1.
I (1-7)0® # i, then

W(z) < mu(pzx) = l#ﬂ*l(px)”Y Vz € int K. (4.8.32)
Y

If (1 —v)o? = p, then ez € K.

Proof. Proposition 4.3.5 says that the function ¢(x) = mu(pzx) is a superso-
lution of the HJB equation, and, therefore,

g (1—v)o’pan
2(1=7)o? |  &+pan

2
Lop +u*(pe) = — #(x) <O0.

The equality holds if and only if

pé = [(1=y)o® = plpen = 0. (4.8.33)

Let us plug-in the optimal process V = (V!,V?) (corresponding to the
strategy given by (4.8.27) and (4.8.28), eventually with an initial transfer)
into the function . Applying the It6 formula, we get

e Plo(Vi) = (Vo) + /

[ e VoV du, + [ e wagvy e,
0,t

10,¢]

+ / e—hPs [ﬁo@(VS) — cspe (Vi) + u(cs)] ds —/ e_ﬁsu(cs) ds
10,t] 10,t]

<ola)+ [P VoV2du,
10,¢]

[ e LoV (V) ds = [ e Pute) ds
10,t] 10,t]

The above bound holds because ¢(Vy) < () due to losses which occur at
the initial transfer, g;¢'(x) < 0 for € 0Ky, and

—cspe(Va) + ules) < u”(pe(Va)).
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By the same arguments as in the previous proof, we infer that the expectation
of the stochastic integral is zero and Ee P'p(V;) — 0 as t — oo. It follows
that

W(z) < p(x)+E oo e P [Lop(Vs) + u* (pe(V5))] ds < ().

In the case (1 —7)o? # u, the second inequality is always strict: otherwise the
integrant is a negligible process, i.e., according to (4.8.33), we would have

pvi— [(1- y)o? — u]ngQ =0.

This identity is impossible because the left-side is a semimartingale with non-
trivial diffusion component.

If (1 —7)o? = u, we have, necessarily, that V,;! = 0 for all ¢ > 0. Thus,
the process V' after the initial jump evolves along the axis of ordinates, and
therefore e € Kg. O

4.8.6 Precisions on the No-Transaction Region

We established already that the no-transaction region Ky = cone{g;, g2} has
a nonempty interior and lies strictly above the axis of abscises. Now we give
some bounds on the position of the generator gs.

The following simple lemma ensures us that, whatever is A > 0, the in-
terval [z1, 29| (depending on A) lies inside the fixed interval, namely, [0, 26+ 1],
0 = pB/(1 — ~). We shall need this fact for the asymptotic analysis
as A — 0.

Lemma 4.8.13 We have

20

O<zme<ie 220
D SRy Y7

(4.8.34)
Proof. The first inequality holds because zo > 213 > 0. According to Propo-
sition 4.8.2, we have the inclusion K5 C cone{gs, Ng2 + €2}, where the con-
stant N = 20(1 + X\)~!. The ray generated by Ngo + ey intersects the line
{(&,7m): £€+n =1} at the point (1 — z, 2), where

N 20

S I Y5 Wl i R W3

Since the point (1 — z9, 29) is the intersection of the boundary ray separating
K> and K, with the aforementioned line, we have from obvious geometric
considerations that zo < z, which is exactly the second inequality. O

With minor efforts, we can get a more precise information about the po-
sitions of z9 and z.
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Recall that, according to Corollary 4.8.3, on the cones K;, i = 1,2, the
Bellman function W has the form W (z) = a;(p;x)7, where

a; > k171, ag > /{Z*lm,
with k. = /(1 — ). Now we are able to say a bit more: the inequality for as
is strict! Indeed, suppose that we have the equality for as. In virtue of (4.7.7),
for such a value of as, the function W(x) in the upper half-plane dominates
the function as(p2z)?. But we know that the latter dominates W (z) on the
whole cone K and coincides with W (x) exactly on the cone K. Combining
these facts, we get that Ky O K N {x = (&,n) : 7 > 0}, which is impossible.
Now we give sharper bounds for z;.

Proposition 4.8.14 (a) We always have the inequality
p(l+A)

< TN (4.8.35)
2T LA )0+ pA
() If kpr >0 and 0 # 1 (i.e., (1 —7)o? # ), then
p(1+A)
—_ 4.8.
2> (4.8.36)
(¢) If kpe >0 and 0 = 1, then zo = 1.
(d) If kpr > 0 and (1 — )02 > A\, then
5 < HA (4.8.37)

=T+ N — A

Proof. (a) Let us consider the function ¢ (z) = asu(p2x), which is the solution
of the HJB equation in K. Since ay > /@Z_l(l + A)77, we have, for every
z € int K, the strict inequality u*(¢¢(x)) — SY(x) < 0 and, therefore, the
bound

Lotp(x) + u* (ve(x)) < az(pex)’?n %02(7 — 1)+ plpex)|.

The expression in the square bracket is less or equal to zero when the point x =
(1—2,2) € K and z dominates the right-hand side of (4.8.35). This observation
makes the bound (4.8.35) obvious.

(b) Let us examine the right-hand side of the identity

Lotp(x) + u* (ve(2))

_ 8l (1—=7)o%n ?
= o= )0 [(1+/\)£+n “‘} v(@

1 2 - =
+ (3t -0+ el T vt
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In virtue of Proposition 4.8.12, under the assumed hypotheses, the coefficient
(...) is strictly positive. Thus, the function given by the expression [...] cannot
vanish at points of the set int K where the function v is the solution of the
HJB equation. It has the positive sign on this set (its values tend to +oo as
x = (&,n) approaches a point of the outer boundary of Ks other than zero).
Moreover, the continuity considerations imply that [...] is strictly positive
also on the inner boundary (of course, except the origin), in particular, at the
point (1 — z9, 22). This last property is equivalent to inequality (4.8.36).

(c) In this case the Proposition 4.8.5 says that the coefficient (...) = 0 and
z2 < 1. On the other hand, according to Proposition 4.8.12, zo < 1.

(d) If (1 —~)o? = p, inequality (4.8.37) is reduced to z; < 1. However,
we already know that z; < zo always and zo = 1 in the considered case as we
just proved. Suppose that (1 —v)o? # p. For p(z) = aju(pi(x)), we have the
identity

o2 2
Em/}(ﬁ) +u” (wf(x)) = 72(1 j’Y)UQ {(1 61)(1 _(’_1;;77/\)77 - U} 90($)
2 1
+(3r -0 A=l T )plo)

Proposition 4.8.12 provides us the information that the second term is strictly
positive on int K, and we derive the required inequality (4.8.37) by the same
arguments as in (a). O

4.9 Liquidity Premium
4.9.1 Non-Robustness with Respect to Transaction Costs

According to Theorem 4.1.1, in the Merton two-asset model of frictionless
financial market, the optimal expected utility of the unit wealth invested in a
portfolio is given by the formula

m = Wy(1) = w3, /7,

where

1 1 2

Ry = ﬁ( — Eﬁ%), (491)
it is assumed that the model parameters are such that x3; > 0. The optimal
strategy prescribes to rebalance continuously the portfolio to keep the pro-
portion of stock to the total value at the constant level § = (1 —~)~tu/o?,

called in the literature the Merton proportion.
It is natural to expect that in the market with friction, even following
an appropriate optimal strategy, the investor cannot achieve the above per-
formance. It would be interesting to know to which extent the presence of
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transaction costs deteriorate the portfolio performance. Unfortunately, the
solution of the Davis—Norman problem does not admit such an explicit ex-
pression, and the comparison between two results seems to be complicated.
It can be done asymptotically for small transaction costs. Assume that the
initial endowment of the investor is in 6 units of stock and 1 — 6 units on
money, where 6 is the Merton proportion. The next theorem due to Shreve
asserts that the discrepancy between the two optimal values, in general, is of
(exact) order A\?/? as the transaction cost coefficient A tends to zero. Thus,
the model is not robust in the sense that the discrepancy increases infinitely
fast when the transaction costs appear. The only exception is the case 6 = 1,
where the portfolio has zero position in money, and the stock is sold only
to consume. This case will be considered separately at the end of the sec-
tion.

In our presentation, in order to have simpler formulae, we assume that
both operations, buying stock and selling stock, are charged equally.

Theorem 4.9.1 Suppose that 0 # 1. Then there are constants k1, ko > 0,
independent of \, such that

m — kA3 <W(1—6,0) <m— r A2/3 (4.9.2)
for all sufficiently small X > 0.

Proof. Recall that the function ¢(z) := W(1 — z, z) is concave, continuously
differentiable on the interval |—1/X,1 + 1/A[, and its second derivative may
have (jump) discontinuities only at two (distinct) points zi, zo. It satisfies,
in the classical sense, everywhere except at these two points, the HIB equa-
tion

max{l19(2), Lo (2), latp(z)} = 0 (4.9.3)

involving the first-order operators

Op(2) = =M(z) + (L+A2)P(2),  Lp(2) = =M — (1+ A = A2)/ (),

and the second-order operator
lo(z) = f2(2)¥" (2) + fr(2)d' (2) + fo(2)¥(2) + 1_77 [(z) — 29/ ()] 7
with the coefficients

fa(z) = 50222(1 — 2)2,

fi(z) = =0*(1 = 7)z(1 - 2)(z — 0),
fol2) =~ 50%(1 = 7)(z — 6)” — (1 =) (m) 7.

The structure of 1) is as follows. Outside of the interval |z1, 23], the function
Y!/7 coincides with two linear functions: on [—1/), z;] with a function pro-
portional to (14 Az), thus, vanishing at —1/A; on [z, 1+ 1/A] with a function
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proportional to (1+A— Az), thus, vanishing at 1+1/A. On the interval ]z1, 22|
the function v is the classical solution of the second-order differential equation

For a fixed A, the graph of ¢ is an arc-shaped curve, flattening and with
the increasing base as A tends to zero. We may expect that the “interpolation”
interval degenerates into the single point # and that the maximal value of
converges to m.

Having in mind this behavior, we approximate 1 from above and be-
low by C'-functions ) having a similar shape. We interpolate their “linear
in the power " parts by parabolas and choose, for these functions, the
interpolation intervals |21, Z3[ containing 6 and being of the length of or-
der \1/3,

Namely, for » > 0, we put

Q(2) :=m — rA2/3 — (2 — 0)2\2/3,

Z =0 —6:\/3, and %y := 60 + 5,0/3, where the bounded strictly positive
coefficients §; = 9;(\;r) will be chosen to guarantee the continuity of the
first derivatives of the function 1)(z) = ¥(z, A;r). The latter is defined (for
sufficiently small \) by the formula

1/:(z) = %(1 FA2) a5 ((2) + Q(2) ]z, 2,1 (2)
Q(Z2)

EETES W EAE

(1 + A= )\Z)VI]2271+1/)\] (Z) (494)

Its first derivative:

11))\@'1/;(2% ZE]_l/Aaél[y
V(2) =3 —222B(2—0), z€lq, 5],
o2 U(), z€lm 1+

Its second derivative:

7(11.4_,{2));’ w( ),  z€]-1/X\Z],

P(z) = { —2)2/3, z €21, %,
2 ~
~ A5 0(2), 2 €)Em, 1+ 1AL

The second derivative is constant over the central interval. It is continu-
ous on the external intervals, and its limits at the points Z; coincide with the
corresponding one-sided derivatives.

The result will be established if we find, independently on A, two val-
ues of the parameter r > 0 such that the corresponding 9;(A) belongs to a
bounded interval, z[;(z,)\;r) is a supersolution of the HJB equation for the
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smaller value (say, r1) and a subsolution for the larger value (say, r3) what-
ever are A < Ag; the threshold Ay may depend on r;. Indeed, in virtue of the
comparison lemma given after the proof of the theorem, the function v will
lie between these two functions, and the corresponding inequalities for the
values calculated at the point 0 yield (4.9.2). Note that the supersolution and
the subsolution are understood in an “almost” classical sense: the correspond-
ing inequalities for max; Evf)(z) should hold everywhere except, maybe, at the
points Zz;.
We have

Y(Z) =m — X2 - §2\Y3 =12,
D+1/~)(2’1) = 2(51)\, D71/~}(2’2) = —252,

Do) = QG D) =~ Q).

The requirement that ¥ is continuously differentiable means that the right
and left derivatives of 1 at each point Z; coincide. It is met when ¢; are the
(positive) roots of the corresponding quadratic equations

Ai()\)52 —B;(Nd+C;(\) =
Their coefficients are as follows:

A1()\) = (2 —')/))\4/37 Bl()\) _ 2(1 + /\9)7 c, ()\) ’Y[ N 7,)\2/3];
As(N) = 24N, Ba(A) =214+ A—=X0),  Ca(\) = Ci(N).

Note that, for A close to zero, the left-hand sides of these equations are pos-
itive for 0 = B;(X)/C;(XA) and negative for 6 = 2B;(X)/C;(X) . Thus, we can
find roots 6;() in this interval. Asymptotically,

5:(0) € [2/(ym). 4/(ym) + o(1)]. (4.9.5)

and, therefore, §;(\) € [2/(ym),5/(ym)] for A less than a certain Ay depend-
ing on 7.

Let us check that, for “r small” (respectively, “r large”), the function 1/7 is
a supersolution (respectively, subsolution) of the HJB equation (4.9.3).

In principle, we have to verify 18 inequalities. Luckily, most of them are
trivial or easy. We organize our analysis in three parts.

1. The interval |—1/A, Z].

We have here 611/) = 0, and, hence, the subsolution inequality > 0 is obvi-
ous. Moreover, since ¢ and w’ are both positive, the inequality Egl/} < 0 always
holds. To check the supersolution inequality < 0, it remains to verify, on the
considered interval, that fgip < 0.
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Note that the function 1[3(2) on the considered interval is proportional to
(1+ Az)7, and, therefore,

w( ) — 2! (2) = QZNJ( ) = const x (14 Az)77!

1+/\z

Since u*(p) = (1 — 7)/yp"/ =Y, the nonlinear term is proportional to W,
ie.,

u* (7(2) — 29/ (2)) = Kath(2).
Since (1) = Q(%1), we can determine the constant k. Namely,

1

fa = (L4 A2) ™ (1= 977 [Q(E)] T
Our definitions imply that %; = 0 + o(1), Q(%1) = m — rA%/? 4 0o(A?/3). The
derivative '(1) = 1, and, hence, k) has the following asymptotic expan-
sion:

kx = (1 —7)(ym)>—1 (1 + : i /\2/3> + 0()\2/3).

Inspecting the function £, we see that the term fa(z )w”( z) is always neg-
ative. If z < 0, the coefficient f; is negative, and so is f1(2)¥’(z). Omitting
these two terms and taking into account that, for z € |—1/X, 1],

— 501 = 7)(z = 67 — (1= 7)(ym) 77

1 o
S—5027( IENE — (1 —7)(ym)7-1,

fo(2)

we arrive, on the interval |—1/X, 0], at the bound

fo z 1 1
@gfi)) < fo(z) + Ry < 5027(1 —7) (nr ~ m)e
which holds for all A < )¢ (the threshold is chosen to insure that there ex-
ists a positive root §; > 1/(ym)). Here the constant x > 0, and, hence, for
“small” r, the coefficient of the main term is strictly negative.

On the interval 10, Z1[ we cannot omit the term with the first derivative,
but this does not affect the resulting asymptotic expansion: on this interval,
f1(z) is bounded, and

))\2/3 +0()\2/3)7

uniformly in z.
2. The interval ]Z5,1 4+ 1/)[.

The reasoning is completely analogous to the one given above.
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3. The interval |z, Z5].

Here the function

0i(2) = 01Q(2) = =MQ(2) + (1 +A2)Q'(2)

is quadratic in z, and its coefficients at 2 and z are, respectively, A%/3(y —2)
and 2)\%/3(—+0 + 0 — 1/)). The point

() o= LD A
2—v

where ¢1Q(z) attains its maximum, tends to —oo as A — 0 and, hence, lies
leftwards to the interval [Z1, zo] for sufficiently small A. But this means that,
on this interval, £13) decreases, i.e., £19(z) < £13p(%,) = 0.

Exactly by the same arguments we check that £5¢)(z) <

Summarizing: in the central interval, the super- or subsolutlon property
for v is equivalent, respectively, to the inequality éow <0 or £y > 0.

On the considered interval (degenerating in the limit to the point ) we
have that Q(z) = m — rX%/3 + o(A\%/?3), Q'(2) = 0(\*/3) uniformly in z and
Q" = —2)\?/3. With this, we get readily that

1
lo(z) = —a20(1 — 0)N*/3 + 7“5027(1 — ) (z — 0)2 4+ reA?? + 0()\2/3)

with some constant x > 0. Since (z — )% < 5(ym)A?/3] this representation
makes clear that in the case 8 # 1 we can choose a small value r such that
Lot < 0 for sufficiently small X. The opposite inequality for large values of r
holds obviously for any . O

Remark. The condition 6 # 1 is needed only at the very end of the proof.
Moreover, the subsolution property of the approximation is not violated even
in the exceptional case, and, therefore, due to the comparison lemma below,
the left inequality in (4.9.2) remains valid. In contrast to this, for § = 1,
the right inequality fails because, as we show later, in this case the difference
1 (0) — m converges to zero with rate .

Now we are back to the comparison lemma. It is extremely simple for the
C'-functions which are twice continuously differentiable everywhere except
a finite number of points where the limits of the second derivatives exist
and coincide with the one-sided second derivatives. A subtlety is that one
of the functions to be compared is 1, which is simultaneously a super- and
subsolution, but for which we cannot guarantee the mentioned behavior of
the second derivatives at the point z = 1 (in the case z3 = 1). However,
(2n — 1)%"(2,,) — 0 for certain sequences z, T 0 and z, | 0. But this implies
that the super- and subsolution inequalities hold also at the point z = 1 with
the degenerate operator ¢y defined by

Lo (1) = fo(1)(1) +uw* (y(1) — A'(1)).
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In the formulation below we suppose that )1 and 15 possess this property of
the second derivative at z = 1.

Lemma 4.9.2 Let ¥ be a supersolution, and s be a subsolution with the
same boundary condition. Then 11 > ).

Proof. Let us consider a point z, where the difference ¥y — 11 attains its
maximum. If the claim fails, then s (20) > 11 (20). Since ¥5(z0) = ¥ (z0) and
1 1s a supersolution, l;19(z0) < l;11(20) < 0 for ¢ = 1,2. Suppose first that
at 2o the second derivatives are continuous. Then ¥4 (z9) < ¢ (2p). Taking
into account the signs of the coefficients f2(z9) and fo(zo) and using the fact
that u* is decreasing, we infer that lpt2(20) < lo11(z0) < 0. Thus, all I;9)2(20)
are strictly less than zero, in contradiction with the subsolution property. The
general case zg # 1 is not much different: the one-sided second derivatives of
19 — b1 are negative at zg, and we obtain, as before, that ly12(zo+) < 0. This
means that the subsolution property of 15 is violated in a neighborhood of zj.
At last, if zy = 1, we arrive at a violation of the subsolution property at this
point due to the remark preceding the lemma. 0O

4.9.2 First-Order Asymptotic Expansion

A more elaborated analysis based on the same kind of approximation, but
with the interpolating polynomials of the fourth order of the form

Q(z) :=m— FoA2/3 — g\ — g AY/3
— p1(z = O)A = pa(z = 0)*N/% + p3(z — )’ A2 — py (2 — 0)*,

allows us to establish for the discrepancy the exact asymptotics of order A2/3
with an explicit expression for the constant.

Theorem 4.9.3 Suppose that 6 # 1. Then
W(L—0,0) —m= )23+ o(\/?), (4.9.6)
where

1/3 )
= (- 0t) emtet e

Proof. The arguments require a bit patience, but for the reader accustomed
already with the structure of coefficients and notations, it is quite a routine.
The approximating functions are again given by formula (4.9.4) but with the
interpolating polynomial Q(z) of the fourth order with the maximum attained
at 6, namely, with

Q(2) :=m — 1A% —rgh — palz — 0)2XN¥3 — py(z — )L (4.9.8)

Note that the first part is a series expansion in powers of A}/3 with the coeffi-
cients r;, the second part, more involved, is an expansion in increasing powers
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of z — 0 with the coefficients p; multiplied by decreasing powers of A!/3. The
coefficients r1, ry4, and pp, ps are already taken zero. We show that a good
choice for other constants is the following;:

1

P2 = CagEg — gz )T I (4.9.9)
1 7(1-7)

S A P 19.1

P T — 2™ (4.9.10)

The parameter r3 is “free”: it serves to produce sub- and supersolutions.
The extremities of the central interval will be

H=0-vA3 1 00N3),  Z=0+uAY3 4 0(\3), (4.9.11)
with the positive constant v determined by the relation
1
5027(1 — )= (’ym)ﬁm_lrg. (4.9.12)

The parameters should be chosen to ensure that 1Z e CL

Our analysis will go in the inverse direction to that in the proof of the
previous theorem. Though we have already listed the explicit values of the
constants, we shall see in a clear and successive way how they appear to
eliminate terms of lower orders.

The derivatives of ¢ are given by the formulae

2 v(2), ze]|-1/X, 2],
§(2) = —2[pa(z = ON3 +2p4(2 = 0)°], z €51, 2],
—Hz—i‘,\zi/;(z), z €)%, 1+ 1/,
(1+>\z)2 7/}( )s z €]=1/A 2,
P (2) = { —20pX¥? +6pa(z — 0)%], 2z €5, %,
— R 7;;21;( ), 2 €z, 1+ 1/A]

First, we consider the approximations on the interpolation interval [Z;, Zo]
and relate constants in such a way that the sign of the inequality for ¢y will
be determined by the sign of the coefficient at .

Using the symbol ~ to denote equalities which hold up to O(A*/3) (uni-
formly in z) and replacing by the symbol ... the coefficients for which explicit
expressions are of no importance, we represent the asymptotic expansions for
the linear terms of the operator in the following transparent form:

fo(2)0"(2) = = [0%(1 — 0)* + ... (2 — 0)] [p22*/? + 6pa(z — 0)?],
fl(z)d}l(z) ~ 0,

Fo(2)ih(2) & =031 = 7)(2 = 0)*m — (1 — 4)(ym) 77 (m — A3 — r5)).

DN | =
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Since

p(2) — 2 (2) =y (m — oA/ — g ) + L (2 — 0N,

the nonlinear term admits the expansion

u* (v (2) — 29/ (2))
~ 1_T’Y(’ym)w—l% + (ym) 7T (72X £ yrs A+ (2 — O)N).

Summing up, we obtain the approximation
lop(z)~ .. (2= NP+ (2 —0)°+ rg'y('ym)ﬁ)\;

the coefficients at A%/ and (z —#)? are zero because of our choice of py and py,
see relations (4.9.9) and (4.9.10).

On the considered interval the width of which is controlled by the para-
meter v, the absolute value of the first two terms of the right-hand side is
dominated by s, A + o(X), where £, is a constant. This observation leads to
the following important conclusion: whatever is v, one can always find r3 suf-
ficiently large in absolute value such that £y1) > 0 or o1 < 0 in dependence
of whether 73 is positive or negative (of course, for A < \g). Automatically,
r3 takes the control over the sign of max; Eiz/; because the functions 611; and
{21 on the central interval are negative for small A. The latter property follows
easily from the asymptotic expansions. Indeed,

01(51) = —MQ(Z1) + (1 4+ A2)Q'(51) = —ym + X + o)),
while, for the derivative, we have
[09(2)] = A1 = 7)Q'(2) + (1 + A2)Q"(2) = —2p222/* + 0(A?/?).

Thus, the function ¢1¢ is negative on [21, Z2], being negative at the left
extremity and decreasing on the whole interval. The arguments for 621/; are
exactly the same.

Let us examine now the situation on the interval |—1/X, Z1[. As was ex-
plained in the previous proof, the only nontrivial part is to establish the
supersolution inequality gy < 0, which we expect to hold for large negative
values of rj3.

We have
lov(z) _ (1 = )N A
oy~ RO g thOT T T hE e e

where the coefficient

1

k= (L+A3) ™7 (1 =)y 7T [Q(21)]

1 1 1 Y
~(1—~)(ym)7=T |1+ ——m 'r A2/3 4 (—m_lr - —V))\:|.
(1 =7)(m) —m e
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Outside the interpolation interval we have the inequality
fo(z) < —5027(1 -7) (V2z\2/3 — 2V77)\) —(1- fy)('ym)ﬁ + O()\4/3),
where n = |m1| V [n2].

The first term in the left-hand side of (4.9.13) is negative. On the subin-
terval |—1/X, 0] the second term is also negative, and, hence,

0 < fol2) + ma < ((ym)TTm T g+ k) A+ 0(N)

because (4.9.12) is aimed to eliminate the coefficient at A2/ in the right-hand
side. The value of the constant x is of no importance. On the subinterval
10, 21, where we can affirm only that

< fl(Z)1 j_)\/\z + fo(2) + Ka;

the structure of the resulting estimate remains the same since here the coef-
ficient fi(z) is bounded. With this, it is clear that loth < 0 for large negative
values of the parameter r3 whatever is A smaller than some threshold value.
The situation on the other external interval is exactly the same.
Until now we did not need any specific value of 9. It appears from the
conditions of the C'-fit at the points Z;, which are as follows:

—Q(2) +2p2(51 = N/ + dpa(51 - 0)° = 0,
1
—Q(%2) — 2p2(Z2 — O)N2/3 — 4py (25 — 0)® = 0.

Take formally %; = vAY/3 4+ n\2/3 and consider the asymptotic expansions of
the left-hand sides of these relations (denoted by Fj(Z;)) in powers of \'/3.
Equating the coefficients at A, we obtain the same relation for both identities:

ym — 2pov — 4pyr® = 0.

In virtue of (4.9.9) and (4.9.12), the coefficient p, is proportional to v2, and,
therefore, this is a linear equation for v. Its solution is

s 30500
2 1—x

Expressing ro from (4.9.12), we arrive at formula (4.9.7) for the coefficient 7o
in the formulation of the theorem.

Examine, e.g., the case i = 1. Clearly, the coefficient at A*/3 is a (non-
degenerate) linear function of 7y, which vanishes at some value 7?. Due to
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our choice of v, this coefficient determines, for sufficiently small A, the signs
of Fy(vAY? 4 (09 + 1)AY3) and Fy (vAY3 + (n) — 1)A1/3). Since they are op-
posite, the continuity implies that there is n;(g) € [7? — 1,79 + 1] such that
Fi(vAY3 411 (e)AY/3) = 0. Thus, we established the existence of the points Z;
satisfying (4.9.11) and ensuring the smooth fit of the interpolation.

The proof is completed. O

In the above reasoning we have proved a bit more than it was claimed
in the formulation of the theorem. Namely, we have shown that 1 lies be-
tween two arch-shaped functions 1/)1 and 15 depending on the parameter A
and converging to each other uniformly with rate X\. With this, we can easily
get the asymptotics of the extremities z; of the no-transaction interval. The
following theorem asserts that, asymptotically, the length of the latter is pro-
portional to A'/3. The no-transaction region opens wider very quickly with
the introduction of transaction costs!

Theorem 4.9.4 Suppose that 0 # 1. Then
a=0-vABL003),  m=0-uvAPHO(NP). (4.9.14)

Proof. Recall that z; > 0 and 2 is bounded from above, i.e., [21,29] lies
in a certain fixed interval [(1, (2] containing 6 and not depending on A. The
derivative of the concave function 1 on this fixed interval decreases from
its maximal (positive) value at ¢; to its minimal (negative) value at ¢ The

interval [z, Zo] shrinks to 6. For sufficiently small A, the functions 7]1%/ 7 and
1[};/ 7 on both intervals external to [(1, (2] are linear, as well as the function

¥'/7 lying between them. Taking into account that the derivatives of JJJ I at
¢q and (3 are of order A, we conclude that

sup [¢'(2)| = O(N).
2€[¢1,¢2]

On the interval [(1, (2],
1—
w(9(2) = 29/ (2)) = 2 (m) T+ (ym) TEArA + O().
Clearly,

fo(z:)v(z) = —%027(1 —y)m(z —0)? — (1—7)(ym) 77 (m—rA%3) + O(N).

Recall that the equation £yt (z;) = 0 is always fulfilled under the conven-
tion that the term with the second derivative (may be not existing) is omitted
at z; = 1. In the case z; # 1 the second derivative of ¥ does exist. Since ¥ is
given by explicit formulae to the left of z; and to the right of 29, we get easily
that ¢ (z;) = O(A\?). Thus, the terms with the second and first derivatives
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are negligible, and

Cop(zi) = fo(z:)¥(z:) +u (v (z) — 29 (2:)) + O(N)

1 1
= 50" = y)m(zi — 0) + (ym) TP+ O(N).

Expressing ro via v from (4.9.12) and equating the left-hand side to zero, we
obtain that, necessarily,

(2 — 0)> = X3 £ O(\) = 22?3 (1 + O(AY/?))

and, therefore,
zi =0 £ vAY3 4 O(N/?)

with minus for z; and plus for z,. 0O

4.9.3 Exceptional Case: 0 = 1

We consider now a very particular situation where § = 1 and the arguments
of the previous subsection cannot be used.

However, according to Proposition 4.8.5, for this case we have in the cone
Kn{z=(&n): £ <0} the explicit formula

1 ¥
and, therefore,
1
P(0) = (1) = W(ez) = My T myA + o(A).

Moreover, zo = 1. For z1, the arguments of the proof of the above theorem
can be repeated with ro = 0 until the last step. Its appropriate modification
shows that z; = 1 + O(AY/2).
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Appendix

5.1 Facts from Convex Analysis

By definition, a subset K in R" (or in a linear space X) is a cone if it is convex
and stable under multiplication by the nonnegative constants. It defines the
partial ordering

T2y = zT—yEK;

in particular, x >k 0 means that z € K.

A closed cone K is proper if the linear space F := K N (—K) = {0}, i.e.,
if the relations x >k 0 and x < 0 imply that z = 0.

Let K be a closed cone, and let 7 : R®™ — R"/F be the canonical mapping
onto the quotient space. Then 7K is a proper closed cone.

For a set C, we denote by coneC' the set of all conic combinations of
elements of C. If C'is convex, then cone C' = J,-,AC.

Let K be a cone. Its dual positive cone

K*::{ZGR": zxZOVmGK}

is closed. The polar cone K° is defined using the opposite inequality,! i.e.,
K° = —K%*; K is closed if and only if K = K**.

We use the notation int K for the interior of K and ri K for the relative
interior (i.e., the interior in K — K, the linear subspace generated by K).

Recall that, in a finite-dimensional Euclidean space, the convex hull of a
compact set is a compact.

A closed cone K in the Euclidean space R" is proper if and only if there is a
compact convex set C such that 0 ¢ C and K = cone C. One can take as C the
convex hull of the intersection of K with the unit sphere {x € R" : |z| = 1}.

A closed cone K is proper if and only if int K* # (.

! In the literature one can find examples where both K° and K* are called dual
cones.

Yu. Kabanov, M. Safarian, Markets with Transaction Costs,
Springer Finance, DOI 10.1007/978-3-540-68121-2_5,
(© Springer-Verlag Berlin Heidelberg 2009
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We have
nK*={w: we>0Vre K, x+#F},

in particular, if K is proper, then
int K* ={w: wz>0Vze € K, z#0}.

By definition, the cone K is polyhedral if it is the intersection of a finite
number of half-spaces {z : p;x >0}, p; e R*, i =1,...,N.

The Farkas—Minkowski—Weyl theorem:

A cone is polyhedral if and only if it is finitely generated.

Intuitively, this theorem, giving an alternative but equivalent definition of
a polyhedral cone, is almost obvious, but its proof is not a just straightforward
exercise (unlike other previously formulated statements) and requires certain
efforts. Easy to remember, it provides a freedom to chose an appropriate
definition to establish needed properties. For example, the closedness of a
polyhedral cone is trivial from the initial definition. On the other hand, the
property that the (arithmetic) sum of polyhedral cones is again a polyhedral
cone is clear from the alternative definition: the union of generating sets for
each cone is a generating set for the sum.

The following result is a direct generalization of the Stiemke lemma.

Lemma 5.1.1 Let K and R be closed cones in R™. Assume that K is proper.
Then
RNK={0} <= (=R )NintK*#40.

Proof. (<) The existence of w such that wz < 0 for all x € R and wy > 0
for all y in K \ {0} obviously implies that R and K \ {0} are disjoint.

(=) Let C be a convex compact set such that 0 ¢ C' and K = cone C. By
the separation theorem (for the case where one set is closed and another is
compact), there is a nonzero z € R™ such that

sup zx < inf zy.
TER yeC

Since R is a cone, the left-hand side of this inequality is zero, and hence

z € —R* and, also, zy > 0 for all y € C. The latter property implies that

zy > 0for z € K, 2#0, and we have z € int K. O

In the classical Stiemke lemma, R = {y € R" : y = Bz, » € R%},
where B is a linear mapping, and K = R’ . Usually, it is formulated as the
alternative:

Either there is © € R® such that Bx >k 0 and Bx #0 or there isy € R™
with strictly positive components such that B*y = 0.

Let A be a convex set with nonempty interior, and let U be an open set.
Then ANU # 0 if and only if int ANU # (. Combining this fact with the
Stiemke lemma, we get the following assertion:
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Lemma 5.1.2 Let K and R be proper closed cones in R™. Then
RNK={0} <= (—intR")Nint K* # 0.

Lemma 5.1.1 can be slightly generalized.
Let 7 be the natural projection of R™ onto the quotient space R"/F.

Theorem 5.1.3 Let K and R be closed cones in R™. Assume that the cone
7R is closed. Then

RNKCF <<= (—=R")NriK*#{.
Proof. Tt is easy to see that 7(RN K) = rRN 7K and, hence,
RNKCF <« gaRNnK={0}.
By Lemma 5.1.1,
TRN7TK ={0} <= (—7R)*Nint(7K)* #0.

Since (7R)* = 7*"!R* and int (K)* = 7*~!(ri K*), the condition in the
right-hand side can be written as

N ((-R)NIiK*) # 0

or, equivalently,
(=R )NriK*NIm7* £ 0.

But Im7* = (K N (—K))* = K* — K* Dri K*, and we get the result. O

Notice that if R is polyhedral, then 7R is also polyhedral and, hence,
closed.

Lemma 5.1.4 Let K1 and Ko be closed cones in R™ such that the cone
K} + K3 is closed. Then (K1 N Ks)* = Ki + K3.

Proof. The inclusion O follows immediately from the definition of the dual
cone. To prove the converse, suppose that y € (K7 N K>)* but does not belong
to the convex closed cone K7 + K3. By the separation theorem there exists x
such that zy < 0 and zy; > 0 for all y; € K. But the latter property
means that x € K* = K, for i = 1,2, i.e,, x € Ky N K,. Thus, zy > 0,
a contradiction. 0O

Remark. If K; and K are polyhedral cones, then K+ K3 is polyhedral, and
the identity of the above lemma holds. Since in the left-hand side we always
have a closed set, the identity fails when K7 + K3 is not closed.

Let X be a Hilbert space, and let f : X — RU {oo}. The effective domain
dom f :={z: f(x) < co}. The dual or conjugate to f is the convex function
f*(y) :==sup,[yx — f(x)]. The Fenchel inequality is an immediate corollary of
this definition: f(z) 4+ f*(y) > yz.
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5.2 Césaro Convergence

5.2.1 Komlés Theorem

The following Komlés theorem, asserting that a sequence of random variables
bounded in L' contains a subsequence converging in Césaro sense a.s., is very
useful in various applications, especially, in proofs of the existence of optimal
controls.

Theorem 5.2.1 Let (§,) be a sequence of random wvariables on (§2,F,P)
bounded in L', i.e., with sup,, E|{,| < co. Then there exist a random vari-
able £ € L' and a subsequence (&,,) Césaro convergent to & a.s., that is,

k1 Zle &n, — & a.s. Moreover, the subsequence (§,) can be chosen in such
a way that any its further subsequence is also Césaro convergent to £ a.s.

5.2.2 Application to Convex Minimization in L!
Let J :=infeez Ef(£) be the value of the minimization problem
Ef(§) - min on Z, (5.2.1)

where Z is a nonempty convex set of probability densities, and f: Ry — R
is a convex (hence, continuous) function such that f > —c and f(z)/x — oo
as T — oo.

Proposition 5.2.2 If Z is closed in L' and J < oo, then there exists ez
such that J = Ef(£).

Proof. Take a sequence &; € Z such that Ef(§;) — J. Since {; > 0 and
E¢; =1, in virtue of the Komlés theorem, there is a subsequence jj such that
En i=n"! > r_y &, converge a.s. to a certain £ € L'. Due to the Fatou lemma
and convexity of f, B

EF(€) = Blim f(&,) < limint Bf(,) < lim - > Ef(§,) =1
k=1

The de la Vallée-Poussin criterion ensures that the sequence (&,) is uniformly
integrable and, hence, converges also in L'. Thus, §eZ. O

If f is strictly convex, then, obviously, the minimizer is unique.

5.2.3 Von Weizsacker Theorem

The next result due to von Weizsécker is a beautiful extension of the Komlds
theorem to sequences of random variables from Lg. It is less known, and we
give its proof here.
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Theorem 5.2.3 Let (§,) be a sequence of positive random variables. Then
there exist a random wvariable £ taking values in [0,00] and a subsequence
(&n,,) such that all subsequences of the latter are Césaro converging a.s. to &.

Proof. It consists of several steps.

Lemma 5.2.4 Let (&,) be a sequence of positive random variables unbounded
in probability. Then there exist a set B with P(B) > 0 and a subsequence
(&n,.) such that all its further subsequences are Césaro converging a.s. on B
to infinity.

Proof. Recall that a set G of random variable is bounded in probability if

sup P(jn| > N) -0, N — .
neG

Since in our case this property does not hold, we may assume, passing, if nec-
essary, to a subsequence, that there is € > 0 such that sup,, P(B,) > € where
B, := {&, > n}. Applying the Komlds theorem to the sequence (Ip, ), we
may assume that there is a random variable 7 such that, for all subsequences,

m

1
_ZIB% —1n a.s.
M=

Clearly, 0 < n < 1 and, by dominated convergence, En > €. Thus, P(B) > ¢
where B := {5 > 0}. Then, for every subsequence (&, ) and every N > 0,

1 « 1 «
liminf — Y ¢, > liminf — S NIz, >Np as.,
lngrgnm;ﬁk_m;rgn m}; B., = Nn as

and, therefore, (§,,) is Césaro converging a.s. on B to infinity. O

The key step is to find a “maximal” set B satisfying, with a certain sub-
sequence of the original sequence, the property declared above. The formal
framework can be describe as follows. Let us consider the set R of pairs
(B, (&n,)), where B € F and all subsequences of (§,,) are Césaro converg-
ing a.s. on B to infinity. We introduce on R a partial ordering by letting
(B, (¢1,)) = (B, (£n,)) if B2 B and (£3,) is a subsequence of (&,, ).

Lemma 5.2.5 There is a pair (B, (&,,)) € R such that P(B) = P(B) for
any pair (B, (€r,)) € R dominating (B, (§,,))-

Proof. Let By = . Trivially, the pair (B, (£,)) is in R. We construct in R
recursively a sequence (B, (§,,,)), 1 = 0,1,..., increasing with respect to the
partial ordering. Suppose that it is already defined up to a number [. Let

Rl = {<B7 (57’1;@)) ER: (Ba (gﬁk)) t (Bl7 (gnlk))}’
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and let a; := sup {P(B) : (B, (¢,)) € Ri}. We take as (Bi41, (., ) any el-
ement of R; for which P(Bj41) > a — 1/I. The pair (B,&,,,),
where B =|JB;, has the desired property. Indeed, suppose, on the
contrary, that there is a pair (B, (€s,)) such that (B, (€a.)) = (B,(&n))
and P(B) > P(B) + 1/I for some | € N. Since (B, (&,)) € R;, we have
the inequality a; > P(B). Thus, P(B) < a; — 1/1 < P(Bj;1), which is a
contradiction. 0O

Now we are able to complete the proof. Choose the “maximal” pair
(B, (&n,)) as in the above lemma. Without loss of generality we may assume
that all the subsequences of (§,,) are Césaro converging a.s. on B to infinity
and we cannot enlarge B to keep this property even passing to a subsequence.
Let A := B°. By Lemma 5.2.4 the sequence (£,14) is bounded in probability.
Combining the Komlés theorem with a diagonal procedure, we may also as-
sume that, for each N € N, there is a random variables {y < N such that the
sequence (&, A N) and all its subsequences are Césaro converging a.s. to (y.
Obviously, (x are increasing to a certain limit (. Taking into account that

1 m
liminf — S ¢, > = ¢,
im in m};ﬁk_sgvpCN ¢

we conclude that ¢ < oo a.s. on A (otherwise we could enlarge B by adding
the set AN{¢ = o0}).

Put A, := AN {¢ < m}. Using the dominated convergence and obvious
inequalities, we have

liminf Ela, (& AN) <UmEIs, Y (& AN) = El4, (n < Ela, < m.
k=1
Passing again to a suitable subsequence, we may assume that

liminf B4, (§o AN) <m

for all integer N and m. Since the sequence (£,14) is bounded in probability,
there are integers Ny such that P(£,1a > Ni) < 2=k for all n. Let ny, be such
that EI4, (&, A Ni) < 2m for all n > ny. Let us consider the decomposition

IAmgnk = n;c,m + n;c/,m’
where 1, = Ia,, (§n, ANg) and ], == Ia,, Iie, >Ny} (§n,—Ni). Notice that
P(ny, >0)<27F By the Borel-Cantelli lemma the sequences (7}, (w))ken
have 7only a finite number of nonzero terms for almost all w. By coﬁstruction,
En}c)m < 2m. The Koml6s theorem applied to (7}, ,,,)ren shows that we may
assume that (£,,) and all its subsequences are Césaro converging a.s. on A,,
(to a finite limit). Using the diagonal procedure, we can easily construct a

subsequence for which the same property holds on the union of A,,, i.e., on
the set A. This proves the theorem. O

Of course, the result remains true if the sequence (&,) is bounded from
below (by a constant or a finite random variable).
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5.2.4 Application to Convex Minimization in L°
Again let J :=infecz Ef(§) be the value of the minimization problem
Ef(§) > min on Z, (5.2.2)

where now Z is a nonempty convex set of positive random variables, and
f: R4 — R is a convex function bounded from below with f(c0) = occ.

Proposition 5.2.6 If Z is closed in L° and J < oo, then there exists ez
such that J = Ef(£).

Proof. Take a sequence &; € Z such that Ef(§;) — J. In virtue of the von
Weizsiicker theorem, there is a subsequence jj such that &, :=n=t>}_ &,
converge a.s. to a certain random variable § which may take infinite values.
Due to the Fatou lemma and convexity of f, we obtain, as in the proof of
Proposition 5.2.2, that Ef(§) < J < oco. It follows that £ is finite and hence

an element of Z minimizing the functional. O

5.2.5 Delbaen—Schachermayer Lemma

The above theorems are easy to memorize and apply in various situations.
However, their proofs are rather lengthy. The following assertion due to Del-
baen and Schachermayer can be used for the same purposes as the much more
delicate von Weizsacker theorem. It has an important advantage that its proof
is elementary and short.

For a sequence (§,), we define the set 7,, := 7,,(§) := conv{&, k > n},
the convex hull of its tail.

Lemma 5.2.7 Let (&,) be a sequence of positive random variables. Then there
exist a sequence n, € T, and a random variable n with values in [0, 00] such
that 0, — n a.s.

Proof. The sequence J,, := inf,c7, Fe™" increases to some J < 1. Let us take
Nn € T, with Ee™ "™ < J, 4+ 1/n. It is easy to see that, for any € > 0. there is
0 = d0(g) > 0 such that

e~ (@tV)/2 < (e +e7Y)/2—6Ip.(z,y),
where B, :={(z,y) € R2 : |z —y| > ¢, x Ay < 1/e}. Therefore,
Jonm < Bemntnmm/2 < (Be™ 4 Be™m) /2 — 6P (0, ) € B:).
It follows that lim,, »— oo P((1n,Mm) € Be) = 0. We infer from the inequality
E’e_"" - e_"’”‘ <e427VE 4 P((,mm) € B:)

that e~ is a Cauchy sequence in L'. It remains to recall that a sequence
convergent in L' (hence, in L?) contains a subsequence convergent a.s. O
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Remark. The limit points of a set in L% bounded in probability are finite
random variables. Thus, if a certain set 7, is bounded in probability, then
n < o0.

We give a sufficient condition ensuring that the limit 7 is strictly positive.

Lemma 5.2.8 Let P(¢, > «) > «a >0 for alln > ng. Then P(n > 0) > 0.
Proof. If P(§£ > «) > «, then
Ee ¢ <1—a+ae @

Tt follows from the Jensen inequality that the same bound (strictly less than
the unity) holds for any £ which is a convex combination of &,, n > ng. By
the dominated convergence it holds also for the limit points of 7,,,. But the
inequality Ee~¢ < 1 implies that P(¢ >0) > 0. O

5.3 Facts from Probability

5.3.1 Essential Supremum

For any family {&,}qcs of scalar random variables (which may take also infi-
nite values), there exists a random variable 1 with the following properties:

(1) n > ¢, for all o
(2) if n > ¢, for all a, then o’ > 7.

Obviously, this random variable (more precisely, a class of equivalence) is
unique and denoted by esssup,¢ ;Ca-

The proof of existence is easy. It suffices to consider the case where all (,
take values in a bounded interval (indeed, if 7 is the essential supremum for
the family {Ca} with ¢, := arctan(,, then tan7 is the essential supremum
for {¢,}). Let a := sup; E(;, where I runs through the set of finite subsets
of J, and (r stands for sup,c; . Take a sequence of I,, such that E(;, — a.
Replacing, if necessary, I, by U, Ik, we may assume without loss of gen-
erality that I,, 1 I.. Then (7, T n:= (s . Taking into account that En = a
and using the monotone convergence, it is easy to verify that 7 is the essential
supremum. Notice that n = sup,¢;_ (o, Where I is a countable subset of I.

The above arguments show clearly that if the family {(,} is directed up-
ward (i.e., for all aq, aa, there is a such that (5 > (o, V(a, ), then one can find
an increasing sequence (,, such that lim, {,, = esssup,(,. An immediate
consequence of this observation is the following:

Proposition 5.3.1 Assume that the family {(.} is directed upwards and
Ca > ¢, where E(|C]|G) < 00. Then

E(ess sup ga|g> = esssup E((.|G).
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5.3.2 Generalized Martingales

The classical definition of a martingale consists of two parts: the integrability
property and the property involving conditional expectations. The former can
be replaced by a weaker one, namely, by the existence of the conditional expec-
tations needed for the latter. This leads to a notion of generalized martingale,
which, in a discrete-time setting, coincides with that of local martingale.

Let (£2,F, P) be a probability space equipped with a discrete-time filtra-
tion F = (F), t = 0,1,.... An adapted process X = (X;) is a generalized
martingale if E(|X¢41||Ft) < oo and E(Xq1|F) = X for t =0,1,....

Proposition 5.3.2 Let X be an adapted process with Xo € L. Then X is a
generalized martingale if and only if X is a local martingale.

Proof. Suppose that X is a local martingale, i.e., there is a sequence of stop-
ping times 7, T 0o (a.s.) such that the stopped processes X = (X, at) are
martingales. The set {7, >t + 1} is in F;, and

Elr sy E(| X1 || Fe) = Bl sy X1 = Bl 1y | X7 | < oo

Thus, E(|X¢41||F:) is finite (a.s.) on each set 7, > ¢+ 1 and, therefore, on
their union, which is of full measure. Moreover, for any I' € F;, we have, in
virtue of the martingale property of X™

EI{rn,2t+1}IFE(Xt+1|-7:t) = EI{Tn,Zt+1}IFXt+1
= EI{T7LZt+1}IFXt7—";:1 = EI{T,,L2t+1}IFXZ—7L~

This means that E(X;1]|F:) = X on each set 7, >t + 1, i.e., almost every-
where. Hence, X is a generalized martingale.

The proof of the converse is based on the following observation: if M is a
martingale and H is a predictable process, then the process H - M (the incre-
ments of which are H; AM,) is a local martingale. Indeed, the random variables
Tn = inf{t : |Hy11]| > n} are stopping times increasing to infinity, the in-
crement of the stopped process H - M™, being of the form Iy, <y H;AMy,
is bounded by the integrable random variable n|AM;|, and its conditional
expectation with respect to F;_1 is zero.

Represent an arbitrary generalized martingale X as X = Xy + H - M with
H; =1+ E(JAX,||F;—1) and M = H~!- X. The increment AM, takes values
in the interval [—1,1] and its conditional expectation with respect to F;_1 is
zero. Thus, M is a martingale, H - M is a local martingale and so is X.

Remark. We could conclude because Xy € L'. In general, the class of gen-
eralized martingales is larger than the class of local martingales. The reason
is that the definition of a generalized martingale does not require the inte-
grability of its initial value. Thus, X shifted by any Fp-measurable random
variable remains a generalized martingale, while the local martingale may
not. Of course, both classes coincide under the assumption (frequent in the
literature) that Fy is trivial.
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Proposition 5.3.3 Let X be a local martingale with Xy € L'. Suppose that
EX} <oo. Then X is a martingale.

Proof. Adding to X the martingale E(X1|F;), we may assume without loss
of generality that X7 > 0. By the above, X is a generalized martingale,
and, therefore, Xr_1 = E(X7r_1|Fr) > 0. It follows that the whole process
X > 0. The Fatou lemma applied to the equality EX,; A+ = EX, implies that
EX, < EXy <oo,ie, X; € L'. O

5.3.3 Equivalent Probabilities

Let (£2,F,P) be a probability space with filtration (F%):<r, and let Q be
a probability measure equivalent to P. Let p = (p;) be the corresponding
density process, i.e., the martingale with p; = E(dQ/dP|F;).

Lemma 5.3.4 A process M is a Q-martingale (resp. local Q-martingale) if
and only if pM is a P-martingale (resp. local P-martingale).

Proof. Using the definition of the density and the martingale property of p,
we get that
Eq|My| == Epr|My| = Epi|My| = E|p: My,

implying the simultaneous finiteness of the first and last terms in this chain
of equalities. If this is the case, then, for any I" € Fy, s <,

EQMtI[' == EPTMtIF = EptMtI['.

If M € M(Q), the left-hand side above is EqM Iy = EprMIr = Ep M1,
and we obtain the martingale property of pM. Conversely, if pM € M, the
left-hand side is equal to Epr M,Ip = EqM,Ip, and, hence, M € M(Q). The
extension to the local martingales is obvious. 0O

Lemma 5.3.5 Let {¢,} be a sequence in LY. Then there exists a sequence of
strictly positive reals such that ) an,&, < co.

Proof. Take b, > 0 such that P(§, > b,) < 1/n?. Then the assertion holds
with a,, := 1/(b,n?) because, in virtue of the Borel-Cantelli lemma, for almost
all w, only a finite number of &, (w) are larger than b,,. O

Proposition 5.3.6 Let {£,} be an at most countable set in LY. Then there
exists a probability measure Q@ ~ P such that the density p = dQ/dP is
bounded and all &, € L*(Q). Moreover, if &, converges a.s. to a finite random
variable &, then one can choose Q so that Egl&, —&| — 0.

Proof. The assertion is obvious for a single random variable &: one can take
Q = pP with p = ¢(1 + |€])e~ €D where ¢ is a normalizing constant. So it
holds also for a finite set. The countable case follows from the lemma above.
In the case of convergent sequence, one can take @) such that the finite random
variable sup,, |, — £| is also integrable, ensuring the required convergence in

L'Q). ©
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5.3.4 Snell Envelopes of Q-Martingales

In the usual setting of discrete-time model with finite horizon, consider the
set Q of probability measures equivalent to P, denoting by Z the set of cor-
responding density processes. We say that Q is stable under concatenation if,
for all elements p',p? € Z and all I" € F,, s < T, it contains also the process
p = (pt)e<r with

1
Ps
Pt = P%I{tgs} + PtlIFI{t>s} + P?EIFJ{»s}-

Clearly, p, being constructed in this way from strictly positive martingales, is
also a martingale; the concatenation property does not depend on the choice
of the reference measure.

Note that the sets Q¢ (of equivalent martingale measures for some
process S) and Z; possess the concatenation property.

Proposition 5.3.7 Suppose that Q is stable under concatenation. Let & > 0
be a random variable such that supge g E§ < 0o. Then the process

X = esssup Eq (| F) (5.3.1)
Qe

is a Q-supermartingale whatever is QQ € Q.

Proof. Since the assertion does not depend on the choice of the reference
measure, we assume that P is an element of @ and check the supermartingale
property F (X |Fs—1) < Xs—1 with respect to this measure.

Let us consider the set Z; of local densities from Z which are equal to
the unity for ¢ < s. The process identically equal to the unity is in Z. By
the concatenation property the process Ii<qy + (pi/ps)I{¢>s) belongs to Z;
whatever is p € Z. Expressing the conditional expectation in terms of the
reference measure and the corresponding density, using this observation, we
obtain that

X, = esssup E(pp|Fy).
PEZs
Put {, := E(pr{|Fs). By the concatenation property {(,},cz, is directed
upward: ¢, = (,1 V (2 for

pr = Ig<sy + (Irpt + Irepi) s sy

with I" := {{,1 > (,2}. Using Proposition 5.3.1 and the inclusion Z, C Z,_1,
we get that

E(X4|Fs—1) = esssup E(pr&|Fs—1) < esssup E(pré|Fs—1),
pEZ, pPEZs_1

and we conclude. 0O
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The above result can be easily extended to include the classical formulation
of the Snell envelope, which was introduced in the theory of optimal stopping
(for the case where Q is a singleton {P}).

Let 7; denote the set of stopping times with values in the set
{t,t+1,...,T}.

Proposition 5.3.8 Suppose that Q is stable under concatenation. Let Y; > 0
be an adapted process such that supgeg EQYr < oo fort =0,1,...,T. Then
the process
X = esssup Eq(Y:|F) (5.3.2)
QeQ, 7T,
18 a Q-supermartingale whatever is Q € Q. Moreover, X is the smallest process
which is a Q-supermartingale for all Q and which dominates Y .

Proof. The supermartingale properties is verified by the same argument as in
the previous proposition. One should only check that, for a fixed s, the family
of random variables ¢, := E(prY7|Fs), p € Z5, 7 € Ty, is directed upward.
This is an easy exercise. Finally, if Yisa @-supermartingale for all @, then
the corresponding process X coincides with Y. The operator defined by the
right-hand side of (5.3.2) is monotone, that is, a larger input process results
in a larger output. Combining these two properties, we obtain the concluding
assertion. 0O

5.4 Measurable Selection

Measurable spaces (F,&) and (E’,&’) are Borel isomorphic if there exists a
bijection f : E — E’ such that f(A) € & and f~1(A4’) € £ whatever are
Ae&and A €&

A measurable space (Borel) isomorphic to a Borel subset of a Polish space
(i-e., complete separable metric space) is called Borel (or Lusin, or standard
measurable) space. The basic fact: any infinite Borel space is isomorphic either
to N or Ry . Exactly this result allows one to reduce the proof of the existence
of regular conditional distributions to the scalar case where one can work
comfortably with distribution functions and use the linear ordering of the
real line. Similarly, it works in the proof of the following measurable selection
theorem.

Theorem 5.4.1 Let (2, F, P) be a complete probability space, let (E,E) be
a Borel space, and let I' C {2 X E be an element of the o-algebra F @ £. Then
the projection Prol’ of I' onto (2 is an element of F, and there exists an

E-valued random variable & such that £(w) € I, for all non-empty w-sections
I, of I

In applications, the y-axis is usually a Polish space, while the z-axis can
be a o-finite complete measurable space (this extension is obvious).
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Let (E, &) be a Polish space. A set-valued mapping w — I'(w), I'(w) C E
is measurable if its graph {(w,z) : 2z € I'(w)} is measurable; a measur-
able selector £ of the graph is called measurable selector (or simply selector)
of the set-valued mapping; the terminology measurable selection, selection
is frequent in the modern literature. The distance between two measurable
set-valued mappings, as functions of w, is a random variable. Measurability
properties of a set-valued mapping the values of which are sets in (R¢, B%) are
preserved by major operations of convex analysis. In particular, if I" is a mea-
surable set-valued mapping, the mappingw +— conv I'(w) is also measurable;
for the convex-valued I', so is the dual mapping w — I'°(w), the mapping
w i ril(w), etc.

We denote by LP(I") or, in the need, LP(I',F), LP(I',F, P), the set of all
LP-selectors of a measurable set-valued mapping I'. If the values of I" are
convex sets (respectively, cones) then, LP(I") is a convex subset (respectively,
a cone) in LP.

Let I'" be a measurable mapping the values of which are closed non-empty
subsets of R?. Knowing that such a mapping admits a measurable selector, it
is easy to infer that I" admits a countable family of measurable selectors {&, }
such that the values £, (w) are dense in the section I'(w) for each w € 2, i.e.,

I'(w) = {€,(w)}. This family is called Castaing representation of I'. Note that
if L°(I") is a closed cone, and {£,} is a Castaing representation of I', then the
set of conic combinations of elements of {&,} with rational coefficients is also
a Castaing representation of I'. It follows that L°(I") is a closed cone in L if
and only if almost all values of I" are closed cones. A similar assertion relates
the convexity of values of I" and of the set of its selectors.

The following useful lemma shows that such a Castaing representation
being fixed, all other selectors can be approximated by members of this family.

Lemma 5.4.2 Let &, € LP, p € [0,00], and I'(w) = {&,(w)}. Then LP(I")
is a closure in LP of the set of random variables of the form > 14,&;, where
{A;} is a finite measurable partition of (2.

Proof. Let p €]0,00], let £ € LP be a measurable selector of I" and let € > 0.
Starting from the sets {|§ — &;| < £/2}, we construct a measurable countable
partition {B;} of 2 such that |{ — &| < &/2 on B;. Choose n such that

> Elplé -Gl <e/2

i>n+1

and put Al = Bl U (UiZnJrl Bz), Az = Bi, 1= 2, .oy n. Then

n P n %)
ZIAz(g_gz) :ZEIBz ‘p+ Z EIBz
i=1 =1

1=n—+1
and we get the result.

E

[P <e,
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The case p = 0 is a corollary of the previous one. Indeed, there is P~ P
such that § and all §,, a P-integrable. Thus, we can approximate § in L'(P)

hence, in L(P). But the convergence in P-probability coincides with the
convergence in P-probability. O

The next assertion gives a characterization of closed subsets in LP which
are formed by the selectors of a measurable set-valued mapping. To formulate
it we use the following definition. A subset = € LP is called decomposable if
with two its elements &7, &5 it contains also £114 + &2l 4 whatever is A € F. It
is easily seen that in this case Y &; 14, belongs to = for every finite measurable
partition of 2 and §; € Z,i=1,...,n.

Proposition 5.4.3 Let = be a closed subset of LP(R%), p € [0,00[. Then
= = LP(I") for some I' the values of which are closed sets if and only if = is
decomposable.

Proof. Only the “if” part needs arguments. Let consider the case p €]0, ool.
Let {z;} be a countable dense subset of R?, and let a; := inf,cz E|n — ;|7
By definition there exists 7;; € = such that Eln;; — ;[P < a; + 1/j. We
consider the mapping I" the values of which are closures of the sets {n;;(w)}.
The inclusion LP(I") C = follows from the lemma above and the fact that
= is decomposable. To prove the reverse inclusion, we suppose that there is
& € = which is not an element of LP(I"), and, hence for some 4 €]0, 1], the set
A= {|§ —ni;| > Vi, j} is of strictly positive probability. Fix ¢ such that the
set B:= AN {|¢ — x;| < §/3} also is of strictly positive probability and put
1 = &lp + mijlpe. Then n; € Z. On the set B we have

|zi = mij| > 1§ = nig| — € — x| > 26/3.
Thus,

Bl — [P — a; > Bl —nijl? — | —mj[P)
= E(|z; — nil? — |zi —€|P) I
> ((26/3)" = (3/3)P)P(B) # 0, j — o0,

and this is a contradiction with the choice of 7;;.
For the case p = 0 we get the claim using the same arguments but replacing
the function |z|? by the function || A1l. O

Proposition 5.4.4 Let G be a (complete) sub-o-algebra of F. Let I' be a
measurable mapping the values of which are nonempty closed convex subsets
of the unit ball in R%. Then there exists a G-measurable mapping E(I'|G)the
values of which are nonempty convex compact subsets of the unit ball in R% and
the set of its G-measurable a.s. selectors coincides with the set of G-conditional
expectations of a.s. selectors of I'.
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Proof. For d = 1, the result is almost obvious. In this case I'(w) = [a(w), B(w)],
where « and 8 are random variables. Then E(I'|G) = [E(a|G), E(8|G)] (the
conditional expectations here can be chosen as the integrals with respect to
regular conditional distributions). Indeed, the inequalities o < ¢ < S im-
ply the corresponding inequalities for the G-conditional expectations. On the
other hand, a G-measurable selector §~ of the newly defined mapping is of the
form € = AE(a|G)+(1—X)E(3|G), where ) is a G-measurable random variable
taking values in the interval [0, 1]. Therefore, £ = E(Aa + (1 — A)3|G).

In the general case we use the previous proposition. Indeed, let = be
the set of random variables E(n|G) where n runs over the set of measurable
selectors of I'. The boundedness and convexity of I" ensure that = is closed
in L'. Indeed, let &, := E(n,|G) converge in L' to &. Since |n,| < 1, we
can apply the Komlés theorem and find a measurable selector n of I such
that £ = E(n|G). Note that = is decomposable on the space (£2,G, P). Thus,
5 = LY(I") = L>™(I") for some G-measurable mapping I" the values of which
are nonempty convex compact subsets of the unit ball in R, and we conclude.
O

5.5 Fatou-Convergence and Bipolar Theorem in L°

Usually, bipolar theorems giving dual descriptions of convex sets are for-
mulated for locally convex spaces. Unfortunately, the infinite-dimensional
space L? does not belong to the latter class. Nevertheless, for some specific
types of convex sets in LY, one can give a dual description. We need a rel-
atively simple theorem, which can be easily obtained from the usual bipolar
theorem in L°°.

Let K be a measurable multifunction on {2 whose values are convex closed
cones in R containing Ri. We denote by LY the cone in L°(R?) formed by
random variables ¢ such that & + k¢l € LY(K) for some constant re, i.e.,
elements of Lg are bounded from below in the sense of the partial ordering
induced by K. We shall use the terminology “Fatou-convergence” in relation
with this partial ordering.

Let A # 0 be a convex subset in LY, and A>* := AN L*. For n € L'(K*)
and £ € LY, the expectation E¢n is well defined (£n > —re|n|). We put

f(n) == sup Ené.
E€eA
Now we recall the following fact.
Proposition 5.5.1 Let F' C L be a convex set. Then

F is weak* closed <= FN{{: ||€||oo < K} is closed in probability for every k.

Proof. The classical Krein-Smulian theorem (see, e.g., [166]) says that a con-
vex set in the dual to a Banach space is weak* closed (i.e., closed in o{L>°, L'})
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if and only if its intersection with every ball around the origin is weak* closed.
Thus, we may assume that F' is bounded. Now the dominated convergence
works, and the limit of a sequence convergent in probability is a limit of a
weak* convergent sequence. Thus, the implication = holds. To prove the re-
verse, we consider F as a subset of L2. Being closed in probability, it is closed
also in L?. But a closed convex set in a Hilbert space is weakly closed. Thus,
F is closed in o(L*, L?) and, hence, in o(L>, L'). O
As corollary we have:

Lemma 5.5.2 If A is Fatou-closed, then the set A is weak* closed.

Proof. A sequence convergent in probability contains a subsequence conver-
gent almost surely. But {¢ : [|{]l < K} 4+ x1 C LO%(RY) C LO(K). Thus, a
bounded sequence convergent a.s. is Fatou-convergent. Therefore, an intersec-

tion of A* with balls is closed in probability, and we conclude by the above
proposition. O

Theorem 5.5.3 Assume that a set A is Fatou-closed, A> is dense in A
with respect to the Fatou-convergence, and there exists & € A such that
& — L®°(K) C A>. Then

A={ceL): B&n< f(n) Vne LK)} (5.5.1)
Proof. 1t is sufficient to verify that
A® ={¢eL>®: B&< f(n) Ve LK)} (5.5.2)

To check the only nontrivial inclusion “27, take ¢ € L\ A*. Since A™ is
weak* closed, by the Hahn-Banach theorem there is € L' such that
sup E&n < E(n. (5.5.3)
EEA>®
Considering the r.v.’s of the form § — & with £ € L*(K), we deduce from
here that

inf FEfn> —occ.
EELHBC(K) & >

As K is a cone, the infimum is equal to zero. By the usual measurable selection
argument we deduce from this that n € L'(K*). The set A being Fatou-
dense in A, the supremum in (5.5.3) can be taken over A, and the relation
(5.5.3) means that ¢ does not belong to the set given by the right-hand side
of (5.5.2). O

5.6 Skorokhod Problem and SDE with Reflections

We give here a short introduction to the Skorokhod problem, which is needed
to ensure the existence and uniqueness of the optimal process in the Davis—
Norman consumption-investment problem with transaction costs. Having in
mind this application, we restrict ourselves by considering the simplest case
of a convex domain with smooth boundary.
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5.6.1 Deterministic Skorokhod Problem

The deterministic Skorokhod problem for a convex domain G C R can be
formulated as follows.

We are given a closed convex subset G with nonempty interior and a set-
valued mapping x — I'(x) defined on the boundary 0G. The values of I" are
subsets of the unit sphere 00;(0) := {y € R? : |y| = 1}. The elements of
I'(z) are interpreted as directions of reflections at point x of the boundary.
It is convenient to extend I' to the whole space by putting I'(x) = {0} for
x ¢ OG. The “input” is a d-dimensional continuous function f = (f;) such
that fo € G.

The solution of the Skorokhod problem is a pair of R?-valued continuous
functions (&, ¢) satisfying the following conditions:

(1) E=f+9,
(2) £ takes values in G, and &y = fo; _
(3) ¢ is of bounded variation, and ¢; € I'(&:) d|¢p|:-a.e., where ¢ = ddt/d|]+.

For functions f admitting a unique pair with such properties, one can
define the mapping f +— (£, ¢) called the Skorokhod mapping.

Note that if the Skorokhod mapping is defined for the set of continuous
functions on each interval [0,7], then it is also defined for the continuous
functions on R4. One can consider the Skorokhod problem on the interval
[T, T1]. If the Skorokhod mappings are defined for all continuous functions on
[0,T] and [T, T3], then the Skorokhod mapping is defined for all continuous
functions on [0, T1].

Example. The simplest but rather instructive case is the Skorokhod problem
in a half-space with normal reflection. Let G = {z € R?: we; > 0}, and let
I'(z) = e; when « € G. This problem admits an explicit solution. To write it,
we introduce some notation. Let E be the space of d-dimensional continuous
functions (on [0,7] or R4 ) with the uniform norm |.||. Define the mapping
Y : E — ExE by associating with f € E the function X(f) = (Z1(f), X%(f))
with

2= (5 (inf ) LR ),
S2(f) = ((mf fg)f,o,...,o).

s<t
Let f be an “input” function of the Skorokhod problem, i.e., a function with
fd > 0. It is easily seen that the pair (X1(f), 22(f)) is the solution (note that
the first component of X2(f) is an increasing function).

To check the uniqueness, let us consider two solutions (£, ¢) and (€, ¢). We
have the identity &€ — & = ¢ — ¢. If £} = 0, then & > &} trivially. If £ > 0,
then ¢} = 0 and & — &} = éf > 0 because the function ¢! is increasing
and starts from zero. Thus, &' > £!. By symmetry we also have the opposite
inequality, i.e., £ = €' and, automatically, ¢! = ¢'. Since other components
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of ¢ and ¢ are all equal to zero, the considered Skorokhod problem has a
unique solution.

Thus, for the considered problem, the Skorokhod mapping is defined for
all inputs. Its following properties are obvious:

122(f) = Z2(9)|| < IIf — gll,
121 = 24 @)l < 20 f - gll

This means that X' satisfies the functional Lipschitz condition. Also,

sup | Z5(f) = Z3(H)] < sup [fu— ful,

w,vE[s,t] w,vE[s,t]
sup |X0(f) = Zy(f)] <2 sup |fu— fol,
u,vE[s,t] u,vE[s,t]

i.e., the oscillation of the reflected process can be only twice as large as the os-
cillation of the input. For any input functions f and g and constants a,b > 0,
we have the identity

YX(af +bg) =aX(f)+bX(g).

Remark. It is not difficult to prove the existence and uniqueness theorem for
the Skorokhod problem for an arbitrary convex domain with normal reflection
on the boundary. In this case, I'(x) is the set of the inward normal vectors
to supporting hyperplanes and it is not a singleton in the “corners.” The
result can be extended with appropriately modified formulations to the case
where the “input” f is a cadlag function (in particular, for the half-space,
the above arguments need no changes). In contrast to this, the Skorokhod
problem with oblique reflection when the domain has “corners” may have no
solution.

5.6.2 Skorokhod Mapping

Using the method of local maps (or local coordinates), we show that the Sko-
rokhod mapping is defined for all continuous functions in the case where G
is a bounded domain with smooth boundary. We denote by n(z) the inward
normal vector at point z € 9G.

Theorem 5.6.1 Let G be a bounded domain with smooth boundary. Suppose
that, for x € 0G, the sets I'(x) are singletons {v(x)}, the unit vectors v(z)
depend continuously on x, and v(x)n(x) > ¢ for some constant ¢ > 0. Then
the Skorokhod mapping X is well defined for all continuous inputs and satisfies
the Lipschitz condition.

Proof. The smoothness assumptions on boundary and reflection imply that
there exists a final covering of the boundary by balls U; = O,(x;),
i = 1,...,N, admitting bijections u; : U; — R with the following prop-
erties:
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(i) u; and ui_l are C? functions satisfying the Lipschitz condition;
(i) w(U;) Nint G = {u : ue; > 0} and u;(U;) N OG = {u: ue; =0}
(iil) Vul(z)y(x) =1, Vul(z)y(x) =0,k =2,...,d, for z € U; N 0G.

The set G \ N;U; is also compact and, hence, can be covered by a finite
number of open balls contained in G. We denote by Uy the union of these balls
and associate with Uy the identity mapping denoted by wug. Let d;(x) be equal
to the distance of x to the boundary of U; if x € U; and zero otherwise. Since
the function d(x) := min,; d;(x) is continuous on G, it attains its minimum
0 > 0. Let k(x) denote the first index 4 for which Os(x) C Us.

Now the solution of the Skorokhod problem in G can be constructed by
the following procedure.

On the first step we construct the solution on the interval [0, ¢1] where ¢,
is the first instant when £ leaves Up(s,). On the second step we repeat the
construction on the interval [¢1, 2] with the input function f; — f;, +&;, where
to is the first instant after t; when the solution £ leaves Uk(e,,)» and so on. If
k(fo), then £ = f and ¢ = 0. If k(fo) > 1, we use the mapping uyy,), solve
the Skorokhod problem in the half-space with normal reflection with the input
Uk(f,)(f), and define the functions £ and ¢ by applying the inverse mapping
u;(lfo) to the constructed solution. Note that the oscillations of £ are controlled
by the oscillations of inputs. Therefore, ¢,, — oo, and this procedure allows
us to define the solution of the problem on any interval [0, T]. The uniqueness
follows from the uniqueness of the solution for the half-space. Since all map-
pings involved in the construction satisfy the Lipschitz condition, so does the
Skorokhod mapping. 0O

5.6.3 Stochastic Skorokhod Problem

The stochastic setting for the Skorokhod problem (often referred to as a sto-
chastic differential equation with reflection) in the domain G with the reflec-
tion mapping I" includes also a stochastic basis with a Wiener process w and
the drift and diffusion coefficients a(z) and o(x), x € G. By definition, the
(strong) solution is a pair (X, Z), where X = (X;) is an adapted continuous
process evolving in G, and Z = (Z;) is an adapted R%valued continuous
process of bounded variations such that:

(a) the following equality between process holds:

Xt :Xo+/ a(Xt) dt+/ O'(Xt) dwt+Zt,
[0,¢] [0,]

(b) Z; € I'(X;) d|Z]-a.s.

First, we investigate the stochastic Skorokhod problem in the half-space
with normal reflection. The corresponding result is simple and gives the idea.
O
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Proposition 5.6.2 Let G = {z € R?: xe; > 0}, and let I'(z) = e; when
x € OG. Suppose that the coefficients a(x) and o(x) satisfy the Lipschitz
condition. Then the stochastic Skorokhod problem admits a unique solution.

Proof. Let us consider the stochastic differential equation
dY; = dt(Y) dt+5’t(Y) dwt, Yy € G, (561)

where @;(Y) = a(X}(Y)) and 6(Y) := o(X}(Y)). Since a and o satisfy the
Lipschitz condition and so does the mapping X', the coefficients & and &
also satisfy the (functional) Lipschitz condition, and, therefore, the stochastic
equation has a unique solution Y = (Y;). Recalling the identity

Y =X4Y) - Z34(Y),
we get that
dXH(Y) =a(ZHY))dt + o(ZH(Y)) dwy + dZF(Y).

That is, the pair (X, Z) with X = X}(Y) and Z = X2(Y) is the solution of
the Skorokhod problem in the half-space.

To prove the uniqueness, we consider two solutions (X, Z) and (X', Z’).
Put X = X — Z, X’ = X’ — Z' and note that ¥} (X) = X, Z}(X') = X".
It follows that X and X’ are solutions of the stochastic differential equation
(5.6.1), for which the uniqueness theorem holds. Thus, X — X’ = Z — Z’, and
we derive from here that X = X’ and Z = Z’ by the same argument as that
used above for the deterministic problem. O

Theorem 5.6.3 Let G be a bounded domain with smooth boundary. Suppose
that, for x € 0G, the sets I'(x) are singletons {y(x)}, the unit vectors v(z)
depend continuously on z, and y(x)n(x) > c for some constant ¢ > 0. Suppose
that the coefficients a(x) and o(x) satisfy the Lipschitz condition. Then the
stochastic Skorokhod problem admits a unique solution.

Proof. The arguments are the same as in the proposition above and use the
existence of the Skorokhod mapping for the considered case established in
Theorem 5.6.1. The uniqueness follows from the uniqueness of the solution in
the half-space. 0O
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Chapter 1

The Black—Scholes formulae for pricing call-options were derived in the sem-
inal paper [19] of 1973 using economic considerations combined with PDE
arguments which resemble the derivation of the heat equation from the first
physical principles. We uses a “modern” probabilistic approach, more natural
for probability students having the first course in random processes, where the
predictable representation theorem and the Girsanov theorem are (presum-
ably!) basic facts. It is worth to recall that the needed predictable represen-
tation theorem for the Wiener process (together with others, more profound
results) was formulated by J.M.C. Clark only in 1971, [38], though it can be
easily derived from what is called now the “chaotic representation theorem”
established in the famous paper [99] by K. It6 on multiple Wiener integrals
of 1951 (by the way, this was indicated by Itd himself, who was the reviewer
of [58]; It6 also pointed out his less known paper [100]). By the way, this the-
orem and its version for the Poisson process were the topic of the graduation
project of the first author of this book in 1971, see [113, 114]. Unfortunately,
the needed predictable representation property is very rare, and in the class
of (stochastically continuous) processes with independent increments it holds
only for the Wiener and Poisson processes. This fact was discovered by Del-
lacherie [58], who related it with the uniqueness of a martingale measure. For
further development, see the fundamental book by Jacod [101].

As for the Girsanov theorem, we need only its rudimentary version, corre-
sponding to a deterministic and even constant drift, which was known already
to Cameron and Martin and whose result was generalized by Girsanov for the
case of random drift; now Girsanov’s name is used for all theorems on a
change of characteristics under an absolute continuous change of probability
measure, see, e.g., the paper [124] and monographs [101, 161, 102, 159] with
further references therein.

Yu. Kabanov, M. Safarian, Markets with Transaction Costs,
Springer Finance, DOI 10.1007/978-3-540-68121-2,
(© Springer-Verlag Berlin Heidelberg 2009
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We have no need to discuss here numerous economical and mathematical
aspects of Black—Scholes formulae: for this, we send the reader to the books
[18, 57, 144, 212, 173, 181}, .. ..

Portfolio dynamics models with proportional transaction cost were dis-
cussed already in the 1970s. Their origin can be traced back to the consump-
tion—investment model suggested by Magill and Constantinides in 1976 as a
natural generalization of the Merton model of 1973, [169]. However, Leland’s
paper [156] of 1985 in Journal of Finance happened to be the most important
for the industry because of its easy practical implementation: there was no
need to change existing codes. Moreover, for typical parameters of the real-
world stock markets, it gives quite a satisfactory precision, see, e.g., [12]. On
the other hand, mathematicians were rather perplexed by Leland’s heuristic
arguments. To be honest, his claims should be considered only as conjectures.
A correct one was the assertion that the terminal value of the value process
approaches the pay-off in the case of “rescaling,” where the transaction costs
decrease as n~/2, where n is the number of portfolio revisions. Unfortunately,
this was just mentioned in a footnote remark in [156], and no arguments were
provided. K. Lott in his thesis [164] gave a rigorous proof of the convergence
result in this case, which is of particular interest because the adjusted volatil-
ity does not depend on n. But the situation with nonrescaled case remained
confusing. In our note [130] (circulating as a preprint from 1995) we disproved
the main conjecture by Leland. It was shown that there is a discrepancy if
the transaction costs do not depend on the number of revisions. We confirmed
that if the transaction costs decrease as n~ for any « €]0,1/2, the terminal
value of the portfolio approximates the pay-off of the call option. Initially, the
note was submitted to Journal of Finance as a correction to [156], but it was
refused with a comment that the journal is flooded by submissions, and the
editor has a right to reject even good papers without explanations!

There is a lot of activity to extend the Leland approach to various sit-
uations: more general contingent claims and more general price processes,
nonuniform grids as well as other schemes of portfolio revisions intended to
improve the performance, see [164, 209, 179, 60-62]. The asymptotic analysis
of these extensions is quite delicate and requires a lot of patience. One should
take care that is some papers, e.g., [86], arguments are not rigorous, and ex-
tra hypotheses might be needed. The size of discrepancy for realistic values
of transaction costs is discussed in [235, 236, 157].

Granditz and Schachinger [85] noted that in [130] the function f describ-
ing the random discrepancy f(S7) contains a removable discontinuity at the
point K. Since S; takes the value K with zero probability, this does not matter
for the answer but gives a hint that the approximation including the correction
can be rather bad when at the maturity date the price of the stock approaches
the strike. They started a study of the rate of convergence of this approxi-
mation and discovered that it should be n~'/4. Pergamenshchikov in [179]
confirmed this using more elaborate analysis: his limit theorem is a nontrivial
and technically difficult result.



Bibliographical Comments 269

Lott also calculated the first-order asymptotic term of the quadratic de-
viation of the terminal value of a Leland-type portfolio from the pay-off. For
the case of nonuniform grids, the corresponding expression for the first-order
coefficient (at n~!) was obtained using heuristic arguments in [86]. The main
idea of the latter paper is to improve the portfolio performance by choosing
the grid minimizing this coefficient, but, to our understanding, it remains an
open problem. In Chap. 1 we give a rigorous derivation of the asymptotics
of the mean-square error for convex pay-off functions and nonuniform grids
following the paper [63] (see [81] for the case of call option) and also obtain
a limiting distribution of the error by proving a functional limit theorem as
in [64, 63]. Other ideas on approximate hedging can be found in [27, 153, 93,
95, 2, 143, 202, 168, 48, 229, 154, 26, 98].

We include a result that the super-replication problem with transaction
costs in the classical model, where the price process is a geometric Brownian
motion, has a trivial solution. It happened that the super-replication price
of the options depending on the terminal value of the stock price is so high
that the investor can just buy the stock at time zero and keep it until the
exercise date, without any further trading. This is in a striking difference with
the Black—Scholes frictionless market model, where the super-replication price
coincides with a replication price requiring continuous trading. The proofs of
this curious fact (conjectured by J.M.C. Clark and M. Davis in [46]) were
given almost simultaneously by Soner, Shreve, and Cvitani¢ in [216] (using
rather involved techniques based on convex analysis) and by Levental and
Skorohod in [158] (using a direct probabilistic approach and covering much
more general models for price processes). We give here a succinct presentation
of the second proof. It is necessary to recall that even in models of frictionless
market, when the price process is Lévy-driven, the super-replication problem
has only the trivial solution. For the precise formulation, see Eberlein and
Jacod [67] and [104, 105] for further development.

Chapter 2

The aim of this chapter is to provide a comprehensive account of what is
sometimes called the Fundamental Theorem of Asset Pricing (FTAP) for fric-
tionless markets and a development around. We collect here the results scat-
tered in numerous publications. Our presentation is designed as to the first,
preliminary, step to markets with friction. Mathematicians usually consider
Harrison, Kreps, and Pliska (see [91, 92, 152]) as the pioneers of the theory,
though people working in the financial economics have their own reason for
saying that the studies on arbitrage theory started much earlier, having in
mind, e.g., the Arbitrage Pricing Theory (APT) of Ross—Huberman [200, 97,
see a short account in [115]. To our opinion, the credit given to the former is
completely fair because, revealing the relation between the economically im-
portant notion of arbitrage and such a basic concept of the theory of stochastic
processes as martingale, Harrison, Kreps, and Pliska placed the theory in the
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mainstream of modern mathematics and gave a huge impulse to subsequent
development.

Essentially, the Harrison—Pliska theorem for the case of finite {2 is the
Stiemke lemma of 1915, [220], on solutions of linear inequalities accompa-
nied by the observation that the strictly positive normalized solution can be
interpreted as the density of a martingale measure.

The theorem of Dalang—Morton—Willinger [45] is a much deeper result
rather than just a previous theorem with a removed hypothesis. This is clear
from the formulation which consists in a number of nontrivially related con-
ditions. The beauty and importance of the DMW-theorem makes challenging
to find a short proof suitable for lecture courses, and this is the reason of a
number of publications where various aspects of this theorem were thoroughly
inspected. The original proof was based on the reduction to a one-period model
and used a measurable selection theorem with a boring verification of mea-
surability. Stricker was the first who noticed the importance of the closedness
of the set Ar of hedgeable claims, [217, 6], and this observation was fully
exploited by Schachermayer in [203]. A kind of linear algebra with random
coeflicients was used in the proof by Kabanov and Kramkov combined with a
simple argument to avoid a reference to a measurable selection theorem [120].
Jacod and Shiryaev [103] completed the list of equivalent conditions, adding,
in particular, condition (k). The paper [103] should be mentioned together
with the earlier study [223] in relations with the uniqueness of martingale
measure and the market completeness. The corresponding result sometimes is
referred to as the Second FTAP (though it is rather deceptive from the practi-
cal point of view: it happens that the uniqueness is an exceptional property).
Rogers [193] introduced a brilliant idea to find the martingale density as a
solution of a simple optimization problem (interpreted as the maximization
of expected exponential utility in [57]); unfortunately, this idea was somehow
spoiled in his original proof by more complicated measurable selection argu-
ments needed to manipulate with conditional expectations. All these proofs
are based on a reduction to the one-period case and cannot be extended to
the model with friction.

In a search for NA-criteria for the latter, Kabanov and Stricker developed
a method which allows one to avoid the intermediation of one-period NA-
conditions and which works well also in the classical case. This was published
in “Teachers’ note” [131], and we follow here the lines of the latter. The impor-
tant point in these studies was the problem how to avoid measurability issues.
It was done here via Lemma 2.1.2, which should be credited to Engelbert and
von Weizséacker. In 2000 the first author in his lecture on arbitrage theory at
Winter School on Stochastic Processes in Siegmundsburg complained that in
many cases the arguments arrived at a need to find a measurable selector in
the set of limit points of a random sequence. Since a general theorem is not
considered to be in standard syllabus, one can try to construct the needed
selector using some home-made tools. Engelbert and von Weizsacker com-
mented immediately that it is much better to construct in a measurable way
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a convergent subsequence using a standard recipe, which is of frequent use in
the theory of random processes. This “magic” lemma on measurable subse-
quences allows us to simplify and standardize several proofs, in particular, to
get a “fast” proof of the DMW-theorem using the idea of Rogers mentioned
above.

Theorem 2.1.4 was established independently and almost simultaneously
by Kreps [152], in financial context and by Yan [230] in a general mathemat-
ical context. Its key idea is using the so-called “exhaustion argument” (to
find “the most positive” separating functional). Its origin can be traced back
to the Halmos—Savage theorem [90] on a countable equivalent subfamily of
dominated measures. The latter theorem, very simple, may serve as a refer-
ence accelerating the proof, but we prefer to give an arrangement based on
the elegant Lemma 2.1.3 borrowed from the paper [87]. On generalizations of
the Kreps—Yan and Halmos—Savage theorems, see [195, 145, 111]. Note the
preferential use in mathematical finance of the spaces L?, which is not locally
convex, and L, which is not reflexive. But both are invariant under equiv-
alent change of probability measure. The strong dual of the latter is a space
of rather complicated structure (described by Yosida and Hewitt, [231]). The
advantage of its weak* dual, L', is that its elements can be interpreted as
prices.

The closedness of the set Ry, which is obtained here as a by-product
of our arguments for the DMW-theorem, for the first time, was noted by
Stricker, who also proved the closedness of the space of discrete-time stochastic
integrals (this follows from a much more general and complicated theorem due
to Mémin [167]). The “comment” on absolute continuous martingale measures
seems to be an outcome of discussions with G. Last. Theorem 2.1.10 is taken
from [137]. The paper [41] deals with the Law of One Price for a multiperiod
model with arbitrary (2.

In this book we do not touch neither generalization of NA-criteria related
with portfolio constrains, see, e.g., [71, 33, 109], nor more “exotic” cases like
analogs for random fields [126].

The idea to use the optional decomposition theorem and (generalized)
Snell envelopes for calculating super-replication price goes back to El Karoui
and Quenez [70]. It was generalized to the case of locally bounded semimartin-
gales by Kramkov [150] and, afterwards, to the case of arbitrary semimartin-
gales by Kabanov and Follmer [73] using an approach based on Lagrange
multipliers. Optional decomposition is discussed also in [74-76, 219, 57]. Tt
is worth to note that the Kramkov theorem does not cover the discrete-time
optional decomposition theorem (Theorem 2.1.12), an easy result which we
prove here following [73]. On the other hand, the local boundedness assump-
tion can be removed using the general theorem on martingale measures with
bounded densities from [133]. Unfortunately, the last assertion, so innocently
looking, is far from being trivial, and the only available proof is of the same
difficulty (and based on the same ideas) as the proof of the optional decom-
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position in [73]. We give here only its much simpler discrete-time version
(Theorem 2.1.17) following [186].

Subsection on the duality between maximization of the expected expo-
nential utility and minimization of the entropy over the set of equivalent
martingale measures is based on the paper [134]. One can find necessary pre-
liminaries in the textbooks and monographs on convex analysis, see, e.g.,
[191, 11, 192]. There are many results on “interesting” martingale measures
and duality which we do not discuss here, see, e.g., [190, 84, 82, 78, 205, 218,
52].

The developed apparatus allows us to present in a rather succinct manner
a synthesis of results on no-arbitrage conditions for discrete-time models with
infinite horizon. Though the starting point is the paper by Schachermayer
[204], we use also ideas from works [54, 56, 116, 133], and others. For the
first time, Theorem 2.2.1 was explicitly formulated in [118], but it can be
easily obtained as a byproduct of the no-arbitrage criterion given in [204].
For the study of total variation distance on the filtered space see [125, 102].
Theorem 2.2.2 is taken from [182]. Proposition 2.2.14 came from the note [138]
inspired by the work [88].

We end the chapter by a brief account of the arbitrage theory in continuous
time, which is beyond the scope of this book. We send the interested readers
to the classical papers of Delbaen and Schachermayer [55, 56] and others
collected in a revised form with extended comments in their book [57], cf. also
with a more recent development in [116, 121, 136, 37].

Chapter 3

The first serious work on arbitrage theory in presence of transaction costs was
done in 1995 by Jouini and Kallal [108], who considered a continuous-time
model based on selling and buying prices. Under certain rather restrictive as-
sumptions, their main theorem asserts that there is no-arbitrage if and only if
there are a probability measure Q ~ P and a process M evolving in the price
spread such that M is a martingale with respect to Q. However, it was far
from being clear how to extend this result to the case of the currency market
where any asset can be exchanged directly to each other. The difficulty was
a psychological one, rather than mathematical. Due to enormous success of
arbitrage pricing, i.e., via calculating the expectation of the contingent claim
with respect to a certain martingale measure (in a “risk-neutral” world), there
was an impression that a corresponding object for models with transaction
costs also should be based on the same concept. A more adequate approach
was found in the study [117] (inspired by the paper [43], where a two-asset
diffusion model was considered): one should think in terms of the martingale
density rather than of the measure, and the natural analog of the latter (later
baptized in [206] the consistent price system) is a martingale related to the
dual of the solvency cone. The geometric approach to the modeling of financial
markets with proportional transaction costs aimed hedging theorems and was
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developed further in [53] (discrete-time case) and [122] and [123] (continuous-
time case); see also [210, 146, 147]. This experience allowed one to get criteria
of absence of arbitrage. First, the model with finite number of states of the na-
ture was analyzed in [132], where two kinds of NA-properties, namely, NA"
and NA® were introduced. In a survey [115] it was indicated that not only
the arguments become more transparent when the assets are accounted in
physical units and not in units of numéraire, as was a custom in the waste
literature, but, moreover, the modeling itself can be done without using the
numéraire. The market with transaction costs can be viewed as a commodity
market. The first NA"-criteria for the general {2 were obtained in [128] under
the assumption of efficient friction. It was understood that the consistent price
system is just a martingale evolving in the duals to solvency cones (in physical
units), and a rather natural condition is that this martingale does not hit the
boundaries. It was shown in [206] that the existence of such a martingale,
a strictly consistent price system, is equivalent to the NA"-property of the
model: there is the NA"-property even for smaller transaction costs. More-
over, Schachermayer constructed a counterexample in which NA® holds, but
a consistent price system does not exist, and, therefore, a seemingly plausible
extension of the DMW-theorem based on NA", the most natural no-arbitrage
property, fails to be true. Schachermayer’s approach was extended in [129]
to the abstract framework of cone-valued processes developed in [128]; it was
related with an interesting result of Penner [178], implying that in the model
with constant transaction costs the NA® is equivalent to the existence of a
strictly consistent price system.

In all mentioned studies the arguments involve separation theorems, and,
therefore, the closedness of the set of hedgeable claims appears to be impor-
tant and even indispensable to ensure the no-arbitrage property as it is the
case for frictionless markets. Surprisingly, as was shown by Rdsonyi in [185,
188], it may happen that the NA®-condition holds, but the mentioned set is
not closed. Nevertheless, in the two-asset models NA® is equivalent to the
existence of a consistent price system. This unexpected result was established
by Grigoriev [87]. New proofs of NA-criteria, in an abstract model, allowing
one to circumvent a study of the closedness of the set of hedgeable claims
were suggested by Rdsonyi in [187] (under efficient friction) and, indepen-
dently, by Rokhlin in [199] (in the general case). For ramifications related
with abstract set-valued (not necessarily cone-valued) processes, see [8, 142]
and recent papers by Rokhlin [196-198] and Pennanen and Penner [177]. Cri-
teria for the NA2-property were obtained by [189]. The first paper on hedging
of American-type contingent claims under transaction costs seems to be that
of Chalasani and Jha [35]. These authors considered a two-asset model with
finite probability space and used randomized stopping times. Our presenta-
tion follows the article by Bouchard and Temam [24], where the “standard”
general discrete-time model was investigated, and an alternative description
of the dual variable was suggested.
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The model with transaction costs and incomplete information was con-
sidered by Bouchard in [21]. In our presentation we follow [50], where a bit
different type of order coding was used, and some assumptions were relaxed.

Until now there are no studies on no-arbitrage conditions which are ad-
equate to the situation in classical theory. Contrarily, the problem of super-
replication was investigated by many authors for different models and using
various methods. The first paper in this direction is due to Karatzas and Cvi-
tanié¢ [43] (two-asset diffusion model). The problem of minimal endowment in
money to super-replicate a contingent claim depending on the terminal value
of the diffusion price process was solved in [44] using the theory of viscosity
solutions; see also [224] and [25] for further development in this direction.
The duality approach for a description of the set of hedging endowments
was initiated in the papers [122, 123] in the general framework of continuous
semimartingales. The difference between these two papers is in the defini-
tion of admissibility. By an analogy with the frictionless case, it seems that
the natural definition is the boundedness from below of the portfolio process
measured in the units of the numéraire in the sense of the partial ordering
induced by the solvency cone. It happened that this definition is too restric-
tive, and one can work only assuming the boundedness from below in terms of
physical units. Note that this definition of the admissibility is similar to that
used by Sin in his thesis [215] on frictionless markets. The arguments of the
mentioned paper and those in [135] were based on the assumption that the
price process is continuous. It was shown by Résonyi [185] that one cannot
preserve the existing formulation of the hedging theorem without modifying
the definition of the portfolio process. Such a modification was suggested by
Campi and Schachermayer [32]. In their setting the portfolio process is no
more cadlag but ladlag and so is beyond the scope of the traditional stochas-
tic calculus. Note that a stochastic calculus for processes of this kind was
developed by Galtchouk [79, 80]. It seems that, for the market with transac-
tion costs, the ladlag-modeling is a correct one. As an indirect confirmation of
this, the hedging theorem for American options (Theorem 3.6.20) may serve.
In our presentation of hedging theorems for American options, we follow the
paper [49]. For another approach, see [22]. The continuous-time requires some
facts from the general theory of stochastic processes which can be found in
the books [59, 101, 102, 183].

A sufficient condition for the existence of a consistent price system is taken
from [138], though the paper [88] should be credited for the main idea. Sec-
tion 3.7 of Chap. 3 is based on the paper [65].

We did not touch many other directions of the theory of transaction costs,
like problems of equilibrium (see, e.g., [110]) or liquidity.

Chapter 4

In 1975, the first author of this book, just having finished his postgraduate
studies and started his first research at CEMI on the stochastic maximum
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principle, noticed in the paper by Bismut [17]! the reference to Merton [169].
Having read the latter and been rather impressed, he said to his senior col-
league N. Krylov: “Look, this guy solved a nice problem—an explicit solution
is found!” The reaction of Krylov (known for his sharp mind and direct lan-
guage) was immediate: “It is trivial.”

Indeed, from the mathematical point of view the Merton problem for power
utility function is easy: it is clear that the Bellman function inherits the ho-
mogeneity of the same degree. Therefore, if it is finite, then it is the original
utility function multiplied by a constant. Thus, the Bellman equation can
be reduced to an algebraic one to determine this constant if possible (i.e.,
in the case of finite solution). On the other hand, this simple problem had
enormous influence to the whole development of mathematical finance. We
refer the reader to the books [140, 141, 72] for detailed discussions, general-
izations, and further references. However, we find convenient for our purposes
to present the Merton problem in its simplest form.

The extension of the Merton model to portfolio optimization under trans-
action costs is due to Magill and Constantinides [165]. It has appeared soon, in
1976. Rather remarkably, these authors, using heuristic arguments, described
correctly the structure of optimal control for the two-asset model. The prob-
lem was solved, in the mathematical sense, by Davis and Norman [47]. The
further important step was done by Soner and Shreve [214], who used the
theory of viscosity solution. Their approach was developed further and ex-
plained in papers [3, 4, 232-234, 14, 119], and others. The classical reference
on viscosity solutions is “user’s guide” by Crandall, Ishii, and Lyons [42];
see also books [72, 13]. The attractive feature is that a solution of the HJB
equation in viscosity sense always exists, of course, under certain rather mild
conditions. Moreover, one can start working with such solutions having only
a basic knowledge on the whole concept. This is the reason why we prefer to
give a brief “pragmatic” account of the theory. The proof of the uniqueness
of the viscosity solution involving a Lyapunov function is taken from [119]. Tt
seems that the uniqueness for the power utility function ~v¢¥ with v < 0 and
logarithmic utility remains an open question.

Traditionally, reasoning used to check that the Bellman function is the
viscosity solution of the HJB equation is based on the Dynamic Programming
Principle (DPP) in a suitable form. Our analysis revealed that in the present
setting it is difficult to find a reliable reference for the latter. Some authors, to
circumvent difficulties, replace the initial model of strong solutions by a model
of weak solutions, where the probability space and the driving Wiener process
are also elements of control. As was shown in [127], even for regular control
problems, such a replacement is not innocent and change structural properties
of the model. Fortunately, for the considered model, the DPP can be easily
proven under the assumption that the underlying space is a canonical one

! The first paper where BSDE (backward stochastic differential equation) was used
in the context of financial modeling.
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admitting translation and concatenation operators. Note also that the passage
from DPP to the HJB equation requires some arguments related with the local
character of differential operators. It is essential that a continuous process,
being stopped when it leaves a closed set, remains in it. This is not the case
with discontinuous processes, and one should be very attentive with extensions
to Lévy-driven models, see, e.g., [15, 16, 77]. Our presentation of the Davis—
Norman solution for the two-asset model is based on the paper [214], as well as
the first part of the asymptotic analysis with vanishing transaction costs. The
results on the exact asymptotic behavior is taken from the paper [106]; see
also [213] and, for related questions, [10, 170, 194, 1, 107]. There exists a vast
literature on various aspects of optimal control of portfolios under transaction
costs: [221, 232-234, 155, 39, 40, 51, 112, 4, 9, 29-31, 174, 175, 149, 162, 163,
172,139, ....

Appendix

One can observe that the development of theory of markets with transaction
costs involve more and more results from convex geometry. Trying to limit
necessary prerequisites, we choose the most relevant facts from the latter. For
proofs, we recommend to consult monographs [191, 192, 184, 207, 11, 68, 176].
The reader may find interesting to look at the original papers on “alternatives”
by Gordan [83] of 1983 and Stiemke [220] of 1915. Theorem 5.1.3 is taken
from [115].

The theorem established by Komlds [148] gave rise to further development
in various directions. Its proofs can be found in [36, 89, 225, 208, 127]; see
also a discussion in [57]. The generalization to the sequences bounded from
below was proven by von Weizsédcker in [226]. The “vulgar version” of the
latter given by Lemma 5.2.7 is due to Delbaen and Schachermayer; it is taken
from [54].

The coincidence of the concepts of local and generalized martingales with
deterministic (or integrable) initial value was established by P.-A. Meyer; see
the textbook by Shiryaev [211].

The usefulness of Proposition 5.3.3 was indicated by Shiryaev. Proposi-
tion 5.3.6 is due to Dellacherie. The extension of the Snell envelopes for fam-
ilies of probability measures stable under concatenation was suggested by El
Karoui. For the use of Snell envelopes for optimal stopping problems we send
the reader to the recent book [180].

The book [34] is the classical treatise on the measurable selection. Many
useful information can be found in [227] and [228]. The construction of condi-
tional expectations of set-valued mappings is taken from the book [171]; see
also the original paper by Hiai and Umegaki [94].

Theorem 5.5.3 was established in [123]. For more delicate duality results
in this direction, see [28, 237, 20], and [23]. Krein-Smulian theorem is a clas-
sical result, [151], see [96] for a modern version. The books [201, 166] can be
consulted for questions in functional analysis.
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In our presentation of the Skorokhod problem (i.e., stochastic differential
equations) we follow the method of local coordinates used by Anderson and
Orey [5] (we are indebted to P. Dupuis for this reference). For further reading,
see [222, 160, 66, 7, 69].
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