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3.1  Critical Infrastructure Protection 

The infrastructure of a society consists of facilities such as communica-
tions, power supplies, transportation, water supplies, and the stock of 
buildings. In a broad definition of infrastructure, it is also possible to in-
clude basic societal functions like education, national defense, and finan-
cial and judicial systems. Here, the notion critical infrastructure will refer 
to the collection of large technical systems, for example electric power 
grids, which form the basis for most activities in a modern society, and are 
of great importance for the economic prosperity. Today, critical infrastruc-
ture protection is also considered to be a matter of national security.1

This chapter introduces a framework for quantitative vulnerability as-
sessment (vulnerability analysis and evaluation) of critical infrastructure 
systems. The framework is applied to electric power delivery (i.e. electric 
power transmission and distribution). Vulnerability is described as a sus-
ceptibility (sensitivity) to threats and hazards that substantially will reduce 
the ability of the system to maintain its intended function. 

Disturbances in the electric power supply can originate from natural dis-
asters, adverse weather, technical failures, human errors, labor conflicts, 
sabotage, terrorism, and acts of war. A disturbance has its starting point in 
                                                     
1  American security policy makes a distinction between “homeland security” and “national 

security”. Critical infrastructure protection is identified as a “critical mission area” in the 
National Strategy for Homeland Security from 2002. However, protection of the infra-
structures has traditionally been an integral part of the defense in countries such as Swe-
den and Norway (embraced by concepts such as “total defense” and “societal security”). 
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an initiating event, i.e. a threat or hazard that is materialized. This event is, 
in turn, leading to one or more technical conditions in the power system 
that may lead to a smaller or larger power system failure and possibly a 
loss of electric power for all, or some, users, i.e. a power outage (black-
out). In this chapter, a national security perspective is adopted, and the fo-
cus is, thus, on events that can cause severe stress on the whole society. 
For electric power delivery, this means power outages with a prolonged 
duration, a large power loss, and many affected people. 

It is possible to find a broad range of checklists and practical frame-
works for risk and vulnerability analysis. That is, step-by-step descriptions 
of how to conduct a specific method or how to use a particular analysis 
technique, as well as worksheets for conducting surveys (e.g. DoE 2002a; 
2002b; IEC 1995). There are, however, few general frameworks that ap-
proach the subject of quantitative vulnerability assessment in a more 
scholarly manner. Relevant knowledge (modeling and analysis techniques) 
can be found in many scientific disciplines including mathematics, statis-
tics, electric power systems engineering etc. (see also the other chapters). 
In order to be able to properly use quantitative techniques, there is a need 
for a fundamental discussion about the context of the quantitative model-
ing, as well as concepts such as “vulnerability” and “reliability”. 

3.2  Electric Power Delivery and Major Power Outages 

An electric power system can schematically be divided into generation 
units (generators, transformers etc.), delivery systems, and users. Where 
the electric power delivery system usually consists of: 

Transmission grids (high-voltage) are meshed networks, connect-
ing large generating stations (e.g. hydro power and nuclear 
power), sub transmission grids, and very large users. Transmission 
grids enable power trading with other countries and facilitate the 
optimization of generation within a country. 
Sub transmission grids, or regional grids, are radial or locally 
meshed networks connected to the transmission grid via infeed 
points. Smaller generating plants (e.g. wind power stations and gas 
turbines), and large users are connected to these grids. 
Distribution grids (low-voltage) are radial networks that carry the 
electric power from the higher voltage levels to the final users. 
The number of levels in a distribution grid depends upon the den-
sity and magnitude of demand and the terrain. 



A Framework for Vulnerability Assessment of Electric Power Systems     33 

In an electric power system there always has to be a balance between 
the load and the generation (the real time power balance stage is called dis-
patch). The load on the system varies over day and season, and so does the 
available generation. These conditions put special requirements on the op-
eration and control of the electricity generation and delivery process. In 
general, there are three levels of control: i) The control center or Energy 
Management System (EMS); ii) The data collection system called SCADA 
(supervisory control and data acquisition system); iii) AGC (automatic 
generation control) for maintaining the instantaneous power balance. 

The impact of a major power outage will be determined by the nature of 
the affected area, the duration of the disturbance, the time of day, the 
weather conditions etc. A major blackout will affect all functions in a soci-
ety, and economical life stops in a region without electricity (UCTE 2003; 
U.S.-Canada Task Force 2004). People in large cities will usually be more 
affected than those living in rural areas. Indirect effects of a blackout can 
have a major spread in time and space, for example an increase in crimes 
in larger cities, interruptions in communications and transportations, and 
low indoor temperatures during wintertime. Especially critical is the state 
of dependence between telecommunications and power systems. After a 
few days there can be a shortage of food and fuel, which affects the reserve 
supply of electricity from backup generators. 

3.3  Vulnerability Assessment 

3.3.1  The Vulnerability Concept 

The concept of vulnerability is employed in e.g. psychology, sociology, 
political science, economics, epidemiology, biology, environmental and 
geosciences, and engineering (McEntire 2005). For technical applications 
there is no generally accepted definition of the concept. In Holmgren and 
Molin (2005) the following working definition is used: “Vulnerability is 
the collection of properties of an infrastructure system that might weaken 
or limit its ability to maintain its intended function, or provide its intended 
services, when exposed to threats and hazards that originate both within 
and outside of the boundaries of the system”. 

In this chapter, the concept of vulnerability is used to describe a lack of 
robustness and resilience in relation to various threats and hazards. Threats 
and hazards are the sources of potential harm or situations with a potential 
for harm. Hazards relate to accidental events, whereas threats relate to de-
liberate events. Robustness signifies that the system will retain its system 
structure (function) intact (remains unchanged or nearly unchanged) when 
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exposed to perturbations, and resilience implicates that the system can 
adapt to regain a new stable position (recover or return to, or close to, its 
original state) after perturbations. Here, robustness and resilience taken to-
gether is treated as the complement of vulnerability in the same way as 
safety can be an antonym to risk. (However, more refined distinctions can 
be made, e.g. Hansson and Helgesson (2003) show in a formal concept 
analysis that robustness can be treated as a special case of resilience.) 

The monadic concept “vulnerability”, divides systems into two catego-
ries: vulnerable, and not vulnerable. The comparative notion “at least as 
vulnerable as” compares systems according to their degrees of vulnerabil-
ity. A monadic concept can, in theory, be obtained from the comparative 
one through the addition of precise limit somewhere on the scale of de-
grees of vulnerability. A monadic notion of vulnerability is not useful in 
real life – all systems are sensitive to some threats and hazards, and hence 
vulnerable in some respect. However, using the comparative notion is not 
always straightforward. A system may be vulnerable with respect to some 
threats (perturbations) but not to others. If two systems are vulnerable in 
relation to different kinds of threats, there may be no evident answer to the 
question which of them is more vulnerable. They may very well be incom-
parable in terms of vulnerability. 

In this chapter, the following formal definition of vulnerability is pro-
posed: the vulnerability of an infrastructure system is the probability of at 
least one disturbance with negative societal consequence Q larger than 
some large (critical) value q, during a given period of time T. Let Q(t) be 
the societal consequence of a disturbance that occurs at time t, Tt . Then, 
the vulnerability of the infrastructure system is measured by the function 

).)(( qtQP
Tt

max (1)

Consequently, the vulnerability of an infrastructure system is the probabil-
ity of a system collapse causing large negative societal consequences.  

The consequence Q of a power outage can be described by technical in-
dicators such as power loss (MW) or unserved energy (MWh). Also, more 
general indicators can be employed, for example the cost of the power out-
age or the number of affected users. No attempt will be made here to ex-
actly specify what constitute large negative consequences (large q). How-
ever, the term severe strain on society (frequently used in Swedish official 
policy documents) can be used to loosely characterize what represents a 
major disturbance. 

In some situations it is possible to estimate the probability that a hazard 
or threat is realized, however, in other situations (e.g. antagonistic threats), 
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a conditional approach can be used. Let Ai be an initiating event, then the 
conditional vulnerability can be defined as  

).|)(( iTt
AqtQP max (2)

In a study of road network vulnerability, Jenelius et al. (2006) discuss 
the vulnerability concept, and referrers to the conditional probability as 
“exposure” (See further Sect. 3.4). 

There are obvious similarities to the risk and reliability concepts in the 
vulnerability measure above. However, the risk concept is both a bit more 
restricted and a bit broader. As with the risk concept, there are two dimen-
sions: the probability or likelihood of a negative event and the resulting 
negative consequences. Risk is often reserved for random/uncertain events 
with negative consequences for human life and health, and the environ-
ment. Regarding the vulnerability of the critical infrastructures, planned at-
tacks play an important role. Further, it is principally a focus on the sur-
vivability of the system, and the concept of vulnerability is not used in 
relation to minor disturbances. The reliability concept can be captured by 
several different measures. The reliability function (survivor function) R(t)
for an unreparied unit can be defined as R(t) = P(T > t), for t > 0, where T
is the time to failure. Accordingly, R(t) is the probability that the unit sur-
vives the time interval (0, t] (Høyland and Rausand 1994). 

3.3.2  The Vulnerability Assessment Framework 

A framework for quantitative vulnerability assessment of infrastructure 
systems is presented in Fig. 3.1. The framework draws on experiences 
from system studies conducted by the Swedish Defence Research Agency 
(FOI), and the traditional framework for risk assessment as presented in 
IEC (1995). Examples of vulnerability assessment frameworks inspired by 
the conventional risk analysis can also be found in Einarsson and Rausand 
(1998) and Doorman et al. (2006). 

The aim of a vulnerability assessment can be to identify events that can 
lead to critical situations (large negative consequences), and study how the 
function of the system can be restored after the disturbance. Further, the 
assessment can involve an evaluation of the level of vulnerability, and (if 
needed) an analysis of options for enhancing the robustness and/or resil-
ience of the system. The assessment of an existing system involves check-
ing its status or following up changes. A vulnerability assessment can, 
thus, facilitate the development of responses to possible crisis situations, 
and found the basis for prioritization between different alternatives to im-
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prove system performance. The task of conducting an assessment can cre-
ate an awareness of risk and vulnerability management in the organization 
and increases the motivation to work with these issues. 

Define the scope of the analysis
Describe the system

Identify threats and hazards 

Evaluate consequences of initiating
events (given measures for preven-
tion, mitigation, response, recovery) 

Acceptable level
of vulnerability?

Evaluate the vulnerability
Analyze options 

Documentation and follow-up

Apply new measures for
prevention of disturbances,

and/or mitigation,
response, recovery  
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Fig 3.1 A framework for quantitative vulnerability assessment of infrastructures 

3.4  Foundations of Vulnerability Analysis 

A fundamental part of the vulnerability assessment is the vulnerability 
analysis, which can be captured by the following four questions (compare 
with Fig. 3.1): 

1) What can go wrong? 
2) What are the consequences? 
3) How likely is it to happen? 
4) How is a normal state restored? 

The major difference between the risk and the vulnerability analysis is 
that the latter focuses on the whole disturbance process (the survivability 
of the system), and the major disturbances. For some initiating events (e.g. 
failure of technical components), it might be possible to estimate their fre-
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quency. For other events, the conditional probability can be used (Eq. 2). 
Thus, the total probability is a sum where the terms consists of two parts: i) 
the probability that the initiating events Ai occur, and ii) the probability 
that this leads to consequences Q > q, i.e. 

.))(()())((
i

iTtiTt
A|qtQPAPqtQP maxmax (3)

A typical situation when analyzing the vulnerability of technical sys-
tems, especially when dealing with new technologies, is that there are few 
data of disturbances with severe consequences (a low probability high con-
sequence, LPHC, problem). Useful information can be obtained from inci-
dents (precursors), but it is seldom possible to use standard statistical tech-
niques to estimate the vulnerability. Instead, mathematical models and/or 
experts’ opinions have to be used. In summary, there are three principal 
ways to estimate the probability of occurrence of a negative event: 

a) Statistical analysis of empirical disturbance (accident) data 
b) Mathematical modeling combined with empirical component data 
c) Expert judgments 

Regarding the resulting negative consequences of an event, a similar di-
vision can be made. Within the engineering disciplines, analytical and nu-
merical models play an important role in consequence analysis, among 
others for evaluating the consequences of fire, explosions, dispersion of 
chemical agents etc. There are advanced numerical models for static and 
dynamic analysis of power systems (e.g. optimal power flow). For exam-
ple, Milano (2005) provides a description of an open source toolbox for 
design and analysis of small to medium size electric power systems. 

Ordinary statistical analysis of empirical accident data is used exten-
sively in studies of traffic and workplace accidents. The use of mathemati-
cal modeling in combination with empirical component data is well estab-
lished in the nuclear and process industries (quantitative risk analysis or 
probabilistic safety analysis). Expert judgments are normally the primary 
sources of information in typical engineering risk analysis methods, and 
can be collected through more or less formalized methods (interviews, sur-
veys, workshops etc.). Empirical data can also be combined with expert 
judgments with Bayesian statistical tools. Overall, the traditional risk 
analysis offers a toolbox of established quantitative, and semi-quantitative, 
methods for safety analysis of well-defined technical systems. 

The rapid proliferation of information and control systems has increased 
the possibilities of optimizing, and controlling, industrial processes. To-
day, large technical systems are inherently so complicated that a layer of 
control, monitoring, and coordination is required for their normal opera-
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tion. When software is combined with hardware to create programmable 
systems, the ability to assure conformity assessment through analysis, test-
ing and certification becomes more difficult. 

A fundamental problem in system studies lies in the fact that the re-
sponse to all possible stimuli is not fully understood. Describing, and de-
limiting, a system as a first step in a vulnerability assessment is, thus, a 
daunting task. Uncertainties are experienced not only when it comes to the 
system itself, i.e. the interactions between the parts of the system, but also 
regarding the properties of the environment, i.e. the context. The interac-
tions between different infrastructures, often referred to as interdependen-
cies, are particularly important when dealing with critical infrastructure 
protection since infrastructures often act together to provide a service. 

In the literature, critical infrastructures are typically portrayed as com-
plex systems, but the meaning of the concept “complex” is often unclear. 
Commonly, the concept is used for characterizing the system, but it can 
also be a metaphor or analogy. The term complex can also be used to make 
an arbitrary distinction between something perceived as simple, and some-
thing perceived as complicated – the simple/complex dichotomy. Com-
plexity, used as a metaphor, generally implies a critique against the tradi-
tional reductionist approaches and the predominant systems theory. Thus, 
it is a conception that synergies emerge when large sets of entities are 
brought together. Labeling a system complex, can also be a way of swiftly 
capturing properties considered to be the hallmarks of complexity, i.e. non-
linearity, adaptability, self-organization, emergence etc. 

A variety of different measures would, hence, be required to capture all 
intuitive ideas about what is meant by complexity, and complexity, how-
ever defined, is not entirely an intrinsic property of the entity described; it 
also depends on who or what is doing the describing (Gell-Mann 1997). 
No attempts to make a formal definition of a complex system shall be un-
dertaken, instead the author agree with Simon (1962): 

“Roughly, by a complex system I mean one made up of a large number of parts that in-
teract in a nonsimple way. In such system, the whole is more than the sum of the parts, not 
in an ultimate, metaphysical sense, but in the important pragmatic sense that, given the 
properties of the parts and the laws of their interaction, it is not a trivial matter to infer the 
properties of the whole. In the face of complexity an in-principle reductionist may be at the 
same time a pragmatic holist.” 

Accordingly, the author argues that studies of critical infrastructures 
must rely on both detailed engineering modeling, and coarse modeling that 
focus on generic mechanisms. Existing methods for risk analysis can, to 
some extent, be adjusted and used in vulnerability analysis of infrastruc-
ture systems, but a major challenge is to further develop methods for 
analysis of complex systems (see examples in Sects. 3.5–3.7). 
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3.5  Example 1 – Statistical Vulnerability Analysis 

Generation and trading of electricity in Sweden is carried out in a competi-
tive environment, but Swedish grids are still regulated monopolies. The 
Swedish Energy Agency is responsible for ensuring that the grids are oper-
ated efficiently. As a part of the evaluation of tariffs, all utilities are obli-
gated to report power outages to the Agency. Utilities typically publish 
compiled power outage data in annual reports, but seldom use statistical 
tools in the analysis. The aim of the author’s study, presented in Holmgren 
and Molin (2005), is to explore the possibilities of using statistical analy-
ses of power outage data in vulnerability analysis of electric power deliv-
ery (compare with approach a) in Sect. 3.4). 

The vulnerability measure in Eq. (1) can be formulated as  

)()()( qRqFqQP 1 , (4)

where F(q) is the probability distribution function, and R(q) is denoted the 
survivor function. For a continuous random variable, F(q) is obtained by 
integrating the probability density function f(q). The study includes data 
from the Swedish national transmission grid (153 observations from 11 
years,), and the Stockholm distribution grid (Table 3.1). The power outage 
size Q is measured as the unserved energy (MWh), the power loss (MW), 
and the restoration time (h), i.e. there are six time series of power outage 
data.

Table 3.1 Power outage data from a Swedish distribution grid (1998–2003) 

Cause n nmax [MWh] nmedian [MWh] nQ3 [MWh] 
Equipment failurea 325 3900 1.0 2.4 
Unknown 55 106 0.6 1.4 
Otherb 45 9 1.6 2.9 
Human factorsc 41 11 0.3 1.3 
Damaged 5 20 0.9 1.5 
Nature/weathere 3 71 3.8 - 
Lightning 2 65 33.1 - 
All disturbances 476 3900 1.0 2.3 
n number of recorded power outages, nmax largest power outage, nmedian median power out-
age, nQ3 third quartile (75th percentile). 
a Failure in technical equipment controlled by the utility. 
b Technical, and human failures, outside the utility’s responsibility. 
c Failure by the utility’s personnel. 
d Deliberate attacks or sabotage. 
e Natural hazards or adverse weather (except for lightning). 
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The probability density functions f(q) in all the data sets have skewed 
shapes, and the largest recorded power outage is 100 000 times larger than 
the smallest. This is a characteristic feature of time series of accident data 
from many areas, i.e. there are several minor accidents, but few major ones 
(the LPHC problem). Statistical distributions such as the log-logistic, and 
the lognormal, fit the data somewhat reasonable. Evaluations of probability 
plots show a tendency for the data to be heavier in the tails than in both 
these distributions (log-logistic cannot be rejected in hypothesis tests). 

Recent studies of power outage data from the bulk electric systems in 
North America (data from the North American Reliability Council) show 
that the larger outages follow a power law (Chen et al. 2001; Carreras et al. 
2000, 2004b). That is, there is good linear fit in a plot of the empirical cu-
mulative survivor function ln(P(Q > q)) versus the size of the power out-
ages ln(q). The studies of the Swedish data also demonstrate that the power 
outage size follows a power law (see example in Fig. 3.2), where 

).()( qqAqQP ~ (5)

Since power law distributions have “heavy tails”, the distribution allows 
for extremely rare events with extraordinarily large size (as compared to 
the standard normal distribution). 

Fig. 3.2 Log-log plot of power outage data [power loss, MW] from the Stockholm distribu-
tion grid (1998–2003), i.e. ln(P(Q > q)) versus for ln(qn), n = 1,…,476. The plot (and a re-
gression analysis not displayed here) demonstrates that the distribution follows a power law 
for large q (Holmgren and Molin 2005). 

Utilities can use information from outage analysis when deciding on 
equipment purchase or how to organize maintenance. Systems for report-
ing incidents and disturbances can give increased knowledge about how 
disturbances arise and how disturbances can be avoided. Further, statistical 
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analysis of outages data makes it possible to objectively follow-up the sys-
tem performance, and to discover deficiencies that call for more detailed 
investigations. For both the studied Swedish power grids, there are no sta-
tistically significant shifts of the trend in the data – the outage size does 
not depend on the time. This can be an indication that the vulnerability of 
the systems not has changed considerably during the studied period. 

3.6  Example 2 – Graph Theoretic Vulnerability Analysis 

Complex systems can often in a useful way be described as networks, and 
networks can be represented as graphs. A graph G = (V, E) can be defined 
as “a triple consisting of a vertex set V(G), an edge set E(G), and a relation 
that associates with each edge two vertices (not necessarily distinct) called 
its endpoints” (West 2001). Depending on what type of systems that is be-
ing observed, vertices and edges can be accentuated differently. In the fol-
lowing, the graphs will be undirected, and connected, which relates to the 
general structure (topology) of the network, whereas directed graphs re-
lates to the actual flow of power in the network (given a specific opera-
tional scenario). Thus, the vertices can be generation units, stations, or us-
ers, and the edges can represent power lines.

Albert and Barabási (2002), and Dorogovtsev and Mendes (2002), re-
view recent advances made in the field of graph theory and network analy-
sis. A number of statistical measures have been proposed to characterize 
the structure of complex networks, and the following concepts are central: 

Average path length: the distance between two vertices is defined 
as the number of edges along the shortest path connecting them. In 
most complex networks there is, despite their often-large size, a 
relatively short average path length between any two vertices. 
Clustering coefficient: this measure captures the density of trian-
gles in the graph. The clustering coefficient of a vertex is the ratio 
between the actual number of edges that exist between the vertex 
and its neighbors and the maximum number of possible edges be-
tween these neighbors.  
Degree distribution the number of edges connected to a vertex is 
called the degree. The degree distribution P(k) of many empirical 
networks has a power law tail, P(k) k- , where  is between 1 and 
3 (Albert and Barabási 2002). 

The studies of networks has given birth to several classes of abstract 
network models. Erdös and Rényi introduced the idea of random graphs in 
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the late 1950s. The simple random graph model combines low clustering 
with an exponential degree distribution. Watts and Strogatz introduced the 
so-called Small World model in 1998. This model combines high cluster-
ing and a short average path length (Watts and Strogatz, 1998). In 1999 
Barabási and Albert presented the Scale-free network model that has a 
power-law degree distribution (Albert and Barabási 2002). 

As far as the author knows, graph theoretic models have been used to 
study the following electric power grids (the same aspects have not been 
studied for all networks): the Western States transmission grid in the U.S. 
(Watts and Strogatz 1998; Amaral et al. 2000; Crucitti et al. 2004a), the 
North American grid (Albert et al. 2004), the Italian grid (Crucitti et al. 
2004b; Rosato et al 2006), the French grid, the Spanish grid (Rosato et al 
2006), and the Nordic transmission grid (Holmgren 2006). 

Table 3.2 The structure of electric power transmission networksa

Network CActual CRandom lActual lRandom
The Western States power gridb 0.0801 0.00054 18.99 8.7 
The Nordic power gridc 0.0166 0.00049 21.75 10.0 
CActual Clustering coefficient (empirical network), CRandom Clustering coefficient (random 
graph of equivalent size), lActual Average path length (empirical network), lRandom Average 
path length (random graph of equivalent size). 
a For formal definitions and algorithms, see Holmgren (2006). 
b 4941 vertices and 6594 edges.  
c 4789 vertices and 5571 edges.  

In Holmgren (2006), an analysis of the structural vulnerability of the 
Nordic Interconnected grid and the Western States (U.S.) transmission grid 
is presented. Table 3.2 compares the structure of the power grids with ran-
dom graphs of the equivalent size (calculations for the U.S. grid are also 
presented in Watts and Strogatz (1998)). 

The Nordic grid is more scattered than the Western States (U.S.) grid, 
i.e. the average path length is larger and the clustering coefficient is lower. 
However, both transmission grids have a clustering coefficient signifi-
cantly larger than the random graphs, and the average path length is more 
than twice as large as in the random graph. That is, the transmission grids 
show the “small world” phenomenon (the clustering coefficient is much 
larger than in the equivalent random graph, but the average path length is 
only somewhat larger in the power grids). Further, it is shown that both 
power grids have approximately exponential degree distributions, which 
also is a characteristic feature of the random graph. (A study of the degree 
distribution of the Western States grid was initially presented by Amaral et 
al. (2000).) 
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In the structural vulnerability analysis, failures are modeled by remov-
ing randomly chosen vertices of the graph (error tolerance). Attacks are re-
alized through the removal of the vertices in decreasing degree order (at-
tack tolerance). Two different attack strategies are studied: vertices are 
removed by their initial degree (number of connected edges), or the degree 
is recalculated after every removed vertex. The power grids are compared 
with two network models, i.e. a random graph and a scale-free network 
(see also Albert et al. (2000) and Holme et al. (2002)). 
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Fig. 3.3 Defragmentation of four different networks of approximately the same size. The 
vertices (fraction f) are removed in decreasing degree order (i.e. the vertex with most con-
nected edges is removed first). After every removed vertex, the degree is recalculated. The 
relative size of the largest connected subgraph (component) S is used as a measure of the 
consequences of removing vertices, i.e. measure the attack tolerance of the network. The 
figure shows that the two electric power grids, and the scale-free network, are more sensi-
tive to attacks than the random graph (Holmgren 2006). 

Detailed data on the structure of the two transmission grids are re-
stricted. Hence, it is not possible to separate vertices representing users 
from vertices representing other installations. Thus, different indirect 
measures are used to estimate the consequences of removing vertices in the 
network. The simulations confirm the results from previous studies above, 
and demonstrate that all studied networks disintegrate considerably faster 
when vertices are removed deliberately than randomly, i.e. the networks 
have a lower attack tolerance than failure tolerance. Further, the two elec-
tric power networks exhibit similar disintegration patterns, both for ran-
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dom failures and attacks (Fig. 3.3). Also, it is shown that the scale-free 
network and the electric power grids are more sensitive to attacks than the 
random graph. 

An important field of application for the vulnerability analysis is to 
evaluate alterations of an existing system. As an experiment, the graph of 
the Nordic power transmission grid is modified by incorporating two new 
edges (power lines) between Sweden and each country in the region, i.e. 
six new edges. The new power lines are positioned as in an internal study 
proposal from Svenska Kraftnät (SvK) – the utility that operates the Swed-
ish national transmission grid. Comparing the augmented Nordic grid with 
the present Nordic grid, however, yields small, if no, visible changes in the 
error and attack tolerance (as analyzed here). Thus, a generic graph analy-
sis, based on open-source data of the structure of the networks, is too sim-
plistic for practical purposes. 

Table 3.3 Examples of hazard and threat scenarios (Holmgren 2006) 

Scenario Description Graph realization 
Major 
technical
failure

A major technical failure 
disables a station in the sub-
transmission grid or the 
distribution grids. 

Anyone of the vertices in the 
graph is removed with probability 
p = 0.005 (per year). Repair time: 
12 h. 

Snow-
Storm 

A snowstorm causes technical 
failures at the distribution level 
(overhead power lines). 

Any two adjacent edges in the 
distributions grid are removed 
with p = 0.01. Repair time: 8 h. 

Saboteur This class of adversaries has a 
broad spectrum of motives, and 
can act irrational. The saboteur 
has little knowledge of the 
power system, does not have 
access to explosives, and is only 
capable of a single-entity attack. 

Anyone of the vertices and edges 
in the distribution grids is a pos-
sible target. Attack by a rational 
(determined) saboteur: repair 
time 10 h. Attack by an irrational 
(opportunistic) saboteur: repair 
time 5 h. 

In order to illustrate how the methodology can be applied in a more de-
tailed evaluation of a system, a fictitious power delivery system is studied. 
A broad set of threat and hazard scenarios is represented as the removal of 
vertices and edges by introducing different repair times (a brief example is 
given in Table 3.3). The consequence of removing an entity in the graph 
might be a number of disconnected sink vertices (collectives of users). By 
assuming a load (MW) on each sink vertex, the consequence Q is meas-
ured as the unserved energy (MWh), here approximated as the power loss 
(MW) multiplied with the recovery time (h). The recovery time depends 



A Framework for Vulnerability Assessment of Electric Power Systems     45 

on the repair times of the removed components. For all the scenarios, the 
measure P(Q > q) is calculated (conditional vulnerability is used for at-
tacks), and a relative comparison is made between three different tactics 
for upgrading the system: “Robustness” (strengthening the network by 
adding new edges), “Resilience” (shortening repair times), and “Combina-
tion” (a mix of the two other tactics). 

As pointed out above, the study of abstract models can be a way of find-
ing generic mechanisms, and increase the understanding of complex sys-
tems. Also, there are several practical reasons why studies of abstract net-
work models of electric power systems can be a useful complement to the 
analysis of actual systems. Firstly, electric power grids, as other complex 
systems, are extremely large if modeled in detail, and the simulations will, 
therefore, be extremely demanding. Secondly, detailed data on electric 
power grids can seldom be obtained since they often are restricted. 
Thirdly, vulnerability assessment involves studies of antagonistic attacks. 
For security reasons, studies of attacks against authentic networks will 
most likely be classified.  

However, the graph-based models described above are rather primitive, 
and a major drawback is that they do not capture how networks are oper-
ated. Electric power system analysis traditionally have a strong technical 
focus, including analysis of power flow, stability etc. for optimization of 
normal operations and emergency control (whereas the focus in this chap-
ter is on “in extremis” states). For example, Salmeron et al. (2004) de-
scribe an analytical technique (an algorithm) to search for the worst-case 
disruptions in an electric power grid due to physical attacks. The terrorists’ 
resources are specified as the number of people, and to interdict a power 
line, transformer station or sub station requires a given number of people. 

Currently, there are no practically usable generic graph models of elec-
tric power grids. Holmgren and Thedéen (2006) use a simple analytical 
graph model to represent a distribution grid. The network is modeled as a 
random tree (branching process), and it is shown that failure in the network 
(removal of edges) results in a power outage size distribution that follows 
a power law (compare with Sect. 3.5). The branching process model cap-
tures the hierarchical nature of electric power grids, but at this stage it does 
not include clustering (the clustering coefficient C = 0 in a tree since there 
are no cycles). 

Major power outages typically include cascading failures in electric 
power transmission grids, i.e. multiple failures that are the direct result of a 
common or shared root cause (UCTE 2003; U.S.-Canada Task Force 
2004). Given a lightly loaded power system, there is a very low likelihood 
that a trip in a power line will cause a power outage. As the load increases, 
more dependent failures occur, and at some critical load, a trip in a power 
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line might cause an instability that cascades in the network, and eventually 
resulting in a major blackout. 

There are several different approaches to studying cascading failures in 
power systems, see Dobson et al. (2005) for an overview of this subject. 
For example, Carreras et al. (2004a), use a DC load flow approximation, 
and standard linear programming optimization, to represent cascading 
transmission line overloads. Motter and Lai (2002) as well as Crucitti et al. 
(2004b) use graph models (simulation) that do not consider the flow in 
networks. There are also analytical models to study cascading failures, and 
Dobson et al. (2004) presents a branching process model for approximat-
ing the propagation of failures in a transmission grid. 

In summary, the author believes that it is vital to improve the under-
standing of the relationship between dynamics and vulnerability of com-
plex networks. Thus, vulnerability analysis of electric power networks 
would benefit greatly from more cross-fertilization between electric power 
engineering, and the network modeling and simulation of complex systems 
as introduced here.

3.8  Example 3 – Game Theoretic Vulnerability Analysis 

Antagonistic attacks are typically analyzed using conditional probabilities 
(Eq. 2). To use the probability concept when dealing with planned attacks 
is, however, problematic. The measures applied to protect the infrastruc-
ture will affect the antagonist’s course of action (assuming an informed 
adversary). Changes in how the defender perceives that the opponent will 
act, will again affect how the defense is allocated, which once more can af-
fect the antagonist’s behavior etc. There is an interaction between the at-
tacker and the defender. Therefore, studies of attacks embrace a game 
situation rather than a decision situation. In defense analysis, game theory
is widely used to analyze the effects of selecting alternative strategies to 
achieve a military objective (Shubik and Weber 1981). Games are used for 
planning, education, and for generating knowledge. Penetration testing 
(“red teaming”) is conducted to seek out technical and structural weak-
nesses in computer systems, and for studying attack approaches and con-
sequences of attacks. 

Paté-Cornell and Guikema (2002) presents a model based on probabilis-
tic risk analysis, and elements of game theory, for setting priorities among 
threats and among countermeasures. Bell (2003) studies the vulnerability 
of networks, and a game is set up between a router, who seeks to minimize 
the travel cost for data packets (or vehicles) by choosing routes in the net-
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work, and an antagonist, who seeks to maximize the travel cost by destroy-
ing edges. Bier et al. (2005) apply elements of game theory and network 
reliability analysis to identify optimal strategies for allocating resources to 
defend idealized systems against attacks.  

In Holmgren et al. (2006), the interaction between an attacker and a de-
fender of a power system is modeled as a game. In a numerical example 
(using a maximum-flow lossless network model for calculating the conse-
quences of attacks), the performance of different defense strategies against 
a number of attack scenarios is studied. An attack results in disabled ele-
ments in the network, which in turn may lead to loss of power for users 
(sink vertices). The total consequence of an attack is measured as the en-
ergy loss (MWh), which is approximated as the power loss multiplied with 
the recovery time. 

In the model, the defender can only spend resources on increasing the 
component protection (e.g. fortification), and/or decreasing the recovery 
time after an attack (e.g. repair teams), i.e. the defense budget ctotal =      
cprevent + crecovery. Every element i (vertices and edges) in the network has a 
protection described by the parameter pi. This parameter corresponds to the 
probability that an attack against element i fails. The protection pi of ele-
ment i is a function of the resources ci spent on protecting that element. 
The defender distributes the resources for protection between the N ele-
ments in the network. The repair time of element i depends on the re-
sources spent on recovery, as well as the type of the disabled element, and 
the attack method. In the model, it is assumed that the defender has a basic 
recovery capacity for maintenance and for repairing minor failures. Thus, 
the relative contribution of spending extra resources on recovery is studied. 
In summary, the total allocation of defense resources is described by the 
vector c = (c1,…, cN, crecovery).

The attack model only considers qualified antagonists. That is, deter-
mined, well-informed, and competent antagonists with access to enough 
resources to perform a successful attack against an electric power system. 
The antagonist is allowed to randomize between which targets to attack, 
and rj correspond to the probability that target j is attacked (a target can 
consist of more than one element in the network), given that an attack is 
made. The vector r of dimension M then describes the mixed strategy, and 
three different classes of attack strategies are considered: 

Worst-Case Attack: The antagonist chooses the target that maxi-
mizes the expected negative consequences of the attack. 
Probability-Based Attack: The antagonist tries to maximize the 
probability that the outcome of an attack is over a certain magni-
tude q, i.e. P(Q > q).
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Random Attack: The antagonist chooses the attack target ran-
domly, and each target is attacked with equal probability. 

An attack scenario is constructed by specifying the class of attack strat-
egy, and a few additional parameters that captures tactics and modes of 
operation. The aim is to make the attack scenario more realistic by adding 
a few conditions and restrictions (e.g. regarding the amount of damage that 
can be inflicted to the targeted elements) 

The interaction between the defender and the antagonist is described as 
a two-player zero-sum game, where, simultaneously, the defender chooses 
an allocation of defense resources, and the antagonist chooses a target to 
attack. Consequently, it is assumed that the defender’s payoff is the nega-
tive value of the attacker’s payoff. The situation where the attacker tries to 
maximize and the defender tries to minimize the total expected damage 
can, thus, be translated into an optimization problem. The game theory 
model has deliberately been kept simple, and it is assumed that both play-
ers have perfect information about the system, and the resources and pref-
erences of the other.  

In a simple numerical example (using a stylized version of the national 
Swedish transmission network) the performance of different defense 
strategies against a number of attack scenarios is studied. For this example, 
it is possible to find an optimal allocation between protection and recovery 
for the given scenarios (Fig. 3.4). This allocation depends on the total 
amount of resources ctotal and the attack scenario. During an extreme situa-
tion there are more elements whose failure will cause large negative con-
sequences compared to the normal situation. As a result, in this situation it 
is more effective to spend a larger proportion of the resources on recovery 
than during the normal situation. 

It is not possible to find a dominant defense strategy in the numerical 
example. That is, a defense strategy with lower expected negative conse-
quence than every other defense strategy against every attack scenario. A 
defense optimized against the Worst-Case Attack strategy will not neces-
sarily provide an optimal defense against other attack scenarios (e.g. a sce-
nario involving a Probability-Based Attack strategy). It is possible to use a 
number of statistical methods to give a ranking of the different defense 
strategies, and a few different ways of comparing the different defense 
strategies against each other are discussed in the paper. 
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Fig. 3.4 Numerical example from a game theoretic vulnerability analysis model presented 
in Holmgren et al. (2006). The figure shows the balance between resources for protection 
and recovery for a given pair of defense and attack scenarios. The dotted lines display the 
expected negative consequences  for three different total amount of resources ctotal as a 
function of the fraction crecovery/ctotal. The solid line shows the optimal distribution between 
protection and recovery for different budgets ctotal, i.e. the minimum of the dotted lines. Ex-
tra calculations have been made to find the optimal distribution for ctotal between the hori-
zontal lines. 

In conclusion, it is well known that theoretical results in game theory 
depend significantly on how the game situation is modeled (the set of 
players, the set of strategies for each player, the choices that each player 
can make, the set of payoffs corresponding to the utility each player can 
receive etc.). Modeling antagonistic attacks against infrastructures, the in-
formation is very limited, and it becomes difficult to exactly specify the 
structure of the game. However, the author believes that using concepts 
and general models from game theory is a very powerful way of framing 
the problem. 

3.8  Vulnerability Evaluation 

3.8.1  Vulnerability Evaluation Criteria and Strategic Options 

The vulnerability evaluation (compare with Fig. 3.1) can be based on dif-
ferent decision criteria: 
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Technology based criteria (e.g. best practice or best available tech-
nology) 
Right based criteria (e.g. formulated in prescriptive standards or 
regulations given as quantitative limits) 
Utility based criteria (e.g. cost-benefit/cost-effectiveness analysis). 
Combination criteria 

If the level of vulnerability cannot be accepted, there are several strategic 
options. It might be possible to avoid, or prohibit, certain activities (avoid-
ance), or a choice, intentional or unintentional, can be made not to take 
any actions at all (retention). That is, to bear potential negative conse-
quences within the normal activities. Further, actions or measures improv-
ing the protection of the infrastructure can be employed (reduction). The 
responsibility can also be transferred to another entity (distribution), e.g. 
via insurance, or a combination of retention and transfer (sharing) can be 
used, e.g. forming joint ventures. 

An infrastructure operator might face threats with a potential of causing 
extremely large negative societal consequences. In a commercial contract, 
events such as these can be covered by a Force Majeur clause (if the event, 
and its effects, is considered to be outside the operator’s possibility to con-
trol, the operator might be relieved of further responsibility). To ensure the 
survival of the company, and to hedge against commercial loss, a private 
infrastructure operator might use some insurance solution. However, to fill 
the gap between national security and risk management in private organi-
zations, some form of public commitment is often required. 

3.8.2  Options for Electric Power Systems Protection 

Crisis management consists of a number of phases, for example: prevent, 
mitigate, response, recover, and learn. Measures for the prevention of fail-
ures and attacks aims at reducing the likelihood, or avoiding, that an event 
occurs. Mitigation aims at minimizing the negative consequences of an 
event. Response includes measures performed during the acute crisis phase 
in order to minimize the negative consequences of an event. Finally, re-
covery involves all measures carried out to bring back the system to a 
normal state after an event. 

A general principle can be to first try to prevent a systems from degen-
erating into alert and emergency states, but if this does occur, it is impor-
tant to minimize the disturbance, and restore normal conditions as quickly 
as possible. However, to prevent major power disturbances is generally 
considered to be complicated, and requires substantial resources. For ex-
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ample, the Swedish transmission grid consists of some 15 000 km of over-
head power lines, localized mainly in rural and uninhabited areas. Thus, it 
is not economically, or technically, achievable to fully eliminate the vul-
nerability of the Swedish power system in relation to antagonistic attacks. 
Consequently, for some threats, the solution can be to allocate more re-
sources to response and recovery (compare with Sect. 3.7). 

Prevention and Mitigation 

Some general tactics for prevention and mitigation are: barriers (to con-
fine/restrict a condition with potential for harm); redundancy (to improve 
system availability through additional, identical, components); diversity 
(applied to equipment, functions, and staff); training, quality control, and 
procedures review; preventive maintenance; monitoring, surveillance, test-
ing and inspection (Parry 1991). 

Electric power transmission grids are commonly designed and operated 
according to the deterministic “N - 1 Criterion”. That is, the whole system 
must be capable of operating normally even when a major failure occurs. 
Measures to avoid failures in technical systems have traditionally been 
concerned with the safety perspective, but the tactics listed above are also 
suitable for creating physical security. Also, there is a variety of security 
mechanism that is designed to detect, prevent, or recover from a cyber at-
tack, e.g. firewalls, Intrusion Detection Systems, and anti virus software.  

Response and Recovery 

The response to a power outage can be based on the same principles as 
normal electric power system operations. The emergency control involves 
automatic countermeasures to cope with instabilities in the power grid (e.g. 
load shedding can be implemented to manage loss of power generation), 
and the use of system monitoring tools (computer based early-warning sys-
tems) to keep the system from degenerating further. 

Power systems restoration includes determining the detailed state of the 
system, preparing the equipment for restoration to service, reintegrating 
and rebuilding the system, and balancing generation and load as they, in a 
controlled manner, are brought back to their normal level. A general tacti-
cal choice is between the “build-down” approach (i.e. reenergizing the 
bulk power network before resynchronizing most generators), and the 
“build-up” approach (i.e. restoring islands that will then be mutually inter-
connected). The “build up” approach is more common and usually selected 
in a scenario involving a complete system collapse (Ancona 1995; Adibi 
and Fink 1994). 
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3.9  Concluding Remarks 

The crisis management of large-scale power outages demands coordinated 
actions between countries, and is therefore of interest to the international 
community. The process will involve stakeholders both from public and 
private organizations. Even though the transnational terrorism and the cy-
ber threats are alarming, major blackouts in recent years show that adverse 
weather and technical failures need consideration. 

Critical infrastructure protection demands a holistic view; both technical 
and non-technical factors are of great importance. Thus, a vulnerability as-
sessment methodology based on multiple perspectives is recommended. 
Proactive work is needed in order to assure that the infrastructure systems 
will be able to supply the services that a modern society relies on. A gen-
eral principle can be first to try to prevent the systems from degenerating 
into alert and emergency states, but if this does occur, it is important to 
minimize the extent of the disturbance, and restore normal conditions as 
quickly as possible.  

The preferred vulnerability analysis approach depends on the objective
of the analysis, but also on the available information about the system. The
traditional risk analysis offers a toolbox of well-established quantitative 
methods, and can to some extent be used to analyze the vulnerability of the 
technical systems that form the infrastructure. However, recent advances in 
network modeling and simulation, and also game theoretical approaches, 
should be taken into account.  

Even if a systematic vulnerability assessment is conducted, decisions on 
critical infrastructure protection will involve a great deal of uncertainty.
Commonly proposed solutions are to take decisions successively (i.e. using 
adaptive strategies), and to develop the ability to act on unexpected situa-
tions as they emerge (e.g. through the use of games as a learning and plan-
ning tool). Other recommendations are that uncertainties relevant to deci-
sion situations should be made explicit and understandable to the decision 
makers, and that a vulnerability assessment should include some form of 
sensitivity analysis.
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