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Preface

The aim of this text was to bring together differing geographic perspec-
tives in modeling and analysis designed to highlight infrastructure weak-
nesses or plan for their protection. This began initially as the outgrowth of 
a series of lectures we organized for the Regional Science Association In-
ternational conference in Seattle, Washington on November 10-13, 2004, 
and expanded substantially beyond this to include researchers in other dis-
ciplines and other countries. We are pleased with the final product and 
greatly appreciate the efforts of the contributors, referees, and the pub-
lisher.

January 2007 

Alan Murray 
Tony Grubesic 
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1 Overview of Reliability and Vulnerability in 
Critical Infrastructure 

Alan T. Murray1, Tony H. Grubesic2

1 Department of Geography, The Ohio State University, USA, Email: murray.308@osu.edu         
2 Department of Geography, Indiana University, USA, Email: tgrubesi@indiana.edu 

1.1 Introduction 

The concept of interconnection is an important one for a wide range of so-
cial, economic and political issues.  Broadly defined, interconnection re-
fers to a state of reciprocal connection.  In this context, two or more inter-
connected entities can exchange ideas, currency, information and other 
valuable goods with each other, often for mutual benefit.  For example, 
telecommunication backbone providers frequently interconnect at points of 
presence (POPs) or Internet exchanges (IXs) in order to accommodate 
peering relationships between large networks or to provide data transit for 
smaller systems.  One obvious benefit accrued through this type of practice 
is extending the geographic reach of each backbone involved with the in-
terconnection arrangement, providing access to new markets and potential 
customers.  Over time, these interconnections can strengthen or decline, 
depending on the benefits acquired through interconnectivity.  If the rela-
tionship between entities strengthens significantly, the condition of inter-
dependency can emerge.  In this context, the entities involved require the 
reliable operation of their interconnected partner(s) to function properly.  If 
the relationship between entities weakens significantly, connections may 
be disbanded. 
 In recent years, the interdependencies of many infrastructure systems 
have increased dramatically.  In the White House (2003) report titled “Na-
tional Strategy for the Physical Protection of Critical Infrastructures and 
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Key Assets” problems associated with increased levels of interconnectivity 
between critical infrastructure systems are noted: 
“the challenges and uncertainties presented by critical nodes and single-points-of-failure 
within infrastructures, as well as increasing interdependencies that exist among the various 
infrastructure sectors both nationally and internationally… are often difficult to identify and 
resolve, as are the cascading and cross-sector effects associated with their disruption”  
(White House 2003, pp. 33)  

Perhaps the most notable problem with these increased levels of interde-
pendencies is the potential for cascading failure across mutually dependent 
systems.  Cascading failure occurs when an event triggering a collapse 
produces a series of secondary failures in interdependent infrastructures 
(Carreras et al. 2002; Little 2002; Albert et al., 2004; Talukdar et al. 2003; 
Houck et al. 2004).  For example, if the electrical grid is significantly dis-
rupted, it is likely that telecommunication services will also be disrupted.  
This, in fact, occurred during the massive electrical blackout in the North-
eastern U.S. and portions of Canada in 2003 (Grubesic and Murray, 2006).  
Nearly 2,500 telecommunication networks were disrupted (ibid).  Not sur-
prisingly, with each disruption to a critical infrastructure system, acciden-
tal or otherwise, attempts are made to reevaluate the degree to which many 
of these engineered systems are able to maintain some type of operational 
continuity.  The results of these evaluations are often used to fortify or pro-
tect existing systems, plan and construct newer, more resilient infrastruc-
ture, motivate new public policies regarding critical infrastructure and its 
expected performance and to help in the development of hazard mitigation 
plans.

1.2 Critical Infrastructure 

Societal functions are highly dependent on networked systems in the de-
veloped world. Even the most basic day-to-day functions involve interac-
tion with a variety of critical infrastructure systems. For example, millions 
of Americans utilize transportation infrastructure to get to work, school, or 
the local mall. Telecommunication infrastructure is used to maintain con-
tact with family and friends, shop or perform financial transactions. En-
ergy infrastructure is used to heat our homes, power local industries and 
deliver fuel to our automobiles. While these basic activities are relatively 
easy to comprehend, the magnitude of infrastructure use is less obvious. 
For instance, over 19 billion tons of freight valued at $13 trillion dollars 
was moved through the multimodal transportation system and its associ-
ated networks in the United States during 2002 (USDOT, 2006). Where 
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telecommunication networks are concerned, U.S. backbone traffic ex-
ceeded 100 petabytes per month in 2002 (SVBJ, 2002). Assuming an aver-
age email is 25 kilobytes, this translates into 45,035,996,273 emails per 
month. Finally, the daily delivery capacity of the U.S. natural gas grid is 
119 billion cubic feet, with yearly consumption estimated at 22.8 trillion 
cubic feet during 2002. Considering the degree to which industrialized so-
cieties are reliant on such critical infrastructure systems, their importance 
should not be underestimated. Moreover, because the operability of these 
systems can be vulnerable to disasters, accidents and intentional harm, 
there is a need to understand how critical infrastructure and its functional-
ity might be impacted when subjected to disruption. Thus, there is a need 
to develop strategies for planning networked systems capable of surviving 
and performing under duress. 
 As a response to the growing threat of terrorism in the late 1990s, the 
U.S. federal government established the President’s Commission on Criti-
cal Infrastructure Protection (E.O. 13010). This executive order defined 
“infrastructure” as (E.O. 13010): 
The framework of interdependent networks and systems comprising identifiable industries, 
institutions (including people and procedures), and distribution capabilities that provide a 
reliable flow of products and services essential to the defense and economic security of the 
United States, the smooth functioning of government at all levels, and society as a whole. 

More importantly, E.O. 13010 (1996) suggests that “…certain national in-
frastructures are so vital that their incapacity or destruction would have a 
debilitating impact on the defense or economic security of the United 
States.” The concept of “vital” or “critical” infrastructure is important for 
establishing national security benchmarks. Basic inventories of critical in-
frastructure are often subdivided into sectors, and include (E.O. 13010, 
1996; White House, 2003):  

telecommunications  
electrical power systems 
gas and oil storage 
transportation
banking and finance 
water supply systems 
emergency services (including medical, police, fire, and rescue) 
continuity of government.  

Similarly, a group of key assets were also highlighted: 

National Monuments and Icons 
Nuclear Power Plants 
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• Dams 
• Government Facilities 
• Key Commercial Assets 

In this context, critical infrastructure, both in the United States and abroad, 
encompasses a vast array of engineered systems and assets.  While no sin-
gle system or asset is more important than the other, the interdependent na-
ture of their functionality is clearly of concern.  As mentioned previously, 
if a single system is disrupted, there is the potential for secondary failures 
in interdependent infrastructures.  As a result, there is a significant need to 
both measure and monitor the reliability and potential vulnerabilities of 
these infrastructure systems.  Further, the ability to model the effects of in-
frastructure failure is an important aspect of network design, disaster re-
covery planning, critical infrastructure identification, and fortification.  
Given the massive presence of economic, transportation, telecommunica-
tion, energy and medical networks in the industrialized world, it is impor-
tant to have a spectrum of techniques capable of identifying potential vul-
nerabilities in singular network elements, or more generalized systematic 
weaknesses to be protected or fortified.   

1.3 Reliability and Vulnerability 

The concepts of reliability and vulnerability are especially important when 
examining the ability of critical infrastructure to provide continuity in op-
eration.  Broadly defined, reliability refers to the probability that a given 
element in a critical infrastructure system is functional at any given time.  
That is, reliability is a probabilistic measure of elements in a critical infra-
structure system and their ability to not fail or malfunction, given a series 
of established benchmarks or performance guidelines.  For example, it is 
not uncommon to assign simple reliability metrics to components in a tele-
communications system.   
 

 

Fig. 1.1.  Example telephone switching network 
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As an example, consider the telephone switching network given in Figure 
1. Each distribution segment ( ) connects a telephone to a local switch (S).  
In both cases, A and S have 99.99% reliability.  In turn, the switches are 
connected to each other by a facility linkage ( ), which is 99.97% reliable.  
The resulting reliability of this simple telephone system is 99.93% or 368 
minutes of downtime per year (Medhi, 1999; Grubesic et al., 2003).     
 In contrast to reliability, vulnerability is a more wide-ranging concept, 
with much broader implications.  While reliability focuses on the possibil-
ity of maintaining the performance of critical infrastructure elements, vul-
nerability focuses on the potential for disrupting these elements or degrad-
ing them to a point where performance is diminished.  This is a subtle, yet 
important difference.  For example, if we reexamine the simple telecom-
munication network in Figure 1, the concept of vulnerability becomes 
clearer.  Let us assume that one of the distribution segments ( ) is located 
in an area that is undergoing major flooding.  Under normal operating con-
ditions, this distribution segment is 99.99% reliable.  The fact that severe 
weather is occurring nearby does not change this simple measure of reli-
ability - the segment remains 99.99% reliable.  However, it does make the 
distribution segment more vulnerable to disruption.  For instance, 
Sprint/Nextel, the fourth largest U.S. wireless and wireline carrier, recently 
suffered two fiber cuts to its network (Reardon, 2005).  As work crews 
performed emergency maintenance on a fiber link near the Califor-
nia/Nevada border that had washed out due to heavy rains, traffic from the 
link was rerouted to Phoenix, Arizona over a secondary path.  However, 
this secondary link, located between Palm Springs and Phoenix, also suf-
fered a fiber cut, disrupting long distance service to both the Sprint Nextel 
wireless network and the residential network along with data traffic on its 
backbone system (Reardon, 2005).  Although the majority of customer 
complaints emanated from the Western U.S., service disruptions were 
noted nationwide.   
 In this context, vulnerable may not mean unreliable, and unreliable 
does not necessarily mean vulnerable.  However, both reliability and vul-
nerability are important to the continuity of critical infrastructure opera-
tions.  That said, critical infrastructure systems are exposed to a myriad of 
operational threats, each with a unique ability to disrupt operations.  For 
example, road networks are vulnerable to flooding, landslides, traffic con-
gestion, and major accidents.  Telecommunication networks are vulnerable 
to denial of service attacks, computer viruses, targeted infrastructure at-
tacks, and congestion.  In fact, all critical network infrastructures, to some 
degree, are vulnerable to either technological or natural hazards.  A com-
mon theme in the analysis and evaluation of network-based critical infra-



6      A.T. Murray and T.H. Grubesic  

structure is interdiction, where network elements (nodes or links) are dis-
abled, intentionally or otherwise, disrupting the flow of valuable goods or 
services through the network. Again, this could be the result of a targeted 
attack, accident or natural disaster.  The question is, how does one identify 
and evaluate the degree of vulnerability for critical infrastructure elements 
and their systems?  More importantly, once these measures of vulnerability 
are established, how does one take steps to minimize risk and develop in-
frastructure systems resistant to disruption? 

1.4 Quantitative Geographic Perspective 

This book focuses on techniques and approaches which utilize a quantita-
tive geographic perspective for examining infrastructure reliability and 
vulnerability.  It is important to note that geography, by nature, is an inte-
grative discipline, drawing from a wide variety of quantitative techniques 
for solving problems with a spatial component.  In fact, this integrative ap-
proach is well represented in this book, with contributions from geogra-
phy, regional science, engineering, public policy, operations research, 
business, mathematics, economics, safety and city and regional planning. 
 The actual approaches outlined in this book represent a unique array of 
spatial analytical methods, from location modeling to network simulation, 
examining problems associated with the operational continuity of critical 
infrastructure in different ways. 
 For example, both simulation and optimization-based techniques have 
played a significant role in examining potential interdiction impacts, rec-
ognizing the insights they can provide for mitigating facility loss and pri-
oritizing fortification efforts.  
 Simulation has been an important optimization technique in general 
terms, but certainly has proven valuable in the analysis of vulnerabilities in 
critical network infrastructure. One benefit of simulation is that it typically 
allows for the examination of a range of impacts, with either implicit or 
explicit notions of optimized performance for a network. In the context of 
evaluating the reliability and vulnerability of networks, as nodes or links 
are interdicted, the corresponding changes in network connectivity or per-
formance can be documented.  
 One can also utilize spatial optimization approaches and network 
analysis for assessing impacts relative to altering the maximum flow or 
shortest path for a given origin-destination pair. For example, one strategy 
for network interdiction is to maximize network disruption by removing 
the links with the greatest value to a system.  Similarly, one can also seek 
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to maximize network disruption by removing the nodes most critical to 
system operation.  An alternative approach characterizes impacts in terms 
of network element attributes. For example, one can examine nodal inter-
diction outcomes quantified as the total attributes (e.g. capacity) of arcs 
impacted.  Finally, one can also look at system performance by consider-
ing average service costs and coverage reduction using median and cover-
ing location models, respectively. Or, in the context of reliability, use me-
dian-based approaches for exploring the tradeoffs associated with choosing 
facility locations to minimize costs while taking into account expected 
transportation costs after failures of facilities. 
 Outside of simulation and spatial optimization, spatial econometric ap-
proaches can be used to estimate the economic impact of infrastructure dis-
ruption and its subsequent recovery and reconstruction activities.  Not sur-
prisingly, the “ties that bind” virtually all of these outlined approaches are 
geographic information systems (GIS).  GIS allows for capture, manage-
ment and analysis of critical infrastructure data, as well as the resulting 
output for visualization purposes.  Recognized widely as both a tool (GIS) 
and a developing field of study that addresses the production of geographic 
data, the transformation of data into useful geographic information, and the 
construction of geographic knowledge (GIScience), all of the chapters in-
cluded in this book utilize GIS and the basic tenets of GIScience in some 
way. 

1.5 Summary 

The motivation for this book stems from a series of special sessions organ-
ized for the North American Regional Science Association International 
meeting held in Seattle, Washington in November of 2004.  Regional Sci-
ence is an international community of scholars that has a long tradition of 
examining the regional impacts of national or global processes of eco-
nomic and social change.  A significant strength of Regional Science is its 
ability to draw on a wide variety of disciplines to help facilitate new theo-
retical and methodological insight into regional problems.  As a result, this 
book reflects the multidisciplinary character of Regional Science and in-
cludes contributions from scholars in geography, economics, mathematics, 
public policy, engineering, operations research / management science, ur-
ban and regional planning, transportation, business, safety and defense. 
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2 Transport Network Vulnerability: a Method for 
Diagnosis of Critical Locations in Transport 
Infrastructure Systems 

Michael A. P. Taylor, Glen M. D’Este 

Transport Systems Centre, University of South Australia, Australia; 
Email: map.taylor@unisa.edu.au 

2.1  Introduction 

Considerations of critical infrastructure are now a major concern in Aus-
tralia as in many other countries. The concern stems from a variety of 
causes, including the state of development, condition and level of use of 
existing infrastructure systems, especially transport networks; difficulties 
associated with public sector provision of new infrastructure; public-
private partnership arrangements for infrastructure provision; and percep-
tions of risks and threats to infrastructure from both natural disasters (e.g. 
floods, fire or earthquake) and from human malevolence such as acts of 
sabotage, war or terrorism. The Australian Federal Government has de-
fined critical infrastructure as ‘that infrastructure which if destroyed, de-
graded or rendered unavailable for an extended period, will significantly 
impact on social or economic well-being or affect national security or de-
fence’ (Attorney-General’s Department, 2003). A pertinent question is 
then how to identify critical locations in an infrastructure network. For ex-
ample, the road transport network is large, wide and diverse in nature. Are 
there particular locations or facilities in that network where loss or degra-
dation of certain road sections (links) will have significant impacts? How 
should such impacts be assessed? Thus there are needs for the develop-
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ment and application of a methodology to assess risk and vulnerability of 
transport networks. Methods and decision support tools are needed that al-
low planners and policy makers to make rational assessments of threats to 
facilities and infrastructure; the consequences of network degradation and 
failure at various locations and under different circumstances; and what to 
do about these. Social and economic benefits flow from the ability to plan 
for and manage the impacts of transport network degradation to minimise 
wider consequences on economic, employment, trade and social activities 
in cities and regions. 
This chapter provides an overview of our recent research on developing 

a methodology for transport network vulnerability analysis, based on con-
siderations of the socio-economic impacts of network degradation. At one 
level this involves considerations of alternative paths through a network 
and the relative probabilities of use of those paths. Whilst probability of 
use is important in defining potential weak spots in a network, this prob-
ability is not of itself a complete measure of vulnerability – the most criti-
cal locations in a network will show the most severe (socio-economic) 
consequences resulting from network failure at those locations. The meth-
ods therefore consider vulnerability assessment in terms of a planning sys-
tems process in which the performance of network components is tested 
against established performance criteria. The risks and consequences asso-
ciated with failures at different locations need to be accounted for. Suitable 
metrics that may be used to interpret the extent and consequence of net-
work failure or degradation need to be developed and tested.  
The concept of network vulnerability is new, and it is important to de-

fine what is meant by vulnerability. For instance, there are several possible 
responses to the reduced performance of a degraded network, or in dealing 
with the perceived risks of degradation at different locations. In some 
cases, an appropriate response may be to upgrade key transport infrastruc-
ture, for instance by raising it above expected maximum flood levels or by 
adding more capacity. But sometimes this simply makes the network more 
reliant on those key links and more vulnerable to their failure. An alterna-
tive approach is to add links to the network. These links may normally be 
redundant but provide alternative routes when key network links are bro-
ken. At the urban network level there may already be many such latent al-
ternative routes, but at the regional or national strategic network level this 
is less likely to be the case. Extra links would make the transport network 
more robust, but this may add unnecessary cost to the provision of trans-
port infrastructure. The question is where are these locations of potential 
network vulnerability and what is the best response. 
The starting point for our study of network vulnerability was the study 

of transport network reliability, which has been the subject of intense in-
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ternational research interest over the last decade, following the Kobe 
earthquake of 1995. 

2.2  Network Reliability 

Transport network reliability has the subject of considerable international 
research interest in recent years (Lam 1999, Bell and Cassir 2000, Iida and 
Bell 2003, Nicholson and Dante 2004). Much of this research has focused 
on congested urban road networks and the probability that a network will 
deliver a required standard of performance. The urban studies are impor-
tant, but they are not the only areas of concern, especially when consider-
ing the wider implications of transport systems performance. At the re-
gional and national strategic level, accessibility, regional coverage and 
inter-urban connectivity are the primary considerations. In these sparse 
networks, ‘vulnerability’ of the network can be more important than ‘reli-
ability’ because of the potentially severe adverse consequences of network 
degradation. As noted by the Bureau of Transport and Resource Econom-
ics (BTRE 1999) in its analysis of the effects of flooding on road access, 

‘the vast distances involved means that access to alternative services 
(such as hospitals and business) often do not exist … disruption costs to 
households, businesses and communities can therefore be more important 
in rural and remote communities’. 

In both urban and rural areas, the concept of vulnerability or incident 
audit – the proactive determination of locations in a transport network that 
may be most sensitive to failure and where network failure may have the 
gravest consequences – requires detailed research. The transport planner 
may seek opportunities to reduce vulnerability – and the community will 
demand such action. 
Network reliability became an important research topic in transport 

planning during the 1990s, although some elements had been the subject of 
research interest for some time before that (e.g. Lee 1946, Richardson and 
Taylor 1978, Taylor 1982). The Kobe earthquake of 1995 and its aftermath 
stimulated an interest in connectivity reliability. This is the probability that 
a pair of nodes in a network remains connected – i.e. there continues to ex-
ist a connected path between them – when one or more links in the net-
work have been cut. Bell and Iida (1997) provided an analytical procedure 
for assessing connectivity reliability, and a summary of the procedure is 
given by Iida (1999). Subsequent research was directed at degraded net-
works, usually urban road networks subject to traffic congestion, in which 
the network remained physically intact but the performance of one or more 
links could be so severely affected by congestion that their use by traffic is 



12     M.A.P. Taylor and G.M. D’Este 

curtailed. This led to the definition of two additional forms of reliability: 
travel time reliability and capacity reliability, as described below. 

Travel time reliability considers the probability that a trip between an 
origin-destination pair can be completed successfully within a specified 
time interval (Bell and Iida 1997). This can be affected by fluctuating link 
flows and imperfect knowledge of drivers when making route choice deci-
sions (Lam and Xu, 2000). One measure of link travel time variability is 
the coefficient of variation of the distribution of individual travel times 
(Richardson and Taylor, 1978). Measures of travel time variability are use-
ful in assessing network performance in terms of service quality provided 
to travellers on a day-to-day basis (Yang, Lo and Tang, 2000). Thus travel 
time variability can be seen as a measure of demand satisfaction under 
congested conditions (Asakura, 1999).
A supply-side measure of network performance in congested networks 

is capacity reliability (Yang, Lo and Tang 2000). Capacity reliability is de-
fined as the probability that a network can successfully accommodate a 
given level of travel demand. The network may be in its normal state or in 
a degraded stated (say due to incidents or road works). Chen, Lo, Yang 
and Tang (1999) defined this probability as equal to the probability that the 
reserve capacity of the network is greater than or equal to the required de-
mand for a given capacity loss due to degradation. Yang, Lo and Tang 
(2000) indicated that capacity reliability and travel time reliability together 
could provide a valuable transport network design tool. Taylor (1999, 
2000) demonstrated how the concepts of travel time reliability and capac-
ity reliability could be used in planning and evaluating traffic management 
schemes in an urban area. 
Further research on network reliability is required to develop these con-

cepts into practical traffic planning tools. In addition, there is a need for 
further research to properly specify travellers’ responses to uncertainty 
(Bonsall 2000, Van Zuylen 2004) so that reliability research can be used to 
properly inform developments of new driver information systems and to 
influence the design of traffic control systems. 

2.3  Network Vulnerability 

From the above review, we may conclude that the standard approaches 
to transport network reliability have focused on network connectivity and 
travel time and capacity reliability. While this provides valuable insights 
into certain aspects of network performance, reliability arguments based 
on probabilities and absolute connectivity may obscure potential network 
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problems, especially in large-scale, sparse regional or national networks. 
In these networks the consequences of a disruption or degradation of the 
network become important. For example, D’Este and Taylor (2001) used 
the example of the Australian land transport system to illustrate the poten-
tial consequences of the severance of certain transport connections in this 
multimodal network. In this example the system reliability was considered, 
in terms of a cut to the Eyre Highway and transcontinental rail line be-
tween Perth and Adelaide, for instance by flood. The overall network re-
mains connected and the probability that the route in question is cut by 
flood or other natural cause is extremely small (but not zero since it has 
happened), so the travel time and capacity reliabilities are high. Therefore 
the established measures of network reliability would not indicate any ma-
jor problem with the network. However the consequences of network fail-
ure are substantial – in this case the next best feasible path through the 
network involves a detour of some 5000 km. Nicholson and Dalziell 
(2003) pointed to similar circumstances in their study of the regional 
highway network in the centre of the North Island of New Zealand, a re-
gion subject to both snowstorms and volcanic eruptions. 
These examples illustrate the concept of network vulnerability and the 

difference between network reliability and vulnerability. The concept of 
vulnerability is more strongly related to the consequences of link failure, 
irrespective of the probability of failure. In some cases, link failure may be 
statistically unlikely but the resulting adverse social and economic impacts 
on the community may be sufficiently large to indicate a major problem 
warranting remedial action – akin to taking out an insurance policy for an 
extremely unlikely yet potentially catastrophic event. For example, con-
sider the impact on a rural community of loss of access to markets for its 
produce and to vital human services (such as a hospital). Low probability 
of occurrence and network performance elsewhere does not offset the con-
sequences of a network failure. Thus network reliability and vulnerability 
are related concepts but while reliability focuses on connectivity and prob-
ability, vulnerability is more closely aligned with network weakness and 
consequences of failure. Berdica (2002) proposed that vulnerability analy-
sis of transport networks should be regarded as an overall framework 
through which different transport studies could be conducted to determine 
how well a transport system would perform when exposed to different 
kinds and intensities of disturbances. From her study of the road network 
in central Stockholm she suggested three main questions that might be 
posed in these studies: 
1. How do interruptions of different critical links affect system perform-

ance, and to what extent? 
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2. How is network performance affected by general capacity reductions 
and possible changes to traffic management and road space allocation 
in a subregion of the network? 

3. How is the system affected by variations in travel demand? 
These questions provide a starting point for the development of a meth-

odology for study of vulnerability in transport networks and infrastructure. 
They highlight the key issue of the identification of critical components of 
the networks. Vulnerability analysis is intended to address these questions 
and the perhaps more important questions that flow from them – when we 
know where the vulnerable elements (the ‘weakest links’) of a transport 
network are, what is the best response, what can we do about it? 

2.3.1  Vulnerability and Risk 
Vulnerability, reliability and risk are closely linked concepts. In broad 
terms, risk is something associated with negative outcomes for life, health, 
or economic or environmental condition. Risk can be defined in many dif-
ferent ways, but most definitions focus on two factors: the probability that 
an event with negative impacts will occur, and the extent and severity of 
the resultant consequences of that event. Commonly, the product of prob-
ability and a measure of consequence is used as an index of risk. This may 
be shown schematically as a ‘risk matrix’, as in Figure 2.1. 

Fig.2.1 Conceptual risk matrix 

Risk and reliability analysis is mostly concerned with the top-right sec-
tor of the matrix where increasing probability and increasing consequences 
combine. Nicholson and Dalziell (2003) applied this framework to the risk 
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assessment of transport networks in New Zealand. They measured risk as 
simply the sum of the products of the event probabilities and the economic 
costs of the event (e.g. the expected annual economic cost of a given 
event). Their risk evaluation process involved the following steps: 
1. establish the context (i.e. the technical, financial, legal, social and 

other criteria for assessing the acceptability of risk) 
2. identify the hazards (i.e. the potential causes of closure) 
3. analyse the risks (i.e. identify the probabilities, consequences and ex-

pectations)
4. assess the risks (i.e. decide which risks are acceptable and which are 

unacceptable). 
If any risk is found unacceptable, it needs to be managed. This gener-

ally involves either (1) treating the unacceptable risks, using the most cost-
effective treatment options, or (2) monitoring and reviewing the risks (i.e. 
evaluating and revising treatments). 
The study of vulnerability extends this risk assessment framework in 

several important ways. Firstly it extends the region of interest to areas of 
high consequences and low or unquantifiable (but non-zero) probability of 
occurrence – on the basis that measurement of occurrence probability and 
consequences (human and economic) is imprecise for many types of inci-
dents, and society may well consider some consequences to be unaccept-
able and worthy of safeguarding against, despite uncertainty about their 
probability of occurrence (e.g. Evans, 1994). Secondly, vulnerability 
analysis provides a framework for targeting risk assessment. One of the 
key conclusions of the Nicholson-Dalziell risk assessment of the New Zea-
land highway network was that it is impractical and financially infeasible 
to conduct detailed geophysical and other risk assessment across an entire 
transport network. The costs of deriving accurate location-specific risk 
probabilities across a range of risk factors are too high to make it viable – 
what is needed is a way of targeting risk assessment resources to get best 
value from them. Vulnerability analysis provides another way of approach-
ing this problem. It can be used to find structural weaknesses in the net-
work topology that render the network vulnerable to consequences of fail-
ure or degradation. Resources can then be targeted at assessing these 
‘weak links’. Thirdly, vulnerability auditing admits a more proactive and 
targeted approach to the issue of transport network risk assessment and 
mitigation.

2.3.2  Definitions 
The authors have defined vulnerability by using the notion of accessibility, 
i.e. the ease by which individuals from specific locations in a region may 
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participate in activities (e.g. employment, education, shopping, trade and 
commerce) that take place in other physical locations in and around the re-
gion and by using a transport system to gain access to those locations 
(Taylor and D’Este 2004a). Then vulnerability is defined in the following 
terms: 

a network node is vulnerable if loss (or substantial degradation) of a 
small number of links significantly diminishes the accessibility of the 
node, as measured by a standard index of accessibility 
a network link is critical if loss (or substantial degradation) of the link 
significantly diminishes the accessibility of the network or of particu-
lar nodes, as measured by a standard index of accessibility. 
This broad definition can then be further refined by the selection of 

specific indices of accessibility. Amongst others, Morris, Dumble and Wi-
gan (1979), Koenig (1980), Niemeier (1997) and Primerano (2003) pro-
vide discussions of alternative accessibility indices. For the case of strate-
gic level networks such as a regional or national network, relatively simple 
indices are appropriate. A number of indices may be considered as useful 
in strategic network analysis. Two of these are: (1) generalised travel cost, 
for the elemental separation between two locations, and (2) the Hansen in-
tegral accessibility index (Hansen 1959) which provides an overall meas-
ure of the accessibility of one location to a set of other locations. 
Generalised cost cij is the overall assessed cost of travel from origin i to 

destination j in the network. It may be taken as the network travel distance, 
travel time, money cost or some other measure (e.g. fuel used) between the 
two locations, or as a (weighted) sum of these. 
These two indices are useful in assessing accessibility between major 

population or activity centres. In the case of regional analysis involving lo-
cations outside major population centres, some other measure of accessi-
bility is needed. This is of particular interest in vulnerability studies of re-
gional and remote areas such as those comprising the geographic mass of 
mainland Australia. Specifically for such sparsely settled regions, the Aus-
tralian Government has adopted a ‘remoteness’ index known as ARIA 
(Accessibility/Remoteness Index of Australia) that is used by federal de-
partments to assess the level of government and private sector services 
(e.g. in health, finance and social welfare) available to residents of regional 
and remote areas (DHAC, 2001). Whilst this chapter does not consider the 
use of ARIA, our wider research on vulnerability does, because the conse-
quences of network degradation on rural communities in regional and re-
mote areas are of significant societal concern. Sekhar and Taylor (2005) 
provides an introductory account of the study of vulnerability at the re-
gional level. 
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Taking generalised cost, we can formulate a basic model that may be 
used to provide a measure of vulnerability in terms of the change in gener-
alised cost of travel between two locations if a given link fails, where the 
generalised cost may be taken as an appropriate measure of disutility of 
travel such as distance, time, money, etc – in other words, the loss of 
amenity from link failure. Generalised cost is seen as a simple measure of 
elemental accessibility as it indicates the difficulty involved in travelling 
between the two locations (if not the overall impact of that difficulty). Let 

rs
ijc  denote the change in generalised cost of travel from node i to node j

if network link ers fails (ers is a link connecting nodes r and s in the net-
work). Then the loss of community amenity is rs

ijij cd  where dij is the de-
mand for movement from i to j and demand is a measure of the quantity of 
movement from i to j. It follows that the total loss of amenity from the 
failure of ers is then 

i j

rs
ijijrs cdV       (1) 

The two measures, rs
ijc  and Vrs, provide local and global measures of 

the consequences of failure of link ers. Hence they are direct measures of 
the extent to which the operation of the transport system is vulnerable to 
failure of specific links. Note that similar definitions can be developed for 
node failures. 
In more formal terms, the problem can be stated as follows. Consider a 

network G(N,E) where N is a set of n nodes and E is a set of m directed 
links. Associated with each link is a non-negative attribute that measures 
the utility of the link according to a particular link characteristic, such as 
distance, time, money cost, reliability, or generalised cost. Let s[ij, G(N,E)]
be the ‘cost’ of the least cost path from origin i to destination j in G(N,E)
then

rs
ijc   =  s[ij, G(N,E- ers)] - s[ij, G(N,E)]    (2) 

that is, the difference between the least cost path with the network intact 
and the least cost path without the link from r to s, ers. The task of calculat-
ing rs

ijc  and Vrs can be tackled by a number of approaches, as described 
in D’Este and Taylor (2003) and Taylor and D’Este (2004a, b), and the es-
sence of these approaches is the concept of a ‘network scan’ in which the 
first step is to identify candidate critical links, either because they form 
part of a minimum cost path between origin node i and destination node j,
or in a multipath model have a reasonable probability of use for travel be-
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tween those two nodes, and the next step is to fail each of those candidate 
links in turn and assess the consequences of those failures. Such scans can 
be used with any of the three indices of accessibility cited above, and rela-
tive changes in accessibility for the degraded networks then used to assess 
vulnerability. 

2.3.3  A Specific Accessibility Index 

The Hansen integral accessibility index (Ai) for location (city) i is written 
as

j
ijji cfBA )(       (3) 

where Bj is the is the attractiveness of location (city) j, e.g. the number of 
opportunities available at j. In the strategic network application described 
in this chapter Bj is taken as the population of city j. Equation (2) is often 
used in a normalised form, viz 

j
j

j
ijj

i B

cfB
A

)(
      (4) 

and this is the version used in our research, where the Hansen index has 
been used to consider changes in accessibility between the Australian 
mainland capital cities (Adelaide, Brisbane, Canberra, Darwin, Melbourne, 
Sydney and Perth) for degradations of the Australian National Highway 
System (NHS) road network. The NHS is shown in Figure 2.2. 
The impedance function f(cij) of equations (2) and (3) represents the 

separation between the two cities and is defined so that the higher the cost 
of travel between the two cities, the lower the accessibility between them. 
The definition adopted in this current work is the conventional reciprocal 
of travel distance in the network. 

2.4  The Australian Road Network 

The analysis reported in this chapter is based on the NHS road network, 
which forms the basic skeleton of the national road system of Australia 
(see Figure 2.2). This subset of the national main road network has been 
designated by the Australian federal government as of prime importance in 
providing a national road transport system, and the funding for the provi-
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sion and maintenance of the NHS is the express responsibility of the fed-
eral government. The full main road network connecting cities and regions 
is of course much more extensive than the NHS network (see Figure 2.3). 
The full main road network may be split into three subnetworks, which re-
late to the national, state or regional importance of the individual roads and 
highways. Besides the NHS, the other subnetworks are the state highways 
and designated main roads, which provide connectivity at the state level 
and are the direct responsibility of the state governments, and the other 
main roads, which provide regional connectivity and for which responsi-
bility may be shared between state and local government. Figure 2.3 high-
lights the NHS and state highways and designated roads subnetworks as a 
skeleton amidst the matrix of the full network. In the more densely settled 
regions of the south east, east coast and south west, there is a substantial 
main road network. The network coverage away from those regions, in the 
less settled parts of the nation, is much sparser and here the NHS and state 
highways really do represent almost the entirety of the navigable road sys-
tem. This may be seen in Figure 2.4, which shows the NHS and the desig-
nated state highway networks. 

Fig. 2.2  The Australian National Highway System (NHS) network, connecting the major 
cities 
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Fig. 2.3 The Australian main road network showing all main roads, designated state 
highways and the National Highway System (NHS) subnetworks 
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Fig. 2.4 The Australian NHS and designated state highways form a subnetwork of the 
full Australian main road network 
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A GIS database of the entire strategic road network of Figure 2.3 has 
been set up using the ArcGIS package. This database holds a number of at-
tributes for all of the identified road links, including: 

road classification (NHS, stage highway, other main road) 
road type (e.g. freeway, divided carriageway, two-lane two-way road) 
region (urban, regional, remote) 
pavement type (sealed or unsealed) 
speed limit 
average operating speed 
bridge locations 

In addition, attributes concerning pavement condition and traffic volume 
(AADT) are being progressively added to the database as they become 
available, using data supplied by the various state road authorities. 
This full database will be used to study vulnerability at national, state 

and regional levels and to locate critical locations (links and nodes) in the 
network, using the accessibility indices and the network scanning proce-
dures discussed previously. 

2.5  Sample Network Scan of the NHS 

We now present an illustrative application of our vulnerability scan meth-
ods, using the NHS network (see Figure 2.2, and also Figure 2.4) as a case 
study. As such, this example is restricted to considerations of the accessi-
bility provided by the NHS as the sole network for travel between the 
mainland capital cities. This is a simplification of the real world situation 
but it clearly exemplifies the techniques for network scans and vulnerabil-
ity analysis and suggests a way forward for further studies of more com-
plex networks. 
As suggested previously, a simple accessibility index is that of general-

ised travel costs between origins and destinations. Given origin-destination 
flows, then overall increases in cost in a degraded network can be assessed 
by using equation (1). However, such flows are not always available – and 
this is the current case for the Australian national road transport system. 
Whilst there are data on corridor flows – see for instance Gargett and 
Sidebottom (2003) – these do not provide information on all of the specific 
origin-destination movements. Future research will attempt to overcome 
this problem. As one approximation in the absence of observed origin-
destination flows, weighted travel times can be used as a measure of 
change in generalised cost accessibility. We do this here to provide an in-
dication of a vulnerability analysis based on origin-destination flows, be-
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cause this relates immediately to the primary definition of vulnerability 
provided earlier in this chapter, and expressed by equation (1). Table 2.1 
shows the (2001) populations of the mainland capital cities and the travel 
distances between them, using the full NHS network. Table 2.2 shows the 
equivalent travel times between the cities. 

Table 2.1 Capital city populations and inter-city travel distances in the full NHS 
Network

 Ade-
laide 

Bris-
bane

Can-
berra

Darwin Mel-
bourne

Perth Sydney 

Population
(2001)

1002127 1508161 339727 71347 3160171 1176542 3502301 

Travel distance via NHS (km)      
Adelaide - 1985.7 1167.5 2622.9 722.5 2691.7 1341.9 
Brisbane  - 1109.0 3103.0 1536.1 4643.2 873.5 
Canberra   - 3756.3 636.2 3828.6 235.5 
Darwin    - 3345.5 3465.8 3873.2 
Melbourne     - 3414.3 810.6 
Perth      - 3999.5 
Sydney       - 

Table 2.2 Minimum travel times in full NHS Network 

ToTravel 
time (h) 
from

Ade Bri Can Dar Mel Per Syd 

Adelaide - 23.36 13.74 30.86 8.50 31.67 15.79 
Brisbane  - 13.05 36.51 18.07 54.63 10.28 
Canberra   - 44.19 7.49 45.04 2.77 
Darwin    - 39.36 40.77 45.57 
Mel-
bourne

    - 40.17 9.54 

Perth      - 47.05 
Sydney       - 

A weighting factor for each origin-destination pair was devised, based 
on a simple gravity model for interactions between the cities, i.e. the nor-
malised weight wij for travel between cities i and j was 

ij
ij

ij
ij g

g
w        (5) 

where
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2
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ji
ij x

BB
g        (6) 

in which Bi is the population of city i and xij is the network travel distance 
between i and j. The network scan approach was to find the minimum 
travel time paths between origin-destination pairs and then to cut the net-
work at each link (e) of the minimum path in succession and calculate the 
resulting changes e

ijt  in inter-city travel times. By summing over all ori-
gin-destination pairs and using the weights wij given by equation (5), an 
overall weighted network travel time increase (Te) can be calculated: 

ij

e
ijije twT       (7) 

This analysis, summarised by Table 2.3, indicated that four particular 
road sections were the most critical in the NHS network. These four sec-
tions were
1. Hume Freeway, between Melbourne and Seymour 
2. Hume Highway, between Albury and Gundagai 
3. Hume Freeway, between Yass and Sydney 
4. Ipswich Motorway, between Brisbane and Ipswich. 
Link closures on these four sections yielded increases in weighted aver-

age travel times at least 5.5 times larger than those for any other road sec-
tions in the network. The next road section of interest was the South East-
ern Freeway from Adelaide to Melbourne, which produced an increase in 
weighted average travel time of 1.66 hours, compared to the 9.13 hours for 
the Ipswich Motorway (see Table 2.3). 
Weibull (1976), cited in Morris, Dumble and Wigan (1979), provided a 

set of criteria for indicating the usefulness of an accessibility index. On the 
basis that accessibility refers to the ease of movement to or from a place, 
Weibull suggested that one property of a proper accessibility index would 
be that its value would increase as the accessibility of the place increased. 
Unfortunately, generalised cost fails this test. An increased in the general-
ised cost of travel to or from a place indicates that it has become less ac-
cessible. In addition, Morris, Dumble and Wigan distinguished between 
elemental accessibility indices, that indicate the level of accessibility be-
tween two locations (say i and j), and integral accessibility indices, which 
indicate the overall accessibility of a given location (say i) to all other lo-
cations. Integral accessibility measures are more useful in considering the 
overall impacts of change of network or travel conditions. Generalised cost 
is a measure of elemental accessibility. 
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Table 2.3 Increases in weighted average travel times in degraded NHS network, 
from each origin city to all destination cities 

Increases in weighted travel times (h) with cut to Hume Highway (Albury-Gundagai) 
Adelaide Brisbane Canberra Darwin Melbourne Perth Sydney Total  
0.06 0.00 0.96 0.00 5.72 0.01 4.82 11.57 

Increases in weighted travel times (h) with cut to Hume Freeway (Yass-Sydney section) 
Adelaide Brisbane Canberra Darwin Melbourne Perth Sydney Total  
0.05 0.00 0.82 0.00 4.76 0.01 5.72 11.36 

Increases in weighted travel times (h) with cut to Hume Freeway (Melbourne-Seymour) 
Adelaide Brisbane Canberra Darwin Melbourne Perth Sydney Total e 
0.00 0.00 0.63 0.00 5.07 0 3.99 9.69 

Increases in weighted travel times (h) with cut to Ipswich Motorway (Brisbane-Ipswich) 
Adelaide Brisbane Canberra Darwin Melbourne Perth Sydney Total e 
0.06 4.57 0.07 0.00 3.23 0.01 1.20 9.13 

An integral accessibility index whose values increase as the home loca-
tion (origin) becomes more accessible, such as the Hansen index of equa-
tion (3), is intuitively more appealing than the generalised cost index, es-
pecially given a lack of data on origin-destination flows, as discussed 
above. A network vulnerability scan using the Hansen index was per-
formed for the mainland capital cities in the NHS network, to illustrate the 
use of this index in vulnerability analysis. Table 2.4 shows the computed 
Hansen indices for each city and for all of the cities, when the full NHS 
network is available. These computations were based on the populations 
and inter-city network travel distances given in Table 2.1. 

Table 2.4 Hansen accessibility indices in full NHS Network 

 Ade-
laide 

Brisbane Can-
berra

Darwin Mel-
bourne

Perth Sydney 

Hansen
index 0.0871 0.0773 0.02148 0.0294 0.0999 0.0272 0.1120
Total Hansen index summed over all cities = 0.6477 (overall accessibility metric) 

A vulnerability scan was then undertaken, similar to that performed for 
the weighted mean travel time accessibility index. In this scan, each link of 
the minimum travel time path tree from each city was broken in turn, new 
minimum paths determined for the degraded networks, and revised values 
of the Hansen indices computed for the degraded networks. Critical road 
sections were determined on the basis of their impacts, when broken, on 
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the overall accessibility of the network. Table 2.5 summarises the results 
of this analysis. The accessibility metrics in this table are relative Hansen 
indices, i.e. the Hansen index for the degraded network divided by the rele-
vant Hansen index for the full network. The same four road sections were 
identified as critical (most vulnerable) parts of the network, in terms of the 
reduced levels of overall accessibility (between all cities) for the NHS 
network. A closure in the Sydney-Yass section of the Hume Freeway leads 
to an overall reduction in the total accessibility of all the capital cities of 
some 34 per cent, and this was the most critical section of the network 
identified in the analysis (see Table 2.5). 
It should be noted that the overall effect of the Ipswich Motorway is 

due to the peculiar topology of the NHS network and the simplification of 
any analysis of the road system based on this network alone. The Ipswich 
Motorway is the only road link in the NHS connecting Brisbane (Austra-
lia’s third largest city) and all of the other capital cities. Closure of this 
road in this network thus has a catastrophic impact on travel to or from 
Brisbane, bringing it to a complete stop! In the real world network there 
are alternative routes that would be used – the effect of a closure of the 
motorway would still be important, but not as complete as in this simpli-
fied illustrative example. 

Table 2.5 Relative values of Hansen accessibility index in degraded NHS network, 
as proportions of index values for full network 

Proportionate Hansen accessibility index with cut to Hume Freeway 
(Sydney-Yass section) 
Ade-
laide 

Bris-
bane

Can-
berra

Darwin Mel-
bourne

Perth Sydney Total 

0.842 0.989 0.390 1.000 0.631 0.912 0.697 0.662 
Proportionate Hansen accessibility index with cut to Hume Highway 
(Albury-Gundagai section) 
Ade-
laide 

Bris-
bane

Can-
berra

Darwin Mel-
bourne

Perth Sydney Total 

0.822 1.000 0.806 0.998 0.578 0.901 0.617 0.780 

Proportionate Hansen accessibility index with cut to Ipswich Motorway 
Ade-
laide 

Bris-
bane

Can-
berra

Darwin Mel-
bourne

Perth Sydney Total 

0.911 0.000 0.939 0.846 0.871 0.875 0.788 0.785 
Proportionate Hansen accessibility index with cut to Hume Freeway 
(Melbourne-Seymour section) 
Ade-
laide 

Bris-
bane

Can-
berra

Darwin Mel-
bourne

Perth Sydney Total 

1.000 0.876 0.853 1.000 0.552 1.000 0.726 0.818 
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A further advantage of the Hansen accessibility index is that it also ex-
plicitly reveals the effects on the individual cities of link closures, as can 
be seen in Table 2.5. For example, a closure on the Sydney-Yass section of 
the Hume Freeway leads to a 61 per cent decrease in the accessibility of 
the national capital Canberra, a 16 per cent decrease in the accessibility of 
Adelaide, an a nine per cent decrease in the accessibility of Perth1. Like-
wise, the Ipswich Motorway has a 100 per cent effect on the accessibility 
of Brisbane (in the NHS, see above) and a 21 per cent decrease in accessi-
bility overall. These individual changes as well as the overall change help 
to more clearly define the vulnerability of specific road sections, whereas 
these results are not available for the generalised cost index. Figure 2.5 
identifies these critical road sections on a map of the NHS network. 

                                                     
1 As indicated on the previous page and shown in Table 2.5, the overall acces-

sibility of all of the capital cities decreases by 34 per cent with a cut to the Syd-
ney-Yass Section of the Hume Freeway. 
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Fig. 2.5 Critical road sections from the vulnerability scan of the NHS 
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2.6  Discussion 

This chapter has discussed the development of techniques to identify spe-
cific ‘weak spots’ – critical infrastructure – in a network, where failure of 
some part of the transport infrastructure would have the most serious ef-
fects on access to specific locations and overall system performance. The 
Australian National Highway System road network is used as a simple 
case study, but the concepts and techniques described in this paper have 
much wider application. In particular and as a next part of our research and 
development of the vulnerability method, we will be adapting and applying 
the methods for use in the much larger and more complex road networks 
that exist in the real world. What we can say at present is that our research 
has yielded useful concepts and a method for analysis of network vulner-
ability in terms of the spatial or topological configuration of the network 
and possible socio-economic impacts assessed in terms of changes in ac-
cessibility to markets, service and facilities resulting from site-specific 
failure of transport infrastructure. Further research is needed to:  

develop more efficient algorithms for network vulnerability scans in 
large and complex networks 
develop better and more comprehensive vulnerability metrics 
refine techniques for identifying network weaknesses 
extend and refine the use of network vulnerability indicators for use in 
studies of critical infrastructure and the implications of network deg-
radation
develop techniques for recommending and evaluating cost-effective 
risk management and remedial responses (such as reducing risk pro-
file, upgrading existing infrastructure, adding alternative routes, and 
so on). This may involve trading off the level of resources put into 
managing the risk against a measure of vulnerability that takes into 
account the implications of network failures as well as path probabili-
ties
develop visualisation tools for interpreting and communicating results 
Candidate vulnerability metrics belong to a composite set including: 
indices of network connectivity and accessibility 
probability distributions for travel times and costs to specified destina-
tions
measures of change in the utility of travel 
spatial distributions of changes in the above metrics 
indices of risk, including expected values of costs, changes in these 
values under different network conditions, propensity for component 
failure, and performance thresholds. 
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The research results provided in this chapter suggest that an integral 
accessibility index such as the Hansen index can account for most of these 
desired properties and can be widely applied for strategic level analysis us-
ing commonly available data such as city population and network travel 
distances.
Our set of measures is being designed to reflect both the intensity of 

vulnerability and its extent, both spatially and demographically, across a 
study region. The techniques to apply these measures to vulnerability 
analysis will be based on the complex system paradigm, thus focusing the 
research on the required methodology, process and tools. Validation of the 
techniques will require careful appraisal of the modelled consequences of 
network failure for real world systems. 
In the longer term we envisage a form of network scanning that might 

be termed ‘incident audit’ – akin to road safety audit – being developed in 
the long term. The aim is to provide a methodology that can identify where 
infrastructure failure will have the worst consequences for movement of 
people and goods. It includes tools for engineers and planners to determine 
critical network locations, and devise strategies and remedial measures to 
safeguard network performance. These tools can be applied at a variety of 
planning levels, from strategic planning to tactical planning and opera-
tional management and control. 
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3.1  Critical Infrastructure Protection 

The infrastructure of a society consists of facilities such as communica-
tions, power supplies, transportation, water supplies, and the stock of 
buildings. In a broad definition of infrastructure, it is also possible to in-
clude basic societal functions like education, national defense, and finan-
cial and judicial systems. Here, the notion critical infrastructure will refer 
to the collection of large technical systems, for example electric power 
grids, which form the basis for most activities in a modern society, and are 
of great importance for the economic prosperity. Today, critical infrastruc-
ture protection is also considered to be a matter of national security.1
This chapter introduces a framework for quantitative vulnerability as-

sessment (vulnerability analysis and evaluation) of critical infrastructure 
systems. The framework is applied to electric power delivery (i.e. electric 
power transmission and distribution). Vulnerability is described as a sus-
ceptibility (sensitivity) to threats and hazards that substantially will reduce 
the ability of the system to maintain its intended function. 
Disturbances in the electric power supply can originate from natural dis-

asters, adverse weather, technical failures, human errors, labor conflicts, 
sabotage, terrorism, and acts of war. A disturbance has its starting point in 
                                                     
1  American security policy makes a distinction between “homeland security” and “national 
security”. Critical infrastructure protection is identified as a “critical mission area” in the 
National Strategy for Homeland Security from 2002. However, protection of the infra-
structures has traditionally been an integral part of the defense in countries such as Swe-
den and Norway (embraced by concepts such as “total defense” and “societal security”). 
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an initiating event, i.e. a threat or hazard that is materialized. This event is, 
in turn, leading to one or more technical conditions in the power system 
that may lead to a smaller or larger power system failure and possibly a 
loss of electric power for all, or some, users, i.e. a power outage (black-
out). In this chapter, a national security perspective is adopted, and the fo-
cus is, thus, on events that can cause severe stress on the whole society. 
For electric power delivery, this means power outages with a prolonged 
duration, a large power loss, and many affected people. 
It is possible to find a broad range of checklists and practical frame-

works for risk and vulnerability analysis. That is, step-by-step descriptions 
of how to conduct a specific method or how to use a particular analysis 
technique, as well as worksheets for conducting surveys (e.g. DoE 2002a; 
2002b; IEC 1995). There are, however, few general frameworks that ap-
proach the subject of quantitative vulnerability assessment in a more 
scholarly manner. Relevant knowledge (modeling and analysis techniques) 
can be found in many scientific disciplines including mathematics, statis-
tics, electric power systems engineering etc. (see also the other chapters). 
In order to be able to properly use quantitative techniques, there is a need 
for a fundamental discussion about the context of the quantitative model-
ing, as well as concepts such as “vulnerability” and “reliability”. 

3.2  Electric Power Delivery and Major Power Outages 

An electric power system can schematically be divided into generation 
units (generators, transformers etc.), delivery systems, and users. Where 
the electric power delivery system usually consists of: 

Transmission grids (high-voltage) are meshed networks, connect-
ing large generating stations (e.g. hydro power and nuclear 
power), sub transmission grids, and very large users. Transmission 
grids enable power trading with other countries and facilitate the 
optimization of generation within a country. 
Sub transmission grids, or regional grids, are radial or locally 
meshed networks connected to the transmission grid via infeed 
points. Smaller generating plants (e.g. wind power stations and gas 
turbines), and large users are connected to these grids. 
Distribution grids (low-voltage) are radial networks that carry the 
electric power from the higher voltage levels to the final users. 
The number of levels in a distribution grid depends upon the den-
sity and magnitude of demand and the terrain. 
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In an electric power system there always has to be a balance between 
the load and the generation (the real time power balance stage is called dis-
patch). The load on the system varies over day and season, and so does the 
available generation. These conditions put special requirements on the op-
eration and control of the electricity generation and delivery process. In 
general, there are three levels of control: i) The control center or Energy 
Management System (EMS); ii) The data collection system called SCADA 
(supervisory control and data acquisition system); iii) AGC (automatic 
generation control) for maintaining the instantaneous power balance. 
The impact of a major power outage will be determined by the nature of 

the affected area, the duration of the disturbance, the time of day, the 
weather conditions etc. A major blackout will affect all functions in a soci-
ety, and economical life stops in a region without electricity (UCTE 2003; 
U.S.-Canada Task Force 2004). People in large cities will usually be more 
affected than those living in rural areas. Indirect effects of a blackout can 
have a major spread in time and space, for example an increase in crimes 
in larger cities, interruptions in communications and transportations, and 
low indoor temperatures during wintertime. Especially critical is the state 
of dependence between telecommunications and power systems. After a 
few days there can be a shortage of food and fuel, which affects the reserve 
supply of electricity from backup generators. 

3.3  Vulnerability Assessment 

3.3.1  The Vulnerability Concept 

The concept of vulnerability is employed in e.g. psychology, sociology, 
political science, economics, epidemiology, biology, environmental and 
geosciences, and engineering (McEntire 2005). For technical applications 
there is no generally accepted definition of the concept. In Holmgren and 
Molin (2005) the following working definition is used: “Vulnerability is 
the collection of properties of an infrastructure system that might weaken 
or limit its ability to maintain its intended function, or provide its intended 
services, when exposed to threats and hazards that originate both within 
and outside of the boundaries of the system”. 
In this chapter, the concept of vulnerability is used to describe a lack of 

robustness and resilience in relation to various threats and hazards. Threats 
and hazards are the sources of potential harm or situations with a potential 
for harm. Hazards relate to accidental events, whereas threats relate to de-
liberate events. Robustness signifies that the system will retain its system 
structure (function) intact (remains unchanged or nearly unchanged) when 
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exposed to perturbations, and resilience implicates that the system can 
adapt to regain a new stable position (recover or return to, or close to, its 
original state) after perturbations. Here, robustness and resilience taken to-
gether is treated as the complement of vulnerability in the same way as 
safety can be an antonym to risk. (However, more refined distinctions can 
be made, e.g. Hansson and Helgesson (2003) show in a formal concept 
analysis that robustness can be treated as a special case of resilience.) 
The monadic concept “vulnerability”, divides systems into two catego-

ries: vulnerable, and not vulnerable. The comparative notion “at least as 
vulnerable as” compares systems according to their degrees of vulnerabil-
ity. A monadic concept can, in theory, be obtained from the comparative 
one through the addition of precise limit somewhere on the scale of de-
grees of vulnerability. A monadic notion of vulnerability is not useful in 
real life – all systems are sensitive to some threats and hazards, and hence 
vulnerable in some respect. However, using the comparative notion is not 
always straightforward. A system may be vulnerable with respect to some 
threats (perturbations) but not to others. If two systems are vulnerable in 
relation to different kinds of threats, there may be no evident answer to the 
question which of them is more vulnerable. They may very well be incom-
parable in terms of vulnerability. 
In this chapter, the following formal definition of vulnerability is pro-

posed: the vulnerability of an infrastructure system is the probability of at 
least one disturbance with negative societal consequence Q larger than 
some large (critical) value q, during a given period of time T. Let Q(t) be 
the societal consequence of a disturbance that occurs at time t, Tt . Then, 
the vulnerability of the infrastructure system is measured by the function 

).)(( qtQP
Tt

max (1)

Consequently, the vulnerability of an infrastructure system is the probabil-
ity of a system collapse causing large negative societal consequences.  
The consequence Q of a power outage can be described by technical in-

dicators such as power loss (MW) or unserved energy (MWh). Also, more 
general indicators can be employed, for example the cost of the power out-
age or the number of affected users. No attempt will be made here to ex-
actly specify what constitute large negative consequences (large q). How-
ever, the term severe strain on society (frequently used in Swedish official 
policy documents) can be used to loosely characterize what represents a 
major disturbance. 
In some situations it is possible to estimate the probability that a hazard 

or threat is realized, however, in other situations (e.g. antagonistic threats), 
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a conditional approach can be used. Let Ai be an initiating event, then the 
conditional vulnerability can be defined as  

).|)(( iTt
AqtQP max (2)

In a study of road network vulnerability, Jenelius et al. (2006) discuss 
the vulnerability concept, and referrers to the conditional probability as 
“exposure” (See further Sect. 3.4). 
There are obvious similarities to the risk and reliability concepts in the 

vulnerability measure above. However, the risk concept is both a bit more 
restricted and a bit broader. As with the risk concept, there are two dimen-
sions: the probability or likelihood of a negative event and the resulting 
negative consequences. Risk is often reserved for random/uncertain events 
with negative consequences for human life and health, and the environ-
ment. Regarding the vulnerability of the critical infrastructures, planned at-
tacks play an important role. Further, it is principally a focus on the sur-
vivability of the system, and the concept of vulnerability is not used in 
relation to minor disturbances. The reliability concept can be captured by 
several different measures. The reliability function (survivor function) R(t)
for an unreparied unit can be defined as R(t) = P(T > t), for t > 0, where T
is the time to failure. Accordingly, R(t) is the probability that the unit sur-
vives the time interval (0, t] (Høyland and Rausand 1994). 

3.3.2  The Vulnerability Assessment Framework 

A framework for quantitative vulnerability assessment of infrastructure 
systems is presented in Fig. 3.1. The framework draws on experiences 
from system studies conducted by the Swedish Defence Research Agency 
(FOI), and the traditional framework for risk assessment as presented in 
IEC (1995). Examples of vulnerability assessment frameworks inspired by 
the conventional risk analysis can also be found in Einarsson and Rausand 
(1998) and Doorman et al. (2006). 
The aim of a vulnerability assessment can be to identify events that can 

lead to critical situations (large negative consequences), and study how the 
function of the system can be restored after the disturbance. Further, the 
assessment can involve an evaluation of the level of vulnerability, and (if 
needed) an analysis of options for enhancing the robustness and/or resil-
ience of the system. The assessment of an existing system involves check-
ing its status or following up changes. A vulnerability assessment can, 
thus, facilitate the development of responses to possible crisis situations, 
and found the basis for prioritization between different alternatives to im-
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prove system performance. The task of conducting an assessment can cre-
ate an awareness of risk and vulnerability management in the organization 
and increases the motivation to work with these issues. 

Define the scope of the analysis
Describe the system

Identify threats and hazards 

Evaluate consequences of initiating
events (given measures for preven-
tion, mitigation, response, recovery) 

Acceptable level
of vulnerability?

Evaluate the vulnerability
Analyze options 

Documentation and follow-up

Apply new measures for
prevention of disturbances,

and/or mitigation,
response, recovery  
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Fig 3.1 A framework for quantitative vulnerability assessment of infrastructures 

3.4  Foundations of Vulnerability Analysis 

A fundamental part of the vulnerability assessment is the vulnerability 
analysis, which can be captured by the following four questions (compare 
with Fig. 3.1): 

1) What can go wrong? 
2) What are the consequences? 
3) How likely is it to happen? 
4) How is a normal state restored? 

The major difference between the risk and the vulnerability analysis is 
that the latter focuses on the whole disturbance process (the survivability 
of the system), and the major disturbances. For some initiating events (e.g. 
failure of technical components), it might be possible to estimate their fre-
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quency. For other events, the conditional probability can be used (Eq. 2). 
Thus, the total probability is a sum where the terms consists of two parts: i) 
the probability that the initiating events Ai occur, and ii) the probability 
that this leads to consequences Q > q, i.e. 

.))(()())((
i

iTtiTt
A|qtQPAPqtQP maxmax (3)

A typical situation when analyzing the vulnerability of technical sys-
tems, especially when dealing with new technologies, is that there are few 
data of disturbances with severe consequences (a low probability high con-
sequence, LPHC, problem). Useful information can be obtained from inci-
dents (precursors), but it is seldom possible to use standard statistical tech-
niques to estimate the vulnerability. Instead, mathematical models and/or 
experts’ opinions have to be used. In summary, there are three principal 
ways to estimate the probability of occurrence of a negative event: 

a) Statistical analysis of empirical disturbance (accident) data 
b) Mathematical modeling combined with empirical component data 
c) Expert judgments 

Regarding the resulting negative consequences of an event, a similar di-
vision can be made. Within the engineering disciplines, analytical and nu-
merical models play an important role in consequence analysis, among 
others for evaluating the consequences of fire, explosions, dispersion of 
chemical agents etc. There are advanced numerical models for static and 
dynamic analysis of power systems (e.g. optimal power flow). For exam-
ple, Milano (2005) provides a description of an open source toolbox for 
design and analysis of small to medium size electric power systems. 
Ordinary statistical analysis of empirical accident data is used exten-

sively in studies of traffic and workplace accidents. The use of mathemati-
cal modeling in combination with empirical component data is well estab-
lished in the nuclear and process industries (quantitative risk analysis or 
probabilistic safety analysis). Expert judgments are normally the primary 
sources of information in typical engineering risk analysis methods, and 
can be collected through more or less formalized methods (interviews, sur-
veys, workshops etc.). Empirical data can also be combined with expert 
judgments with Bayesian statistical tools. Overall, the traditional risk 
analysis offers a toolbox of established quantitative, and semi-quantitative, 
methods for safety analysis of well-defined technical systems. 
The rapid proliferation of information and control systems has increased 

the possibilities of optimizing, and controlling, industrial processes. To-
day, large technical systems are inherently so complicated that a layer of 
control, monitoring, and coordination is required for their normal opera-
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tion. When software is combined with hardware to create programmable 
systems, the ability to assure conformity assessment through analysis, test-
ing and certification becomes more difficult. 
A fundamental problem in system studies lies in the fact that the re-

sponse to all possible stimuli is not fully understood. Describing, and de-
limiting, a system as a first step in a vulnerability assessment is, thus, a 
daunting task. Uncertainties are experienced not only when it comes to the 
system itself, i.e. the interactions between the parts of the system, but also 
regarding the properties of the environment, i.e. the context. The interac-
tions between different infrastructures, often referred to as interdependen-
cies, are particularly important when dealing with critical infrastructure 
protection since infrastructures often act together to provide a service. 
In the literature, critical infrastructures are typically portrayed as com-

plex systems, but the meaning of the concept “complex” is often unclear. 
Commonly, the concept is used for characterizing the system, but it can 
also be a metaphor or analogy. The term complex can also be used to make 
an arbitrary distinction between something perceived as simple, and some-
thing perceived as complicated – the simple/complex dichotomy. Com-
plexity, used as a metaphor, generally implies a critique against the tradi-
tional reductionist approaches and the predominant systems theory. Thus, 
it is a conception that synergies emerge when large sets of entities are 
brought together. Labeling a system complex, can also be a way of swiftly 
capturing properties considered to be the hallmarks of complexity, i.e. non-
linearity, adaptability, self-organization, emergence etc. 
A variety of different measures would, hence, be required to capture all 

intuitive ideas about what is meant by complexity, and complexity, how-
ever defined, is not entirely an intrinsic property of the entity described; it 
also depends on who or what is doing the describing (Gell-Mann 1997). 
No attempts to make a formal definition of a complex system shall be un-
dertaken, instead the author agree with Simon (1962): 
“Roughly, by a complex system I mean one made up of a large number of parts that in-

teract in a nonsimple way. In such system, the whole is more than the sum of the parts, not 
in an ultimate, metaphysical sense, but in the important pragmatic sense that, given the 
properties of the parts and the laws of their interaction, it is not a trivial matter to infer the 
properties of the whole. In the face of complexity an in-principle reductionist may be at the 
same time a pragmatic holist.” 

Accordingly, the author argues that studies of critical infrastructures 
must rely on both detailed engineering modeling, and coarse modeling that 
focus on generic mechanisms. Existing methods for risk analysis can, to 
some extent, be adjusted and used in vulnerability analysis of infrastruc-
ture systems, but a major challenge is to further develop methods for 
analysis of complex systems (see examples in Sects. 3.5–3.7). 
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3.5  Example 1 – Statistical Vulnerability Analysis 

Generation and trading of electricity in Sweden is carried out in a competi-
tive environment, but Swedish grids are still regulated monopolies. The 
Swedish Energy Agency is responsible for ensuring that the grids are oper-
ated efficiently. As a part of the evaluation of tariffs, all utilities are obli-
gated to report power outages to the Agency. Utilities typically publish 
compiled power outage data in annual reports, but seldom use statistical 
tools in the analysis. The aim of the author’s study, presented in Holmgren 
and Molin (2005), is to explore the possibilities of using statistical analy-
ses of power outage data in vulnerability analysis of electric power deliv-
ery (compare with approach a) in Sect. 3.4). 
The vulnerability measure in Eq. (1) can be formulated as  

)()()( qRqFqQP 1 , (4)

where F(q) is the probability distribution function, and R(q) is denoted the 
survivor function. For a continuous random variable, F(q) is obtained by 
integrating the probability density function f(q). The study includes data 
from the Swedish national transmission grid (153 observations from 11 
years,), and the Stockholm distribution grid (Table 3.1). The power outage 
size Q is measured as the unserved energy (MWh), the power loss (MW), 
and the restoration time (h), i.e. there are six time series of power outage 
data.

Table 3.1 Power outage data from a Swedish distribution grid (1998–2003) 

Cause n nmax [MWh] nmedian [MWh] nQ3 [MWh] 
Equipment failurea 325 3900 1.0 2.4 
Unknown 55 106 0.6 1.4 
Otherb 45 9 1.6 2.9 
Human factorsc 41 11 0.3 1.3 
Damaged 5 20 0.9 1.5 
Nature/weathere 3 71 3.8 - 
Lightning 2 65 33.1 - 
All disturbances 476 3900 1.0 2.3 
n number of recorded power outages, nmax largest power outage, nmedian median power out-
age, nQ3 third quartile (75th percentile). 
a Failure in technical equipment controlled by the utility. 
b Technical, and human failures, outside the utility’s responsibility. 
c Failure by the utility’s personnel. 
d Deliberate attacks or sabotage. 
e Natural hazards or adverse weather (except for lightning). 
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The probability density functions f(q) in all the data sets have skewed 
shapes, and the largest recorded power outage is 100 000 times larger than 
the smallest. This is a characteristic feature of time series of accident data 
from many areas, i.e. there are several minor accidents, but few major ones 
(the LPHC problem). Statistical distributions such as the log-logistic, and 
the lognormal, fit the data somewhat reasonable. Evaluations of probability 
plots show a tendency for the data to be heavier in the tails than in both 
these distributions (log-logistic cannot be rejected in hypothesis tests). 
Recent studies of power outage data from the bulk electric systems in 

North America (data from the North American Reliability Council) show 
that the larger outages follow a power law (Chen et al. 2001; Carreras et al. 
2000, 2004b). That is, there is good linear fit in a plot of the empirical cu-
mulative survivor function ln(P(Q > q)) versus the size of the power out-
ages ln(q). The studies of the Swedish data also demonstrate that the power 
outage size follows a power law (see example in Fig. 3.2), where 

).()( qqAqQP ~ (5)

Since power law distributions have “heavy tails”, the distribution allows 
for extremely rare events with extraordinarily large size (as compared to 
the standard normal distribution). 

Fig. 3.2 Log-log plot of power outage data [power loss, MW] from the Stockholm distribu-
tion grid (1998–2003), i.e. ln(P(Q > q)) versus for ln(qn), n = 1,…,476. The plot (and a re-
gression analysis not displayed here) demonstrates that the distribution follows a power law 
for large q (Holmgren and Molin 2005). 

Utilities can use information from outage analysis when deciding on 
equipment purchase or how to organize maintenance. Systems for report-
ing incidents and disturbances can give increased knowledge about how 
disturbances arise and how disturbances can be avoided. Further, statistical 
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analysis of outages data makes it possible to objectively follow-up the sys-
tem performance, and to discover deficiencies that call for more detailed 
investigations. For both the studied Swedish power grids, there are no sta-
tistically significant shifts of the trend in the data – the outage size does 
not depend on the time. This can be an indication that the vulnerability of 
the systems not has changed considerably during the studied period. 

3.6  Example 2 – Graph Theoretic Vulnerability Analysis 

Complex systems can often in a useful way be described as networks, and 
networks can be represented as graphs. A graph G = (V, E) can be defined 
as “a triple consisting of a vertex set V(G), an edge set E(G), and a relation 
that associates with each edge two vertices (not necessarily distinct) called 
its endpoints” (West 2001). Depending on what type of systems that is be-
ing observed, vertices and edges can be accentuated differently. In the fol-
lowing, the graphs will be undirected, and connected, which relates to the 
general structure (topology) of the network, whereas directed graphs re-
lates to the actual flow of power in the network (given a specific opera-
tional scenario). Thus, the vertices can be generation units, stations, or us-
ers, and the edges can represent power lines.
Albert and Barabási (2002), and Dorogovtsev and Mendes (2002), re-

view recent advances made in the field of graph theory and network analy-
sis. A number of statistical measures have been proposed to characterize 
the structure of complex networks, and the following concepts are central: 

Average path length: the distance between two vertices is defined 
as the number of edges along the shortest path connecting them. In 
most complex networks there is, despite their often-large size, a 
relatively short average path length between any two vertices. 
Clustering coefficient: this measure captures the density of trian-
gles in the graph. The clustering coefficient of a vertex is the ratio 
between the actual number of edges that exist between the vertex 
and its neighbors and the maximum number of possible edges be-
tween these neighbors.  
Degree distribution the number of edges connected to a vertex is 
called the degree. The degree distribution P(k) of many empirical 
networks has a power law tail, P(k) k- , where  is between 1 and 
3 (Albert and Barabási 2002). 

The studies of networks has given birth to several classes of abstract 
network models. Erdös and Rényi introduced the idea of random graphs in 
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the late 1950s. The simple random graph model combines low clustering 
with an exponential degree distribution. Watts and Strogatz introduced the 
so-called Small World model in 1998. This model combines high cluster-
ing and a short average path length (Watts and Strogatz, 1998). In 1999 
Barabási and Albert presented the Scale-free network model that has a 
power-law degree distribution (Albert and Barabási 2002). 
As far as the author knows, graph theoretic models have been used to 

study the following electric power grids (the same aspects have not been 
studied for all networks): the Western States transmission grid in the U.S. 
(Watts and Strogatz 1998; Amaral et al. 2000; Crucitti et al. 2004a), the 
North American grid (Albert et al. 2004), the Italian grid (Crucitti et al. 
2004b; Rosato et al 2006), the French grid, the Spanish grid (Rosato et al 
2006), and the Nordic transmission grid (Holmgren 2006). 

Table 3.2 The structure of electric power transmission networksa

Network CActual CRandom lActual lRandom
The Western States power gridb 0.0801 0.00054 18.99 8.7 
The Nordic power gridc 0.0166 0.00049 21.75 10.0 
CActual Clustering coefficient (empirical network), CRandom Clustering coefficient (random 
graph of equivalent size), lActual Average path length (empirical network), lRandom Average 
path length (random graph of equivalent size). 
a For formal definitions and algorithms, see Holmgren (2006). 
b 4941 vertices and 6594 edges.  
c 4789 vertices and 5571 edges.  

In Holmgren (2006), an analysis of the structural vulnerability of the 
Nordic Interconnected grid and the Western States (U.S.) transmission grid 
is presented. Table 3.2 compares the structure of the power grids with ran-
dom graphs of the equivalent size (calculations for the U.S. grid are also 
presented in Watts and Strogatz (1998)). 
The Nordic grid is more scattered than the Western States (U.S.) grid, 

i.e. the average path length is larger and the clustering coefficient is lower. 
However, both transmission grids have a clustering coefficient signifi-
cantly larger than the random graphs, and the average path length is more 
than twice as large as in the random graph. That is, the transmission grids 
show the “small world” phenomenon (the clustering coefficient is much 
larger than in the equivalent random graph, but the average path length is 
only somewhat larger in the power grids). Further, it is shown that both 
power grids have approximately exponential degree distributions, which 
also is a characteristic feature of the random graph. (A study of the degree 
distribution of the Western States grid was initially presented by Amaral et 
al. (2000).) 
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In the structural vulnerability analysis, failures are modeled by remov-
ing randomly chosen vertices of the graph (error tolerance). Attacks are re-
alized through the removal of the vertices in decreasing degree order (at-
tack tolerance). Two different attack strategies are studied: vertices are 
removed by their initial degree (number of connected edges), or the degree 
is recalculated after every removed vertex. The power grids are compared 
with two network models, i.e. a random graph and a scale-free network 
(see also Albert et al. (2000) and Holme et al. (2002)). 
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Fig. 3.3 Defragmentation of four different networks of approximately the same size. The 
vertices (fraction f) are removed in decreasing degree order (i.e. the vertex with most con-
nected edges is removed first). After every removed vertex, the degree is recalculated. The 
relative size of the largest connected subgraph (component) S is used as a measure of the 
consequences of removing vertices, i.e. measure the attack tolerance of the network. The 
figure shows that the two electric power grids, and the scale-free network, are more sensi-
tive to attacks than the random graph (Holmgren 2006). 

Detailed data on the structure of the two transmission grids are re-
stricted. Hence, it is not possible to separate vertices representing users 
from vertices representing other installations. Thus, different indirect 
measures are used to estimate the consequences of removing vertices in the 
network. The simulations confirm the results from previous studies above, 
and demonstrate that all studied networks disintegrate considerably faster 
when vertices are removed deliberately than randomly, i.e. the networks 
have a lower attack tolerance than failure tolerance. Further, the two elec-
tric power networks exhibit similar disintegration patterns, both for ran-
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dom failures and attacks (Fig. 3.3). Also, it is shown that the scale-free 
network and the electric power grids are more sensitive to attacks than the 
random graph. 
An important field of application for the vulnerability analysis is to 

evaluate alterations of an existing system. As an experiment, the graph of 
the Nordic power transmission grid is modified by incorporating two new 
edges (power lines) between Sweden and each country in the region, i.e. 
six new edges. The new power lines are positioned as in an internal study 
proposal from Svenska Kraftnät (SvK) – the utility that operates the Swed-
ish national transmission grid. Comparing the augmented Nordic grid with 
the present Nordic grid, however, yields small, if no, visible changes in the 
error and attack tolerance (as analyzed here). Thus, a generic graph analy-
sis, based on open-source data of the structure of the networks, is too sim-
plistic for practical purposes. 

Table 3.3 Examples of hazard and threat scenarios (Holmgren 2006) 

Scenario Description Graph realization 
Major 
technical
failure

A major technical failure 
disables a station in the sub-
transmission grid or the 
distribution grids. 

Anyone of the vertices in the 
graph is removed with probability 
p = 0.005 (per year). Repair time: 
12 h. 

Snow-
Storm 

A snowstorm causes technical 
failures at the distribution level 
(overhead power lines). 

Any two adjacent edges in the 
distributions grid are removed 
with p = 0.01. Repair time: 8 h. 

Saboteur This class of adversaries has a 
broad spectrum of motives, and 
can act irrational. The saboteur 
has little knowledge of the 
power system, does not have 
access to explosives, and is only 
capable of a single-entity attack. 

Anyone of the vertices and edges 
in the distribution grids is a pos-
sible target. Attack by a rational 
(determined) saboteur: repair 
time 10 h. Attack by an irrational 
(opportunistic) saboteur: repair 
time 5 h. 

In order to illustrate how the methodology can be applied in a more de-
tailed evaluation of a system, a fictitious power delivery system is studied. 
A broad set of threat and hazard scenarios is represented as the removal of 
vertices and edges by introducing different repair times (a brief example is 
given in Table 3.3). The consequence of removing an entity in the graph 
might be a number of disconnected sink vertices (collectives of users). By 
assuming a load (MW) on each sink vertex, the consequence Q is meas-
ured as the unserved energy (MWh), here approximated as the power loss 
(MW) multiplied with the recovery time (h). The recovery time depends 
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on the repair times of the removed components. For all the scenarios, the 
measure P(Q > q) is calculated (conditional vulnerability is used for at-
tacks), and a relative comparison is made between three different tactics 
for upgrading the system: “Robustness” (strengthening the network by 
adding new edges), “Resilience” (shortening repair times), and “Combina-
tion” (a mix of the two other tactics). 
As pointed out above, the study of abstract models can be a way of find-

ing generic mechanisms, and increase the understanding of complex sys-
tems. Also, there are several practical reasons why studies of abstract net-
work models of electric power systems can be a useful complement to the 
analysis of actual systems. Firstly, electric power grids, as other complex 
systems, are extremely large if modeled in detail, and the simulations will, 
therefore, be extremely demanding. Secondly, detailed data on electric 
power grids can seldom be obtained since they often are restricted. 
Thirdly, vulnerability assessment involves studies of antagonistic attacks. 
For security reasons, studies of attacks against authentic networks will 
most likely be classified.  
However, the graph-based models described above are rather primitive, 

and a major drawback is that they do not capture how networks are oper-
ated. Electric power system analysis traditionally have a strong technical 
focus, including analysis of power flow, stability etc. for optimization of 
normal operations and emergency control (whereas the focus in this chap-
ter is on “in extremis” states). For example, Salmeron et al. (2004) de-
scribe an analytical technique (an algorithm) to search for the worst-case 
disruptions in an electric power grid due to physical attacks. The terrorists’ 
resources are specified as the number of people, and to interdict a power 
line, transformer station or sub station requires a given number of people. 
Currently, there are no practically usable generic graph models of elec-

tric power grids. Holmgren and Thedéen (2006) use a simple analytical 
graph model to represent a distribution grid. The network is modeled as a 
random tree (branching process), and it is shown that failure in the network 
(removal of edges) results in a power outage size distribution that follows 
a power law (compare with Sect. 3.5). The branching process model cap-
tures the hierarchical nature of electric power grids, but at this stage it does 
not include clustering (the clustering coefficient C = 0 in a tree since there 
are no cycles). 
Major power outages typically include cascading failures in electric 

power transmission grids, i.e. multiple failures that are the direct result of a 
common or shared root cause (UCTE 2003; U.S.-Canada Task Force 
2004). Given a lightly loaded power system, there is a very low likelihood 
that a trip in a power line will cause a power outage. As the load increases, 
more dependent failures occur, and at some critical load, a trip in a power 
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line might cause an instability that cascades in the network, and eventually 
resulting in a major blackout. 
There are several different approaches to studying cascading failures in 

power systems, see Dobson et al. (2005) for an overview of this subject. 
For example, Carreras et al. (2004a), use a DC load flow approximation, 
and standard linear programming optimization, to represent cascading 
transmission line overloads. Motter and Lai (2002) as well as Crucitti et al. 
(2004b) use graph models (simulation) that do not consider the flow in 
networks. There are also analytical models to study cascading failures, and 
Dobson et al. (2004) presents a branching process model for approximat-
ing the propagation of failures in a transmission grid. 
In summary, the author believes that it is vital to improve the under-

standing of the relationship between dynamics and vulnerability of com-
plex networks. Thus, vulnerability analysis of electric power networks 
would benefit greatly from more cross-fertilization between electric power 
engineering, and the network modeling and simulation of complex systems 
as introduced here.

3.8  Example 3 – Game Theoretic Vulnerability Analysis 

Antagonistic attacks are typically analyzed using conditional probabilities 
(Eq. 2). To use the probability concept when dealing with planned attacks 
is, however, problematic. The measures applied to protect the infrastruc-
ture will affect the antagonist’s course of action (assuming an informed 
adversary). Changes in how the defender perceives that the opponent will 
act, will again affect how the defense is allocated, which once more can af-
fect the antagonist’s behavior etc. There is an interaction between the at-
tacker and the defender. Therefore, studies of attacks embrace a game 
situation rather than a decision situation. In defense analysis, game theory
is widely used to analyze the effects of selecting alternative strategies to 
achieve a military objective (Shubik and Weber 1981). Games are used for 
planning, education, and for generating knowledge. Penetration testing 
(“red teaming”) is conducted to seek out technical and structural weak-
nesses in computer systems, and for studying attack approaches and con-
sequences of attacks. 
Paté-Cornell and Guikema (2002) presents a model based on probabilis-

tic risk analysis, and elements of game theory, for setting priorities among 
threats and among countermeasures. Bell (2003) studies the vulnerability 
of networks, and a game is set up between a router, who seeks to minimize 
the travel cost for data packets (or vehicles) by choosing routes in the net-
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work, and an antagonist, who seeks to maximize the travel cost by destroy-
ing edges. Bier et al. (2005) apply elements of game theory and network 
reliability analysis to identify optimal strategies for allocating resources to 
defend idealized systems against attacks.  
In Holmgren et al. (2006), the interaction between an attacker and a de-

fender of a power system is modeled as a game. In a numerical example 
(using a maximum-flow lossless network model for calculating the conse-
quences of attacks), the performance of different defense strategies against 
a number of attack scenarios is studied. An attack results in disabled ele-
ments in the network, which in turn may lead to loss of power for users 
(sink vertices). The total consequence of an attack is measured as the en-
ergy loss (MWh), which is approximated as the power loss multiplied with 
the recovery time. 
In the model, the defender can only spend resources on increasing the 

component protection (e.g. fortification), and/or decreasing the recovery 
time after an attack (e.g. repair teams), i.e. the defense budget ctotal =      
cprevent + crecovery. Every element i (vertices and edges) in the network has a 
protection described by the parameter pi. This parameter corresponds to the 
probability that an attack against element i fails. The protection pi of ele-
ment i is a function of the resources ci spent on protecting that element. 
The defender distributes the resources for protection between the N ele-
ments in the network. The repair time of element i depends on the re-
sources spent on recovery, as well as the type of the disabled element, and 
the attack method. In the model, it is assumed that the defender has a basic 
recovery capacity for maintenance and for repairing minor failures. Thus, 
the relative contribution of spending extra resources on recovery is studied. 
In summary, the total allocation of defense resources is described by the 
vector c = (c1,…, cN, crecovery).
The attack model only considers qualified antagonists. That is, deter-

mined, well-informed, and competent antagonists with access to enough 
resources to perform a successful attack against an electric power system. 
The antagonist is allowed to randomize between which targets to attack, 
and rj correspond to the probability that target j is attacked (a target can 
consist of more than one element in the network), given that an attack is 
made. The vector r of dimension M then describes the mixed strategy, and 
three different classes of attack strategies are considered: 

Worst-Case Attack: The antagonist chooses the target that maxi-
mizes the expected negative consequences of the attack. 
Probability-Based Attack: The antagonist tries to maximize the 
probability that the outcome of an attack is over a certain magni-
tude q, i.e. P(Q > q).
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Random Attack: The antagonist chooses the attack target ran-
domly, and each target is attacked with equal probability. 

An attack scenario is constructed by specifying the class of attack strat-
egy, and a few additional parameters that captures tactics and modes of 
operation. The aim is to make the attack scenario more realistic by adding 
a few conditions and restrictions (e.g. regarding the amount of damage that 
can be inflicted to the targeted elements) 
The interaction between the defender and the antagonist is described as 

a two-player zero-sum game, where, simultaneously, the defender chooses 
an allocation of defense resources, and the antagonist chooses a target to 
attack. Consequently, it is assumed that the defender’s payoff is the nega-
tive value of the attacker’s payoff. The situation where the attacker tries to 
maximize and the defender tries to minimize the total expected damage 
can, thus, be translated into an optimization problem. The game theory 
model has deliberately been kept simple, and it is assumed that both play-
ers have perfect information about the system, and the resources and pref-
erences of the other.  
In a simple numerical example (using a stylized version of the national 

Swedish transmission network) the performance of different defense 
strategies against a number of attack scenarios is studied. For this example, 
it is possible to find an optimal allocation between protection and recovery 
for the given scenarios (Fig. 3.4). This allocation depends on the total 
amount of resources ctotal and the attack scenario. During an extreme situa-
tion there are more elements whose failure will cause large negative con-
sequences compared to the normal situation. As a result, in this situation it 
is more effective to spend a larger proportion of the resources on recovery 
than during the normal situation. 
It is not possible to find a dominant defense strategy in the numerical 

example. That is, a defense strategy with lower expected negative conse-
quence than every other defense strategy against every attack scenario. A 
defense optimized against the Worst-Case Attack strategy will not neces-
sarily provide an optimal defense against other attack scenarios (e.g. a sce-
nario involving a Probability-Based Attack strategy). It is possible to use a 
number of statistical methods to give a ranking of the different defense 
strategies, and a few different ways of comparing the different defense 
strategies against each other are discussed in the paper. 
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Fig. 3.4 Numerical example from a game theoretic vulnerability analysis model presented 
in Holmgren et al. (2006). The figure shows the balance between resources for protection 
and recovery for a given pair of defense and attack scenarios. The dotted lines display the 
expected negative consequences  for three different total amount of resources ctotal as a 
function of the fraction crecovery/ctotal. The solid line shows the optimal distribution between 
protection and recovery for different budgets ctotal, i.e. the minimum of the dotted lines. Ex-
tra calculations have been made to find the optimal distribution for ctotal between the hori-
zontal lines. 

In conclusion, it is well known that theoretical results in game theory 
depend significantly on how the game situation is modeled (the set of 
players, the set of strategies for each player, the choices that each player 
can make, the set of payoffs corresponding to the utility each player can 
receive etc.). Modeling antagonistic attacks against infrastructures, the in-
formation is very limited, and it becomes difficult to exactly specify the 
structure of the game. However, the author believes that using concepts 
and general models from game theory is a very powerful way of framing 
the problem. 

3.8  Vulnerability Evaluation 

3.8.1  Vulnerability Evaluation Criteria and Strategic Options 

The vulnerability evaluation (compare with Fig. 3.1) can be based on dif-
ferent decision criteria: 



50     Å.J. Holmgren 

Technology based criteria (e.g. best practice or best available tech-
nology) 
Right based criteria (e.g. formulated in prescriptive standards or 
regulations given as quantitative limits) 
Utility based criteria (e.g. cost-benefit/cost-effectiveness analysis). 
Combination criteria 

If the level of vulnerability cannot be accepted, there are several strategic 
options. It might be possible to avoid, or prohibit, certain activities (avoid-
ance), or a choice, intentional or unintentional, can be made not to take 
any actions at all (retention). That is, to bear potential negative conse-
quences within the normal activities. Further, actions or measures improv-
ing the protection of the infrastructure can be employed (reduction). The 
responsibility can also be transferred to another entity (distribution), e.g. 
via insurance, or a combination of retention and transfer (sharing) can be 
used, e.g. forming joint ventures. 
An infrastructure operator might face threats with a potential of causing 

extremely large negative societal consequences. In a commercial contract, 
events such as these can be covered by a Force Majeur clause (if the event, 
and its effects, is considered to be outside the operator’s possibility to con-
trol, the operator might be relieved of further responsibility). To ensure the 
survival of the company, and to hedge against commercial loss, a private 
infrastructure operator might use some insurance solution. However, to fill 
the gap between national security and risk management in private organi-
zations, some form of public commitment is often required. 

3.8.2  Options for Electric Power Systems Protection 

Crisis management consists of a number of phases, for example: prevent, 
mitigate, response, recover, and learn. Measures for the prevention of fail-
ures and attacks aims at reducing the likelihood, or avoiding, that an event 
occurs. Mitigation aims at minimizing the negative consequences of an 
event. Response includes measures performed during the acute crisis phase 
in order to minimize the negative consequences of an event. Finally, re-
covery involves all measures carried out to bring back the system to a 
normal state after an event. 
A general principle can be to first try to prevent a systems from degen-

erating into alert and emergency states, but if this does occur, it is impor-
tant to minimize the disturbance, and restore normal conditions as quickly 
as possible. However, to prevent major power disturbances is generally 
considered to be complicated, and requires substantial resources. For ex-
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ample, the Swedish transmission grid consists of some 15 000 km of over-
head power lines, localized mainly in rural and uninhabited areas. Thus, it 
is not economically, or technically, achievable to fully eliminate the vul-
nerability of the Swedish power system in relation to antagonistic attacks. 
Consequently, for some threats, the solution can be to allocate more re-
sources to response and recovery (compare with Sect. 3.7). 

Prevention and Mitigation 

Some general tactics for prevention and mitigation are: barriers (to con-
fine/restrict a condition with potential for harm); redundancy (to improve 
system availability through additional, identical, components); diversity 
(applied to equipment, functions, and staff); training, quality control, and 
procedures review; preventive maintenance; monitoring, surveillance, test-
ing and inspection (Parry 1991). 
Electric power transmission grids are commonly designed and operated 

according to the deterministic “N - 1 Criterion”. That is, the whole system 
must be capable of operating normally even when a major failure occurs. 
Measures to avoid failures in technical systems have traditionally been 
concerned with the safety perspective, but the tactics listed above are also 
suitable for creating physical security. Also, there is a variety of security 
mechanism that is designed to detect, prevent, or recover from a cyber at-
tack, e.g. firewalls, Intrusion Detection Systems, and anti virus software.  

Response and Recovery 

The response to a power outage can be based on the same principles as 
normal electric power system operations. The emergency control involves 
automatic countermeasures to cope with instabilities in the power grid (e.g. 
load shedding can be implemented to manage loss of power generation), 
and the use of system monitoring tools (computer based early-warning sys-
tems) to keep the system from degenerating further. 
Power systems restoration includes determining the detailed state of the 

system, preparing the equipment for restoration to service, reintegrating 
and rebuilding the system, and balancing generation and load as they, in a 
controlled manner, are brought back to their normal level. A general tacti-
cal choice is between the “build-down” approach (i.e. reenergizing the 
bulk power network before resynchronizing most generators), and the 
“build-up” approach (i.e. restoring islands that will then be mutually inter-
connected). The “build up” approach is more common and usually selected 
in a scenario involving a complete system collapse (Ancona 1995; Adibi 
and Fink 1994). 
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3.9  Concluding Remarks 

The crisis management of large-scale power outages demands coordinated 
actions between countries, and is therefore of interest to the international 
community. The process will involve stakeholders both from public and 
private organizations. Even though the transnational terrorism and the cy-
ber threats are alarming, major blackouts in recent years show that adverse 
weather and technical failures need consideration. 
Critical infrastructure protection demands a holistic view; both technical 

and non-technical factors are of great importance. Thus, a vulnerability as-
sessment methodology based on multiple perspectives is recommended. 
Proactive work is needed in order to assure that the infrastructure systems 
will be able to supply the services that a modern society relies on. A gen-
eral principle can be first to try to prevent the systems from degenerating 
into alert and emergency states, but if this does occur, it is important to 
minimize the extent of the disturbance, and restore normal conditions as 
quickly as possible.  
The preferred vulnerability analysis approach depends on the objective

of the analysis, but also on the available information about the system. The
traditional risk analysis offers a toolbox of well-established quantitative 
methods, and can to some extent be used to analyze the vulnerability of the 
technical systems that form the infrastructure. However, recent advances in 
network modeling and simulation, and also game theoretical approaches, 
should be taken into account.  
Even if a systematic vulnerability assessment is conducted, decisions on 

critical infrastructure protection will involve a great deal of uncertainty.
Commonly proposed solutions are to take decisions successively (i.e. using 
adaptive strategies), and to develop the ability to act on unexpected situa-
tions as they emerge (e.g. through the use of games as a learning and plan-
ning tool). Other recommendations are that uncertainties relevant to deci-
sion situations should be made explicit and understandable to the decision 
makers, and that a vulnerability assessment should include some form of 
sensitivity analysis.
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4.1 Introduction 

The damages and losses caused by unscheduled events such as earth-
quakes, floods, and other major natural disasters have sudden and signifi-
cant impacts on the economies of regions where these events occur. The 
impacts of damage on production facilities and lifelines (e.g. utility lines 
and transportation networks) may spread across several regions via import-
export relationships and have serious economic impacts on even distant 
regions far from the location of the event. 
Economic impacts from unscheduled events stem not only from dam-

ages and direct losses, but also from recovery and reconstruction activities. 
To recover and reconstruct facilities and lifelines damaged by unexpected 
events using investment or government financial aid, both the direct and 
indirect economic impacts from the events need to be measured in regional 
and interregional contexts. Direct economic impacts are defined as direct 
changes in production and demand due to the disruption of production fa-
cilities and lifelines from unexpected events; indirect economic impact is 
defined as the change in other sectors due to the change in a sector based 
on inter-industry relationships (Kim, Ham, and Boyce 2002; Ham, Kim, 
and Boyce 2005a, 2005b; Sohn et al. 2002; Sohn et al. 2003). 
Issues that are not typically studied, however, include the temporal con-

figuration in network economic loss analysis.  Previous research analyzed 
the network loss for a certain given year (Kim, Ham, and Boyce 2002; 
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Ham, Kim, and Boyce 2005a, 2005b; Sohn et al. 2002; Sohn et al. 2003).  
The results, however, do not reflect the spatio-temporal changes even 
though the impact of unscheduled events, such as earthquakes, changes 
over time.  In this chapter, the temporal configuration of data is modified 
from yearly to quarterly. Annual final demand and total output becomes 
quarterly.  Changes in temporal configuration, however, raise two issues: 
1) how to manage the spatio-temporal data, and 2) how to improve the 
static equilibrium model to reflect the spatio-temporal changes. 
This chapter suggests solutions to these problems.  The first problem 

can be resolved through designing and implementing a spatio-temporal 
data model.  Towards developing a spatio-temporal model, existing spatio-
temporal models are reviewed in Section 4.2.  Based on the review, the 
data model for network loss analysis is proposed in Section 4.3.  The 
methodology for modifying the static equilibrium model to reflect the spa-
tio-temporal changes is suggested in Section 4.4.  The data and preliminary 
analysis results are discussed in Section 4.5.  Finally, future directions for 
developing a physical design for implementation are discussed in Section 
4.6.

4.2 Review of Spatio-Temporal Data Models 

Since Hägerstrand (1970) introduced the notion of time as a third dimen-
sion in spatial analysis, various researchers have included the dimension of 
time in their analyses (Peuquet 2001, El-Geresy et al. 2002).  Spatio-
temporal data models allow us to have a better understanding of the spatio-
temporal changes in a dynamic environment. Spatio-temporal data models 
enable us to trace and analyze historical changes, and to forecast and esti-
mate future changes (El-Geresy et al. 2002).   
El-Geresy et al. (2002) propose three organizational bases for classify-

ing spatio-temporal data models: ‘Time’, ‘Space’, and ‘Feature’.  They are 
expressed as axes that construct the ‘data space’ as shown in Figure 4.1.  
Based on this classification, spatio-temporal data models can be classified 
into three categories such as ‘Space based approach’, ‘Time based ap-
proach’, and ‘Feature based approach’ depending on which organizational 
basis is facilitated.  We propose a fourth category, ‘Multiple bases ap-
proach  for the models that have multiple organizational bases.  Table 4.1 
shows the taxonomy of the spatio-temporal data models.  
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Feature (Object)

Space

Time

Data Space

Fig. 4.1. Problem space with three organizational bases (El-Geresy et al. 2002, p. 192)  

Table 4.1. Taxonomy of spatio-temporal data models

Approaches Models Articles 
Space based approach Location based model (Langran 1988;1992) 

Snapshot model (Langran 1992) 
(Armstrong 1988) 
(Yuan 1994) 

Event based model (Peuquet and Duan 1995)

Time based approach 

Process based model (Claramunt and Thériault 1995) 
(Pang and Shi 2002) 

Amendment vector model (Langran 1989; 1992) 
Space-time composite model (Langran 1992) 

Feature based approach 

Spatio-temporal object model (Worboys 1994a; 1994b) 
Triad model (Peuquet 1994) Multiple Bases approach 
Three domains model (Yuan 1994) 

Abraham and Roddick (1999) and Peuquet (2001) proposed the object-
oriented modeling approach for development of spatio-temporal models.  
The object-oriented modeling approach itself is not a model but a model 
design method.  Therefore, even if the models use the same object-oriented 
modeling approach, the characteristics of the models might be different.  
All models are extensions of traditional representation data models, such 

as raster and vector models, in terms of their representational method.  
Most are extensions of existing DataBase Management Systems (Peuquet 
2001).  
Models that are organized according to Space (or Location) are a typical 

example of a raster model.  Because of the model’s simplicity, implement-
ing, querying and accessing the model is simple and efficient. 
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As an extension of vector based models, those models that have Feature 
as the organizational basis have been developed.  The feature is defined as 
a simple feature (line, point, polygon, etc.) (Langran 1989). The space-
time composite model extends the simple feature to the feature that repre-
sents geographical change in two-dimensional space (Langran 1992). The 
space-time composite, finally, is extended to the spatio-temporal object 
that represents spatio-temporal change by extending the two-dimensional 
space to three-dimensional space with the time dimension (Worboys 
1994a, 1994b). 
The advantage to this approach is that the topological relationship and 

integrity of individual features are explicitly maintained (Peuquet and 
Duan 1995).  However, the redundancy of features could be an issue de-
pending on the concept of features (Yuan 1994).  
Unlike the Location based and the Feature based models, models with 

Time as the organizational basis are not confined to raster models and can 
be adopted by both raster and vector based models.  However, the spatio-
temporal changes involve the issue of maintaining the integrity of topo-
logical relationships.  The model by Claramunt and Thériault (1995) deals 
with this issue by employing the versioning technique.  Pang and Shi 
(2002) handle the issue by using the Voronoi model. 
The notable point of departure from other Time based models is the 

concept of events. The concept of events has evolved from a moment when 
the event occurs (Peuquet and Duan 1995) to a set of processes of the 
event itself (Claramunt and Thériault 1995; Pang and Shi 2002). Time 
based models with events provide an efficient method for spatio-temporal 
queries (Peuquet and Duan 1995). 
The last category consists of the models that have multiple organiza-

tional bases.  For the Triad model (Peuquet 1994), the bases are Space 
(where), Time (when), and Feature (what).  Similarly, the three domains 
model (Yuan 1994) has temporal, spatial, and semantic (aspatial) domains 
as organizational bases.  The models can incorporate both raster and vector 
representation models.  Also, the models conceptually allow queries ac-
cording to both location and feature.  In the following section, spatio-
temporal data models for network loss analysis are suggested.  
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4.3 Conceptual Design for Spatio-Temporal Data Model 

4.3.1 Characteristics of Data in Network Loss Analysis 

In this section, the characteristics of data used in network loss analysis in 
terms of space and time are investigated in order to design a spatio-
temporal data model for network loss analysis.  The characteristics are 
classified into three categories: spatial characteristics, temporal character-
istics, and spatio-temporal characteristics. 

Spatial characteristics:   
Data for network loss analysis consists of three simple spatial features 

such as points, lines, and polygons based on the Vector-based spatial 
model.  These features support transportation analysis and multi-regional 
input output analysis. 
Data that supports transportation analysis contains highway and railway 

networks. Each network consists of lines (called links) and points (called 
nodes).   Among the nodes, there are centroids which represent earthquake 
analysis zones (EQAZs).  Secondly, the 83 EQAZs, which are polygons, 
support the data for multi-regional input output analysis.  In other words, 
the data of multi-regional input output analysis can be effectively visual-
ized via EQAZs.  The centroids provide the linkage between transportation 
analysis and multi-regional input output analysis.  In addition, the epicen-
ters, which allow an analysis of the earthquake impacts, are represented by 
point features. 
In short, the important spatial characteristic of network loss analysis is 

that it is a vector-based (or feature based) model consisting of three simple 
features such as points, lines, and polygons. 

Temporal characteristics:
The data for network loss analysis has two kinds of temporal elements: 

the data for transportation and multi-regional input output analysis have 
three months as a unit and the historical earthquake data has an irregular 
time interval. 

Spatio-temporal characteristics:   
Spatio-temporal characteristics are related to the spatio-temporal 

changes in network loss analysis in this chapter.  The commodity flow on 
the network is to be updated (or changed) every 3 months.  Multi-regional 
input output analysis data, such as total output, is to be changed quarterly 
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as well.  Note that the commodity flow on the network is changed since the 
multi-regional input output analysis data is changed over time. 
In network loss analysis, the major analysis is calculating the economic 

impact (or loss) caused by disruptions on the transportation network due to 
the earthquake.  Therefore, disruptions or damages of the links change 
over time based on the recovery scheme (or function). 
In addition, the spatial configuration is not changed over time while at-

tributes such as commodity flows and total output are changed quarterly; 
this is a unique spatio-temporal characteristic.  

4.3.2 Suitability of Spatio-Temporal Data Models 

Considering the characteristics examined above, the feature based ap-
proach is judged to be suitable for network loss analysis due to the follow-
ing reasons.  Since network loss analysis consists of various feature types 
such as points, lines and polygons, the feature should be the basis for orga-
nizing the spatio-temporal data or changes.  In addition, the data is in a 
vector-based format.  Thus, the space based approach and multiple bases 
approach are judged to be unsuitable for network loss analysis. 
Next, the changes of attributes of features are of major concern in this 

chapter.  Since the frequency of changes is not often and is a fixed interval, 
managing the time components is a relatively minor issue.  In other words, 
compared to traffic data or hydrological data, the spatio-temporal changes 
of network loss analysis occur in long-term intervals (3 months).  More-
over, the time interval of the changes is fixed.  This makes the time based 
approach unsuitable. 

Table 4.2. Suitability of spatio-temporal data models  

Approaches Models Suitable?
Space based approach Location based model No

Snapshot model No
Event based model No

Time based approach 

Process based model No
Amendment vector model Maybe 
Space-time composite model Yes 

Feature based approach 

Spatio-temporal object model Yes 
Triad model NoMultiple Bases approach 
Three domains model No 

Among the models in the feature based approach, the space-time com-
posite (Langran 1992) and spatio-temporal object models (Worboys 1994a, 
1994b) are adapted to the spatio-temporal data model for network loss 
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analysis.  Since the Space-Time composite model is an improved version 
of the Amendment vector model, the amendment vector model is disre-
garded.

4.3.3 Spatio-temporal Data Models for Network Loss Analysis 

Since the network loss analysis data are of two different kinds in terms 
of spatio-temporal characteristics: 1) features that have attribute changes 
over regular time interval, 2) point-features that have attribute changes and 
spatial changes over irregular time interval, two models are utilized.  The 
data of network loss analysis can be classified into these two categories as 
shown in Table 4.3. 
For the data in category 1, the Space-Time composite model is applied 

since it can handle the attribute changes over time efficiently with minimal 
data redundancy (Langran 1992).  Similarly, Shaw and Xin (2003) adapt 
this model to their spatio-temporal data model for the exploratory analysis 
of interaction between transportation and land use. 
The spatio-temporal object data model (Worboys 1994a; 1994b) is fa-

cilitated for the data in category 2.  Since the epicenter has simple attrib-
utes such as location, moment of magnitude and time of occurrence, and 
most epicenters have different locations, it does not raise the data redun-
dancy problem of the spatio-temporal object model, which Yuan (1994) 
has mentioned. 

Table 4.3. Two types of data in terms of spatio-temporal characteristics  

Category 1 Category 2 
Attribute changes over time Yes Yes 

Spatial changes over time No Yes 
Time interval Regular Irregular 

Data Network (points and lines)
EQAZ (polygon) 

Epicenters (points) 

Those models are designed via an object-oriented modeling technique.  
The unified modeling language (UML) diagram of the spatio-temporal 
model of network loss analysis is shown in Figure 4.2.  This model con-
tains three components: Space-Time Composite (STC) components, Snap 
Shot (SS) components, and Spatio-Temporal Object (STO) components.  
Note that the name of each class begins with the abbreviation (e.g. 
STO_Epicenter).
According to the methodology developed by Shaw and Xin (2003), 

Space-Time Composite components are built from the Snap Shot compo-
nents.  Each snap shot layer of data contains the data at a certain time in-
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terval (e.g. transportation data at first quarter of the year 2000).  It be-
comes a Space-Time Composite in the STC components.  
In the STO components, an object of STO Epicenter class is considered 

as a spatio-temporal atom (Worboys 1994a; 1994b).  The Epicenters class 
is the collection of these spatio-temporal atoms. 

Spatio-Temporal Object 
Components

Snap Shot Components

Space-Time Composite Components

STC_Transportation STC_MRIO

SS_Transportation SS_MRIO

+ConsistsOf1

1..*

+ConsistsOf1

1..*

Epicenters

+location
+timeOfOcurence
+MomentMagnitude

STO_Epicenter

+ConsistsOf1

1..*

Fig. 4.2. UML diagram for spatio-temporal data model

Table 4.4. Related ISO standards  

 Number Title 
ISO 19107:2003 Geographic information – Spatial schema Spatial feature  
ISO/DIS 19125-1 Geographic information - Simple feature ac-

cess - Part 1: Common architecture 
Time ISO 19108:2002 Geographic information – Temporal schema 

ISO/DIS 19133 Geographic information - Location based ser-
vices tracking and navigation 

Network  

ISO/DIS 19134 Geographic information - Multimodal loca-
tion based services for routing and navigation 

The spatio-temporal data models can be enriched by adopting ISO stan-
dards: ISO 19107:2003 and ISO/DIS 19125-1 for spatial feature modeling, 
ISO 19108:2002 for temporal object modeling, and ISO/DIS 19133 and 
ISO/DIS 19134 for network feature modeling (see Table 4.4) since those 
standards provides the conceptual framework of the data models and those 
are agreed and developed by internationally well-known experts. 
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4.4 Spatio-Temporal Analysis Models of Network 
Economic Loss 

In order to capture the dynamics of nationwide economic impacts of infra-
structure on the transportation network due to unscheduled events, the Spa-
tio-Temporal Analysis Model (STAM) is developed based on the analysis 
models developed by Kim, Ham, and Boyce (2002); Ham, Kim, and Boyce 
(2002); Ham, Kim, and Boyce (2004); Sohn et al. (2002) and Sohn et al. 
(2003).  The analysis model consists of the Integrated Commodity Flow 
Model (ICFM), Final Demand Loss Model (FDLM), and Multiregional In-
put Output (MRIO) model.   
The ICFM is a combined transportation network model that simultane-

ously solves the user equilibrium route choice model, mode choice model, 
and trip distribution model.  It estimates interregional commodity flows on 
highway and railway networks by having an Input-Output model as a con-
straint (Kim, Ham, and Boyce 2002; Ham, Kim, and Boyce 2005a, 2005b; 
Sohn et al. 2002; Sohn et al. 2003). 
The FDLM estimates final demand loss due to disruption of the net-

work.  It is based on a resiliency factor, which represents how resilient the 
production of a certain economic sector is to a disruption of network links 
that disrupts the commodity flows for a zone (Sohn et al. 2002; Sohn et al. 
2003).  Note that both the ICFM and FDLM are static models based on a 
one year period, so the results from the models cannot capture the dynam-
ics of spatio-temporal changes within the analysis period. 
The static models can be utilized in new temporal configurations since 3 

months (a quarter of a year) is still a valid time interval for long-term 
models like ICFM and FDLM.  However, temporal dependency or interac-
tion cannot be ignored since the damages to the network and the final de-
mand are different among quarters.  In other words, the damages to the 
network will be recovered over time and the decrease of the final demand 
will be recovered over time, too. 
In order to include the temporal changes, ICFM and FDLM are ex-

tended to the snapshot ICFM and FDLM, and MRIO is extended to Se-
quential Inter-industry Model (SIM).  The snapshot mathematical models 
for ICFM and FDLM are suggested as following: (Note that the snapshot 
ICFM and FDFM are simply adding a time variable into the mathematical 
model). 
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Snapshot ICFM

m
m
it

m
ijt

ij

m
ijtmm

m ijw
m
ijt

mw
ijtmw

ijtmm

w
jjt

mjw
m

mw
jjt

aw

f w
at

X
x

x
g

x
x

x
g

d
g
x

ddZ
w

at

ln1

ln1

)(),(min
0,

xh
xh

(4.1)

Subject to: 

k

m
jt

n
jkt

n

mn
j

i

m
ijt yxax   for all m and j at time t (4.2)

m
ijt

w

mw
ijt xx   for all m, i, and j at time t (4.3)

m

mw
ijt

r

mw
ijrt g

x
h   for all m, w, i, and j at time t (4.4)

0mw
ijrth for all m, r, w, i, and j at time t (4.5)

where the exogenous variables are: 
mna  = technical input-output coefficient representing the inputs 

from sector m; required to make one unit of output of sec-
tor n;

m  = cost sensitivity parameter for sector m;
m  = cost sensitivity parameter for sector m;
w
jjd  = intraregional distance for region j by mode w (miles);
mg  = factor for converting sector m from dollars to tons 

($/ton);
m
iX  = total estimated output of sector m in region i ($); and 

m
jy  = final demand (consumption, investment and government 

expenditures) for sector m in region j ($) 



Spatio-Temporal Models     67 

The endogenous variables are: 

)( w
a

w
a fd = distance function of total flow on link a by mode w

(miles); 
w

af  = total flow on link a by mode w (tons) = 
m ijr

aw
ijr

mw
ijrh ;

aw
ijr  = 1 if link a belongs to route r from region i to region j by

mode w, and 0 otherwise; 
mw
ijrh  = flow of output of sector m from region i to region j on 

route r by mode w (tons); 
m
ijx  = flow of the output of sector m from region i to region j

($);
mw
ijx  = flow of the output of sector m from region i to region j

by mode w ($); 
h  = vector of route flows; and 
x  = vector of interregional flows 

Snapshot FDLM

]})[()]1(){[( 1
13 ttt fAIRDAIf (4.6)

where
tf  = change of the final demand by sector by zone at time t;

A  = 13 sector by sector direct input coefficient by zone;  
tD  = network disruption ratio by zone at time t;

T
131  = )11( ;

RT
131  = one minus sectoral resiliency factor vector;  

tf  = final demand by sector by zone before the earthquake at 
time t;

 = tensor; and  
 = defined as nmijij gbGB )( where nmijbB )( and
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Based on these models, two types of STAMs are proposed: 1) STAM 
before unscheduled event and 2) STAM after unscheduled event.  Before 
describing these two models, the quarterly Sequential Interindustry Model 
(SIM) is explained because it provides STAMs with dynamics of econo-
mies.

4.4.1 Sequential Inter-industry Model (SIM) 

In order to capture temporal economic characteristics and temporal de-
pendency, a static MRIO model needs to be extended to the Sequential In-
terindustry Model (SIM), which is utilized in the framework of STAMs.  
Romanoff and Levine (1981) first introduced the SIM, which is an exten-
sion of input-output framework.  With fixed time intervals, the SIM ex-
tends the static input-output model to make it more dynamic.  

Table 4.5. Production mode classification  

Production Mode 
Sector

ID Industries (Sectors) 
1 Agriculture, Forestry, and Fisheries Long Anticipatory
2 Mining 
6 Primary Metals Industries 
7 Fabricated Metal Products 
8 Industrial Machinery and Equipment 
9 Electronic and Electric Equipment 
10 Transportation Equipment 

Short Anticipatory

12 Other Durable Manufacturing 
Responsive 3 Construction 

4 Food and Kindred Products 
5 Chemicals and Allied Products 
11 Other Non-Durable Manufacturing 

Just-in-time

13 TCU*, Services, and Government enterprises 
* Transportation, Communication, and Utilities 

A SIM for STAM is developed for a quarter of a year (3 months) by 
adopting the model developed by Okuyama, Hewings and Sonis (2004).  
The SIM has different production modes depending on the characteristics 
of the sectors.  The 13 sectors are assigned to four production modes: long 
anticipatory mode, short anticipatory mode, responsive mode, and just-in-
time mode.  The sectors in long anticipatory mode anticipate demand four 
quarters (one year) ahead while the sectors in short anticipatory mode an-
ticipate demand one quarter (3 months) ahead.  The sectors in responsive 
mode respond to the demand one quarter ago.  The sectors in just-in-time 
mode adjust production depending on current demand.  Detailed classifica-
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tion is shown in Table 4.5.  Note that classification of industries will be 
explained in section 4.5.1. 
SIM assumes that the production structure, represented as technical co-

efficient (A), is constant over time, there are no inventory and capacity 
limitations, and the future final demands are perfectly predictable. 
Based on the production modes and the assumption, the following for-

mulation suggested by Okuyama, Hewings and Sonis is used for the quar-
terly SIM (2004, pp. 100-101): 

ttjtrtastalt yxAxAxAxAx 114 (4.7)

 where,
xt  = total output at time t
yt  = final demand at time t
Aal  = MRIO technical coefficient matrix for the long anticipa-

tory sectors with 4 quarters (one year) anticipation 
Aas  = MRIO technical coefficient matrix for the short anticipa-

tory sectors with 1 quarter anticipation 
Ar  = MRIO technical coefficient matrix for the responsive 

sectors with 1 quarter response period 
Aj  = MRIO technical coefficient matrix for the just-in-time 

sectors

And, solving the above system yields the following equation (Okuyama, 
Hewings and Sonis 2004, pp. 100-101): 
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where,
Ak   = k th power of MRIO technical coefficient matrix 
Gk(Aa,Ar,Aj) = a matrix function whose ij element contains the 

sum of synergetic path gains among different pro-
duction modes from industry i to j with a total de-
lay of k.
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From SIM, the quarterly total output (xt) will be calculated and then util-
ized by STAMs as an important input.  The relationship between SIM and 
STAMs will be described in next section. 

4.4.2 Spatio-temporal Analysis Model for  Priori 
Unscheduled Event (STAM-1) 

Before/without the unscheduled event, snapshot ICFM and quarterly 
SIM provides the interregional and intraregional commodity flow, as well 
as the commodity flow on each link with two modes, such as highway and 
railway.  By using quarterly SIM, each quarterly snapshot ICFM reflects 
the quarterly characteristics of the economy.  
This model needs the temporal constraint.  In other words, decision-

makers dictate the timeframe analyzed by the model.  For example, if the 
user wants to know the commodity flow on the transport network for 3 
quarters starting with the 1st quarter of 2005, STAM-1 produces analysis 
for 1st quarter, 2nd quarter, and 3rd quarter of 2005. 

Fig. 4.3. Spatio-temporal analysis model for a priori unscheduled event (STAM-1)  

With the temporal constraint, Figure 4.3 shows STAM-1.  The snapshot 
ICFM at a certain quarter (t) needs the final demand at t (yt) and total out-
put at t (xt) as inputs.  The final demand at t is exogenous.  The total output 

a
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at t is estimated by quarterly SIM described in section 4.4.1.  When quar-
terly SIM estimates the total output, it needs time-series data of final de-
mand, including before t and after t.  Since the total output for snapshot 
ICFM reflects the temporal dependency of the economy by quarterly SIM, 
each snapshot ICFM also reflects the temporal characteristics of the na-
tional economy. 

4.4.3 Spatio-temporal Analysis Model for  Posteriori 
Unscheduled Event (STAM-2) 

After the unscheduled event, such as an earthquake, the status of the na-
tional economy begins to change dramatically because the transportation 
network is disrupted and the disruption of the network will have to be re-
covered through time.  Network disruption has two impacts on the econ-
omy.  First, the pattern of commodity flow changes, since the commodity 
flow will reroute due to increase in the travel cost of certain links.  Sec-
ondly, final demand will be decreased because the input flow to production 
will decrease.  These impacts at time t will cause the changes at time t+1
and so on. 
These spatio-temporal interactions are established in Spatio-temporal 

Analysis Model 2 (STAM-2) as shown in Figure 4.4.  Note that the impact 
at time t feeds into the status of time t+1 via Most Likely Path Flow 
(MLPF), letting us have the path flow of the commodity.  In other words, it 
depicts which flows pass through the zone and which flows start and stop 
at the zone.  This information is utilized when the zonal disruption ratio is 
calculated.  The flows which pass through at a certain zone are discarded 
when calculating the zonal disruption ratio. 
The unscheduled event (e.g. earthquake) occurring at time t causes net-

work damage at time t.  The disruption at t changes the zonal disruption ra-
tio and it is fed into FDLM.  With the disrupted network and changed final 
demand determined by FDLM, ICFM assigns the commodity flow on the 
highway and railway networks at time t.  From the result of ICFM at time 
t, MLPF is generated.  It changes the zonal disruption ratio at time t+1 
with the network disruption.  Note that the network disruption at time t+1
might be different from the network disruption at time t since the damages 
are being recovered gradually.  The interactions last until t+n which the 
decision-maker or user designates.  In other words, if the user would like 
to explore the temporal changes in the economy after n time intervals (at 
t+n) since the earthquake, the iterations might last until time t+n.  Or, this 
model iterates the interaction until the economy is recovered fully.  By us-
ing this analysis model, the economic network loss over time can be cap-
tured and analyzed. 

a
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Fig. 4.4. Spatio-temporal analysis model for a posteriori unscheduled event (STAM-2)  

4.5 Data and Preliminary Research Results 

In this section, the data we have for the research and the data needed for 
further research are described.  In addition, preliminary research results are 
presented to illustrate how the research can be implemented.  Note that 
some of results are excerpted from previously published materials.  

4.5.1 Data for the Research 

According to previous research done by by Kim, Ham, and Boyce (2002), 
Ham, Kim, and Boyce (2005a, 2005b), Sohn et al. (2002) and Sohn et al. 
(2003), the data for this research consists of four parts: analysis zones, 
transportation networks, bridges data and economic data.  The difference 
from the previous work lies in the fact that this research requires time-
series economic data such as quarterly final demands. 
First, the analysis zones are defined and termed EQAZ (Earthquake 

Analysis Zones) in the previous work (Kim, Ham, and Boyce 2002; Ham 
2001; Ham, Kim, and Boyce 2005a, 2005b; Sohn et al. 2002; Sohn et al. 
2003).  Two sets of zones are developed consisting of 36 zones (shown in 
Figure 4.5) and 83 zones (shown in Figure 4.6) respectively.  These sets of 
zones are constructed based on county boundaries, state boundaries and 
National Transportation Analysis Regions (NTAR).  Thus, 36 EQAZs are 
defined and used to analyze the mid-west states in detail in terms of the 
commodity flow; 83 EQAZs are an expanded version of the 36 EQAZs in 
order to take the other states into account.   
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Fig. 4.5. Thirty-six earthquake analysis zones  
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Fig. 4.6. Eighty-three earthquake analysis zone  

Secondly, the transportation network data has two modes: highway 
(shown in Figure 4.7) and railway (shown in Figure 4.8).  The highway 
network is constructed based on the National Highway Planning Network 
(NHPN), with the interstate highway network extracted using GIS.  The 
major strength of the NHPN is that it contains the linear referencing sys-
tem information.  The railway network is based on the railway layer in the 
National Transportation Atlas Database (NTAD) from 2003; heavy traffic 
railways were used to construct the railway network. 
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Fig. 4.7. Highway network  

Fig. 4.8. Railway network  

The third component of the data are the bridge data.  These data were 
developed from the National Bridge Inventory (NBI) for 2002, which is 
comprehensive bridge data collected by the Federal Highway Administra-
tion (FHWA).  The format of the NBI is a plain ASCII file in table shape.  
In order to use the NBI data for the research, two tasks are done.  First, the 
ASCII data are converted into MS Access database format to facilitate eas-
ier use of the data.  Second, bridges on the network are located since the 
location data in the NBI, such as longitude and latitude, is hidden because 
of national security reasons.  The linear referencing systems in NBI and 
NHPN are utilized to locate and match the bridges on the network.  How-
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ever, some states do not have any matched bridges because of wrong or 
missing linear referenced data. 
The final data needed are the economic data for the Multi-regional Input 

Output Model (MRIO).  The data for MRIO consists of MRIO coeffi-
cients, trade coefficient and final demand.  These are classified into 13 sec-
tors (or industries) as shown in Table 4.6.  Note that these are available for 
83 and 36 EQAZs. 
MRIO coefficients are based on the national input-output (I-O) table 

published by the United States Bureau of Economic Analysis (BEA).  
Trade coefficients are calculated based on the Commodity Flow Survey 
(CFS) of 1997, published by US Census Bureau and Bureau of Transporta-
tion Statistics (BTS).  Final demands are available annually and quarterly 
from year 1997 to year 2022.  These are estimated based on the Regional 
Econometric Input-Output Model (REIM) developed by the Regional Eco-
nomics Applications Laboratory (REAL) at the University of Illinois at 
Urbana-Champaign and the Federal Reserve Bank of Chicago. 

Table 4.6. Sectoral classification  

Sector ID Sectors 
1 Agriculture, Forestry, and Fisheries 
2 Mining 
3 Construction 
4 Food and Kindred Products 
5 Chemicals and Allied Products 
6 Primary Metals Industries 
7 Fabricated Metal Products 
8 Industrial Machinery and Equipment 
9 Electronic and Electric Equipment 
10 Transportation Equipment 
11 Other Non-Durable Manufacturing 
12 Other Durable Manufacturing 
13 TCU*, Services, and Government   Enterprises 

* Transportation, Communication, and Utilities 

4.5.2 Preliminary Research Results of Economic Network 
Loss Analysis 

Feasibility of the proposed research can be expressed through the pre-
liminary research results.  The results of the economic network loss analy-
sis are presented to show how the Integrated Commodity Flow Model 
(ICFM) can be used in post-earthquake analysis.  Based on the data de-
scribed in section 4.5.1, the economic network loss is calculated under an 
unscheduled event by using ICFM (Kim, Ham, and Boyce 2002; Ham, 
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Kim, and Boyce 2005a, 2005b; Sohn et al. 2002; Sohn et al. 2003).  The 
analysis shows how the economic impacts of the links differ from common 
expectations.
Figure 4.9 presents five scenarios from analysis of the ICFM reported in 

Ham’s dissertation (2001).  Scenario A is total disruption of the links on I-
94 between Chicago, IL and Gary, IN. Scenario B disrupts the links on I-
65 between Louisville, KY and Nashville, TN. Scenario C disrupts the 
links on I-40 between Little Rock, AR and Nashville, TN.  Scenario D is 
the combination of B and C, and scenario E is the combination of A, B, 
and C.  According to the results of the study, disruption of I-94 in scenario 
A has a greater impact on economic activities than disruption of I-65 in 
scenario B and I-40 in scenario C, even though the location of scenario A 
is further from the New Madrid fault epicenter than scenarios B and C. 

Scenario A
Total cost change: 0.31 %

Scenario A
Total cost change: 0.31 %

Scenario B
Total cost change: 0.22 %

Scenario B
Total cost change: 0.22 %

Scenario E (A+B+C)
Total cost change: 0.75 %

Scenario E (A+B+C)
Total cost change: 0.75 %

Scenario D (B+C)
Total cost change: 0.44 %

Scenario D (B+C)
Total cost change: 0.44 %

Scenario C
Total cost change: 0.25%

Scenario C
Total cost change: 0.25%

Scenario A
Total cost change: 0.31 %

Scenario A
Total cost change: 0.31 %

Scenario B
Total cost change: 0.22 %

Scenario B
Total cost change: 0.22 %

Scenario E (A+B+C)
Total cost change: 0.75 %

Scenario E (A+B+C)
Total cost change: 0.75 %

Scenario D (B+C)
Total cost change: 0.44 %

Scenario D (B+C)
Total cost change: 0.44 %

Scenario C
Total cost change: 0.25%

Scenario C
Total cost change: 0.25%

Fig. 4.9. Result of scenario analysis of ICFM (Ham 2001, p. 117)  

The commodity flow changes are shown in Table 4.7, illustrating the 
changes of commodity flow in terms of transportation modes and types of 
flow.  In scenario A, interregional commodity flows equaling as much as 
$7.21 billion are transferred to the intraregional commodity flows because 
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of increased shipping costs for highways due to the disruption of the high-
way network section.  In addition, the total commodity flows for Origin-
Destination (OD) pairs via highway mode are transferred, by as much as 
$3.13 billion, to railway mode.  

Table 4.7. Result of scenario A: changes of commodity flows (Ham 2001, p. 118)  

Scenario Commodity Flow Without Event With Event Difference Rate (%) 
Interregional 2863.80 2856.59 -7.21 -0.25 
Intraregional 1061.19 1068.40 7.21 0.68 
Total Highway OD 3064.95 3061.82 -3.13 -0.10 A

Total Railway OD 860.04 863.17 3.13 0.36 

As shown in this result, capturing the economic impact or significance 
of highway or railway links is possible using ICFM.  Note that the analysis 
is based on the yearly based static model. 

4.6 Implementation Plan 

The multi-regional input output analysis for each quarter has been esti-
mated by SIM (Sequential Inter-industry Model) from year 1997 to year 
2016.  In addition, the technology to implement the spatio-temporal data-
base has been reviewed and tested. 
The next step of this research is refining the spatio-temporal data model 

from conceptual design to physical design incorporating ISO standards.  In 
other words, with the spatio-temporal data model suggested and the 
mathematical model, the database for network loss analysis needs to be 
implemented.   
PostgreSQL 8.0.3 will be used as the DataBase Management System 

(DBMS). In order to implement the spatial features, open source software 
including PostGIS 1.0.3, a spatial extension to PostgreSQL, will be used.   
An additional concern with designing a database is facilitating explora-

tory analysis on the results of network loss analysis utilizing Geographical 
Information Systems (GIS).  Shaw and Xin (2003) mentioned that tempo-
ral GIS or spatio-temporal databases are helpful and critical components 
for exploratory analysis about spatio-temporal changes, such as the inter-
action between land use and transportation.  Therefore, the database needs 
to be designed to support this type of exploratory analysis. 
Since implementation of the spatio-temporal data model and analysis 

model should be tested, scenario analysis on the models will be performed 
with historical earthquakes such as the New Madrid earthquake (circa 
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1811, Moment Magnitude: 8) and the Northridge earthquake (circa 1994, 
Moment Magnitude: 6.7). 
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5.1 The Why and How 

5.1.1 Background and Scope of the Study 

Vulnerability, exposure and criticality in various infrastructures are issues 
that have been more explicitly looked into in recent years. However, road 
vulnerability as such has not been in focus for very long, despite the fun-
damental importance of our road networks in everyday life, as well as in 
crisis evacuation situations. Consequently, network reliability in transport 
modelling is an important and growing field of research (Lam 1999). The 
connection between reliability, vulnerability and other related concepts are 
discussed in Berdica (2002), with the main proposition that vulnerability 
analysis of road networks should be regarded as an overall framework, 
within which different transport studies can be performed to describe how 
well our transport systems function when exposed to different kinds of dis-
turbances. Following that approach, this paper presents the results from a 
model-based case study, performed with the overall objective to study how 
vulnerable the Stockholm road network is in different respects. More spe-
cifically it is built up around three main questions:  

1. How do interruptions of different critical links affect the system and 
how important are these links in relation to one another? 

2. How is the network performance affected by general capacity reduc-
tions and possible prioritisation of a sub-network? 
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3. How is the system affected by traffic demand variations, i.e. how 
close to its capacity limit does the system operate? 

How sensitive a (transport) network is to having its links closed down 
can be studied in different ways. Wollmer (1964) considers the problem of 
removing n links in a capacitated network such that the reduction in the 
maximum flow between an origin and a destination is maximised. Al-
though this approach may be relevant in many situations, the focus of the 
present study is on travel time rather than on maximum flow. Therefore, 
the approach by Ball et al. (1989) is more relevant. They consider an unca-
pacitated network for which there is a distance (or travel time) and a re-
moval cost associated with each link. They then pose the problem of re-
moving n links such that the increase in the shortest distance (travel time) 
between an origin and a destination is maximised given a budget for the 
removal of links. Jenelius et al. (2006) apply similar ideas in a recent vul-
nerability study of the uncongested, undirected network of northern Swe-
den (see also Taylor and D’Este 2004). An origin-destination trip (OD) 
matrix is given for the network. One link at a time is removed from the 
network and then replaced. For each such removal, some trips cannot reach 
their destinations (i.e. yielding infinite travel times) or there is a finite in-
crease in total travel time, as the trips that used the removed link are re-
routed to find their new fastest routes. Results are presented for all trips as 
well as for the trips starting from each separate municipality in the study 
area. As in the approach by Ball et al. (1989), these calculations are carried 
out under the assumption that link travel times are unaffected by the 
changes in the loads due to the rerouting of the trips. This is quite reason-
able for a rural network with almost no congestion. For the congested 
Stockholm network such an assumption is not valid. For this case it is nec-
essary to apply a network assignment model that allows link travel times to 
vary with link loads. This increases the computational burden significantly 
and it is necessary to restrict the analysis to a handful of carefully selected 
scenarios.
The network considered in the present analysis is that of the entire 

Stockholm Region (see Fig. 5.1). The area has a total of about 1.8 million 
inhabitants and stretches over 6500 km2.
This study focuses on disturbances of such duration that it is reasonable 

to assume that the road users are informed of the network status and have 
changed their behaviour accordingly. There are a number of behavioural 
mechanisms through which travellers adapt to new network conditions. 
For a disturbance lasting a couple of days or some weeks, which is as-
sumed here, changing trip frequency, travelling at another time of day, 
choosing another route or another mode of transport would be considered. 
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Fig. 5.1. The Stockholm Region with its 26 municipalities  
 
Changing one’s destination would be less plausible although it could be an 
alternative for certain types of errands. Longer-term changes such as 
changing car-ownership and reallocation of home and/or place of work 
would hardly be considered in the present context. In order to simplify the 
analysis and to highlight the results in a more distinct way, the present 
study considers adaptations in route choice under equilibrium conditions 
only and the effect that this has on travel times and distances for the road 
users in the Stockholm Region. It hence concerns a fixed car travel de-
mand, not allowing for changes in time period, trip frequency and/or trans-
fers to other modes. This may seem inappropriate, since not allowing for 
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21. Salem 
22. Botkyrka 
23. Huddinge 
24. Tyresö 
25. Nynäshamn 
26. Haninge 

N 

Land area 
6,490 km2 
Pop. (Dec 01) 
1,823,210 
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possible reductions in car traffic could lead to an overestimation of the 
congestion problems after an incident. However, studies show that people 
in general do not abandon their private car so easily (Transek 1999). Very 
long delays must be the case before most people would consider choosing 
to go by public transport, even when information on the disturbance is 
available beforehand. Therefore, excluding by assumption transfers to pub-
lic transport was deemed acceptable for the present case study. To exclude 
changes in trip timing and hence peak spreading is more questionable. This 
was still necessary because the available regional model for Stockholm 
does not include such behavioural mechanisms. 
The volume-delay (vd) functions are hence fundamental for the repre-

sentation of the behavioural responses to the disturbances in the network. 
They express travel time t (minutes) on each link as a function of traffic 
volume V (vehicles per hour and lane) and link length l (kilometres). Their 
general construction (as presented below) is a polynomial curve, combined 
with a linear function beyond the reference capacity V (vehicles per hour 
and lane), such that the function but not its derivative is continuous: 
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where ki  are speed limit and traffic condition dependent parameters and n
is the “polynomial” parameter. 
The functions are different for different links depending on their respec-

tive speed limit and traffic conditions, e.g. traffic is deemed more “dis-
turbed” in the city centre than on peripheral links. Because of the link 
length dependency, the exact form of the corresponding graphs will vary 
accordingly. The three vd-functions used on 50 km/h links for unit length 
of 1 km are shown in Fig. 5.2, while an explicit listing of all vd-functions 
and applied parameter values can be found in Berdica (2000). 
As traffic volume approaches the reference capacity, link travel time 

should increase rapidly. For final equilibrium solutions on the left hand 
side of this point, the form of the curve to the right does not matter. It sim-
ply ensures the convergence of the algorithm by which the equilibrium so-
lution is found. For solutions to the right, the linear function is designed to 
impose an extra travel time (independent of link length, as opposed to the 
polynomial part that is length dependent), to take into account that exceed-
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ing the reference capacity will result in queues.1 To represent this queuing 
time in a realistic way is very tricky, however, since it is very much de-
pendent on the length of the period for which this “overloading” lasts.  
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Fig. 5.2. Vd-functions used in EMME/2 for links of length 1 km and speed limit 50 km/h in 
various locations in the network. The numbers in the graph indicate reference capac-
ityV according to eqs. (1) and (2). The corresponding parameter vector k = (1267, 2, 802, 
0.2, 0.017), (2083, 1.4283, 928, 0.2, 0.015) and (4743, 1.2767, 1162, 0, 0.013), and n = 3, 4 
and 6, for the vd-functions from top to bottom, respectively 

The most important implication of choosing EMME/2 for this case 
study comes from the construction of the vd-functions and the application 
of the principle of user equilibrium: the modelled situation is that of a 
steady-state, but the linear part of the vd-function beyond reference capac-
ity means that there is no actual capacity limit – all traffic being let 
                                                     
1 The basis is the theoretical “clearing time” for a queue built up during one hour. 
In theory, the average queuing time is half of this value. The extra time added 
(i.e. “real” queuing time) is then again half of the theoretical queuing time, 
based on an assumption that the average bottleneck consists of two consecutive 
links.
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through is just a question of time. The resulting traffic volumes during e.g. 
the morning peak hour are hence to be regarded as manifested demand for 
travel on a link, rather than actual traffic flows during that hour. Also, the 
presently used algorithm is based on link flows only, and the feature of 
queues spilling over backwards on adjacent links is not captured. At the 
same time links downstream from an overloaded link are experiencing the 
same “excess” traffic volume (and the associated extra queuing time), al-
though this does not occur in reality since the vehicles in question simply 
cannot come through. Thereby a secondary purpose of the study crystal-
lises, and that is to investigate to what extent the present traffic equilibrium 
model is suitable for this purpose. To shed some light upon this, a com-
parative study was performed using an alternative network equilibrium 
model that was under development at the time, which uses a different ap-
proach as far as solution algorithm and vd-functions are concerned. An al-
ternative approach would have been to use some modern micro simulation 
model. This may be possible in the future. Implementation of such models 
is under way, though only for part of the network considered in this study. 

5.1.3 Building Scenarios 

In addition to a Base Scenario, in which today's traffic (base year 1997) is 
assigned to the network without “interference”, the study includes a total 
of twelve scenarios as listed in Table 5.1. 

Table 5.1. Description of case study scenarios 

Scenario Denomination Description 
1 Essinge Route 1 One lane closed, northbound direction 
2 Essinge Route 2 Complete closure, northbound direction 
3 Essinge Route 3 Complete closure, both directions 
4 Central Bridge Complete closure, northbound direction 
5 Western Bridge Complete closure, northbound direction 
6 Traneberg Bridge Complete closure, both directions 
7 Danvikstull Bridge Complete closure, both directions 
8 General red. in capacity Reduced ”free flow speed”, all links 
9 Selective red. in capacity Reduced ”free flow speed”, secondary road network 
10 Car traffic 1 Today’s traffic -8% 
11 Car traffic 2 Today’s traffic +8% 
12 Car traffic 3 Today’s traffic +16% 

The Stockholm road network stretches over a number of islands and the 
function of the system depends very much on the connecting bridges being 
passable. From this structure it is easy to realise that some of the most cru-
cial spots in Stockholm are the passages over the waters of Saltsjö-
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Mälaren. Therefore these five main bridges were chosen for the study of 
critical links (Fig. 5.3; reference capacities according to Table 5.2). It is in-
teresting to note that about 14% (485 per year) of the Stockholm Road As-
sistance Service commissions concern these very bridges. Closures of one 
or more lanes due to e.g. traffic accidents or physical failure were mod-
elled by simply putting the respective link capacity equal to zero (Scenar-
ios 1–7). 
 

Fig. 5.3. Chosen critical links over Saltsjö-Mälaren, Stockholm 

Considering the Swedish climate, one of the most common reasons for 
general capacity reductions in the road network is snow and/or sleet. Ac-
cording to Swedish Meteorological and Hydrological Institute (SMHI) sta-
tistics, days with snow additions of 20 mm or more come about approxi-
mately 15 times per season (November–April; Table 5.3). General 
reductions in road network capacity due to winter weather were modelled 
by altering the free flow speed in, and the form of, the link vd-functions. 
The modifications assume a 15% reduction in vehicle speed, based upon 
the results from studies at the Swedish National Road and Transport Re-
search Institute (VTI) of how different road weather conditions influence 
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e.g. driving speed (Wallman 1996). Scenario 8 can be said to represent 
slippery roads in general, while Scenario 9 simulates snow-clearing priori-
tisation in part of the network. The same fixed OD-matrix was used in both 
scenarios, since the VTI studies concluded that the presence of snow/sleet 
did not influence traffic demand noticeably. One would suspect that ex-
tremely bad overall weather has a greater effect, but that is not within the 
scope of this study. 

Table 5.2. Reference capacities and number of lanes for the five critical bridges 

Bridge Direction  Reference Capacity  
[veh/h/lane] 

    No of Lanes 

Essinge Route  Both 2000 3 
Central Bridge Both 2000 3
Western Bridge Southbound 2000 2

Northbound 1550 2 
Traneberg Bridge Both 1550 2 
Danvikstull Bridge Both 1150 2 

Table 5.3. Snow and temperature statistics for Stockholm-Bromma meteorological station 
(Source: SMHI; authors’ adaptation) 

Statistics Nov–Apr 1961–90 Average Max Min
Total amount (cm) of snow per winter 79.2 185 12
No of days with newly fallen snow of

< 2 cm 9.8 21 2
2–5 cm 9.6 18 2
5–7 cm 2.0 7 0
7–10 cm 1.8 4 0
> 10 cm 1.4 4 0

No of days with temp. passing 0˚C a 73.3 103 51
aAt least once during 24 hours 

As in most major cities, the seemingly ever-increasing traffic volume in 
Stockholm is becoming of growing concern. More or less normal travel 
demand variation around the average could also have a great effect, when 
the system is operating close to capacity limits. Scenarios 10–12 address 
this issue by simply decreasing/increasing traffic volumes in the OD-
matrix representing the travel demand. The factor of 8% was obtained as 
the estimated average standard deviation for daily traffic volumes, regis-
tered during two months 1998 (weekdays in February and October) at six 
traffic count sections in Greater Stockholm. 
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5.2 Analysis Results 

5.2.1 Modelling Details 

Travel demand is assigned in three different time periods: morning rush 
hour (7–8 a.m.), evening rush hour (4–5 p.m.), and an estimated typical 
“middle hour”. These have then been weighted together, presenting the re-
sults on a 24-hour basis. The principle direction of flow during the morn-
ing peak is toward the city centre. This period is therefore chosen for the 
presentation when relevant (basically in Scenarios 1, 2, 4 and 5). 
All model calculations are carried out at the detailed level of 1,246 OD-

zones (six of these are areas outside the region itself). For the sake of pres-
entation, calculated results such as travel distances, travel times and travel 
speeds need to be aggregated. All aggregation runs the risk of concealing 
spatial variation in the results, an effect that is sometimes referred to as the 
modifiable areal unit problem. To avoid this problem as far as possible, the 
aggregated zones must be carefully designed. In the present study the 
original OD-zones were aggregated to ten zones as listed in Table 5.4 and 
depicted schematically in Fig. 5.4. The aggregation is based on the follow-
ing principle: the original OD-zones have been aggregated around the ma-
jor arterial approach roads in Stockholm, without splitting any municipal-
ity apart from Stockholm city, and so that the critical bridges considered in 
Scenarios 1–7 always will be placed on the border between the aggregated 
zones. In this way, the risk of evening out interesting spatial variation in 
the results will be minimised. 
Note that the average changes in comparison with the Base Scenario are 

calculated for all trips in the whole of Stockholm Region, and not only for 
the trips over the critical passage over Saltsjö-Mälaren. The “maximum 
change” presented is simply the greatest absolute time/distance/speed 
change (also expressed as a percentage change) compared to the Base Sce-
nario, as found in the resulting aggregated 10×10 OD-relation matrix. It is 
hence the OD-relation that is “worst off” for each indicator in each sce-
nario. The speed measure used is simply total distance travelled divided by 
total time taken for all trips in the respective aggregate. 
Finally, a short note should be included regarding the convergence of 

the model for the different scenarios. It can be noted that out of the twelve 
scenarios × three time periods = 36 model runs, eight were interrupted by 
the maximum number of iterations stopping criterion. However, if a 1% 
relative  gap criterion  had been  used, only three runs would not have con- 
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Table 5.4. Description of the zone aggregation used in the presentation of the results 

Denomination Included municipalities    No of 
    zones 

(0) External areas Municipalities outside the Stockholm Region 6
(1) Western Stockholm Part of Stockholm city 88
(2) North inner City Part of Stockholm city 133
(3) South inner City Part of Stockholm city 44
(4) Southern Stockholm Part of Stockholm city 135
(5) North-western region A) Solna, Sundbyberg 250

B) Sigtuna, Upplands-Väsby, Sollentuna 
C) Upplands-Bro, Järfälla, Ekerö 

(6) North-eastern region D) Danderyd, Lidingö 248
E) Vallentuna, Täby, Österåker, Vaxholm 
F) Norrtälje 

(7) Eastern region G) Nacka 87
H) Värmdö 

(8) Southern region I) Tyresö, Haninge 96
J) Nynäshamn 

(9) Western region K) Salem, Huddinge, Botkyrka 159
L) Södertälje, Nykvarn 

Sum 1246

Fig. 5.4. Schematic illustration of the zone aggregation (capital letters refer to municipali-
ties as per Table 5.4) 
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verged in a proper manner.2  For Scenarios 2 and 3, though, the final equi-
librium solution was not always obtained, the greatest deviation being 
2.5% for the afternoon rush hour in Scenario 3. Detailed analysis of the re-
sult report shows, however, that the remaining differences are small and 
very unlikely to influence the general results and conclusions drawn. 

5.2.2 Winners and Losers: Net Effects 

In the base scenario there are about 111,000 trips during the morning rush 
hour, and a total of 1.6 million trips per day in the Stockholm Region. Av-
erage travel time / trip length / travel speed under “normal” conditions (as 
calculated by EMME/2) are: 

Morning rush hour: 28 min / 17 km / 37 km/h, 
Daily: 25 min / 14 km / 34 km/h. 

It may seem counter intuitive at first that average speed during the 
morning rush hour is higher, although the level of congestion is greater. 
This is explained by differences in the composition of trip purposes, which 
in turn has implications for the destination choices and trip lengths. The 
overall average effects (i.e. at the regional level) on travel time, trip length, 
and travel speed in the different scenarios are presented in Tables 5.5 and 
5.6. It should be noted that in virtually all scenarios (except the ones where 
it gets worse or better for everybody – basically Scenarios 8–12) there are 
both winners and losers, although the former are most often in a minority. 
The closure of a specific link will force travellers on routes including 

that link to choose another route to their destinations. This means that 
travel demand is also reduced on other links on the abandoned route, leav-
ing them less congested for traffic that is unaffected by the closure. As a 
second order effect this may attract other traffic to the now less congested 
links, hence changing congestion on still other links. In the end the travel-
lers on these links will, or will not, experience a travel time reduction. The 
total effects are intuitively very difficult to foresee but should be captured 
in a reasonable way by the user equilibrium assumption of the EMME/2 
model. Route choice is based upon minimisation of travel time, which 
means that the chosen route is not necessarily the shortest. Changes in traf-
fic load on certain links may, however, turn a previously shorter but slower 

                                                     
2 The stopping criterion used is the maximum of 30 iterations, 0.2% relative gap or 
0.2 minutes normalised gap, any of which occurs first. Empirically, a relative 
gap of 1% or less is considered sufficiently close to a perfect equilibrium (INRO 
1998, pp. 6–17).
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route into the fastest alternative. Hence, the closing of a link can also result 
in trip distance becoming less in some travel relations. Because of this, the 
average effect in terms of an absolute figure can sometimes seem insignifi-
cant (Tables 5.5 and 5.6). It is then of greater interest to study the effects in 
specific travel relations etc., which will be done in later sections. Average 
effect can, however, be quite large when related to the normal situation, as 
seen from the percentage changes for e.g. Scenario 3. 

Table 5.5. Mean effects at the regional level in different scenarios compared to the Base 
Scenario, calculated on a daily basis 

Scenario    Travel time 
    [min/trip] 

   Trip length 
   [km/trip] 

   Travel speed 
    [km/h] 

  0. Base Scenario 25.0 – 14.2 – 34.1 –
  1. Essinge Route 1 -0.1 0% 0.0 – 0.0 –
  2. Essinge Route 2 +1.7 +7% 0.0 – -2.2 -6%
  3. Essinge Route 3 +3.7 +15% 0.0 – -4.5 -13%
  4. Central Bridge +0.6 +2% +0.1 +1% -0.6 -2%
  5. Western Bridge +0.1 +1% 0.0 – -0.3 -1%
  6. Traneberg Bridge +0.5 +2% +0.2 +1% -0.4 -1%
  7. Danvikstull Bridge +1.2 +5% +0.2 +2% -1.1 -3%
  8. General reduction in capacity +3.5 +14% 0.0 – -4.3 -13%
  9. Selective reduction in capacity +1.0 +4% +0.1 +1% -1.2 -4%
10. Car traffic 1 -0.5 -2% 0.0 – +0.6 +2%
11. Car traffic 2 +0.5 +2% 0.0 – -0.7 -2%
12. Car traffic 3 +1.1 +4% 0.0 – -1.5 -4%

Table 5.6. Mean effects at the regional level in different scenarios compared to the Base 
Scenario, calculated for the morning rush hour  

Scenario     Travel time 
    [min/trip] 

    Trip length 
    [km/trip] 

    Travel speed 
     [km/h] 

  0. Base Scenario 27.8 – 16.9 – 36.5 –
  1. Essinge Route 1 +0.1 +1% 0.0 – -0.2 0%
  2. Essinge Route 2 +4.1 +15% +0.1 +1% -4.4 -12%
  3. Essinge Route 3 +5.3 +19% +0.2 +1% -5.5 -15%
  4. Central Bridge +1.6 +6% +0.1 +1% -1.7 -5%
  5. Western Bridge +0.3 +1% 0.0 – -0.4 -1%
  6. Traneberg Bridge +0.8 +3% +0.2 +1% -0.6 -2%
  7. Danvikstull Bridge +1.7 +6% +0.2 +1% -1.6 -4%
  8. General reduction in capacity +4.6 +17% 0.0 – -5.2 -14%
  9. Selective reduction in capacity +1.2 +4% +0.1 +1% -1.4 -4%
10. Car traffic 1 -0.7 -3% 0.0 – +1.0 +3%
11. Car traffic 2 +0.7 +3% 0.0 – -0.8 -2%
12. Car traffic 3 +1.9 +7% +0.1 0% -2.2 -6%
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5.2.3 Total Cost Estimation 

For an assessment of the effects in economic terms, it is of interest to con-
sider the total costs of extra travel time and/or trip kilometres (compared to 
the Base Scenario), experienced by all travellers in the Stockholm Region. 
Total travel time in the road traffic system in the Base Scenario is just 

over 660,000 hours per day. Using the official Swedish travel time value 
of 35 SEK per hour (private regional trips < 100 kilometres in length, 
1999) and occupancy rate of 1.46 persons per vehicle, the total value of car 
travel time under normal conditions is about 34 million SEK per day. On a 
yearly basis this amounts to 34 million  250 days = 8.5 billion SEK. The 
increase in total travel time of 7% on a daily basis in Scenario 2 may seem 
small. However, expressed in monetary terms (Table 5.7), it means that 
2.26 million SEK extra are spent each day that the Essinge Route is closed 
in the northbound direction. If we were not dealing with a “perfect infor-
mation” case, this cost would undoubtedly be higher, not only because of a 
non-equilibrium situation, but also because unforeseen delay is usually as-
signed a greater discomfort factor and hence a higher cost. 
An important clarification is that the travel time differences in the last 

three scenarios are calculated with respect to the number of trips in the 
Base Scenario. Hence, the stated effect of e.g. Scenario 12 does not in-
clude the extra costs that follow implicitly from a 16% increase in traffic. 
In other words, if Scenario 12 became a reality, the car travellers of today 
would face a total extra cost of 1.57 million  250 days = about 390 mil-
lion SEK per year. 

Table 5.7. Economic implication of change in total travel time (35 SEK/h) and in trip 
length (1.3 SEK/km) in different scenarios, compared to the Base Scenario, calculated on a 
daily basis 

Scenario Change in total cost [million SEK] 
Travel time    Trip length          Sum 

  1. Essinge Route 1 -0.08 -0.01 -0.09
  2. Essinge Route 2 +2.26 +0.02 +2.28
  3. Essinge Route 3 +5.04 +0.04 +5.08
  4. Central Bridge +0.74 +0.21 +0.95
  5. Western Bridge +0.20 +0.00 +0.20
  6. Traneberg Bridge +0.70 +0.32 +1.02
  7. Danvikstull Bridge +1.64 +0.49 +2.12
  8. General reduction in capacity +4.76 -0.04 +4.72
  9. Selective reduction in capacity +1.40 +0.21 +1.61
10. Car traffic 1 -0.65 -0.01 -0.67
11. Car traffic 2 +0.63 +0.02 +0.65
12. Car traffic 3 +1.52 +0.05 +1.57
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The first scenario apparently gives a slight travel time reduction at the 
regional level, corresponding to costs decreasing by about 80,000 SEK. 
This is caused by travel time decreasing in the “middle hour” run of the 
scenario. Bræss Paradox (see e.g. Sheffi 1985) shows that this is theoreti-
cally possible, but it has not been analysed any further whether the effects 
in this case can be explained by such a phenomenon. 
Concerning changes in trip length, the different scenarios cause very lit-

tle in terms of percentage extra kilometres travelled at the regional level 
(see Table 5.5). Still, using the perceived marginal cost of 1.3 SEK per 
kilometre (1999), there is a noticeable extra cost due to this extra distance. 
The total distance travelled daily in the system under normal conditions is 
about 22.5 million vehicle kilometres. The greatest change in trip length is 
an increase of 2% in Scenario 7, when Danvikstull Bridge is impassable. 
This increase of 374,000 vehicle kilometres per day translates into roughly 
0.5 million SEK extra in vehicle operating costs. 
For simplicity, the cost per vehicle kilometre used in the estimates 

above is only concerned with the owners’ perceived operating costs. The 
effect of Scenario 7 is even worse when considering first: the limited num-
ber of travel relations affected (to/from the Eastern Zone), and second: a 
clear concentration of increased traffic volumes on the alternative route in 
the southeastern part of the region. Assessing these effects at the regional 
level is hence less appropriate, since the most “damage” is caused along 
the alternative route that is actually chosen. It is also difficult to put a total 
price tag on these extra vehicle kilometres. Individuals experiencing in-
creasing vehicle operating costs (apart from the induced increase in travel 
time cost) is a fairly simple issue to price. Determining the costs for the 
whole society due to external effects such as increased pollution and noise 
is more difficult, and further analysis is not within the scope of this study. 

5.3 Discussion 

In this section, the extensive data material resulting from running the sce-
narios (some of which have already been presented in previous tables) is 
analysed and discussed in more detail, with the purpose to highlight the 
more local effects. A detailed listing of results (matrices and maps) can be 
found in Berdica (2000). 
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5.3.1 Saltsjö-Mälaren Passage 

The central east-west water strait called the Saltsjö-Mälaren passage di-
vides the Stockholm Region into two halves, with only three major and 
two minor bridges connecting them (see Fig. 5.3). In Scenarios 2, 4 and 5 
these major bridges (links) are each in turn closed in the northbound direc-
tion.3 Since this is the prevailing direction of flow during the morning rush 
hour, that is the period discussed in the following. Please note that the 
number of trips across the Saltsjö-Mälaren passage is constant by assump-
tion (Table 5.8). 

Table 5.8. Comparison of traffic volumes [vehicles] over the bridges (northbound direc-
tion) in Scenarios 2, 4 and 5 during the morning rush hour 

Bridge Base Scenario Scenario 2: 
Essinge Route 2 

Scenario 4:  
Central Bridge 

Scenario 5:  
Western Bridge 

Bridge at Gröndal 5100 – +1500 +1000 
Central Bridge 4500 +1500 –   +400 
Western Bridge 1700 +2500 +1700 –
Other 1500 +1100 +1300   +300 

From the changes in traffic volume it is clear that the five bridges are 
the main alternative routes for each other, in the case of an interruption of 
such duration that a new equilibrium route choice has been obtained. Since 
there are only these five bridges (“other” being two small bridges from the 
Old Town) for crossing the Saltsjö-Mälaren passage, the traffic pressure 
naturally increases on remaining connections. Closing the Essinge Route 
(Scenario 2) gives rise to an increase in demand for travel over Western 
Bridge of almost 150%, resulting in 2050 vehicles per hour and lane, while 
reference capacity is only 1550. It is then important to remember that all 
the extra vehicles on e.g. Western Bridge cannot possibly pass during the 
morning rush hour, and the number of vehicles should be interpreted as the 
demand for passing, rather than actual traffic flow over the bridge. 
To judge from the changes in travel distance in Table 5.9, incidents on 

Central Bridge give rise to the longest detours when considering maximum 
change. The average speed reduction is less than half the one resulting 
from Scenario 2, though. Hence the system has a better capacity for “swal-
lowing” the traffic from Central Bridge, one reason being that the longer 

                                                     
3 As a matter of fact, on October 14, 2005, a crane ship collided with the Essinge 
Route so seriously that one of the now four lanes in the northbound direction 
had to be closed for more than two months. On weekdays during the first two 
weeks after the collision, the average traffic volume decreased by about 1900 
vehicles during the morning rush hour in the northbound direction.
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distances involve a greater geographical spread. However, speed is not a 
very appropriate effect indicator, since longer travel time on a longer route 
may in fact give a speed increase, thus “concealing” the adverse effect. 
The relatively speaking small effects of the Western Bridge-scenario is 
probably explained partly by its location in-between the other two bridges, 
partly by its lower traffic load in the Base Scenario. 

Table 5.9. Comparison of average travel time, trip length and travel speed in Scenarios 2, 4 
and 5 during the morning rush hour (changes in relation to Base Scenario) 

Information     Scenario 2:  
    Essinge Route 2 

          Scenario 4:  
          Central Bridge 

         Scenario 5:  
         Western Bridge 

Travel time       
Mean change [min/trip] +4.1 +15% +1.6 +6% +0.3 +1%
Max. change [min/trip] +39.9 +91% +16.6 +37% +5.4 +13%
Trip length
Mean change [km/trip] +0.1 +1% +0.1 +1%   0.0 –
Max. change [km/trip] +1.5 +5% +3.0 +8% +0.7 +5%
Travel speed
Mean change [km/h] -4.4 -12% -1.7 -5% -0.4 -1%
Max. change [km/h] -19.0 -41% -7.6 -16% -4.5 -12%

The most affected travel relations are naturally from the zones south of, 
to the zones north of, the Saltsjö-Mälaren passage. For these, travel time 
increases with as much as 20–40 minutes per trip in Scenario 2. From this 
point of view, a closure of the Essinge Route in the northbound direction is 
the most critical one, as far as consequences are concerned. 

5.3.2 Other Critical Bridges 

Essinge Route 3, Traneberg Bridge and Danvikstull Bridge are scenarios in 
which the links are completely cut off in both directions. This comparison 
is made on a daily basis (Table 5.10). In case of a complete closure of the 
Essinge Route, again the most crucial travel relations are across the central 
water strait in the city. The effect in terms of number of relations affected 
is of course greater, since vehicles in both directions experience the altered 
conditions. The increase in travel time results in decreased travel speed, 
since Scenario 3 does not result in significant detours. Only just under 10% 
of the travel relations experience increased trip distance by half a kilometre 
or more. As expected, Scenario 6 affects trips to and from Western Stock-
holm the most, but there are effects in some north-south (and vice versa) 
relations as well. For Danvikstull Bridge, the travel time increases are 
without exception concentrated to journeys from and to the Eastern Re-
gion, hence the great difference compared to the average regional effects 
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of Scenario 7. The observed differences between Scenarios 6 and 7 regard-
ing increased trip length are to be expected, considering that Traneberg 
Bridge is more centrally located, with more alternative routes closer at 
hand.

Table 5.10. Comparison of average travel time, trip length and travel speed in Scenarios 3, 
6 and 7 on a daily basis (changes in relation to Base Scenario)  

Information    Scenario 3:  
   Essinge Route 3 

      Scenario 6:  
      Traneberg Bridge 

   Scenario 7:  
   Danvikstull Bridge 

Travel time     
Mean change [min/trip] +3.7 +15% +0.5 +2% +1.2 +5%
Max. change [min/trip] +30.2 +55% +7.7 +19% +30.5 +127%
Trip length
Mean change [km/trip] 0.0 – +0.2 +1% +0.2 +2%
Max. change [km/trip] +1.0 +3% +3.3 +11% +7.8 +27%
Travel speed
Mean change [km/h] -4.5 -13% -0.4 -1% -1.1 -3%
Max. change [km/h] -17.9 -37% -3.0 -7% -11.7 -25%

5.3.3 Bad Weather 

In two of the scenarios, snow is assumed to cause capacity reductions in 
the road network. In Scenario 8 the whole network is subjected to a 15% 
reduction in free-flow speed, while the main road network (= superior 
network + primary and secondary network, including European highways, 
main arterial roads, county roads in urban or rural areas; local municipal 
links and city centre are excluded) is left unaffected in Scenario 9. The 
presentation (Table 5.11) is based on the morning rush hour, simulating the 
effects of a snowfall very early in the morning, i.e. just before and then a 
short time after snow clearing has begun. 
As expected, trip lengths do not change considerably, while travel time 

increases when free flow speed decreases. The difference between the 
whole and only part of the road network being affected is quite large. In 
Scenario 8 the 15% decrease in free flow speed causes travel time in-
creases of 15–20% (10–15 min) in about 40% of the travel relations. For 
about one third of the OD-relations the relative increase is even greater 
(maximum around 25%). In Scenario 9, however, the increase in travel 
time is only 2–4 minutes between a majority of the zones and the maxi-
mum relative increase (as opposed to the maximum absolute increase of 
6% presented in Table 5.11) is about 9%. The prioritised network amounts 
to around 1/3 of the total model network in length, but generates almost 
3/4 of the vehicle kilometres in the system. The effect is (as usual for this 
time of day) greatest in south-north relations. Also, travellers to/passing 
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e.g. the city centre are worse off, which is natural considering the roads in-
cluded in the prioritised network. 

Table 5.11. Comparison of average travel time, trip length and travel speed in Scenarios 8 
and 9 during the morning rush hour (changes in relation to Base Scenario) 

Information    Scenario 8:  
   General reduction in capacity 

    Scenario 9:  
    Selective reduction in capacity 

Travel time    
Mean change [min/trip] +4.6 +17% +1.2 +4%
Max. change [min/trip] +14.9 +23% +3.8 +6%
Trip length
Mean change [km/trip] 0.0 – +0.1 +1%
Max. change [km/trip] -0.6 -1% +1.0 +2%
Travel speed
Mean change [km/h] -5.2 -14% -1.4 -4%
Max. change [km/h] -8.9 -19% -2.3 -5%

When considering the changes in speed in terms of percentages, it is 
found that a 15% reduction in free flow speed on all links (Scenario 8) 
gives rise to reductions in travel speed below that value just about as often 
as above it. When only part of the network is affected (Scenario 9), 95% of 
travel relations experience travel speed losses of only 6% or less. The brief 
conclusion drawn from this is that reductions in capacity due to weather 
can result in considerable delays. However, it is possible to reduce these 
effects to quite an extent by e.g. a well-planned snow clearing prioritisa-
tion.

5.3.4 Varying Link Capacity 

The Essinge Route is Stockholm’s most important arterial road. At the 
time of the study it had three lanes in each direction.4 Closing one out of 
three lanes in the northbound direction (Scenario 1) reduces the number of 
vehicles passing the bridge at Gröndal in that direction during the morning 
rush hour from 5100 to 3850 vehicles, which in turn results in an increase 
in traffic volume from 1700 to 1925 vehicles per remaining lane. By com-
paring the results of closing one lane (Scenario 1) and all three lanes (Sce-
nario 2), we can study the effect of different degrees of capacity reductions 
(Table 5.12). 

                                                     
4 Two additional lanes, one in each direction, have been added in early 2002.
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Table 5.12. Comparison of average travel time, trip length and travel speed in Scenarios 1 
and 2 during the morning rush hour (changes in relation to Base Scenario)  

Information      Scenario 1:  
     Essinge Route 1 

        Scenario 2:  
        Essinge Route 2

Travel time    
Mean change [min/trip] +0.1 +1% +4.1 +15%
Max. change [min/trip] +1.7 +4% +39.9 +91%
Trip length
Mean change [km/trip] 0.0 – +0.1 +1%
Max. change [km/trip] +0.2 +1% +1.5 +5%
Travel speed
Mean change [km/h] -0.2 0% -4.4 -12%
Max. change [km/h] -1.4 -4% -19.0 -41%

Table 5.12 clearly indicates that the effect of closing all three lanes is 
much worse than three times the effect of closing one lane. The resulting 
effects of Scenario 1 are however questionable. The road in question is 
very heavily trafficked and deemed to operate close to its capacity limit, 
and hence extremely sensitive to disturbances. Therefore one would expect 
larger effects in Scenario 1 than those indicated in the table. 
The resulting volume of 1925 vehicles per hour and lane in Scenario 1 is 

just under the reference capacity of 2000. It is hence on the polynomial 
side of the vd-function and the problem discussed earlier (see Section 
5.1.2) should not be an issue in this case. However, the results will be 
strongly dependent on how well the vd-functions are calibrated. It is obvi-
ous that the calculated effects may be smaller than expected simply be-
cause the vd-functions do not describe traffic conditions well enough. In 
other words, the curves may be too flat near the reference capacity, which 
leads to an underestimation of the effects resulting from an increase in traf-
fic load. Hence there is probably a need for revising applied vd-functions. 

5.3.5 Travel Demand Variation 

The OD-matrices used to describe travel demand are determined by com-
bining various sources of information (including traffic counts, travel sur-
veys etc.) and are supposed to represent the average traffic volume during 
the chosen time period. In reality, traffic fluctuates more or less randomly 
around these levels, and the effects of these variations on e.g. travel times 
cannot be expected to be linear. To study this, the last three scenarios in-
volve all entries of the OD-matrix being altered by  -8%, +8% and +16%, 
respectively (Table 5.13). 
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Table 5.13. Comparison of average travel time, trip length and travel speed in Scenarios 
10, 11 and 12 on a daily basis (changes in relation to Base Scenario)  

Information        Scenario 10:   
       Car traffic 1 

       Scenario 11:  
       Car traffic 2 

       Scenario 12:  
       Car traffic 3 

Travel time       
Mean change [min/trip] -0.5 -2% +0.5 +2% +1.1 +4%
Max. change [min/trip] -3.6 -6% +2.3 +4% +7.6 +14%
Trip length
Mean change [km/trip] 0.0 – 0.0 – 0.0 –
Max. change [km/trip] -0.2 -1% +0.4 +1% +0.6 +1%
Travel speed
Mean change [km/h] +0.6 +2% -0.7 -2% -1.5 -4%
Max. change [km/h] +3.4 +7% -1.8 -4% -5.1 -12%

Regarding travel time, the relationship seems near to linear between de-
creasing and increasing the OD-matrix by the same factor (8%). There is 
nevertheless a faint tendency, in 2/3 of the travel relations, that the gains at 
lower traffic levels are a little less than the losses from a corresponding in-
crease in traffic load. Hence, instead of cancelling out compared to the 
Base Scenario, the average of Scenario 10 and 11 tips over to “favour” our 
hypotheses of non-linear effects from variations in travel demand. This is 
even clearer when comparing Scenario 11 to Scenario 12. In the latter 
case, the travel time is more that twice as high as in the former case, in al-
most 90% of the travel relations. This non-linear effect is not so clearly 
observed for trip length or travel speed.   
Generally speaking, the closer to its capacity limit a link operates, the 

greater is the non-linearity. In fact, only a few links are close to their refer-
ence capacities, which could explain the relatively speaking small average 
effects at the regional level. This can, on the other hand, also be caused by 
the way the vd-functions are constructed around reference capacities, as 
mentioned in previous sections. There is hence a risk that the link travel 
time effects of load increases will be underestimated. 

5.4 Application of an Alternative Model 

5.4.1 General 

As discussed in Section 5.1.2, the EMME/2 solution algorithm is based on 
link flows only, and links downstream from overloaded links are also ex-
periencing the extra queuing time. Also, the construction of the vd-
functions beyond reference capacity means that all traffic being let through 
is just a question of time, and hence no actual capacity limit is imposed. 



Vulnerability: A Model-Based Case Study of the Road Network in Stockholm     101 

The Disaggregate Simplicial Decomposition – Implicit Route Storage 
model (DSD-IRS) (Larsson and Patriksson 1992; Tatineni et al. 1998) also 
solves the traffic assignment problem according to the user equilibrium 
principle, but is not based on link flows but on route flows. Therefore it 
can keep track of all routes used in every unique OD-relation. In this 
model system it is also possible to take capacity restrictions into account, 
by exchanging the linear part of the vd-functions for a deterministic queu-
ing time (its length depending on the time period for which the over-
saturated conditions are assumed to last), to be added to travel time on 
identified “bottlenecks” only. In this way, there is no double counting 
through undue “punishing” of traffic on downstream links. On these, the 
traffic flow is set to reference capacity – which in this case actually is a 
capacity limit – and travel time is calculated accordingly. Effects upstream 
from the bottlenecks are not modelled in any other way, than that the extra 
travel time imposed on the critical link will cause alterations in route 
choices elsewhere in the network. It should also be noted that DSD-IRS is 
subject to the same shortcomings as EMME/2 in its handling of trip timing 
and peak spreading. 
A small complementary study using DSD-IRS was performed, to see 

how big a difference this improvement of the travel time calculations 
would make. Included Scenarios are 1, 2, 4, and 5, as well as the Base 
Scenario for the morning rush hour.5  Results for the Base Scenario by this 
method are practically the same as for EMME/2. The outcome in the other 
scenarios is all but obvious, since the alteration may lead to downstream 
links being less congested, making average effects smaller. On the other 
hand, we cannot say if the overall redistribution of traffic will affect the 
system in the other direction. The results are summarised in the following, 
while detailed tables can be found in Berdica (2000). 

5.4.2 Saltsjö-Mälaren Passage 

Compared to Table 5.9, the changes in average travel time in Table 5.14 
show an overall increase at the regional level. The maximum values are 
also considerably higher. The more detailed tables in Berdica (2000) dis-
play the same patterns, with the most affected travel relations being from 
the zones south of, to the zones north of, the Saltsjö-Mälaren passage. For 
Scenario 2, however, the increase in average travel time in relations from 
the South inner city to the zones north of the water strait is about 14% less 
according to the DSD-IRS model. Higher values from EMME/2 may well 

                                                     
5 Stopping criteria and degrees of convergence are similar to the EMME/2 runs.
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be the result of the “double-counting” feature described above. The differ-
ences in trip distance change between the models are negligible, while 
travel speed reductions are generally greater for the DSD-IRS model for all 
three scenarios – for all but the previously mentioned travel relations in 
Scenario 2, which is to be expected. 

Table 5.14. Comparison of average travel time, trip length and travel speed in Scenarios 2, 
4 and 5 during the morning rush hour (changes in relation to Base Scenario) using DSD-
IRS

Information    Scenario 2:    
   Essinge Route 2 

      Scenario 4:  
      Central Bridge 

     Scenario 5:  
     Western Bridge 

Travel time     
Mean change [min/trip] +4.6 +16% +2.4 +9% +0.7 +3%
Max. change [min/trip] +44.7 +83% +24.7 +55% +9.3 +21%
Trip length
Mean change [km/trip] +0.1 0% +0.1 +1% 0.0 –
Max. change [km/trip] +1.6 +5% +2.1 +8% +0.7 +5%
Travel speed
Mean change [km/h] -5.0 -14% -2.6 -7% -0.9 -3%
Max. change [km/h] -20.3 -44% -10.8 -23% -6.6 -18%

5.4.3 Varying Link Capacity 

Comparing the DSD-IRS runs of Scenarios 1 and 2 to each other shows, 
just like the EMME/2 results, that a complete closure in the northbound di-
rection is not proportional to closing only one out of three lanes. Much 
more interesting, however, is the difference in Scenario 1 using the two 
models. Although the average changes in Table 5.15 do not appear to dif-
fer very much, a closer look at a more detailed level shows that DSD-IRS 
yields travel time increases of 3–4 times those of EMME/2, in affected 
travel relations. The corresponding differences for Scenario 2 are not so 
great. Hence it seems that DSD-IRS takes better account of partial closures 
of a link. 

5.5 Conclusions 

It can be discussed to what extent it is possible to use the link flow based 
user equilibrium model EMME/2 to study vulnerability issues. Since bot-
tleneck effects are not taken into consideration, modelling partial capacity 
reductions (e.g. closing one of three lanes) seems to give unrealistically 
small effects. This is supported by the complementary study using the 
route flow based DSD-IRS model. Also, using EMME/2 to study effects of 
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drastic capacity reductions may be to push the model beyond the bounda-
ries of its validity, since queuing times when demand exceeds reference 
capacity are difficult to represent in a realistic way. Then again, effects be-
ing intuitively too small could be a question of vd-function calibration in 
general – they may be too flat near the reference capacity, which if so 
leads to an underestimation of travel time increases.   

Table 5.15. Comparison of average travel time, trip length and travel speed in Scenario 1 
(changes in relation to Base Scenario) using EMME/2 and DSD-IRS, respectively  

Information            Scenario 1 
           using EMME/2

          Scenario 1  
          using DSD-IRS

Travel time     
Mean change [min/trip] +0.1 +1% +0.4 +1%
Max. change [min/trip] +1.7 +4% +4.5 +10%
Trip length
Mean change [km/trip] 0.0 – 0.0 –
Max. change [km/trip] +0.2 +1% +0.1 +1%
Travel speed
Mean change [km/h] -0.2 0% -0.5 -1%
Max. change [km/h] -1.4 -4% -3.6 -9%

It is, however, important again to remember the conditions and assump-
tions that lie behind the present approach to the problem. The user equilib-
rium assignment means that all travellers have chosen their minimum time 
route, with respect to a system status that is assumed to be known to them 
beforehand. Therefore one cannot expect the model results to display the 
same drastic travel time increases that result from the immense queues 
caused by unforeseen incidents in real life traffic. Modelling the effects of 
such sudden interruptions calls for micro simulation models. So far, this 
has not been a realistic approach for large-scale regional applications to a 
city like Stockholm. This will change in the future, since micro simulation 
models are now being implemented on a regional scale. Moreover, to study 
the most interesting effects of sudden incidents on the critical bridges in 
the central area, it may not be necessary to include the whole of the Stock-
holm Region in the study area. Studies similar to the present one, using a 
micro simulation approach, have been performed elsewhere (Nicholson et 
al. 2001; Berdica et al. 2002). The road system was then much smaller: an 
area of roughly 16 km2 compared to 6,500 km2 in Stockholm, and accom-
modating only a tenth of the number of trips during the morning rush hour. 
It should also be remembered that the present method gives the traveller 
only one option for resolving their “trip problem”, and that is the choice of 
an alternative route. In reality, some may change their mode of transport, 
choose to travel at a different time of day or maybe even change their des-
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tination (e.g. shop at a different super market), which is why the results 
cannot be transferred to a real life situation on a one to one scale. As was 
mentioned in previous sections, the excessive link flows, which quite ob-
viously cannot pass during the time period modelled, are to be interpreted 
as the demand for passage on that particular link. 
Nevertheless, keeping these limitations and reservations in mind, there 

are some points to be made from the impact analysis of the various scenar-
ios:

The bridge at Gröndal (Essinge Route), Western Bridge and Central 
Bridge can be regarded as main alternative routes for each other in the 
case of an incident.  
For a closure in the northbound direction during the morning rush hour, 
the Essinge Route is the most critical one as far as consequences are 
concerned, resulting in 20–40 min extra per trip across the Saltsjö-
Mälaren passage. 
Closing Danvikstull Bridge results in daily travel time increases of well 
over 20 minutes for most journeys to/from the Eastern Region. This is 
quite different from the effect of just over one minute per trip at the re-
gional level.  
Snow/sleet in the whole road network (=15% decrease in free flow 
speed) during the morning rush hour causes travel time increases of 10–
15 minutes in about 40% of the travel relations. Keeping a priority net-
work “clear” reduces this to only 2–4 minutes extra between a majority 
of the zones. 
There is a faint tendency of non-linear effects from variations in traffic 
demand. This shows most clearly when increasing traffic by 16%, which 
results in more than double the extra travel time caused by increasing 
traffic by 8%. 
In virtually all scenarios there are both winners and losers, which in turn 
results in the average effects at the regional level sometimes seeming in-
significant, in terms of absolute figures. On the other hand, they can be 
revealed to be quite large when related to normal conditions. 
Calculating effects in monetary terms (35 SEK/h, 1.3 SEK/km; 1999) 
shows extra costs ranging from 200 000 to about 5 million SEK per day, 
depending on which scenario is considered. The corresponding costs, 
were the situations modelled as “unforeseen”, are probably considerably 
higher.
According to these calculations, keeping the main road network “clear” 
from snow and sleet leads to an estimated daily travel cost saving of 
about 3 million SEK. 
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Even though the numbers stated above are subject to uncertainty, they 
clearly indicate the Stockholm road transport system’s weaknesses, and 
give a fair idea as to the relative size of the expected consequences. Trans-
lating this into monetary terms can then give values of a wide range, de-
pending on how one values the effects, for which there is no consensus. 
Setting aside the specifics, this model-based case study has shown that the 
central water strait – and the consequent dependency on a limited number 
of bridges – is a crucial feature from a vulnerability point of view. Also, 
there is at present little, if any, extra capacity to handle rerouting in case of 
incidents, let alone to swallow a more permanent increase in traffic vol-
ume. This puts high demands on the operations management and mainte-
nance of the road (and public transport) infrastructure by e.g. detecting and 
attending to occurring disturbances within a minimum time span. These 
reactive measures must be combined with the proactive approach of identi-
fying critical links that are to be prioritised for enhancement. Also, the un-
dertaking of any measure should be planned carefully to minimise distur-
bances from the roadwork itself. 
A more general conclusion is that the transport models and methods of 

today can be used to conduct vulnerability studies, although they are not 
yet ideally adjusted to suit this specific purpose. From the vulnerability 
perspective it is crucial how well the model reproduces effects around ref-
erence capacities, so in the short term the currently used vd-functions 
should be revised. In the longer perspective, there is a need for developing 
better tools in general, probably in the form of micro simulation ap-
proaches. When using network equilibrium models, it is important that the 
assignment problem is solved accurately. Considering in this case Stock-
holm’s growing population and the continuous increase in traffic, the im-
portance and usefulness of further engagement in this area is evident. 
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6.1 Introduction 

The Internet is a key technology for the information age. It has evolved as 
a fundamental communication mechanism across a wide range of sectors 
(academic, personal, business, government, etc.) and spans the globe. This 
worldwide communication system is operated by multiple network provid-
ers. Internet Backbone Providers (IBPs) manage their own long-haul 
transmission networks with high bandwidths to transit Internet traffic and a 
number of Internet Service Providers (ISPs) mainly provide customers 
with access by connecting them to IBPs (Malecki 2002; Dodd 2002).  
Internet traffic needs to be linked across networks for users to gain ac-

cess to the services in other geographical regions. Internet hubs such as 
Internet eXchange points (IXs) and Network Access Points (NAPs) refer 
to geographical common nodes where multiple providers can exchange 
their traffic. Peering is defined as a way to interconnect multiple network 
providers in these hubs. These access points are generally located in highly 
accessible city nodes for the efficiency of traffic exchange among peering 
members.  
Maintaining the Internet at a high level of reliability is a major chal-

lenge. Specifically, the protection and placement of hubs has been identi-
fied as a critical defensive strategy since networks are so dependent upon 
their operation. Failure of hubs from intended or unintended disruptions 
can cause disastrous impacts on telecommunication ability (Grubesic et al. 
2003; NSTAC 2003; NCA 2003).  
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Korea experienced a major incident in January 2003 called the '1.25
Worm Incident' associated with concentrated worm virus attacks. The criti-
cal failure of the core servers of Korea Telecom (KT), the biggest Internet 
backbone provider, caused the temporary but significant malfunction of 
various Internet services at the national level. Several commercial back-
bone providers and local ISPs relying on the KT network suffered from 
cascading degradation of their Internet services. Damage occurred in the 
critical Internet hub located in Seoul where over 70 ISPs are highly inter-
connected via peering arrangements (NCA 2004a). This incident stresses 
the vulnerability of the Internet to unexpected damage at critical nodes, 
and in turn highlights the importance of examining Internet resilience from 
a geographical perspective.

1

The main purpose in this chapter is to explore the vulnerability of the 
Internet for city nodes of Korea, taking into account peering arrangements 
in select hubs. Particularly, network reliability is used as a measurement to 
examine vulnerabilities of the Internet. A novel concern of this chapter is 
to examine the performance of individual ISPs, and the resiliency of Ko-
rean networks for the hypothetical intended hub (nodal) attacks on major 
ISPs’ access points, as well as Internet eXchanges which play a role con-
necting foreign countries. 
This chapter also explores how patterns of vulnerability differ between 

Korea and the United States. Different geographies [spatial structure] of 
the Internet could lead to different spatial patterns and implications (Huh 
and Kim 2003). The chapter is divided into five sections. Within section 
6.2, the issues in examining the vulnerability of the Internet and relevant 
literature are explored. Section 6.3 explains the characteristics of Internet 
hubs and the measurements applied in our model. Emphasis is placed on 
the idea of utilizing a reliability envelope as an analytical tool. Pertinent 
background information describing the geography of the Internet in Korea 
is provided in section 6.4. The results gathered from empirical analyses are 
also presented in Section 6.4, followed by concluding remarks in the final 
section.

                                                     
1 Literature related to the vulnerability of the Internet generally focuses on the 

failure of lower layers of the Internet protocols such as the disruption of physical 
network components. Even though higher level layers such as application and 
presentation may not be directly impacted by these failures, these losses could in-
fluence the reliability of entire systems. For example, the higher level of layers in 
the OSI model could suffer from traffic congestion due to the collapse of the 
physical layer (Moore et al. 2002; Broadband Week 2001).   
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6.2 Vulnerability of the Internet 

Network vulnerability receives attention from many fields, particularly 
those dealing with network design since it is required to embed vulnerabil-
ity measurements in designs for reliable or survivable networks. Since 
early network designs were built with redundancy in mind (Baran 1964),  
various approaches have been proposed to find critical network compo-
nents, as well as assess the system’s vulnerability (Houck et al. 2003; Elli-
son 1999; Ball et al. 1989; Baybars and Edahl 1988). The degree of vul-
nerability of infrastructure and associated measurements were briefly 
discussed by Shake et al. (1999). The possible consequences of cascading 
failures of critical infrastructures have been discussed in recent literature 
(White House 2003; Little 2002; Carreras et al. 2002).  
In recent years, geographers have begun to pay close attention to vul-

nerabilities of the Internet. Previous work has used such measurements as 
connectivity, graph theoretical indices, and nodal accessibility (O’Kelly 
and Grubesic 2002; Malecki and Gorman 2001; Moss and Townsend 
2000). An effort to identify vital nodes in U.S. critical infrastructure was 
made by Gorman et al. (2004) through the creation of a database of na-
tional data carriers. More recently, the potential impacts from failures of 
vital nodes in geographically linked network were explored by applying a 
spatial optimization model (Grubesic and Murray 2006). In the case of 
non-western countries, the urban hierarchy, as well as the spatial structures 
of the Internet backbone in Korea, is explored through the application of 
network analyses (Huh and Kim 2003).  
The main concern of these studies was to assess the potential availabil-

ities at both individual nodes and in commercial Internets. This research 
has been conducted under the common assumption that all network com-
ponents of the Internet should operate normally without any failures. Re-
cent work (Grubesic et al. 2003) has addressed survivability as another ap-
proach to examine vulnerability of the Internet in the U.S. They show how 
the survivability of the commercial Internet in the U.S. would change if 
some selected nodes were disrupted. Specifically, they defined survivabil-
ity as the smallest amount of damage to cause disconnection of a network. 
These analyses were conducted under an all-or-nothing assumption, so 
that the realistic characteristics of telecommunication networks, such as 
multiple interconnections among backbone providers, have been largely 
ignored or reflected in a simplified manner.  
In more recent studies, the concept of reliability has been applied in ex-

amining the vulnerability of U.S. cities for select commercial Internet 
backbones (O’Kelly et al. 2006). They suggest that the vulnerability meas-



110    M.E. O’Kelly and H. Kim 

ure should be refined by taking into account peering arrangements at 
Internet hubs. As disconnections increase, network reliabilities will be de-
graded probabilistically. In particular, the idea of a reliability envelope has 
been devised to reflect important network properties in terms of reliability 
characteristics. Their work is more focused on the reliability of domestic 
Internets based on selected hubs in U.S.  

6.3 Reliability, Peering Arrangement in Internet Hubs and 
Reliability Envelope 

6.3.1 Network Reliability 

The concept of reliability has been addressed in various fields such as sys-
tem engineering and telecommunication network design in terms of con-
nectivity and traffic management (see Baran 1964; Colbourn 1987). Net-
work reliability is generally defined as the ability of a network to carry out 
a desired network operation despite the failure of network components, 
such as nodes or linkages. In contrast to the other deterministic measures 
of vulnerability, the performance of a network providing successful com-
munications is presented in the form of probabilities. Therefore, it is as-
sumed that any network component operates according to certain known 
probabilities. It is necessary to explain how to compute ‘Origin -
Destination’ reliability, the probability of operation based on the paths 
connecting two nodes, since our focus is on assessing the reliability of spe-
cific pairs of city nodes on the Internet. The most fundamental method of 
making such measurements is to sum up probabilities of all disjoint events 
between two nodes after completing all possible state enumerations. The 
mathematical expression is as follows (Shier 1991; O’Kelly et al. 2006):  
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     ROD : the reliability for two nodes, origin O and destination D 
      G     : a graph of a network with parameter p (known probability) for edges 
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Two fundamental computational cases of O-D reliability are illustrated 
in Figure 6.1. Using a given parameter of ‘p = 0.9’ as an operational prob-
ability for each linkage, the reliability of a serial arrangement is calculated 
by multiplying probabilities of each linkage consisting of the disjoint event 
1 {x1, x2}. In the case of a parallel arrangement, the inclusion-exclusion 
method is commonly employed to exclude double counting sets. In a given 
parallel system (Figure 6.1(b)), the probability of intersection event 
1E 2E ={x1, x2} is deducted from the unions of two successful events 1E
and 2E  to make disjoint events. However, this technique is known to be 
impractical in the case of a large network.2

Fig. 6.1. Reliability computation for simple arrangements (Source: O’Kelly et al. 2006) 

As an alternative, a Boolean algebra method has been employed in this 
study. The Boolean method computes the exact reliability by enumerating 
events using by a disjoint product technique (Ball et al. 1995; Shier 1991; 
Yoo and Deo 1988; Agrawal and Barlow 1984; Fratta and Montanari 
1973). The main idea of this method is to work forward from an initial 
successful event and to search another disjoint event by utilizing its com-
plement and other unused viable paths, based on Boolean logic, until no 
more disjoint events are found. For example, assuming that there are three 
successful events, 1E , 2E and 3E , then disjoint events i  by Boolean logic 

are assigned as 1  = 1E , 2 = 1E 2E , and 3 = 1E 2E 3E . Since 

                                                     
2 Basically, since the computation of reliability at least follows the complexity 

of O (2n) [n is the number of events], various techniques for reducing this com-
plexity have been proposed based on the Inclusion-exclusion method. However, 
this approach is only effective in a few specific cases.  
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these are mutually disjoint, the summation of probabilities of these events 
represents the reliability between two nodes. Though this procedure is dif-
ferent from a basic reliability computation, it is known to be more efficient 
than other exact methods. Figure 6.2 illustrates how this algorithm finds 
the disjoint events in the case of a parallel arrangement as compared to the 
opposing method shown in Figure 6.1(b).  

Fig. 6.2. Reliability algorithm using Boolean algebra in a parallel arrangement (Source:
O’Kelly et al. 2006) 

6.3.2 Peering Arrangements in a Hub  

Peering occurs between at least two ISPs as a cooperative relationship. 
These arrangements are generally formed for such particular city nodes as 
Chicago (Network Access Point), Dallas (Metropolitan Area Exchange) 
and Seoul (Internet eXchange). Employing these mutual interconnections, 
even small ISPs can have geographically expanded service coverage and 
are more reliable via redundant paths in the event of operational problems.3

                                                     
3 More precisely, there are two types of arrangements. Peering is generally a 

mutual arrangement between similar sizes of ISPs for gaining economic advan-
tages rather than competitive advantages by directly exchanging their traffic. In 
contrast, transit refers to the service being provided to the small ISPs by large 
ISPs to deliver traffic from the smaller ISPs to other Internets (Huston 1999). 
Most small and local ISPs in Korea usually utilize the transit service via the major 
ISPs backbones. Even though they should pay transit fees according to contract, 
however, they can extend their service area as well as enjoy the economic benefits 
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Figure 6.3 illustrates how peering arrangements work among participant 
Internet backbone providers. Suppose that there are three Internet Back-
bone Providers, A, B and C. Each takes charge of a geographically sepa-
rated service area. A single exchange point is established as an Internet 
hub where these IBPs are participated for the purpose of peering. As 
shown in Figure 6.3(a), mutual interconnections among participants enable 
them to exchange traffic within the hub. For instance, the traffic originated 
from city A1 can be transmitted into the targeted city B1 through the Inter-
net hub, since peering among these participants is operational. The dia-
gram shows how the users subscribing to IBP A can access the information 
source located in city B1 which is managed by IBP B by virtue of a peering 
arrangement. The important characteristics from a given peering arrange-
ment are stressed in terms of network reliability.  

(a)  

 (b) 
Fig. 6.3. Function (a) and malfunction (b) of the peering arrangement in a hub 

                                                                                                                         
of the better quality and reliable service. KT and Dacom are known as the biggest 
IBPs among major ISPs providing both peering and transit services (NCA 2004).  
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Firstly, the Internet can be made more resilient due to the created sub-
network within the hub. In Figure 6.3(b) for instance, successful commu-
nication between cities A1 and B1 (Figure 6.3(a)) is possible if at least one
of the inter-linkages works. Secondly, the type of peering implemented can 
also influence network reliability. If all participants in a hub are com-
pletely interconnected to each other (public peering), the network would be 
more reliable since a small number of disconnections might not significant 
impact on the traffic exchanges between  participants. In the case of pri-
vate peering, Internet traffic is allowed to be carried only through dedi-
cated interconnections for ISPs, according to their bi-lateral contracts.  
The main reason for private peering is to deliver a large amount of traf-

fic without congestion between particular ISPs. In reality, peering relation-
ships are formed in a more complicated fashion, as exemplified in Figure 
6.4. For instance, the peering relationship of Dacom (BORANET), the 
second largest ISP in Korea, is formed by the link of two Internet eX-
changes (KIX and KTIX) which allows public peering, and also facilitates 
private peering with over 20 ISPs. An ISP with private peering can com-
municate with peering members during the operational failure of public 
hubs. Since the Internet can retain its operational functionality by virtue of 
peering arrangements until the hub reaches a critical threshold, reliabilities 
for pairs of cities on the Internet should experience degradation of service 
caused by malfunctions of linkages in a hub, rather than an abrupt, com-
plete loss of telecommunication ability. The idea of a reliability envelope
is appropriate to reflect these realities. 

Fig. 6.4. A case of peering relationship (BORANET) 
(Source: http://isis.nic.or.kr/sub03/sub03_index.html)
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6.3.3 Reliability Envelope 

The all-or-nothing principle assumed in prior research has been applied in 
order to measure network survivability by showing the potential for net-
work disruption resulting from complete damage on network components, 
such as particular nodes and linkages. This simplified assumption is re-
laxed here by considering all possible disconnections in peering arrange-
ments enumerated by combinatoric rules. Particular peering arrangements 
in selected hubs are represented as a set of sub-networks. As the number of 
damaged linkages of the total interconnections increases, the reliability of 
the sub-network is expected to fall below the tolerable level degrading the 
overall network reliability.  

Fig. 6.5. Variations of reliabilities on the disruptions of hubs or interconnections in hubs 

The reliability envelope in Figure 6.5 illustrates variations of reliabilities 
for a pair of city nodes on the Internet highlighting how a network can 
maintain its functionality in the failures.4 When an attack impacts r out of 
n components at r stage (r = 1 to n), there is a range of consequences 
among the r chosen failures, from the relatively unimportant (being the 
best case scenario) to the highly damaging (being the worst case scenario). 
                                                     

4 The conceptual difference between survivability and reliability relies on what 
circumstance is assumed for network operation. Reliability is associated with the 
ability of successful operation or adequate performance. In contrast, survivability 
deals with the ability to maintain its communicative capability focusing on 
whether a network can still be function in the face of failures (see Colbourn 1999; 
Soni et al. 1999; Gavish and Neuman 1992). In this sense, reliability envelope is a 
tool to analyze the degree of survivability of a network. Ideas similar to the reli-
ability envelope are found in other literatures (see Doyle et al. 2005; Urban and T. 
Keitt 2001). 



116    M.E. O’Kelly and H. Kim 

As the size of r relative to n increases, the chances that r failures produce 
minimal damage decline.5 Based on this diagram, several analytical points 
can be surmised, as follows (based on O’Kelly et al. 2006):  
[1] The ranges between upper and lower bounds at each of r stages 

show how vulnerable the sub-network is. If the network can keep the range 
of impact narrow even as disrupted components r increase, then by indica-
tion the network has a good resiliency against disruptions. The larger the 
range, however, the more susceptible the network is to failure. As illus-
trated in Figures 6.6(a) and (b), Figure 6.6(b) can be recognized as a more 
resilient hub than Figure 6.6(a) despite both reliability envelopes being 
limited by the same upper bound. This is because the range for Figure 
6.6(b) is kept narrow for all stages indicating the network is more surviv-
able from the possible attacks.   

Fig. 6.6. Hypothetical shapes of reliability envelope 

[2] The shape of the lower bound in a reliability envelope is discussed in 
terms of the survivability of a hub network. The length of the lower bound 
before reaching a complete loss of its functionality shows how long the 
Internet hub can withstand an increase of attacks. The longer the lower 
                                                     

5 r can be interpreted as the ability of the attacker to damage the network com-
ponents. If an attacker is highly intelligent to disrupt the r components causing 
significant damage on network performance, then it would be the best scenario in 
terms of an attacker. The reliability envelope therefore shows all potential conse-
quences of failures from attackers.    
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bound before reaching the level of total loss, the more survivable the net-
work. Compared to the previous case, the profile in Figure 6.6(c) would be 
more survivable during hub failures. The stepped shape in Figure 6.6(d) 
implies that particular combinations of disconnections might cause signifi-
cant reliability degradation at select stages.  
[3] The desired level of Internet reliability can be discussed in terms of 

network design. If multiple Internet hubs exist on the network, the most 
susceptible hubs causing significant degradation of reliability can be exam-
ined using a reliability envelope. A reliability envelope would allow for 
the exploration of such pertinent issues as determining the smallest number 
of interconnections needed to enhance the survivability of the network for 
attacks, or perhaps in determining the best peering arrangements needed to 
improve telecommunication ability. 

6.4 Analysis 

As a preliminary analysis, spatial pattern based on reliability in terms of 
city nodes under normal conditions is explored with a brief explanation of 
the data sets used in our analysis. The first focus of empirical analyses is 
placed on the reliability envelope for the lowest reliability city pair se-
lected from preliminary analysis. Then, the performance of individual ISPs 
is compared based on their envelope profiles showing which ISP network 
would be relatively susceptible to the others. The final objective is to ex-
amine the geographic variations of reliabilities to be connected to a par-
ticular foreign country from potential disruptions.  

6.4.1 Internet eXchanges, Peering, and Commercial Internets 

Currently, four Internet eXchanges (IXs) exist to provide the exchange 
services for a number of ISPs in Korea. All four IX nodes are located in 
the Seoul metropolitan area, which is in direct contrast to the geographic 
layout of nodes in the U.S., where a number of access points such as NAPs 
are more geographically distributed. The regional traffic exchange point 
(R-IX) was recently established in Busan, the second largest city located 
on the south shore of Korea. It was integrated so as to improve Internet 
service in South Korea by mitigating the heavy traffic concentration in 
Seoul. The peering of this IX has not been considered for the purposes of 
our study due to insufficient information.  
Figure 6.7 shows the connectivity among the four IXs. The role and 

characteristics of each IX is differentiated. KIX, the first IX, established in 
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1995, is dedicated to serving non-commercial ISPs, such as those of gov-
ernment, non-profit agencies and educational organizations, while most 
commercial ISPs receive their traffic exchange service from either KTIX 
(Korea Telecom Internet eXchange) or DIX (Dacom Internet eXchange). 
KINX allows its service only to consortium members consisting of small 
and mid-size ISPs. Of the 70 plus ISPs categorized/documented as of 
2003, only a handful of ISPs are classified as major ISPs6. Our analysis 
considers the eight major commercial Internets, including Korea Telecom 
(KORNET), Dacom (BORANET), Onse (Shinbiro), Hanaro (Hananet), 
Thrunet, Enterprise ID, SK Telecom (SKSpeednet) and Dreamline 
(DreamX). Each ISP has its own backbone network, covering the entire 
country as its service area. Other mid and small ISPs generally take charge 
of a local coverage area by leasing part of these major ISPs. 

Fig. 6.7. Connectivity among Internet eXchanges in Korea (Source: NCA, 2003) 

Figure 6.8 illustrates the topologies of the major ISPs (NCA 2003). Due 
to the availability of topologies and peering arrangements for these back-
bones, a fairly realistic analysis can be performed here. Since the focus of 
this study lies on commercial Internet sources, two IXs (KTIX and DIX) 
and the international connections from these ISPs to the U.S. are consid-
ered in our model. 

                                                     
6 These major ISPs can be classified as IBPs; however, they are generally re-

garded as ISPs because they provide access service for both smaller ISPs and in-
dividual subscribers.  
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Fig. 6.8. Topologies of major ISPs in Korea 

Figure 6.9 shows the peering relationships among the ISPs and both 
IXs. It also represents ISPs which act as a gateway to the U.S. As indicated 
in Figure 6.9, the actual peering relationships consist of a complicated 
network, made up of multiple assignments at public and private peering 
levels, and even the international connection level.

Fig. 6.9. Peering arrangements among two IXs and eight major ISPs 
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6.4.2 Accessibility and Reliability of Individual City Nodes 

There exist a total of 91 city nodes among the eight major ISP networks. It 
is important to determine which cities are more accessible and/or more re-
liable; therefore, the nodal accessibility for 91 city nodes based on the 
overlaid network is measured by their total accessibility (Taaffe et al. 
1996). The overall performance of each individual city node is then exam-
ined in terms of average reliability by computing the mean value of reli-
abilities from a particular city to the other cities, excluding that of the node 
being computed.

Table 6.1 Rankings of city nodes in Reliability and Nodal Accessibility 

  a) City node in top 10 
Nodal Accessibility Average Reliability 

Rank City node T-Value City node Reliability 
1 Seoul* 107,848 Seoul* 0.9487438 
2 Daejeon* 98,803 Busan* 0.9487408 
3 Anyang 78,566 Daegu* 0.9487361 
4 Busan* 70,850 Incheon* 0.9487323 
5 Daegu* 61,183 Gwangju* 0.9487274 
6 Jeonju 57,163 Daejeon* 0.9487203 
7 Gwangju* 54,819 Anyang 0.9487179 
8 Wonju 46,373 Goyang 0.9487164 
9 Seongnam 43,257 Cheongju 0.9487117 
10 Suwon 41,198 Guri 0.9487107 

  (b) City nodes in bottom 10 
Nodal Accessibility Average Reliability 

Rank City node T-Value City node Reliability 
82 Cheorwon 5,872 Gimje 0.8547665 
83 Yeoju 5,084 Buan 0.8547661 
84 Hanam 5,084 Hanam 0.8547648 
85 Paju 5,068 Taebaek 0.8547570 
86 Yeongdong 4,065 Sokcho 0.8547569 
87 Okcheon 4,065 Samcheok 0.8547569 
88 Jeungpyeong 4,065 Hongcheon 0.8547567 
89 Gimpo 2,623 Donghae 0.8547565 
90 Yangpyeong 2,565 Cheorwon 0.8547564 
91 Jinju 1,061 Jinju 0.8452156 

  * Metropolitan areas
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As indicated by the results shown in Table 6.1, all five metropolitan ar-
eas examined in this study—excluding the Ulsan metropolitan area—are 
listed in the top 10 in both measure of total accessibility and reliability. 
The fact that Seoul is ranked number one in both accessibility and reliabil-
ity stresses its critical role to the networks in Korea. It is interesting to 
point out that Incheon, a metropolitan area located adjacent to Seoul, is 
ranked 21st in terms of accessibility and 4th in terms of average reliability. 
Incheon’s high ranking is due in part to the characteristics of the reliability 
measure. That is, the fewer steps between nodes, the higher the reliability 
generally computed, while the degree of accessibility is influenced more 
by the number of paths.  

Fig. 6.10. Nodal accessibility and reliability potential map of Korea 

The reliability potential map in Figure 6.10 (a) and (b) reveals a geo-
graphic pattern that such a classical measure as nodal accessibility might 
not catch, where either potentially vulnerable [bright] or more reliable 
[dark] cities are clustered. According to this map, more reliable clusters are 
formed around the five metropolitan areas (Seoul, Daejeon, Busan, Daegu, 
Gwangju and Incheon) and two regional centers, Jeonju and Wonju. The 
susceptible areas are located mainly in the mountainous regions that are 
found between the northeast coast to the south coast area. As indicated by 
both measures (reliability and accessibility), Korean Internet service pro-
viders rely heavily on Seoul as a critical node. The telecommunication 



122    M.E. O’Kelly and H. Kim 

abilities of other Korean cities can therefore be critically degraded if mal-
functions occur at peering arrangements in Seoul. It is important to simu-
late how and when reliabilities may be degraded with probable disruptions 
by examining reliability envelopes in terms of particular city pairs.   

6.4.3 Performance of Individual ISPs 

It is possible to examine reliability envelope profiles for all 4,004 possible 
city pairs, but this analysis will focus more on the select city pair of Seoul 
and Yangpyeong. This is one of the most vulnerable pair experiencing the 
significant degradation of reliability when a total malfunction on peering 
arrangements occurs in Seoul. Node attack could be a more plausible sce-
nario rather than linkage attack since a node disruption more effectively 
threatens the network survivability even though the reliability envelope in 
terms of linkage failures in peering sub-network shows the reliability 
variation more precisely. In terms of computational time, the simulation of 
node failures is considered to be more practical since it can reduce the 
number of stages by removing inner nodes instead of complete linkage 
disconnections. Since there are ten hub nodes [8 ISPs : 2 IXs], only 10 
stages should be considered when constructing a reliability envelope.7
Figure 6.11 shows the average reliability in terms of individual ISPs for 

the Seoul-Yangpyeong city pair. Under normal conditions (0 stage), all 
ISPs begin from a comparable level of reliability, indicating no difference 
of performance. However, Enterprise IDC, SKSpeednet and Hananet are 
expected to degrade considerably with the disruptions from the 5th stage 
while other ISPs show patterns of gradual decline indicating relatively 
good performance and resiliency against disruptions. This fact implies that 
subscribers to these ISPs, particularly locating in Yangpyeong would have 
problems in accessing the Internet when malfunctions occur in peering ar-
rangements. The detail shown in Figure 6.11 clearly shows the different 
levels of telecommunication possible between ISPs. The reason for this 
difference results from the number of interconnections with other ISPs in 
Internet Hubs. Enterprise IDC would be more susceptible to a weakened 
performance than the other ISPs since it peers with only three other ISPs 
(see Fig. 6.9). 

                                                     
7 If the simulation follows the linkages failures to build reliability envelope, the 

number of computations dramatically increases since each r stage follows the 
complexity of O (2r) [r = the number of interconnections to be closed off] accord-
ing to combinatoric rules. 
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Fig. 6.11. Reliability envelope for the city pair Seoul-Yangpyeong 

6.4.4 Reliability Variation to a Foreign Country 

Finally, attention is paid to survivability of Korean Internets to be con-
nected to the U.S., during potential hub nodes disruptions. As previously 
shown in Figure 6.9, seven ISPs have channels which connect to the 
United States. The Internet flow occurring in any domestic city nodes 
heading for the U.S. should pass through at least one of these foreign con-
nection nodes. The main focus of this study was to examine the variations 
in reliability in terms of city nodes.  
Figure 6.12 indicates how each city’s average reliability is degraded as a 

result of the disruption of hub nodes. As an example of the worst scenario, 
shown in Figure 6.12(a), the inability to access the United States occurs 
only at the 7th stage, where all channels are unfortunately closed off. How-
ever, this extreme scenario is rare since only one combinatoric case out of 
120 could actually cause this type of critical telecommunication failure. 
Most city nodes might suffer from unreliable access with lower reliability 
below 0.9, even at 5 stages. As a more probable scenario, Figure 6.12(b) 
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indicates that reliabilities of most city nodes are expected to experience a 
slight and gradual degradation by the 7th stage. That is, none of city nodes 
would maintain reliability above 0.9 after the 8th stage. Reliabilities decline 
significantly for all city nodes thereafter, as the number of zero-reliability 
cases would increase rapidly, highlighting that the total malfunction of 
telecommunication is realized as a plausible scenario. However, the actual 
impact in reality could be more severe than both scenarios if the capacity 
of linkages is not sufficient to treat the influx of the re-routed traffic de-
rived from the disrupted hubs. Congestion in the network could hinder the 
propagation of routing information and appropriate peering refresh re-
quests that cause the cascading failures (Curran et al. 2003).  

(a)

(b)

Fig. 6.12. Variations of lower bound reliability (a) and average reliability (b) of city nodes 
in Korea to the United States 



Survivability of Commercial Backbones with Peering     125 

6.5 Conclusions

This analysis examined the vulnerability of the Korean Internet in terms of 
reliability, taking into account the peering arrangements among 8 major 
ISPs. The contributions and findings of this study are summarized below.  
In terms of methodology, this study introduces a probabilistic approach 

to assess the Internet as a critical infrastructure in the information era. Ear-
lier work has shown that peering arrangements between Internet hubs can 
improve overall network performance by increasing network resilience. 
The concept of reliability developed here allows a more precise assessment 
of network vulnerability in contrast to previous measures. To illustrate the 
variation of reliabilities with increasing malfunctions, reliability envelopes 
are proposed in our work. Reliability envelopes can be utilized in examin-
ing the resiliency of hubs, city pairs and performance of ISPs by illustrat-
ing both the best and worst case scenarios possible. This study further in-
dicates how to improve network reliability in terms of peering 
relationships.
A major finding of the paper is the significant role of Seoul in maintain-

ing reliability for the rest of city nodes. The primacy of Seoul within the 
hierarchical urban system is also reflected both in the reliability analysis 
and in nodal accessibility. Seoul is regarded as one of the most vital loca-
tions in providing efficient Internet traffic exchange and better overall 
network performance by concentrating all peering relationships; however, 
at the same time, network failures in Seoul could cause a critical disaster, 
such as cascading failures of local networks that depend on major ISPs. 
Considering that Seoul is the main gateway for the Internet traffic between 
Korea and other countries, another hub should be implemented in order to 
ensure a desirable level of network reliability. As demonstrated in previous 
simulations of the U.S. Internet, the importance of distributing multiple 
Internet hubs geographically is essential for a more reliable network.  
Several potential extensions from this study are suggested as future 

work. First, the resilience of the Internet can be reassessed again by con-
sidering more realistic situations with peering arrangements in multiple 
hubs. In addition, more realistic mathematical models can be suggested by 
embedding additional factors influencing survivability of the network into 
the model, such as link capacity of networks. Current studies only present 
a snapshot of a single time period. A longitudinal analysis from the initial 
stage to the current stage and beyond would help provide a better under-
standing of a country’s development of the Internet. 
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7.1 Introduction 

Reliable transport infrastructure systems are vital for the functioning of 
modern societies. People in their everyday lives, as well as trade and in-
dustry, plan their activities on the assumption that it is possible to travel 
and to transport goods between different places in a fast, safe and predict-
able way. Over time the development of the transport infrastructure has al-
lowed people and goods to be transported at higher speeds. This has con-
tributed, for good or bad, to a spatial reorganisation of many human 
activities on a local as well as a global geographical scale. Transport sys-
tems, as all technical systems, are more or less reliable, however. This is 
an important aspect of the quality of transport services, which may have 
spatial implications. In many big cities capacity shortages lead to conges-
tion and unreliable transports that hamper the development. In rural areas 
lack of alternative transport routes, in case the main route has to be closed 
for some reason, contributes to make these areas less attractive for loca-
tion.
The railway system seems to be particularly vulnerable to various kinds 

of disruptive events. These events may have their origins within or outside 
the railway system related, for example, to technical faults, adverse 
weather and natural disasters. The tragic terror attacks on public transport 
passengers in Madrid 2004 and London 2005, show that not even inten-
tional acts to hurt railway users can be excluded.  
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One reason to the railway system’s lack of reliability is that it consists 
of many interacting subsystems, including the railway network with its 
signalling system, the electric power system, the rolling stock of engines 
and carriages, and the staff. All these subsystems work essentially in se-
ries. This makes the railway system particularly vulnerable to incidents. If 
one of the subsystem fails, or operates below its intended level of perform-
ance, the system as a whole will not function, or its level of service will be 
drastically reduced. Railways are also inherently inflexible because of the 
obvious restriction that trains must follow the tracks with no possibilities 
to switch track, unless there is a physical arrangement for it (Armstrong 
and McDonald 2005). Rail networks are also relatively sparse compared 
with road networks. This means that there are fewer possibilities to reroute 
rail traffic in case of disruptions. 
Transport network reliability and vulnerability have been subject to con-

siderable research in recent years (Bell and Ida 1997; Berdica 2002; Chen 
et al. 2002; Nicholson 2003; Morlok and Chang 2004). Various reliability 
concepts have been proposed and used such as connectivity reliability and 
terminal reliability, concerned with the probability of an existing path be-
tween two given nodes in a network, travel time reliability, which is the 
probability that the travel time between two given nodes is within a given 
time, and capacity reliability together with the related concept of capacity 
flexibility that are concerned with the ability of a transport network to ac-
commodate the demand under varying conditions. Reliability studies are 
not only of interest in their own right. They can also contribute to vulner-
ability analysis. Components or parts of a system that are problematic from 
a reliability perspective may also be particularly critical from a vulnerabil-
ity perspective. 
The literature specifically devoted to quantitative reliability and vulner-

ability analysis of the railway system is rather sparse. It is mainly focused 
on travel time reliability. In particular, it deals with ways of modelling 
train delay and its relationship with capacity utilisation. This chapter will 
first introduce and discuss the concept of railway capacity and its connec-
tion with quality and reliability of train services. Then alternative methods 
of delay analysis will be reviewed including analytic, simulation and statis-
tical approaches. In a final section some conclusions are drawn. 

7.2 Quality of Train Services and Railway Capacity  

Consider a train that runs between two stations. Let tmin be the minimum, 
or free, running time under ideal conditions, while t is the actual running 
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time. The difference between these two quantities d= t – tmin could be 
called (total) delay. Part of the delay is already scheduled in the timetable 
as buffer or slack time. There are several reasons for this. Because of con-
flicts between different trains, it is seldom possible to schedule the trains 
so that they can all run according to their minimum running times. In addi-
tion, to reduce the risk for unscheduled delay du, some slack time is usually 
added to the running times, or to the durations of the stops in the timetable. 
The resulting difference between scheduled running time ts according to 
the timetable and minimum running time tmin, is the slack time, which per-
haps could be better termed scheduled delay, ds = ts – tmin. This means that 
(total) delay is the sum of scheduled and unscheduled delays d = ds + 
du(ds), where the unscheduled delay varies from train to train in a stochas-
tic way that may depend on the amount of scheduled delay for the own 
train ds and for other trains. It may be observed that unscheduled delay 
may in fact be negative, if a train arrives at a station ahead of the timetable. 
To summarise, the actual running time can be expressed as t = tmin + ds + 

du(ds), that is the sum of minimum running time, scheduled delay and the 
resulting randomly occurring unscheduled delay. The sum of the first two 
of these components is the running time according to the timetable. If pas-
sengers would value travel time in the same way irrespectively of its ori-
gin, it would be natural to minimise the expected actual running time E(t), 
when constructing a timetable. There is much evidence that passengers and 
carriers in fact put a much higher negative value on unscheduled delay 
than on the scheduled running time that is known to them in advance (for 
reviews see Bates et al. 2001; Wardman 2001). If it would be known how 
the unscheduled delay depend on the scheduled delay, as indicated by the 
function du(ds), the natural timetabling objective would rather be to find 
the scheduled delay ds that minimises tmin + ds + E(du(ds)). Here is the 
relative increase in the value of time for unscheduled delay compared with 
scheduled running time.1 With increased scheduled delays for the trains 
utilising a line section, the expected unscheduled delays will typically go 
down. Whether it is worthwhile to increase the scheduled delays will de-
pend on the value of  and on the exact functional relationship between the 
scheduled delays and the expected unscheduled delays. 
So far, the perspective has been on minimising overall delay to train 

movements. From the passengers’ and carriers’ perspective, minimising 
overall delay to passengers and goods is more relevant. Then different 
trains have to be weighted according to the number of passengers and to 
the value of delivering the goods on time. 
                                                     
1 Arguably, to consider expected unscheduled delays only and not delay variations 
is also an oversimplification (see e.g. Bates et al. 2001). 
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Intuitively, a higher capacity utilisation leads to more delays of unex-
pected duration. How could capacity utilisation be measured? Capacity is 
an ambiguous concept with no commonly accepted definition. The general 
idea is to measure the maximum amount of traffic that a certain railway 
system, or a certain critical rail section, can accommodate in a given pe-
riod of time. Burdett and Kozan (2006) suggest a precise definition of ca-
pacity “as the maximum number of trains that can traverse the entire rail-
way or certain critical (bottleneck) sections(s) in a given duration of time”. 
Capacity utilisation then “is the percentage time that an actual mix of 
trains utilises the section”. They show how this definition can be translated 
into strict mathematical calculations under various circumstances.  
The Swedish National Rail Administration has its own manual for cal-

culating capacity utilisation, which is used in cost-benefit analyses of in-
vestments in the rail sector (see Banverket 2001). The basic idea is to de-
termine the fraction of a specified time period that a certain line section 
between two stations is occupied by train paths.  
 Consider a single-track section between two stations without any pos-
sibilities for the trains to overtake or meet each other in between the sta-
tions. If the trains run alternately in the two directions, each train will oc-
cupy the whole track during its total running time between the stations. 
The total time the track is occupied is then the sum of the running times of 
all trains during the considered time period. In addition, some time has to 
be added to the total occupation time to allow the trains to meet at the sta-
tions. Let the total occupation time, or consumed capacity, be denoted o

sT ,
where s indicates single track. 
For a double-track section it is possible to separate the traffic by direc-

tion. The traffic will then be uni-directional on each track. Then a train 
does not occupy, or block, the track between the stations during its entire 
running time, since a consecutive train can be dispatched before it reaches 
the end station of the section. The occupation time is then the necessary 
time difference until the next train in the same direction can be dispatched. 
If the next train runs at the same or lower speed as the first one, this neces-
sary time difference is the minimum headway time, partly determined by 
the subdivision of the track into block sections. If the second train runs at a 
higher speed, however, it is necessary to increase the time separation so 
that the second and faster train will not catch up with the first one. The 
necessary increase in the time separation is the difference in running times 
between the first (and slow) train and the second (and fast) one. This 
means that the total occupation time, or consumed capacity, for a double 
track with uni-directional traffic will be  
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The capacity utilisation is then calculated as  
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where x is s (single track) or d (double track), T is the length of the consid-
ered time period (typically 2 hours for the peak period and 18 or 22 hours 
for the whole day) and a is a reduction factor when calculating capacity 
utilisation; a = 0.8 when considering the whole day and a = 1 when con-
sidering the peak period. If the capacity utilisation is high enough, it could 
be expected that the railway services will be unreliable. Banverket (2001) 
indicates lack of capacity when capacity utilisation is above 80%.  
It is interesting to observe that there are strong non-linearities in the 

provision of track capacity. Increasing the number of tracks on a line sec-
tion increases the capacity of the section more than proportionate. This 
could be illustrated by some hypothetical examples. Assume that there is a 
line section between two stations that are 50 km apart. The trains are as-
sumed to run at the same speed of 120 km/h. This means that the running 
time will be 25 min. If two trains meet at a station, each train is assumed to 
need a buffer time of 5 min.  
First consider the situation with a single track. If the trains run alter-

nately in the two directions, the theoretical capacity in terms of the maxi-
mum number of trains will be 2 trains per hour, since one train in each di-
rection will occupy the line for 25 + 5 min. If instead the speed is 200 
km/h, each train will occupy the line for 15 + 5 min, implying a theoretical 
capacity of 3 trains per hour. 
One way of increasing the capacity of a single track would be to invest 

in meeting/passing stations. Assume that there is one such additional sta-
tion in the middle of the railway section. If the speed is 120 km/h, a train 
will now occupy the track for 12.5 + 5 = 17.5 min rather than for 25 + 5 = 
30 min. The theoretical capacity goes up from 2 to 3.4 trains per hour. If 
the speed instead is 200 km/h, the theoretical capacity goes up from 3 to 
4.8 trains per hour. This way of increasing the capacity is probably quite 
sensitive to disturbances and leads also to longer scheduled running times 
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(including necessary buffers at the stations), however. The scheduled time 
will go up from 30 to 35 min for the lower speed level and from 20 to 25 
for the higher speed level. 
If the line section is served by a double track, the trains can be separated 

according to direction. If all trains run at the same speed, it will be the 
minimum headway between the trains that limits the capacity. The mini-
mum headway depends on how the line section is subdivided into block 
sections and also on the speed of the trains. For the purpose of illustration, 
we simply assume a constant minimum headway of 5 min for all trains. 
Then the theoretical capacity per track goes up to 12 trains per hour instead 
of 2 to 4.8 trains per hour, depending on whether the comparison is made 
with slow or fast trains, and if there is an additional station in the middle of 
the line or not. It can also be noted that measures that would reduce the 
minimum headway, such as shorter block sections, or moving block sec-
tions, would further increase the capacity of a double-track section. 
If for a double track there are trains running at different speeds, the 

theoretical capacity will be lower. Assume that the trains run alternately at 
120 km/h and 200 km/h and that there is no additional station in the middle 
of the section. The running times will then be 25 and 15 min, respectively. 
Then it is necessary to add 10 min to the time the track is occupied for 
every second train, and in addition to that also 5 min for overtaking, see 
Eq. (1). The track will then be occupied during 25 min for every two trains 
(two minimum headways plus running time difference plus time for over-
taking). This means that the theoretical capacity per track goes down to 4.8 
trains per hour compared with 12 trains per hour for the situation with 
speed-homogenous trains. With an additional station in the middle of the 
section the theoretical capacity increases to 6 trains per hour and track, be-
cause the running time difference between the trains will then go down to 
5 min. 
If the number of tracks is expanded to four, the trains could be separated 

both with respect to direction and speed. Then the theoretical capacity is 
again determined by the minimum headway. The theoretical capacity per 
track will be 12 trains per hour. This holds both with and without an addi-
tional station and irrespectively of the speed. 
These simple examples of capacity calculation are summarised in Table 

7.1. They illustrate several interesting properties of the provision of capac-
ity. If, for the sake of illustration, the average capacity per track is calcu-
lated for one, two and four tracks, these values are 3.3, 8.7 and 12 trains 
per hour, respectively. This indicates that the capacity per track is strongly 
non-linear in the number of tracks. Assuming constant or decreasing mar-
ginal track investment cost, railway capacity exhibits large economies of 
scale. The table also shows that the capacity does not only depend on 
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properties related to the technical infrastructure in form of the number of 
tracks and meeting/passing stations. The capacity also depends on the av-
erage speed of the trains and on the speed heterogeneity. Speed heteroge-
neity, not the least, is very detrimental to the achieved theoretical capacity. 
By reducing the speed of the fast trains, it is in fact possible to increase the 
capacity considerably, for example from 4.8 to 12 trains per track and hour 
as is seen by comparing rows 7 and 5 in the table.

Table 7.1. Theoretical capacity per track by number of tracks, speed, speed heterogeneity 
and presence of additional station 

Number of tracks Speed [km/h] Additional station Capacity per track [trains/h] 
1 120 No   2 
1 200 No   3 
1 120 Yes      3.4 
1 200 Yes      4.8 
2 120 No/yes 12 
2 200 No/yes 12 
2 120/200 No     4.8 
2 120/200 Yes   6 
4 120/200 No/yes 12 

Finally, it could be noted that rail capacity follows the fundamental law 
of traffic that is well-known from road traffic – flow is equal to speed 
times density (number of trains per unit of track length) dvf (see, e.g., 
Bella and Ida 1997, p. 68). Since theoretical capacity c is the maximum 
flow, this leads to dvdvfc ˆˆ)(maxmax , where v̂ and d̂ are the 
values of speed and density that together simultaneously maximise flow.
The application of this formula is illustrated by two examples. Consider 

first the situation with one track according to the first row in Table 7.1. 
Then there is at most one train at the time on a 50 km long railway section, 
that is  1/50d̂ trains/km/track. Since the average speed is 100v̂  km/h, 
when adjusting for the time to meet at the station, the capacity is 

 2  100/50c trains/h/track. When the trains run in one direction on each 
track and at the same speed, the capacity is calculated under the assump-
tion of a constant headway. For the assumed headway of 5 min, the aver-
age density is  )ˆ 60/(5ˆ vd and hence the capacity is )ˆ5/(60ˆ vvc 12
trains/hour/track. This calculation is valid for trains running at the same 
speed independent of the actual level of speed and hence for rows 5, 6 and 
9 in Table 7.1. Increasing the number of tracks from one to two is radically 
to increase the maximum possible density. This is why there are such large 
economies of scale. The introduction of more stations also allows for a 
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higher maximum density, in that case partially at the expense of a lower 
average maximum speed due to more frequent stops for meeting or over-
taking. The reason why speed heterogeneity has such a negative effect on 
capacity is that the average maximum density is radically reduced, given 
that the timetable is designed so that faster trains never will catch up with 
slower trains. By letting fast and slow trains run on separate tracks, which 
is possible when there are four tracks, the trains can run at their maximum 
speed without having to lower the density. This is why there is also an 
economies-of-scale effect, when the number of tracks is increased from 
two to four.  
To summarise, capacity can be defined as the maximum number of 

trains that can traverse a railway section per time unit. The capacity de-
pends on the technical infrastructure in terms of the number of tracks, the 
number and location of stations where the trains can meet or overtake each 
other, and the subdivision of the line section into block sections. The ca-
pacity also depends on conditions related to the character of the train ser-
vice such as the average speed, the speed heterogeneity and in which order 
different trains are scheduled. Capacity is a kind of theoretical indicator 
that measures the maximum number of trains under ideal conditions, when 
all trains can run exactly according to the timetable. In reality there will be 
many kinds of disturbances. These disturbances will lead to unscheduled 
delays that will make the service more or less reliable. It could be hypothe-
sised that the degree of unreliability, or the risk for delays, will depend on 
the capacity utilisation. We will continue by reviewing how such relation-
ships can be derived. 

7.3 Analytic Methods of Delay Analysis 

There are some quite interesting ways of analysing train service reliability 
by analytic methods. Compared with simulation methods, analytic meth-
ods are usually much faster to apply, which make them particularly useful 
at a strategic planning and design stage, when the future timetable is still 
unknown, and hence many variants are conceivable. To be able to derive 
an analytic model, it is usually necessary to make a number of simplifying 
assumptions. This drawback is less of problem at a planning stage when 
many design parameters, operating conditions and the future demand any-
how are very uncertain. 
To be able to relate reliability of train services to capacity utilisation, 

useful indicators of reliability are needed. Carey (1999) presents an in-
sightful analysis of the mechanism behind delays. He separates between 
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exogenous, or primary, delays and knock-on, or secondary delays. An ex-
ogenous delay is caused by some external event. It could be a breakdown 
or a failure of equipment or infrastructure, an extended stop at a station be-
cause boarding and alighting take more time than expected, and it could 
also be a train or a crew that is late to the starting position. Knock-on de-
lays are those delays that occur in interaction between an exogenously de-
layed train and the other trains that are scheduled in the timetable. If a train 
arrives late to a station because of some exogenous delay, this may in turn 
delay other trains. To what extent this happens depends on the timetable 
and on the amount of buffer time in it. Under high capacity utilisation, one 
delayed train can cause delays to several other trains over a large area and 
a long period of time. By reducing capacity utilisation it is possible to de-
crease the risk for knock-on delays and hence to improve the reliability of 
the timetable and also to restrict the area and the time period that might be 
affected. By the design of the timetable it is thus possible to reduce the 
consequences of exogenous delays. To reduce the exogenous delays on the 
other hand, it is necessary to reduce the probabilities for the events that are 
causing these delays. The exogenous delays are normally not possible to 
affect by the construction of the timetable. 
Carey’s (1999) analytic approach is relevant to double track services. 

Trains running in opposite directions are then running on different tracks. 
He derives formulas for calculating probability density functions of knock-
on delays as a function of the amount of headways present in the timetable 
and given probability density functions for exogenous delays. As an alter-
native, he also derives formulas for the calculation of expected knock-on 
delays. He also discusses some heuristic measures that do not require 
probability information on exogenous delays.  
De Kort et al. (2003) present an interesting approach to determine the 

capacity of a planned railway infrastructure layout under uncertainties. 
They develop a methodology to calculate the maximum number of train 
movements that can be executed on a particular infra-element in a given 
time period with probability greater than or equal to p. The threshold p can 
be considered a requirement on the reliability of the service. Their ap-
proach allows the analyst to make explicit assumptions on travel time un-
certainties based on, for instance, historically observed uncertainties. They 
apply their approach to a planned high-speed double-track line in the 
Netherlands. The line is slightly more than 100 km long and involves three 
tunnels, of which the longest is about 7 km. Each tunnel has a separate 
tunnel tube per direction. For evacuation reasons only one train at a time is 
allowed in each tunnel, so that the non-occupied tube can be used for es-
cape in case of emergency. The tunnels then function as single-track bot-
tlenecks on an essentially double-track line. From the start 8 trains per 
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hour and direction could be expected. This volume is supposed to go up to 
16 trains per hour by 2015. The question is if the capacity of the line is 
large enough considering the bottlenecks created by the tunnels. Table 7.2 
shows the capacity of the longest tunnel according to the analysis by de 
Kort et al. (2003). Apparently the capacity of the proposed layout will be 
far below assumed demand for any reasonable level of the reliability re-
quirement p. The approach suggested by de Kort et al. is a way of indi-
rectly determining a causal relationship between traffic volume and reli-
ability of the service. It can be noted that the capacity decreases rapidly for 
a high requirement on the reliability. This study also illustrates how short 
bottlenecks will reduce the overall reliability for a long line section. 

Table 7.2. Capacity of the longest tunnel by the reliability requirement p. Source: de Kort 
et al. (2003) 

Huisman and Boucherie (2001) develop a very elegant model for the 
analysis of delay on a double-track section with heterogeneous traffic, and 
where overtaking is not possible or allowed. The aim of the model is to 
forecast secondary, or knock-on, delay as a function of primary, exoge-
nous, delay. The strength of the model is that it can handle the investment 
case when there are only forecasts about the frequency of different types of 
trains but no detailed timetable. It can also handle cyclic timetables, i.e., 
when the timetable is the same for every hour. In the latter case it can be 
used to study in which order the trains should be scheduled to minimise 
overall delay. 
The mathematical idea of the model is that the running time Rn of train n

in a sequence of trains satisfies the recurrence relation 
,00 FR (3)

),,max( 1 nnnn ARFR (4)
where Fn is the free running time of train n that could be actual if this train 
would not be delayed by other trains and )( 1 nnnn HTTA  is the ac-
tual buffer time between the trains, where Tn is the time train n enters the 
railway section and Hn is the minimum headway. There is a simple intui-
tion behind this recurrence relationship. The running time Rn of train n can 
never be shorter than its free running time Fn. In addition, it must be so 
long that train n does not arrive earlier to the end point than the arrival 
time of the previous train plus the minimum headway, 

nnnnn HRTRT 11 . By making suitable statistical assumptions for 

Reliability requirement p 0.70 0.75 0.80 0.85 0.90 0.95 0.99 
Capacity [trains per hour and direction] 5 5 5 4 4 4 2 
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the distributions of the free running time Fn, and the actual buffer time An,
it is possible to derive the steady-state distribution for the running time Rn.
How the frequency and speed distribution of the trains affect the delays, 
that is the differences between actual running times and free running times, 
can then be studied.
The use of the model will only be illustrated for long-term analysis. 

Then, typically, there is no timetable available. The only information is 
about the frequency of different train types. Huisman and Boucherie 
(2001) consider in a case study a 67 km long double-track section in the 
Netherlands. There are three train types, regional, interregional and inter-
city trains, each characterised by a different free running time. The free 
running times are assumed to be deterministic amounting to 33, 36 and 48 
min for intercity, interregional and regional trains, respectively. One sim-
plifying assumption that is reasonable when the timetable is not known is 
that trains of different types arrive in a random order. All train types are 
assumed to be equally frequent on the average. The buffer time is assumed 
to be exponentially distributed and the minimum headway is set to 2 min. 
Fig. 7.1 shows how the mean delays, and the delay probabilities, vary 

with the number of trains per hour and track. Regional trains are not 
shown, because under the assumptions made, they always run at the de-
terministic free running time of 48 min. All delays in this example are sec-
ondary because of the assumption of deterministic free running times. 
When the number of trains is very low, there are practically no delays. A 
faster train is almost never caught behind a slower one. When the number 
of trains increases, the mean delays go up as well as the delay probabili-
ties. When the total number of trains reaches 30 per hour and track, which 
is the maximum that could be achieved given the minimum headway of 2 
min, all trains run at the speed of the regional trains and the mean delays 
are 48 – 33 = 15 and 48 – 36 = 12 min for intercity and interregional trains, 
respectively.  
It should be noted that if 30 trains per hour is considered to be the ca-

pacity of the track, this is in fact another definition of capacity than the one 
employed by Banverket (2001). In the latter case, capacity is defined as the 
maximum number of trains per time unit given that the trains are allowed 
to run according to their scheduled running times in the timetable. That 
level of capacity can be exceeded at the price of increasing levels of delay 
for fast-running trains. This is what Fig. 7.1 illustrates. The definition of 
capacity applied in Huisman and Boucherie (2001) is the maximum num-
ber of trains that could run on the track per time unit given the minimum 
headway of 2 min. This is more of a physical capacity measure determined 
by the technical infrastructure, including the signalling system and the 
subdivision of the track into block sections.  
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Fig. 7.1. Mean delays and delay probabilities as a function of the number of trains                        
per hour and track. Source: Huisman and Boucherie (2001) 

A limitation with the previous model is that it is only applicable to rail-
way sections with no stations for meeting and overtaking. In a companion 
paper Huisman et al. (2002) propose a network queuing model by which 
the performance of a total railway network system of double tracks can be 
evaluated.
There is also a large literature on optimal scheduling of train operations 

(e.g. Higgins et al. 1996; ahin 1999; Dorfman and Medanic 2004; 
Ghoseiri et al. 2004). Such optimisation models can be applied in decision 
support systems to help train dispatchers to reschedule trains in real time 
when delays already have occurred. They can also be used for the design 
of an optimal timetable or for the analysis of impacts of timetable changes 
or railway infrastructure changes. These optimisation problems can be 
quite time-consuming to solve. Usually it is necessary to rely on heuristic 
techniques for integer and non-linear optimisation.  

7.4 Micro-Simulation Methods of Delay Analysis 

How trains interact with each other on a real railway line and how a pri-
mary, or exogenous, delay originally affecting one train may interfere with 
the operations of other trains and hence cause secondary, or reactionary, 
delays, is a very complex process. This process depends on a number of 
parameters related to the design of the track system, the signalling system 
and the rolling stock equipment. Simulation is the main avenue currently 
available to model this process in greater detail. A number of such models 
have been developed in various places. No attempt will be made to review 
the full spectrum of such models. Rather a few studies will be discussed to 
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illustrate the use of simulation models to study the relationship between 
capacity utilisation and delays.  
In a study by Hallowell and Harker (1998) the main focus is on examin-

ing how a previously developed model for delay calculation can be used as 
a tool for optimising train schedules. To this end a number of Monte Carlo 
simulations of two railway lines in the US are performed. A base case is 
compared with a case, where the schedules are optimised by means of the 
developed model. The results for only one of the lines in this study will be 
discussed here. This particular line is 444 km long and has less than 3% 
double track. The traffic volume scenarios low, medium and high corre-
spond to 22, 29 and 33 trains per day. The uncertainty in the departure 
time of the trains at the origin of the railway line is exogenously given. 
The low, average and high scenarios have 50, 100 and 150%, respectively, 
of the average standard deviation (SD) of departure time error of the line.  
The results from the simulations are displayed in Table 7.3. Delay is 

here defined as the difference between the actual and the free (unrestricted) 
running time of a train. Mean delay is obviously quite sensitive to traffic 
volume, while fairly insensitive to departure time uncertainty. For in-
stance, for the average level of departure uncertainty, mean delay increases 
from 51 to 90 min, as traffic volume increases by 50% from the low to the 
high scenario. For the standard deviation of delay, the situation is rather 
the other way round. The standard deviation is rather sensitive to departure 
uncertainty, while not so sensitive to traffic volume. For medium traffic 
volume, the standard deviation goes up from 18 to 23 min, as departure 
uncertainty increases from low to high. For average departure uncertainty, 
standard deviation goes only up from 18 to 20 min, as traffic volume in-
creases from low to high. 

Table 7.3. The dependence of mean delay and standard deviation of delay on traffic vol-
ume and departure uncertainty for a 444 km long railway line in the US. Source: Railway 
line 1 in Hallowell and Harker (1998) 

Traffic volume Low   Medium  High   
Departure uncertainty Low Avg High Low Avg High Low Avg High 
SD departure error (min)   2.6   5.1   7.7   2.6   5.1   7.7   2.6   5.2   7.7 
Mean delay (min)  49.7 51.2 51.1 72.1 71.0 74.1 89.5 89.7 89.7 
SD delay (min) 12.6 17.9 22.3 18.0 19.7 23.2 16.3 19.7  24.0 

The work by Rietveld et al. (2001) does not represent a typical simula-
tion study. It is quite interesting, however, because it looks at the issue of 
travel time unreliability of public transport from a passenger (or demand) 
perspective rather than from a train service (or supply) perspective. This 
means a shift in attention from the reliability of train arrival times to the 
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reliability of passenger arrival times. One obvious consequence is that it is 
necessary to weight train delays with the number of affected passengers. 
But more importantly, there is also a shift in attention from the reliability 
of single trains to the reliability of complete trip chains of public transport 
users. This means that the risk of missed connections will come into focus.  
The same authors also suggest different measures of reliability and a 

methodology for calculating reliability for journeys or trip chains that may 
include transfers between different vehicles or modes of transport. To ap-
ply this methodology, estimations of density functions of departure and 
travel times for different modes of transport are needed. Then by drawing a 
representative sample of public transport chains from some population, it 
is possible to compare for each chain the scheduled arrival time with the 
simulated arrival time based on the estimated density functions. In calcu-
lating the simulated arrival times, it is assumed that different time elements 
in the chain are statistically independent. Various measures of reliability 
can then be calculated. It is also possible to study spatial variations in the 
occurrence of delays. 
Table 7.4 displays the average scheduled and simulated travel times for 

selected types of public transport chains sampled from the Dutch annual 
travel survey for morning peak, off-peak and Sundays, respectively. 
Somewhat surprisingly, the period of the day seems to have little impact 
on the difference between average scheduled and simulated travel time. 
The number of transfers is more decisive. 

Table 7.4. Average scheduled (min) and average simulated (as % of scheduled) travel times 
for some selected types of public transport chains sampled from the Dutch annual travel 
survey. Source: Rietveld et al. (2001) 

 Average scheduled travel time Average simulated travel time as 
a % of the scheduled travel time 

Morning peak Off-peak SundaysMorning peak Off-peak Sundays 
Bus 28.8 28.7 28.1 100.3 102.4 101.1 
Bus/bus 50.5 54.5 55.2 106.1 106.4 110.9 
Train/bus 53.7 60.7 65.3 109.5 103.6 109.6 
Bus/train 58.0 55.2 64.6 108.8 109.2 102.3 
Bus/train/bus 74.3 71.0 85.5 111.6 111.8 110.5 
All chains 59.9 61.8 65.1 110.0 109.9 111.4 

This methodology can be extended to allow different policies to im-
prove reliability to be evaluated. In the particular Dutch study, it turned out 
that enhancing the use of bicycle as an entrance and exit mode was a 
promising policy of increasing the reliability of the public transport sys-
tem. 
In recent years in Sweden there has been a number of applications of a 
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commercial microsimulation system, RailSys, developed by the Institute 
for Transport, Railway Construction and Operation at the University of 
Hannover in Germany.2 RailSys is originally developed for timetable con-
struction and planning concerning new or existing lines, nodes and net-
works. By simulation of non-disrupted and disrupted operations it can also 
be used to judge the stability or quality of a timetable.  
The use of RailSys will be illustrated by relating its application to a vul-

nerability study of major, or exceptional, disturbances in the operations of 
rail services (see Wiklund 2003). This application is an attempt to simulate 
the consequences of a serious breakdown of a technical system supporting 
the railway operations. The specific breakdown was a fire in the interlock-
ing system at the railway station, Järna, situated on a major double-track 
railway line some 40 km southwest of Stockholm. The breakdown oc-
curred in the summer of year 2000. As a consequence of this fire all sig-
nals at the station were put out, and it was not possible to use the switches. 
When the traffic temporarily could start again, the number of trains was 
reduced, no switches were used, the maximum speed through the station 
was set down to 40 km/h and a manual signalling system replaced the elec-
tric signals. The station then essentially functioned as a double track with 
reduced maximum speed. To apply RailSys to this situation it was neces-
sary to carry out an extensive calibration of the model. In the end, the 
simulated average delay was 16.1 min, compared with the observed aver-
age delay for the first ten days after the breakdown that was 17.6 min. 
Fig. 7.2 displays the simulated time profile of the average delay for 

three levels of traffic volume: the same number (66 trains per day), more 
trains (84 per day) and fewer trains (50 per day) than were actually run af-
ter the breakdown. The average delay varies quite substantially over the 
day with peaks around 10 am and 8 pm. For the level of traffic volume that 
was actually carried out, the average delay goes up to 30 min in the morn-
ing peak and to 45 min in the evening peak. The higher level of traffic vol-
ume corresponds to the actual volume before the breakdown, with the ex-
ception of commuter trains. Had this level been kept after the breakdown, 
the average delay would have gone up to 46 min in the morning peak and 
to 70 min in the evening peak. For the lower level of traffic, maximum av-
erage delay is 30 min with peaks both in the morning and in the early eve-
ning. It should be remembered that all values are average delays. The ac-
tual delays will vary considerably around these values, which is more 
clearly illustrated in the next figure. 
Fig. 7.3 summarises the results in form of average delay and standard 

deviation over 24 hours as a function of the number of trains per hour. Al-
                                                     
2 See the website http://www.ive.uni-hannover.de/software/railsys/info_en.shtml
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though the general tendency is that the average delay increases with the 
number of trains, the relationship is not monotonic. The explanation may 
be that when the number of trains increases, it is sometimes necessary to 
increase the scheduled running time to make the timetable feasible. Some 
buffer time is then introduced in the timetable that reduces the risk of de-
lays. There are considerable random variations around the average delay. 
The actual running time will be rather unstable, and increasingly so as the 
capacity utilisation goes up. 
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fler samma färre

Fig. 7.2. Simulation of the burnt down of the interlocking system at Järna station. The hori-
zontal axis represents the time of the day and the vertical axis the average delay (h:min). 
Three levels of capacity utilisation are presented: “fler” indicates more trains, i.e. 84 trains 
per day; “samma” indicates the same number of trains, i.e. 66 trains per day; “färre” indi-
cates fewer trains than were actually run after the breakdown, i.e. 50 trains per hour. 
Source: Wiklund (2003) 

7.5 Statistical Analysis of Delays 

A third way of studying the relationship between capacity utilisation and 
delay is by statistical analysis. There are few such studies reported in the 
literature (for a review, see Olsson and Haugland 2004). One exception is 
the pioneering study by Gibson et al. (2002) based on data from the UK 
rail network after the introduction of access charges. They develop a 
method for defining the marginal cost of an additional train (the ”conges-
tion cost”) including the extra costs for the train operators and the passen-
gers. This congestion cost reflects the costs of reactionary delays caused 
by a given level of exogenous delays.  
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Fig. 7.3. Simulation of the burnt down of the interlocking system at Järna station. The hori-
zontal axis represents trains per hour and the vertical axis the average delay (h:min) over 24 
hours. The unbroken line represents average delay whereas the dotted lines indicate one
standard deviation. Source: Wiklund (2003) 

The purpose of the study by Gibson et al. (2002) is to relate reactionary 
delays to capacity utilisation to enable congestion costs to be properly re-
flected in access charges.3 To this end they regress reactionary delays 
against capacity utilisation for different track sections in the rail network 
and for different time periods. They find that an exponential relationship 
best fits the data: 

 ),exp( itiit CAD (5)
where itD  is the reactionary delay on track section i in time period t, iA  is 
a section specific constant,  is a route specific constant, and itC  is the 
capacity utilisation on section i in time period t. They are able to find posi-
tive and statistically significant relationships for 20 out of 24 routes across 
the network. The -value typically varies between 1.1 and 4.1. 
This study shows that it is possible to derive significant relationships be-

tween reactionary delays and capacity utilisation. The estimated constants, 
iA  and , reflect spatial differences including “normal” amount of ex-

ogenous delays for different track sections. This is both a strong and a 
weak point of the approach. The relationships are empirically based but do 
not reveal how exogenous delays cause reactionary delays. Hence they are 
not useful for predicting the effects of an altered level of exogenous de-
lays. 

                                                     
3 Kozan and Burdett (2005) suggest alternative methodologies for rail access 
charging.
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7.6 Final Discussion and Conclusions 

This chapter aims at reviewing some possibilities of analysing train delays 
and their relationships with capacity utilisation. As discussed in Section 
7.2 (total) delay could be defined as the difference between actual and 
minimum running time under ideal conditions. The delay could then be di-
vided up into scheduled delay, that is the difference between scheduled 
running time and minimum running time, and the rest that could be termed 
unscheduled delay. The reason to include scheduled delay in the definition 
is that scheduled delay is a kind of policy variable that will affect unsched-
uled delays through its effect on capacity utilisation. From a policy per-
spective it would be natural to choose the scheduled delay so as to opti-
mise a weighted sum of the different components of the delay. There is 
ample evidence that travellers attach different monetary values to sched-
uled and unscheduled delays (see Bates et al. 2001; Wardman 2001). Since 
the relationship between scheduled delay and unscheduled delay is sto-
chastic and highly non-linear, and since there are also operational costs 
that depend on the choice of scheduled delay, this optimisation is far from 
trivial. By including the scheduled delay in the definition of the delay, the 
trade-off between scheduled and unscheduled delay is at least made ex-
plicit.
Unscheduled delays consist of two parts of different origin, primary or 

exogenous delays and secondary or reactionary delays. This distinction is 
very important from an analytic point of view. A primary delay is caused 
by some exogenous event and is by definition independent of capacity 
utilisation. Secondary delays are a resulting effect of a primary delay. If a 
train has to stop or reduce its speed below what is assumed in the timetable 
for some reason related to a primary delay, trains that follow close after 
this train may also have to stop or drive slower. If the line has only one 
track, meeting trains may have to wait longer and at different places than 
scheduled in the timetable. This will incur secondary delays on these trains 
as well. The amount of secondary delays does not only depend on the fre-
quency and duration of primary delays but also on the capacity utilisation. 
The higher the capacity utilisation is, the more likely it is that primary de-
lays will knock-on secondary delays on following or meeting trains.  
Although primary delays are independent of capacity utilisation by defi-

nition, it may not be so simple to verify this in an empirical study because 
of the problem of classifying delays correctly. Interestingly, Gibson et al. 
(2002) are able to do that in their study.  
It is probably extremely difficult to derive a causal model that could ex-

plain the occurrence of the events that will lead to primary delays. How-
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ever, by statistical regression it is possible to estimate equations by which 
the amount of primary delays can be predicted based on factors such as 
maintenance status of the track and the rolling stock, maintenance activi-
ties performed, traffic volumes, shortage of staff and weather conditions. 
Although such analyses are quite straightforward in principle, very few are 
reported in the literature (Olsson and Haugland 2004). 
Most of the literature that has been covered in this chapter deals with the 

impacts of primary delays and capacity utilisation on secondary delays. 
Three different approaches are discernible: analytic methods, micro-
simulation methods and statistical analyses based on empirical data. All 
three approaches have their advantages and disadvantages.  
The analytic methods are often using elements from queuing theory and 

optimisation that may lead to mathematical problems that could be time-
consuming to solve. They do not usually require so much input data as 
simulation models. In particular, they can in many cases be applied in a 
meaningful way without knowing the exact timetable. This makes them 
useful for strategic decisions – especially in a sketch-planning phase when 
many investment alternatives need to be evaluated, and when it is unclear 
how the new infrastructure actually will be used in the future. Analytic 
models usually apply some form of simplifying assumptions to make them 
mathematically tractable. This has the drawback that the quantitative con-
clusions can be less precise and reliable. It may also be difficult to validate 
the assumptions on which the model is based.  
Simulation models offer the most detailed representation of a railway 

system. In fact, micro-simulation is today the only reasonable way to 
model in any detail the very complex processes by which different trains 
interact with each other and with the infrastructure. The other side of the 
coin is that they require very detailed data about the infrastructure, the per-
formance of the trains and, perhaps most importantly, about the timetable.  
Many of the simulation models that are available on the market are pri-

marily tools for timetabling. When facing a strategic decision about future 
investments, the exact timetable is not known. It is then necessary to make 
some assumptions that will introduce uncertainties into the results irrespec-
tively of how well the model represents the railway system. The increased 
preciseness with simulation models may therefore be somewhat illusory. 
Since the simulation models available on the market are commercial prod-
ucts, they are not always particularly transparent with respect to underlying 
assumptions. On the other hand, they do not require any specific mathe-
matical skill for their implementation. 
As has been illustrated in Section 7.4, it is possible to use a simulation 

tool like RailSys to study how primary delays under varying capacity utili-
sation will cause secondary delays. Such analyses seem to be the most pre-
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cise way of deriving causal relationships for secondary delays. One prob-
lem is that each specific case has to be simulated with all its details. This is 
time-consuming and may also disguise general tendencies in the results 
from all details. 
Statistical analyses of empirical data seem to be the only realistic way of 

modelling the occurrence of primary delays. The study by Gibson et al. 
(2002) shows that regression analysis could be a useful method for estab-
lishing empirical relationships between capacity utilisation and secondary 
delays, given the prevailing level of primary delays. Their analysis was 
explicitly designed to provide information about congestions costs to the 
manager of the railway infrastructure in the UK for determining access 
charges to the operators.
Most delay studies deal with delay to train movements, i.e. they apply a 

supply, or producer, perspective. From a welfare perspective a demand, or 
consumer, perspective would be more interesting. What delays will pas-
sengers or goods suffer from during their movement from the origins to 
their final destinations? This is far more complicated to study, since it is 
then also necessary to model the transfers between different modes or lines 
in the transport chains. Rietveld et al. (2001), however, offer an interesting 
approach to this issue. 
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8.1  Introduction 

One of the major problems encountered by traffic professionals is how to 
predict driver route choices in congested and unreliable road networks. 
Indeed, traffic flow prediction is of fundamental importance for strategic 
transport planning, network design and long-term road improvement prob-
lems. A new reliability-based user equilibrium (RUE) model is proposed in 
this Chapter, premising on the fact that drivers consider both travel time and 
reliability in their route choices (Lam and Small, 2001).  

Conventional approaches for traffic assignment consist of the user 
equilibrium (UE) principle, as well as the system optimal (SO) and sto-
chastic user equilibrium (SUE) principles. The UE principle, also referred 
to as Wardrop’s first principle, states that the travel times on all used routes 
per origin-destination (OD) pair are equal and minimal; whereas those on 
unused routes are equal or higher (Wardrop, 1952; Dafermos and Sparrow, 
1968; Smith, 1979). The SO principle, also referred to as Wardrop’s second 
principle, defines the traffic assignment pattern such that the total network 
travel time is minimized. The SUE principle (Daganzo and Sheffi, 1977; 
Sheffi and Powell, 1982) characterizes the traffic flow pattern such that the 
probability of the minimal perceived travel time/cost on a path equals the 
path choice proportion over the travel demand. All of these models, how-
ever, do not explicitly consider the fluctuation of link travel times due to 
minute-to-minute variations in link flows within the same hourly period. In 
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a multi-lane freeway, these traffic flow variations are mainly due to the fact 
that drivers tend to increase their speed variations as the speeds between 
adjacent lanes differ (Shankar and Mannering, 1998). In addition, there are 
minute-to-minute traffic flow variations due to interruptions at down-
stream intersections or bottlenecks. In fact, link travel time variations can 
be modeled by the type of facility or the type of downstream intersection 
or bottleneck of the link. In this Chapter, it is assumed that such link travel 
time variations (or deviations) are an increasing function of the mean 
travel time of the link. This assumption is consistent with previous em-
pirical studies on the standard deviation of link travel time (Herman and 
Lam, 1974; Richardson and Taylor, 1978; Taylor 1982). However, it should 
be noted that there are many possible sources contributing to travel time 
variations, such as traffic signals, traffic incidents, work zones, weather, etc. 
Further studies should be carried out to calibrate the relationship between 
the mean travel time and its variations for different road types under dif-
ferent operating conditions. 

In the past decade, much attention has been given to the effects of an 
unreliable transport network on route choices. The unreliability or uncer-
tainty on the road network may be due to travel time variations as discussed 
above, degradable roads, travel demand fluctuation, etc. (Asakura and Ka-
shiwadani, 1991; Nicholson and Du, 1997; Bell, 1999). In contrast to de-
terministic transport networks, stochastic transport networks imply that 
drivers cannot perfectly predict their travel times. Mirchandani and Soroush 
(1987) considered that travelers minimize the expected disutilities of un-
certain travel times associated with different routes. Uchida and Iida (1993) 
used the sum of the mean travel time and a safety margin to account for 
travel time variability. Henn (2000) considered that drivers’ route selection 
is related to their pessimistic/optimistic or risk-taking/risk-averse decisions. 
Bell (2000) estimated the path choice probability by using the approach of a 
mixed-strategy Nash equilibrium. Lo and Tung (2003) and Lo et al. (2006) 
formulated probabilistic models in the form of a travel time budget to ac-
count for the effects of travel time reliability due to stochastic degradations 
in link capacities. Recently, Zhang and Lam (2002) established a reliabil-
ity-based user equilibrium principle, in which travelers are modeled to se-
lect routes so as to maximize the reliability of the minimal path travel time. 

Table 8.1 summarizes the principal characteristics and various defini-
tions of road network reliability. Idia and Wakabayashi (1989) proposed a 
method to determine the terminal reliability of a road network, referred to as 
the connectivity reliability, by using partial minimal paths and cut sets. 
Asakura and Kashiwadani (1991) defined some measures of travel time re-
liability and subsequently modified the conventional traffic assignment 
model to simulate the fluctuation of road network flow. Asakura (1998) 
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investigated reliability measures in a road network when some links are 
possibly damaged by natural disasters. Du and Nicholson (1997) presented 
an integrated equilibrium model for a large scale, multi-mode degradable 
transportation system. They further discussed the socio-economic impacts 
of system degradation, the critical components, and system reliability.  

Chen et al. (1999, 2002) introduced capacity reliability as a new net-
work performance index, defined as the probability that the network can 
accommodate a certain traffic demand at a required service level, while 
accounting for drivers' route choice behavior. Zhang and Lam (2001) pro-
posed an alternative concept, referred to as travel demand satisfaction ratio, 
to evaluate the reliability of path travel time. Recently empirical results 
(Lam and Small, 2001; de Palma and Picard, 2005) indicated that route 
choices depend not only on the travel times (and costs) of alternative routes 
but also their reliability. In order to design an efficient and reliable road 
network, there is a need to develop a traffic assignment model that ac-
counts for both the effects of travel time and reliability. Recently, attention 
has been given to vulnerability analysis. It is concerned with the identifica-
tion of links and nodes with significant impacts on network performance. 
For a road transportation system, vulnerability is defined as the suscepti-
bility of the network to incidents that can result in considerable reductions 
in road network serviceability, where the serviceability of a link/route/road 
network is regarded as the possibility to use that link/route/road network at 
a given time. Berdica (2000, 2002) investigated the effects of a number of 
input variables, such as demand fluctuations and incidents, on network 
performance. 

In the literature, different approaches have been formulated for the 
analysis of the reliability of road transportation networks. Generally, they 
can be characterized by different ways of modeling the effects due to 
various disturbances and/or uncertainties in travel demand and network 
capacity, resulting in travel time variations or unreliability. Following a 
similar vein, in this Chapter, a path preference index (PI) is proposed to 
quantify the attractiveness of each alternative path in an unreliable trans-
port network. The new feature of the proposed PI is to capture travel time 
variations due to minute-to-minute traffic flow fluctuations during the same 
hourly period. Firstly, the path travel time reliability is defined to be a 
function of the ratio between the path’s mean travel time and free-flow 
travel time. Then by normalization, the path travel time reliability index (RI) 
and path travel time index (TI) are defined and scaled in the range between 
[0,100]. The index RI is positively related to the path travel time reliability 
and TI is negatively related to the path travel time. The weighted sum of RI 
and TI is referred to as the path preference index (PI). If the PI of a path is 
equal to 100, this means that travelers on that path travel at its free-flow 
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travel time with 100% reliability. On the other hand, if the PI of a path ap-
proaches 0, its travel time is infinite and travelers have no chance of trav-
eling at its free-flow travel time (i.e. the path travel time reliability ap-
proaches 0). Alternatively, it implies that the serviceability or possibility of 
using this path at free-flow travel time during a given time period is equal 
to zero.

Table 8.1 Principal Characteristics & Various Definitions of Road Network Reliability 

Reliability Performance 
Indicator

Uncertainty Constraints Probability 
Definition 

Connectivity
(see Iida and Wa-
kayabashi, 1989) 

connect or 
disconnect

Disruption of 
road links 

Not included connected and 
disconnected
network 

Travel Time (I) 
(see Asakura and 
Kashiwadani, 1991) 

Specified travel 
time (T) 

Fluctuation of 
daily traffic flow 

Constant demand  
and no link capacity 

Travel time less 
than T 

Travel Time (II) 
(see Asakura, 1998) 

Specified net-
work service 
level (L) 

Degradable link 
capacity

Constant or elastic 
demand function and 
link capacity con-
straint

Service level less 
than L 

System and OD 
sub-system 
(see Du and 
Nicholson, 1997) 

Intolerable
decrement rate 
of OD flow (E)

Degradable link 
capacity

Elastic demand 
function and link 
capacity constraint 

Decrement rate 
less than E 

Capacity
(see Chen et al, 
1999, 2002) 

Required de-
mand level (Q) 

Degradable link 
capacity

Proportional OD trip 
table and link capac-
ity constraint 

Network reserve 
capacity greater 
than Q 

Travel time budget 
(See Lo and Tung, 
2003; Lo et al., 
2006) 

Travel time 
budget for 
punctual arri-
vals

Degradable link 
capacity

Constant total de-
mand 

Within budget 
time reliability 

Travel Demand 
Satisfaction
(Zhang and Lam, 
2001) 

Specified 
Travel Demand 
Satisfaction
Ratio (S) 

Travel Demand 
and Degradable 
link capacity 

Elastic demand 
function 

Travel Demand 
Satisfaction Ra-
tio less than S 

Road Vulner-
ability
(Berdica, 2000, 
2002) 

Travel time 
and serviceabil-
ity

Demand fluctua-
tions and inci-
dents

Consequence of in-
cidents

Probability for an 
incident to occur 

For the long-term network design problems, this Chapter presents a 
reliability-based user equilibrium (RUE) model in which both path travel 
time and reliability are considered and accounted for by the normalized 
path preference index PI. It can be used to assess the impacts of the values 
of travel time and reliability on drivers’ route choice behavior, traffic flow 
patterns, and system performance (i.e. network travel time and reliability). 
By setting the weights on the two indices, RI and TI, through a linear 
combination that sums to one, then one can allocate different importance 
to each of them. In the extreme cases, if the weight set on TI (RI) is 1.0 
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(0.0), the traffic assignment results of the proposed RUE model are 
equivalent to the conventional user equilibrium (UE) model. On the other 
hand, if the weight set on RI (TI) is 1.0 (0.0), the travel time reliability on all 
the used paths by OD pair is equal to each other. Hence, the RUE model 
contains the conventional UE principle as one special case.  

This Chapter is organized as follows. In the next section, the path 
preference index is defined and discussed together with the definitions of 
the path travel time and reliability indices. The mathematical formulations 
and proofs of the RUE are then given. The example network with Braess 
paradox is used to illustrate the characteristics of the proposed RUE model. 
Finally, conclusions are drawn together with some recommendations for 
further studies.

8.2  Path Preference and Related Indexes 

The path preference index is defined as the weighted sum of the path travel 
time reliability index and path travel time index on a particular path. In the 
following, after defining the path travel time reliability and path travel time 
indices, the path preference index is presented.  

The proposed RUE model is formulated for the purpose of long-term 
transport planning, while capturing variations in link travel times due to 
minute-to-minute traffic flow fluctuations in the road network. Let rs

jc  be 
the travel time on path j from origin r to destination s, expressed as:  

rs
j

rs
j

rs
jc , j,s,r  (1) 

where rs
j  is the mean travel time on path j from origin r to destination s 

and rs
j  is the random term on path j with 0][E rs

j  resulting from 
temporal fluctuations in traffic flow (Lam and Small, 2001). 

8.2.1 The Path Travel Time Reliability Index 

Previous studies have paid insufficient attention on travel time reliability 
(Bates et al., 2001). Virtually all previous studies worked with hypothetical 
scenarios, partly due to the fact that measuring the variability of travel 
times with actual data is difficult and time consuming. Asakura (1998) 
proposed a performance measure for the travel time reliability based on the 
ratio between the mean travel time and free-flow travel time, which is eas-
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ily understood by drivers. The mean travel time rs
j  is known as the re-

sultant actual average travel time on path j from origin r to destination s. 
Denote rs

f  as the free-flow travel time from origin r to destination s. 
Therefore, the performance measure proposed in this Chapter is 

rs
f

rs
j / ( j,s,r ).
This scaled free-flow travel time measure can be adopted as the 

benchmark for assessing the level of service (LOS) on alternative paths 
(Lam and Zhang, 2001). By expressing rs

j  as rs
fR , the parameter R, a 

predefined performance measure, can be used to indicate the LOS on a 
particular path j. The Highway Capacity Manual (National Research 
Council, 2000) introduces the concept of “level of service” as a qualitative 
measure of the composite effects of operating speed and travel time on the 
highway facilities. In practice, average operating speed and free-flow speed 
are used to categorize the level of service. Six levels are established, A to F, 
where LOS A and F are referred to as the free-flow (non-congested) and 
forced-flow (very congested) conditions, respectively. On the basis of this 
“level of service” concept, the LOS proposed in this Chapter can be ex-
pressed in terms of R with reference to the ratio of the free-flow speed and 
average operating speed ( ). For instance, as shown in Exhibit 15-2 of the 
Highway Capacity Manual (National Research Council, 2000), the LOS 
criteria for urban road with average free-flow speed of 65 kilometers per 
hour (km/hr) can be defined as below: 

LOS       Description           (km/hr)   R
 A     Free flow, high speed   > 59   < 1.1 
 B   Stable flow, reasonable freedom > 46   < 1.4 
 C   Stable flow, higher volume        > 33   < 2.0 
 D  Unstable flow, tolerable speed      > 26      < 2.5 
 E  Unstable flow, at-capacity volume  > 21   < 3.1 
 F  Forced flow, spillback queues       21    3.1 

The random variable of path travel time is considered to follow the 
Normal distribution. Denote x as the standard Normal variate associated 
with the path travel time and rs

j  as the standard deviation of travel time. 

From empirical studies, rs
j  is found to be a function of the mean travel 

time rs
j  (Richardson and Taylor, 1978; Taylor 1982; Shankar and Man-

nering, 1998), i.e., )( rs
j

rs
j

rs
j . The path travel time reliability is de-

fined as the probability of the path travel time rs
jc  being less than the 
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specified threshold R
rs
f associated with a particular LOS. Mathemati-

cally, it can be expressed as: 

)()(xPcP)(R rs
j

rs
j

rs
jR

rs
fR

rs
f

rs
j

rs
j

rs
j , j,s,r  (2) 

where rs
f

rs
j

rs
j is the performance measure and 

rs
j

rs
j

rs
j )c(x  transforms rs

jc  to the standard normal variate x. rs
j

can be rewritten as the form of )( rs
j

rs
j

rs
j . Eqn. (2) satisfies 

0
d
dR

rs
j

rs
j , implying that the path travel time reliability is a monotonic de-

creasing function of the performance measure rs
j  or the mean travel time. 

The path travel time reliability is decreasing when the mean travel time in-
creases. 

To normalize this measure, the path travel time reliability index (RI) is 
scaled from 0 to 100 and defined by rewriting (2) as: 

)(R100)(RI rs
j

rs
j

rs
j

rs
j  and 0

d
dRI

rs
j

rs
j , j,s,r  (3) 

The path travel time reliability index is also a monotonic decreasing 
function of the performance measure rs

j . With R set to be one (i.e. LOS 
A), the path travel time reliability index approaches 100 implies that trav-
elers on this path can travel at free-flow travel time with 100% reliability. 
On the other hand, when the path travel time reliability index is 0, travelers 
have no chance of arriving at their destination at free-flow travel time by 
using this path. In other words, it can be interpreted that the serviceability or 
possibility of using this path at LOS A during a given time period is equal 
to zero.

8.2.2 The Path Travel Time Index 

The path travel time index (TI) is defined mathematically as: 

)1(rs
j

rs
j

rs
jTe100)(TI  and 0

d
dTI

rs
j

rs
j , j,s,r  (4) 
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where T is a scaled parameter. The value of T can be calibrated and 
considered as a scaled value of time for driver route choices. The path 
travel time index is a monotonic decreasing function of the performance 
measure rs

j . If the mean travel time is equal to the free-flow travel time or 

the performance measure rs
j  equals 1.0, the path travel time index is 

100)0.1(TI rsj . If the mean travel time approaches infinity, on the other 
hand, the path travel time index becomes 0.

8.2.3 The Path Preference Index 

By integrating both the path travel time and reliability indices for ranking 
drivers’ preferences to alternative routes between each OD pair, the path 
preference index (PI) is defined mathematically as: 

)(TI)1()(RI)(PI rs
j

rs
j

rs
j

rs
j

rs
j

rs
j  and 0

d
dPI

rs
j

rs
j j,s,r  (5) 

where 1  0 is a weight allocated to the path travel time reliability 
index and 0)(PI100 rs

j
rs
j . If  = 0, only the path travel time index is 

considered by drivers for their route choices. If  = 1, only the path travel 
time reliability index is taken into account. Eqn. (5) implies that the desti-
nation can (cannot) be accessed at free-flow travel time (i.e. LOS A) on the 
chosen path when the path preference index approaches to 100 (0). The PI is 
a monotonic decreasing function of the performance measure rs

j  and is 
proposed as an indicator for ranking drivers’ preferences to alternative 
routes. In addition, this indicator can be extended to be a network per-
formance indicator, as to be discussed later.

8.3 The RUE Formulation Based on the Path Preference 
Index

The road network is formulated by a directed graph G(N, A), where N is a 
set of nodes and A is a set of directed links. The set of nodes includes sub-
sets of centroids and intersections. A path (or route) is a set of sequential 
links and nodes without loop from an origin (a centroid) to a destination 
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(another centroid). Let av  be the traffic flow on link a. The link travel time 
is

aaaaa )v(t)v(t , a  (6) 
where )v(t aa  is the mean travel time on link a; a  is a random travel 

time term incurred by link flow variations with 0][E a ; )v(t aa  is a 

strictly increasing function of the link flow av , )0v if(  0
dv
td

a
a

a .

The travel time rs
jc  on path j is 

j,s,r),v(tc a
rs
a

a

rs
aj

rs
j  (7) 

where rs
j,a  is the link-path incidence matrix, 

rs
j,a =1 if link a is on path 

j, and 0 otherwise. 
The mean travel time on path j is 

j,s,r),v(t)]v(t[E]c[E aa
a

rs
ajaa

a

rs
aj

rs
j

rs
j .  (8) 

If the travel time on link a is independent from that of other links in the 
road network, the variance of the path travel time on route j via link a is then 

j,s,r,)]v(t[Var]c[Var 2
a

a

rs
ajaa

a

rs
aj

rs
j

2
rsj . (9) 

where 2
a is the variance of travel time on link a. Denote aft  as the 

free-flow travel time on link a. Then the free-flow travel time from origin r 
to destination s is: 

a
af

rs
ajj

rs
f tmin . (10) 

Let rs
jf  be the traffic flow on path j and rsPI  be the maximal path 

preference index from origin r to destination s. The nonlinear complemen-
tary problem (NCP) for the RUE principle based on the proposed PI is 
formulated mathematically as follows: 

j,s,r,0)PIPI(f rsrs
j

rs
j  (11) 

j,s,r,0PIPI rsrs
j  (12) 

,s,r,qf rs

j

rs
j  (13) 
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a,vf a
s,r

rs
j

j

rs
aj  (14) 

j,s,r,0f rsj . (15) 
Note that eqns. (11) and (12) are the complementary slackness condi-

tions: 0PIPI rsrs
j , 0f rsj  and 0PIPI rsrs

j , 0f rsj . As a re-
sult, when the path preference index on route j is smaller than the maxi-
mum rsPI , the path flow on route j is equal to zero. If the path preference 

index on route j is equal to the maximum rsPI , then the path flow on route j 
is equal to or greater than zero. These RUE conditions are equivalent to 
those for the user equilibrium principle (Wardrop, 1952) mathematically. 
Eqn. (13) is the path flow constraint with respect to the OD demand while 
eqn. (14) states that summing the path flows for all OD pairs via link a 
should be equal to the traffic flow on that link. Eqn. (15) is the non-negative 
constraint for the path flow. 

This nonlinear complementary problem can be easily transformed to an 
equivalent variational inequality (VI) problem. Let f  be the vector of path 
flows rs

jf , and fF  be the vector of ij
k

ij PI-PI .

Proposition 1 The NCP (11)-(15) is equivalent to the VI problem below: 

 Find *f  such that: 0** fFff T f  (16) 
where  is the constraint set of path flows  

sr,,qf,js,r,,0f
j

rsrs
j

rs
j .

Proof See proposition 1.4 in Nagurney (1999). 

Theorem 1 The VI problem (16) admits at least one solution *f .
Proof
The VI formulation (16) can be stated as 

Find *f  such that 0)PI-)(PIf(f
rs j

*rs
j

*rs*rs
j

rs
j f

(17)

0)PIf(f-)PIf(f
rs j rs j

*rs
j

*rs
j

rs
j

*rs*rs
j

rs
j f

0)PIf(f)ff(PI
rs j

*rs
j

*rs
j

rs
j

*rs
j

j

rs
j

*

rs

rs f    (18) 
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It follows from f , *f
rs

j

rs
j qf

j

rs*rs
j qf

Therefore, the first term of the left-hand in eqn. (18) is zero 

0)ff(PI *rs
j

j

rs
j

*

rs

rs                                    (19) 

It follows from eqns. (18) and (19) that the VI formulation (16) is 
equivalent to VI below 

Find *f  such that 
rs j

*rs
j

*rs
j

rs
j 0)PI)(f(f f

                                                            (20) 

Suppose that )(fG  is the vector of 
*rs
jPI , eqn. (20) can then be 

stated as 

Find *f  such that 0** fGff T f        (21) 

Obviously, the constraint set  is a compact convex and fG  is 
continuous on . According to the theorem 1.4 (Nagurney 1999), the ex-
istence of a RUE solution is verified. 

It should be pointed out that the RUE model is based on the assumption 
that the route set is given and fixed for each OD pair within the road 
transportation network. According to the empirical study by Cascetta et 
al.(1996), the number of actually chosen routes between an OD pair is 
generally in the range of 6 to 8 even for large-scale road networks. There-
fore, the route set between each O-D pair can be pre-determined using the 
actually chosen route obtained by observation and/or interview surveys.

8.4  Numerical Example 

The purposes of the numerical example are to illustrate: (i) the differences 
on traffic assignment results between the proposed RUE and conventional 
UE models; (ii) the effects of the RUE principle on the well-known Braess 
paradox (Lam, 1988) when drivers do consider travel time reliability for 
their route choices; (iii) the impacts of different weights ( ) on the travel 
time reliability with various OD demands; and (iv) the resultant TI, RI, and 
PI when = 0.38 (i.e. 11.90/(19.22+11.90)=0.38) – the  value based on 
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empirical findings for route choice models (Lam and Small, 2001) consid-
ering the value of time to be $19.22 per hour and the value of reliability to be 
$11.90 per hour.  

The example network, shown in Figure 8.1 with the Braess paradox 
(Lam, 1988), is used in this Chapter to facilitate the presentation of the es-
sential ideas and to illustrate the performance of the proposed RUE model. 
The example network consists of 5 links, 1 OD pair (nodes: 1 4) and 3 
paths (links: 1 4, 2 3 and 1 5 3).
           Path 1: Links 1, 4 
           Path 2: Links 2, 3 
           Path 3: Links 1, 5, 3 

Fig. 8.1  The Example network 

In the Braess paradox, link 5 is the proposed additional link that would 
lead to increases in the total network total time in the example network. For 
this numerical example, a link travel time function similar to the one 
adopted by the U.S. Bureau of Public Roads (BPR) is used: 

4
aaafa )v(Btt  (in minutes)  

where aft  is the free-flow travel time on link a; Ba is the congestion or 
delay coefficient on link a, with the link flow expressed in thousand vehicles 
per hour (veh/h).   

On Interstate 90 (I-90) located some 50 kilometers east of Seattle, 
Shankar and Mannering (1998) conducted surveys to calibrate the rela-
tionship between speed-deviation and speed as follows: 

Speed-deviation=Constant1–Constant2 ln (Mean-speed)+Other-Factors 

where Constant1 0 and Constant2 0. The other factors are related to the 
environmental and seasonal factors and are captured as part of Constant1 in 
this Chapter for simplicity. 
As Mean-travel-time = Distance/(Mean-speed), we have: ln 

(Mean-travel-time) = ln (Distance) -ln (Mean-speed). In this example, we 
focus on the impact of the mean travel time on the standard deviation of link 
travel time and hence rewrite the standard deviation formula as: 

4

1

2

3

4
5

2

1 3
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aaaa tln10 , (22) 
where 0a 0 and 1a 0 are coefficients related to link a. 0a  is the 

standard deviation when the mean travel time is equal to 1.0 unit. a1a t/  is 
the increasing rate of the standard deviation when the mean travel time is 
increased by 1.0 unit. Similar to the BPR function for link travel time, these 
coefficients 0a  and 1a  should be calibrated by road type in accordance 
with the sources causing the link flow variations. 
   Table 8.1 shows the input link data of the example network. It can be 

seen that the coefficients of links 1 and 3 are exactly the same; similarly, the 
coefficients of links 2 and 4 are also equal to each other. Due to the sym-
metry of the example network, the traffic assignment results on path 1 (i.e. 
links: 1 4) are similar to that on path 2 (i.e. links: 2 3).

From eqn. (10) and Table 8.1, the referred free-flow travel time on path 
3 is rs

f = 40+40+15.4=95.4 (min). On the basis of eqns. (3) to (5), the 
scaled parameters are defined/calibrated to be: 0.2R  (i.e. LOS D) and 

6931.0T , so that the path travel time reliability index RI3(2.0) = 50.00 
and the path travel time index TI3(2.0) = 50.00 in order to maintain the 
symmetric characteristics of the example network. 

Table 8.1  Input Data of the Example network 

Link 
Number aft  (min) aB 0a  (min) 1a

1 40 0.5 30.0 2.0 
2 185 0.9 140.0 1.0 
3 40 0.5 30.0 2.0 
4 185 0.9 140.0 1.0 
5 15.4 1.0 25.0 3.0 

With these input data and different weights ( ) on the travel time re-
liability, the proposed RUE model is used to estimate the link travel times 
and link flows together with path flows on this example network. The RUE 
traffic assignment results are given in Table 8.2 and compared with those of 
the conventional UE model.  

It can be observed in Table 8.2 that both the travel time and reliability 
have significant effects on the traffic assignment results. For instance, the 
link flow and link travel time are 2000 (veh/h) and 31.4 (min) on the addi-
tional link (i.e. link 5) under the UE condition wherein the link travel time 
reliability is 49.32% at  =0.0. When drivers do consider both travel time 
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and reliability for their path choices, with  =0.38, the link flow, link travel 
time, and link travel time reliability change to 1536 (veh/h), 21 (min), and 
61.30%, respectively. We note that the link travel time reliability can be 
improved to 66.22% while the link flow and travel time can be reduced to 
1080 (veh/h) and 16.8 (min), respectively, if route choices are dependent on 
reliability only (i.e. =1.0). As a result, the total network travel time reli-
ability is enhanced from 48.08% to 71.12% and further to 81.59%. The total 
network travel time is decreased from 2204.4 to 2018.7 and further to 
1929.1 (thousand veh-min). This result illustrates that the RUE results vary 
with different values of  (i.e. the weight allocated on the travel time reli-
ability for driver route choice). 

Table 8.2  The Equilibrium Travel Time (min), Flow (veh/h) and Travel Time Reliability 

(TTR) (%) by Link, Path and Network (OD demand =6000 veh/h) 

 = 1.0 on the RI  = 0.38 on the RI  =0.0 on the RI UEItem 
Flow Time TTR Flow TimeTTR Flow Time TTR Flow Time 

Link 1 3540 
118.5 16.52a

3768 
140.8 6.38 4000 168.0 1.44 4000 168.0 

Link 2 2460 
217.9 85.23 2232 

207.3 86.85 2000 199.4 87.98 2000 199.4 
Link 3 3540 

118.5 16.52 3768 
140.8 6.38 4000 168.0 1.44 4000 168.0 

Link 4 2460 
217.9 85.23 2232 

207.3 86.85 2000 199.4 87.98 2000 199.4 
Link 5 1080 16.8 66.22 1536 21 61.30 2000 31.4 49.32 2000 31.4 
Path 1 

2460 336.4 77.46b

(16.69c)

2232 348.1 75.05 
(14.93) 

2000 367.4 70.81 
(12.15) 

2000 367.4 

Path 2 

2460 336.4 77.46 
(16.69) 

2232 348.1 75.05 
(14.93) 

2000 367.4 70.81 
(12.15) 

2000 367.4 

Path 3 
1080 253.8 16.69 

(16.69) 
1536 302.6 4.50 

(4.62)
2000 367.4 0.42 

(0.42)
2000 367.4 

Net-
work 6000e 1929.1f 81.59d 6000 2018.7 71.12 6000 2204.4 48.08 6000 2204.4 

Note: a Link Travel Time Reliability (%) = ))tt(xP aaafR x100%

 b Path Travel Time Reliability (%) = 
rsj

rs
j

rs
fjR )(xP  x100% where 

rs
fj  is the 

free-flow travel time on path j. 
cTravel Time Reliability (%) = rsj

rs
j

rs
fR )(xP  x100% 

 d Network Travel Time Reliability (%) = 2/1

a

2
a
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In addition, it should be noted that R is set to be 2.0 (i.e. LOS D) in this 
numerical example. When  =0.38, the travel time reliability was found to 
be 61.30%, 75.05% and 71.12% for link 5, path 1 and the whole network 
respectively. It implies that the serviceability or probability of using this 
link/path/network at LOS D during the study period is equal to 61.30%, 
75.05% and 71.12% respectively. Obviously, we can reset the value of R
for different LOS and then re-calculate the serviceability of a 
link/path/road network by LOS at a given time period. Following the same 
vein of Berdica (2000, 2002) regarding the vulnerability and serviceability 
analysis, the proposed reliability measures can be used for identification of 
links and paths with significant impacts on network performance due to 
various incidents and/or road expansion projects. 

It can be seen in Table 8.2 that the link, path, and network travel time 
reliabilities all increase with . For higher  values, more traffic is allo-
cated onto the less congested and more reliable routes, which, however, may 
have longer travel distances and times. In a sense, there is a tradeoff between 
reliability and travel time.  

Table 8.3 shows the effects of  and OD demand on the total network 
travel time. The results show that the total network travel times decrease 
with reduction in OD demand but increase with . Except for the case when 
the OD demand is sufficiently low, equal to 2000 in this example, the total 
network travel time is unchanged for different values of .

 We can assess the impacts of the RUE principle on the Braess paradox 
by investigating the results in Tables 8.2 and 8.3. It can be seen that the total 
network travel time and the network travel time reliability in the example 
network are improved if drivers select routes based on the RUE principle. At 
the OD demand of 6000 (veh/h), the Braess paradox occurs in the UE as-
signment results whereas the total network travel time increases from 
2030.4 to 2204.4 (thousand veh-min) when link 5 is added to the example 
network. However, the total network travel time can be reduced and lowered 
than 2030.4 (thousand veh-min) in the RUE assignment when  = 0.38. In 
this example network, the Braess paradox disappears in the RUE results 
when the weight  set on the travel time reliability is greater than a certain 
value. In this example network when  = 0.38, the total network travel time 
decreases to 2018.7 (thousand veh-min) and the network travel time reli-
ability increases to 71.12%. In the extreme case when driver route choice 
relies wholly on the travel time reliability with  = 1.0, the total network 
travel time is 1929.1 (thousand veh-min). It approaches to the system op-
timal result of 1914.9 (thousand veh-min) as obtained by Lam (1988). It is 
because more traffic is shifted to the less congested and more reliable routes 
whereas the network travel time reliability is enhanced to 81.59%.  
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Based on this preliminary result, it is too early to say whether by doing 
so will always avoid the Braess paradox. But certainly, adding another cri-
terion (in this case, reliability) to capture travelers’ route choices would alter 
the traffic assignment pattern. In particular, the reliability criterion tends to 
spread some drivers away from the shortest and at the same time congested 
routes, thus allowing for some sort of balancing of route flows in the net-
work, resulting in a reduction in the overall network travel time.

Table 8.3  The Total Network Travel Time (103veh-min) at Equilibrium 

OD Demand (veh/h) 2000 3000 4000 5000 6000
 = 1.00 on the RI 

254.8 1929.1
 = 0.38 on the RI 254.8 721.3 1058.2 1462.1 2018.7
 = 0.00 on the RI 254.8 772.2 1169.5 1617.6 2204.4

Before adding link 5 452.8 696.3 989.6 1398.4 2030.4

Table 8.4 shows that both the path travel time index (TI) and the path 
travel time reliability index (RI) decrease in the example network with and 
without link 5 as the OD demand increases and  is fixed at 0.38. It can be 
seen that for the case with link 5 and the OD demand is 2000, both the TI 
and RI of path 3 are greater than those of the alternative paths as all the 
trips are allocated to path 3. For the other cases, in general, if the path 
travel time index (TI) is higher, then the path travel time reliability index 
(RI) is lower than that of the alternative path. When the OD demand is 4000 
and link 5 is added, the TI is 27.01 on path 1, which is less than the TI of 
39.00 on path 3, and the RI of 27.08 on path 1 is greater than the RI of 17.30 
on path 3. For the network without 5, the TIs are both 20.33 on paths 1 and 
2 while the RIs are both 33.92 on paths 1 and 2. These results illustrate 
drivers’ trade-offs between the path travel time and the path travel time re-
liability when making their route choices.  

The effects of the RUE principle on driver route choices in terms of 
the path preference index (PI) are illustrated in Table 8.5 and Figure 8.2. It 
can be observed in Table 8.5 that when the OD demand is 2000 in the ex-
ample network with link 5 and  = 0.38, the PI on path 3 is 81.04, which is 
greater than those on paths 1 and 2. As a result, all the trips are assigned to 
path 3 only. On the other hand, when the OD demands are greater than 
2000, the OD trips are distributed among all the alternative paths, with all 
paths attaining the same PI. It should be noted that the PI decreases when 
the path travel time increases. Similar to the example network without link 
5, the PIs on path 1 decrease when the path travel time increases. Thus, the 
path preference index is a robust indicator to reflect both the level of con-
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gestion and the degree of reliability on a particular path for travel between 
an OD pair. 

Table 8.4  The Equilibrium RI, TI v.s. OD Demand with 38.0

OD Demand (veh/h) 2000 3000 4000 5000 6000 
Path 1 

36.80 29.70 27.01 21.40 15.94
Path

Travel Time 
Index (TI) Path 3 79.26 35.03 39.00 27.89 22.20

Path 1 39.04 31.78 27.08 21.94 14.93

With
Link 
5

Path
Travel Time 
Reliability
Index (RI) 

Path 3 

83.96 23.28 17.30 11.45 4.62
The TI on Path 1 25.33 23.86 20.33 14.49 7.83 
The TI on Path 2 25.33 23.86 20.33 14.49 7.83 
The RI on Path 1 39.72 38.13 33.92 25.73 13.97 

Without 
Link 5 

The RI on Path 2 39.72 38.13 33.92 25.73 13.97 

Table 8.5  The User Equilibrium PI v.s. Travel Demandwith 38.0
OD Demand (veh/h) 2000 3000 4000 5000 6000 

4.95/rs
1

rs
1

2.44 2.75 2.97 3.22 3.65

4.95/rs
3

rs
3

1.34 2.51 2.61 2.84 3.17
Path 1 37.65 30.49 26.15 21.64 15.57

With
Link 
5

Path Prefer-
ence Index (PI) Path 3 81.04 30.49 26.15 21.64 15.57

4.95/rs
1

rs
1

2.37 2.43 2.59 2.93 3.55 

The PI on Path 1 34.25 32.71 28.76 21.46 11.60 

Without  
Link 5 

The PI on Path 2  34.25 32.71 28.76 21.46 11.60 

Figure 8.2 shows the variations of PI on the chosen paths in the ex-
ample networks with and without link 5. The PI in network with link 5 is 
generally greater than that without link 5, implying that the PI is improved 
with the addition of link 5. In summary, the Braess paradox may disappear 
in the example network with the new link when drivers consider both 
travel time and reliability for their route choices (Lam and Small, 2001). It 
was found in the numerical example that the Braess paradox is obviated 
when the weight  on the travel time reliability is set equal to or greater than 
0.38. However, it must be noted that the proposed RUE model does not 
preclude the occurrence of this paradox, particularly when UE is a special 
case of RUE when  is set to be zero. 
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38.0

Fig. 8.2 The RUE Results: Path Preference Index (PI) v.s. rs
f

rs
j

rs
j /

8.5  Conclusions 

This Chapter proposed a new reliability-based user equilibrium (RUE) 
model by taking into account the effects of both travel time and reliability 
on driver route choice behavior. We considered network uncertainty in 
terms of link travel time variations due to temporal fluctuations of traffic 
flows within the hourly period. The results revealed that both travel time 
and reliability have significant impacts on driver route choices, the resultant 
traffic flow pattern, and network performances. The proposed reliability 
measures can be used for identification of links and paths with significant 
impacts on network performance due to incidents and/or road expansion 
projects, which can be part of the vulnerability and serviceability analysis 
for a network.  

It is well-known that link addition to a network might introduce the 
Braess paradox, possibly leading to degradations of the total network 
travel time under the UE principle. However, under the proposed RUE 
principle, such paradox might be avoided when drivers consider both 
travel time and reliability on their route choices. Adding another criterion 
(in this case, reliability) to capture travelers’ route choices would alter the 
traffic assignment pattern. In particular, the reliability criterion tends to 
spread some drivers away from the shortest and at the same time congested 
routes, thus allowing for some sort of balancing of route flows in the net-
work. The end result is to benefit the overall network travel time. However, 
the Braess paradox may not be completely obviated particularly when the 
weight  on the travel time reliability is close to zero, i.e., when drivers pay 
very little attention to the path travel time reliability for their route choices.   

The numerical example also showed that the UE solution is a special 
case of the RUE when the weights are set to be 1.0 on the index of travel 
time or 0.0 on the index of reliability. In this Chapter, the relationship of the 
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path travel time and reliability was investigated and formulated as the path 
preference index (PI) in order to rank the driver preference to alternative 
routes. On the basis of the PI, a robust RUE model was formulated 
mathematically. The existence of the RUE solution was also established 
theoretically. 

Some future extensions of this research work remain. The relationship 
between mean travel time and travel time standard deviation should be 
calibrated by link type with empirical data. The network design problem 
on the basis of the RUE principle should be further studied, particularly 
under non-recurrent congestion due to incidents. The proposed model can 
also be extended to road networks with multi-user classes and elastic de-
mand. An efficient solution algorithm needs to be developed to determine 
the route set for the RUE model.
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9.1 Introduction 

Emergency vehicles require good access to residences after a large scale 
disaster. In the Great Hanshin-Awaji Earthquake of January 17, 1995, in 
the Kobe area of Japan, the access of emergency vehicles to the sites 
where they were needed was severely hindered by the traffic chaos in the 
aftermath of the earthquake, obstructing lifesaving activities. The urgent 
need for improving the reliability of road networks, and especially the reli-
ability of emergency pathways, was thus confirmed. 
When a great disaster, such as an earthquake, occurs, finding a fast and 

reliable path for the rescue vehicles to each emergency site is vital, in or-
der to reduce indirect losses. Also, a reliable path away from the emer-
gency site is needed in this case for emergency evacuation. As traffic data 
(e.g. road travel times) may deviate greatly from their normal values at the 
time of the disaster, the task of finding an optimal rescue route rapidly and 
precisely becomes very complicated for the transport manager or rescue 
organisation responsible. The difficulty not only lies in the lack of dy-
namic traffic data, due to possible damage of the real-time traffic informa-
tion collection and transmission hardware, but also in the fact that the 
computation of routes over large areas is time-consuming, especially when 
many requirements have to be met at the same time. Pre-planning of opti-
mal rescue routes is an efficient way of reducing the emergency response 
time, as well as the reliance on real-time post-disaster data. 
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The aim of this chapter is to present an efficient method for pre-
planning emergency paths, so as to reduce the rescue response time and to 
provide guidelines for disaster preparations. Using static link travel time 
estimation and network reliability analysis, an approach to emergency pre-
planning based on a partially disjoint candidate path set for each important 
O-D (origin node-destination node) pair is proposed. A heuristic link 
weight increment method for finding partially disjoint path sets is intro-
duced. By imposing constraints, it is ensured that every candidate path is 
both fast and reliable. Also, the probability of joint failure of all candidate 
paths is reduced by introducing constraints on the extent of path overlaps. 
Finally, the efficiency of the pre-trip path computation is improved by 
choosing a better heuristic function in the A* algorithm. 
The outline of this chapter is as follows. In Section 2, previous work on 

this topic is reviewed. Section 3 describes the method of network connec-
tivity assessment under failure independence, while Section 4 presents the 
methodology developed in order to perform reliability analysis taking fail-
ure dependence into account. Section 5 describes the heuristic method de-
veloped in order to obtain a partially disjoint set of candidate emergency 
paths. The new algorithm is tested on randomly generated road networks 
and the numerical results are presented in Section 6. Section 7 discusses 
the conclusions. 

9.2 Background 

9.2.1 Transportation Network Connectivity Reliability 

In evaluating transportation network reliability, the flow (of people, vehi-
cle, goods, etc.) may have a normal or abnormal state. Transportation net-
work reliability has two forms; connectivity reliability and travel time reli-
ability. Connectivity reliability is the probability that a given destination 
can be reached at all, while travel time reliability is the probability that a 
given destination can be reached within an acceptable amount of time. 
Many studies estimate transportation network reliability for the major road 
network within a large area, e.g. at the level of intercity highways (Iida and 
Wakabayashi, 1990; Bell and Iida, 1997). As the connectivity of the road 
network is the basic requirement for emergency vehicles to have access to 
residences and other important areas after an earthquake, connectivity reli-
ability can be used to estimate the adequacy of the candidate emergency 
path set. Taking into account that non-emergency vehicles can be prohib-
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ited from using emergency paths under emergency conditions, the flows on 
the paths are ignored when computing connectivity reliability.  
The methods available for network connectivity reliability analysis can 

be classified into three categories; exact methods, heuristic methods and 
simulation methods. Exact methods include the enumeration method, the 
inclusion-exclusion formula, Fratta and Montanari's method, the path-and-
cut method and others (Bell and Iida, 1997). The exact calculation, how-
ever, requires Boolean algebra and may involve extensive calculation, 
since both computation time and memory requirements increase exponen-
tially with the number of links. To deal with such problems, heuristic 
methods that find the best upper and lower bound of reliability are devel-
oped. A simple method involves not making use of all paths and omitting 
Boolean algebra. When the number of paths is limited, an approximate re-
liability value can be obtained with a small amount of processing (Bell and 
Iida, 1997). Nevertheless, for large networks, such as transportation net-
works in urban and rural areas, a frequently used practical method is 
Monte Carlo simulation (Kumamoto, 1977). Even with this method, many 
special techniques are needed to obtain accurate values, while the amount 
of calculation is large. 
Regarding transportation network reliability in abnormal situations, such 

as earthquakes, a number of studies consider the emergency evacuation 
case (Cova and Church, 1997; Church and Cova, 2000; Cova and Johnson, 
2003), while others attempt to identify critical paths in the network, i.e. 
paths which minimise the total travel time while at the same time maximis-
ing the population served (Viswanath and Peeta, 2003). The economical 
impact of an earthquake on transport infrastructure, expressed as the cost 
of retrofitting bridges located on critical links, is also considered 
(Viswanath and Peeta, 2003; Sohn et al, 2003).  
Nevertheless, many issues still remain to be solved. For example, mu-

tual relationships or dependences among links are generally overlooked in 
studies of the seismic reliability of transportation networks. Some links 
may fail together in the same earthquake and are therefore strongly failure 
dependent. Thus, in network reliability analysis it is desirable to take the 
correlation between link failures into account. Moreover, as transportation 
networks can be large and can have complicated topologies, seismic reli-
ability analysis may require a large amount of computation. Therefore 
practical analytical methods for transportation network seismic reliability 
analysis need to be developed. 
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9.2.2 Shortest Path Algorithms 

Travel time is the main concern in emergency transport, hence paths that 
detour too much are of little practical use. Consequently, short and fast 
paths are mostly preferred by the emergency services after an earthquake. 
In this chapter we refer to cost, which could be a weighted sum of time and 
distance, but is more likely to be just time. When we refer to a shortest 
path we in fact mean a minimum cost path. The shortest path search is a 
necessary sub-procedure in the calculation of the candidate emergency 
paths. In static networks, an efficient algorithm for the one-to-all shortest 
path problem (from one node to every other node in the network) is 
Dijkstra’s algorithm (1959). However, for the one-to-one shortest path 
problem (from one node to another node), the leading algorithm is A* 
(Hart et al, 1968).
The A* algorithm uses an estimate of the minimum distance from each 

node to the destination to determine how likely it is that any node lies on 
the best route. The cost associated with a node n is f(n) = g(n) + h(n),
where g(n) is the cost of the best path found so far from the start to node n,
and h(n) is an estimate of the minimum cost to the destination from node n.
At each point, the node with the lowest f value is chosen for expansion. 
Provided h(n) is an under-estimate of the minimum cost from n to the des-
tination (like the cost based on the Euclidean distance), the A* algorithm 
will find the optimal solution. When h(n) is replaced by 0, the algorithm 
reduces to Dijkstra’s algorithm. The efficiency of the search increases as 
h(n) approaches the actual value. Chabini and Lan (2002) further extend 
the A* algorithm to shortest path problems in time-dependent networks. 

9.2.3 Multiple Shortest Paths Algorithms 

Taking into account the randomness of earthquakes and their damage to 
the transportation system, more than one candidate emergency path has to 
be pre-planned. Traditionally in graph theory, two categories of algorithms 
exist in order to compute alternative paths; the k-shortest paths algorithms 
proposed by Eppstein (1998), Martins et al (1999) and Jimenez and Marzal 
(1999), and the totally disjoint paths algorithms proposed by Dinic (1970) 
and Torrieri (1992). Furthermore, in the related research topic of designing 
survivable networks, algorithms ensuring that a certain number of disjoint 
paths exist between a pair of nodes have been developed (Monma and 
Shalcross, 1989; Kerivin and Mahjoub, 2005).  
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These algorithms have some drawbacks when used for path pre-
planning. For the k-shortest paths algorithms, after k paths have been con-
structed, a path-checking procedure has to be performed to choose those 
alternative paths that are acceptable, i.e. that satisfy certain acceptability 
constraints. Consequently, when the number of paths from a source to a 
destination is large, k-shortest path algorithms become very inefficient for 
selecting alternative paths. Moreover, alternative paths fail simultaneously 
when shared links fail. For the disjoint path algorithms, on the other hand, 
the final path set is totally disjoint and the probability of all candidate 
paths failing simultaneously is significantly reduced. This nevertheless oc-
curs at the cost of optimality, as the primary shortest path of the network 
may not be included in the set or the duration of many paths may be so 
long, that time constraints imposed by the emergency conditions are not 
met.
Relatively recently, several studies have been carried out in order to de-

termine k partially disjoint paths in a network, subject to a number of con-
straints. The algorithm developed in this chapter also falls into this cate-
gory. A method for finding k partially disjoint paths is the link weight 
increment algorithm, the idea of which arises from the following fact: in a 
shortest path algorithm, like Dijkstra or A*, a link i with a greater weight 
wi will have a lower probability of being included in the shortest path Pst
from node s to node t. If we set wi = , then link i will never be included 
in Pst, provided alternative paths with less than infinite length (or duration) 
are available. This can also be achieved by deleting link i from the net-
work. Rouphail et al (1995) developed a pre-trip path planning scheme for 
providing tourists with alternate routes by increasing each link weight in 
P0 (the shortest path) by 20%, 50% and 100% of its original value. Pu et al 
(2001) extended this approach to seek alternate paths that have a minimum 
number of double- and triple-shared links with the other paths obtained 
thus far, using Dijkstra’s shortest path algorithm and a logarithmic link 
weight increment procedure.
Link weight increment algorithms can make the candidate emergency 

paths share as few links as possible, which in turn reduces the probability 
of joint failure of the candidate paths. The term “path failure” indicates 
that the path becomes unusable while the term “joint failure” of the candi-
date paths means that the candidate paths fail together. Without doubt, 
joint failure of the candidate paths should be avoided as much as possible. 
Unfortunately, the existing literature does not present any attempt to either 
minimise the probability of joint failure of the candidate paths or to avoid 
lengthy detours. 
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9.3 Reliability Assessment with the Disjoint Sub-path 
Method

9.3.1 Network Connectivity Reliability Analysis Under Failure 
Independence

A path is a series of links from the origin node to the destination node. 
When any link on a path is deleted, it is no longer connected. In transporta-
tion networks under emergency conditions, it can be assumed that the most 
direct paths available will be chosen as emergency paths, which will there-
fore by acyclic. Therefore, the term “path” in this chapter refers to acyclic 
paths.
The connective reliability of an O-D (origin-destination) pair is defined 

as the probability that there exists at least one connected path for this O-D 
pair during a specified period. Supposing that the conditions of failure for 
different links as well as routes are statistically independent from each 
other, the reliability of the nth O-D pair can be estimated using the follow-
ing formula: 

n
S =P{

m

i
iA

1

}
(9.1)

where s
n is the seismic connectivity reliability of the candidate path set for 

the nth O-D pair and Ai represents the connectivity event of the ith path in 
the candidate path set, which has m elements.  
By converting the logical summation into an algebraic summation 

(Fratta and Montanari, 1973), the union term can be expressed as the sum 
of disjoint path events: 
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where the product operator “ ” represents the joint operation “ ”, and the 
summation operator “+” represents the algebraic summation. 
If the m paths do not overlap, this equation can be applied directly, 

thereby reducing the amount of calculation in relation to the enumeration 
method. If overlapping occurs, Boolean algebra is required, making the 
calculations more complicated. 
Supposing that Bi, Bj and Bk are Boolean functions�Liao (1982) proved 

the following disjoint sum principles: 
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B B B Bj k j k k
(9.3)
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where B j k  indicates the joint event of the units in j but not in k function-
ing normally (the bar indicates not functioning rather than functioning). 
According to the above disjoint sum principles and De Morgan’s Law in 

set theory, the union term can be further represented as  
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where jiA is the joint state of the units left on path i after deleting the 

units on path j, jiA  is the complementary state of jiA , idisA , is the joint 

state of the units on disjoint sub-path i, 1,disA is A1 and M is the number of 
disjoint sub-paths in the sub-path set. Note that mM . Then  
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where ij1  is the jth unit in a normal state on the ith disjoint sub-path, ijr
1

is the reliability of the jth unit on the ith disjoint sub-path, iJ1  is the num-

ber of units in a normal state on the ith disjoint sub-path ij2  is the jth
failed unit on the ith disjoint sub-path, 

ijr
2
 is the reliability of the jth unit 

in a failed state on the ith disjoint sub-path and finally iJ 2  is the number 
of units in a failed state on the ith disjoint sub-path.  
For the example network Q shown in Fig. 9.1 (only link reliability is 

considered), four acyclic paths from node 1 to node 4 are found: 

3*4:1A
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1*2:2A

1*5*4:3A

3*5*2:4A

where “*” represents the joint operation “ ” and [i] represents the normal 
state of link i. Then, 

4*3:21A , 3:31A , 2:32A , 4:41A , 1:42A ,

4143 41 AA *:

As 4143 4*1: AA , 43A could be absorbed.

Using De Morgan’s Law, expand and merge 

1A j

m

j ji
ji AA

2 11

to obtain the following disjoint sub-paths 

1,disA :A1

2disA , :A2 * [-3]  

3disA , :A2 * [3] * [-4]  

4disA , :A3 * [-2] * [-3]  

5disA , :A4 * [-1] *[-4]  

where [-i] and [i] represent the failed and normal states of link i respec-
tively. 
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Fig. 9.1 Example network Q

This algorithm to calculate network reliability is called the disjoint path al-
gorithm in this chapter. 

9.3.2 Network Connectivity Reliability Analysis under Failure 
Dependence

The above algorithm assumes failure independence. But for road networks, 
especially when an earthquake occurs, failure dependence is an observed 
phenomenon. This means, when a link i fails other related links may also 
fail.
Determining the degree of failure dependence involves calculating the 

conditional probability of certain links failing, provided certain other links 
fail. Three types of failure dependence between links i and j are consid-
ered:

1. When link i fails but link j remains unaffected, then i and j are said to 
be failure independent.

2. When link i fails and link j fails with it, then i and j are said to be to-
tally failure dependent.

3. When link i fails and the probability of link j failing with it lies be-
tween the probabilities of failure independence and total failure de-
pendence, then i and j are said to be partially failure dependent.

The type and degree of failure dependence is represented by the coeffi-
cient ij, which is the failure dependence coefficient of link j on link i. If j
is failure independent from i, then ij = 0, whereas if j is totally failure de-
pendent on i, then ij = 1. If j is partially failure dependent on i, then 0 < ij

< 1, with values of ij increasing with stronger degrees of failure depend-
ence.
It has been proven that the system reliability value, under the condition 

of partial failure dependence, lies between the system reliability value un-
der the condition of failure independence (lower bound) and the system re-



182    Y. Chen, M.G.H. Bell and I. Kaparias  

liability value under the condition of total failure dependence (upper 
bound). However, the interval between the lower bound and upper bound 
increases rapidly with increasing number of units. Therefore, several re-
search studies have concentrated on determining better bounds. 
In this chapter, we use an extreme method, in which the units with fail-

ure dependence coefficient beyond a given threshold are classified to a 
failure dependence group, and each unit in the group is assumed to be to-
tally failure dependent. And then each failure dependence group is taken as 
a new compound unit and is numbered accordingly. When calculating the 
network reliability by formula (6), the numbers of all units of each failure 
dependent group are replaced with the number of the corresponding com-
pound unit. By this method, network reliability could be calculated ap-
proximately. 
Suppose there are N important O-D pairs in the system, then the system 

reliability can be estimated using the following equation: 
N

1

k
S

k
kS

(9.7)

In this equation, k is a parameter representing the importance of the kth 

O-D pair with 
N

1
1

k
k . For a large network, the most efficient exact 

method is to find all the acyclic paths and disjoint them. As the number of 
candidate emergency paths for each O-D pair is limited, such a disjoint 
path algorithm is practical. Therefore, in this chapter the disjoint path algo-
rithm considering failure dependence mentioned above is used to calculate 
the reliability of the sub-network consisting of candidate emergency paths. 

9.4 Road Network Seismic Reliability Assessment 

9.4.1 Unit Seismic Reliability Analysis 

An urban transportation network can be regarded as a system comprising a 
set of links (road segments) and a set of nodes (intersections). Each com-
ponent (link or node) is called a unit. By a binary assumption, units are 
presumed to have two states; functioning or failed. In its functional state, 
the unit is accessible by the traffic, whereas in its failed state, traffic cannot 
access the unit because of rubble from collapsed houses on the street or 
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because of damage. The reliability of the unit is the probability that it is 
functional during a specific period. In this chapter, the reliabilities of both 
links and nodes in urban networks are considered for the seismic reliability 
analysis. 
To determine the reliability of the urban transport system, the reliability 

of the units involved must first be determined. In urban areas, links fail be-
cause rubble from neighbouring collapsed buildings falls on the streets and 
blocks roads. According to Li and Tsukaguchi (1997), the extent of road 
blockage in a street segment of an urban area after an earthquake of a cer-
tain magnitude is mainly affected by two factors; the street width and the 
proportion of the length of the street with wooden housing along it. Link 
reliability can be obtained through analysis of historical data. Lee and Yeh 
(2000) developed a discrete model with dummy variables in which the ex-
planatory variables are the street width, the number of floors of the 
neighbouring buildings, the structure of the buildings, the street wall 
length, the utility poles and the street lights. Other researchers estimated 
link reliability through the possible “collapse area” of the neighbouring 
buildings. Any feasible method can be chosen to evaluate link reliability, 
according to data availability. 
In an urban area, bridges and crossroads can be taken as units; the reliabil-
ity of a bridge can be estimated either from historical statistical data, ac-
cording to failure influence factors, or by dynamic analysis of the bridge 
structure (Zhao, 1994). In this chapter, the node reliability for each turning 
movement is assumed to be the same. For easily restored intersection 
nodes and road segments, a reliability value of 1 could be taken for simpli-
fication.

9.4.2 Unit Seismic Failure Dependence Analysis 

During an earthquake, some links may fail together from the same cause. 
This is a special case of failure dependence, which is defined as “common 
cause failure”. 
As transportation networks cover large areas, structures with different 

seismic loading capacities founded in different types of ground have to be 
dealt with. Therefore, failure dependence coefficients between links are 
difficult to estimate in an analytical way. It is thus necessary to find an ap-
proximate method to estimate the degree of failure dependence between 
links.
As discussed above, the failure of units in an urban transportation net-

work when an earthquake occurs is mainly caused by the collapse of 
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neighbouring buildings and by the collapse of bridges. Usually there are 
two causes of damage to buildings and bridges:  

1. Environmental failure occurs from faulting or liquefaction in the 
ground on which the roads and buildings are founded. 

2. Structural failure implies that damage to the structures occurs be-
cause the impact of the earthquake is beyond their designed capacity.  

The failure dependence caused by environmental failure is thus called en-
vironmental failure dependence and that caused by structural failure is 
called structural failure dependence.
From historical data, whenever in an earthquake a fault breaks or lique-

faction occurs in an area, almost all units in this area will fail together. 
Also, the probability of environmental failure is higher than the probability 
of structural failure of the neighbouring buildings and bridges. Therefore, 
it can be assumed that the units affected by the same fault or liquefied area 
are totally failure dependent. 
The structural failure dependence condition is more complicated. Some 

units have a high probability of failing simultaneously in an earthquake 
and therefore exhibit strong failure dependence. Other units may fail si-
multaneously in one earthquake but not in another, therefore exhibiting 
weak failure dependence. As determining exact values for failure depend-
ence coefficients is difficult, the following principles are adopted, so as to 
approximately distinguish strong structural failure dependence from weak 
structural failure dependence. 
The seismic performance of bridges depends on their seismic design 

standard and their natural frequency of vibration. Bridges with same seis-
mic design standard and natural frequency of vibration could be regarded 
as having a higher probability of failing together, and therefore would be 
strongly failure dependent in the same earthquake. On the contrary, 
bridges with different seismic design standards or different natural fre-
quencies of vibration are weakly failure dependence in the same earth-
quake.
According to the above analysis, the following steps are taken in seismic 

reliability analysis for failure dependence in a road network: 

1. The task of determining failure dependence is divided into two sub-
tasks, namely determining environmental failure dependence and 
structural failure dependence. 

2. It is assumed that the environmentally failure dependent units and the 
strongly structurally failure dependent units are totally failure de-
pendent; it is also assumed that the weakly structurally failure de-
pendent units are failure independent. 
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3. The links are classified, regarding the total failure dependence as-
sumption, into different failure dependence groups according to their 
failure dependence causes. 

More specifically, the following principles for the grouping of units into 
categories of failure dependence apply: 

1. All units with a reliability value lower than a threshold are placed into 
a failure dependence group, the reliability of which is the average of 
the reliability values of all the units in the group. For all remaining 
units in the network, grouping follows the next principles. 

2. The units that lie on the same fault or on the same area of sand prone 
to liquefaction are placed into another failure dependence group. The 
failure probability of this group is equal to the break probability of 
the fault or the probability of liquefaction of the sand.

3. The units with the same seismic design standard and similar natural 
frequency of vibration are placed into another failure dependence 
group. The reliability of the group is that of the unit with the mini-
mum reliability value in the group. 

Each group is considered as a new compound unit, with all the com-
pound units and all the units not belonging to any of the above groups be-
ing taken as failure independent units. 

9.4.3 Seismic Network Connectivity Reliability Analysis Under 
Failure Dependence 

Having determined failure dependence relationships, the seismic connec-
tivity reliability of the transport system under failure dependence can be 
found next, using the disjoint path algorithm as follows: 

1. A failure dependence analysis for all links in the network is carried 
out and failure dependence groups are formed. 

2. The least weight (fastest) path between the origin and destination 
nodes is found. 

3. To take failure probability and dependence into account, 
- Each failure dependence group is taken as a new compound unit 
and is numbered accordingly. The numbers of all units of each fail-
ure dependent group are replaced with the number of the corre-
sponding compound unit. 

- Generate a partially disjoint candidate path set which seeks to 
avoid unreliable units and compound units. 

4. Constraints are applied on the candidate paths. 
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5. Seismic connectivity reliability is calculated by formula (5).  
6. The network reliability value is computed assuming failure independ-
ence, using formula (6).  

The key to the construction of an efficient candidate emergency path set 
is the threshold chosen for alternative paths. We select our candidate 
emergency paths according to two requirements; the reasonable path re-
quirement and the alternative path requirement. The first requirement en-
sures that the selected paths are reliable and not too circuitous, while the 
second one ensures that joint failure on the candidate path set is unlikely to 
occur.
The reasonable path requirement is met by imposing the following con-

straints:

Constraint 1: Maximum path duration 
Constraint 2: Minimum path reliability 

The reliability of a path can be defined as its probability of being con-
nected during a given period. This can be estimated by considering the 
path as a series of units. 
In an earthquake, it is very likely that more than one unit will fail, im-

plying that the candidate paths that contain failed units will fail together, 
causing joint failure. To improve the efficiency of the preparation, it is im-
portant to reduce the probability of joint failure of the candidate emer-
gency paths. In this chapter, the reliability of the emergency candidate path 
set is used to quantify the probability of joint failure of the candidate path 
set. The reliability of the emergency candidate path set is defined as the 
probability of at least one candidate path being connected during an earth-
quake, which can be represented as follows:  

K

i
i

n
S AP

1

(9.8)

where s is the reliability of the candidate path set for O-D pair n and Ai
represents the event that emergency vehicles can use the ith candidate path 
in the candidate path set, which has K elements. The reliability of the can-
didate path set can be computed using the disjoint path formula described 
above.
Generally, the higher the reliability of the candidate path set, the less the 

chance of all candidate paths failing together during an earthquake. Conse-
quently, the alternative path requirement can be met by planning enough 
candidate paths. This is ensured by the following constraints: 

Constraint 3: Minimum reliability of candidate path set.  
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Constraint 4: Minimum and maximum number of alternative paths. 

A maximum number of alternative paths is set to avoid the use of too 
much computation time and storage space. For path sets with a low reli-
ability value even when using the maximum number of emergency paths, a 
“strengthening” method to increase reliability should be developed. 
Although the alternative path requirement is better met when all the 

candidate paths are totally disjoint, it is possible that a sufficient number of 
totally disjoint paths that meet the reasonable path constraints cannot be 
found. A candidate path set that is partially disjoint, meaning that the can-
didate paths are allowed to share some units, has to be sought in this case, 
limiting though the extent of sharing. Nonetheless, this relaxation makes 
the path set reliability computation more difficult than it is for simple par-
allel or series systems. 
By satisfying the reasonable path constraints listed above, it can be en-

sured that the candidate paths are fast and reliable. By satisfying the alter-
native path constraints, the probability of all candidate emergency paths 
being blocked simultaneously is reduced. 

9.5 A Heuristic Method for the Construction of the 
Candidate Emergency Path Set 

9.5.1 Algorithm Description 

Theoretically, the candidate path set should be constructed by enumera-
tion. At first, a search through all the reasonable paths would be carried out 
and all possible candidate path sets with the minimum number of paths 
would be enumerated, before identifying the set with the highest reliability 
value. If the reliability value of this set did not meet the minimum reliabil-
ity threshold imposed by the alternative path requirement, then the number 
of candidate paths would be increased and the enumeration and compari-
son steps would be repeated, until the alternative path requirement was 
met.
Nevertheless, such an enumeration algorithm would require long com-

putation times because the number of possible candidate path sets in-
creases exponentially with the number of reasonable paths. According to 
the concepts of joint failure and probability theory, an alternative path 
should avoid sharing or encountering high-risk units as much as possible; 
this can be achieved using link weight increment algorithms. In this sec-
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tion therefore, a heuristic path searching and checking algorithm is sug-
gested, in order to efficiently compute good candidate path sets. The algo-
rithm is executed in two stages; in the first stage, reasonable paths are con-
structed using the weight increment procedure in conjunction with a 
shortest path algorithm, while in the second stage the paths obtained in the 
first stage are checked, with the aim of retaining only those that satisfy the 
imposed constraints. Every alternative path calculated is checked against 
both the reasonable path and the alternative path set constraints. The algo-
rithm terminates when any of the alternative path constraints is satisfied. 
Using the weight increment procedure, the reliability of the path set and 
the reliability of candidate paths within the set are increased efficiently. 
In this algorithm, the fastest path is taken as the default candidate path. 

At first, Dijkstra’s algorithm is used to compute the fastest paths for all O-
D pairs. Then, as different O-D pairs imply that the weights of different 
links should be increased, the alternative paths are computed for each O-D 
pair separately. The A* algorithm is used as a basic algorithm to compute 
an alternative path at each iteration. 
The following is a description of the algorithm. 

Notation

Sn Candidate path set for O-D pair n;
wi Normal mean travel time of unit i;
ri Reliability of unit i;
W0 Large value to be added to wi;
wi’ Incremented weight of unit i;
Pn,0 Shortest path for O-D pair n;
Ln,0 Normal mean travel time of P n,0;
Pn,k Candidate path k for O-D pair n; k=0,1,2,…;
Ln,k Normal mean travel time of Pn,k;
Rn,k Reliability of Pn,k;
R’n,k Lower reliability limit of Pn,k;

Ln,0

Upper limit of path normal travel time; 

n,S Candidate path set reliability for O-D pair n;
n,S’ Lower reliability limit of candidate path set; 

Kn The number of candidate paths for O-D pair n;
N Upper limit of candidate paths number. 

Procedure

Step 0: Compute the duration of shortest paths for all O-D pairs 
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Set Sn = “empty” for all O-D pairs n. Calculate the least normal travel time 
paths and their duration for all O-D pairs using Dijkstra’s algorithm. Save 
Pn,0 to Sn and set Kn =1.

Step 1: Iteration  
For each O-D pair n, set iteration number m = 0 and execute Steps 2 to 5. 

Step 2: Unit weight increment
Every unit on a path in Sn, every unit that is positively failure dependent on 
high-risk units on paths in Sn, and every other high-risk unit in the network 
have their weights increased by wi,

wi’ = wi + wi= wi + m (1 - ri)q W0 (9.9)

where 0 <  < 1 and q = 0 when m = 0, otherwise q = 1. Increment Kn and
m by 1. 

Step 3: Find alternative candidate paths 
Recalculate the least weight path Pn,k based on wi’ using the A* algorithm. 
Then restore the unit weight to wi and compute Ln,k, which is the sum of wi
in the path Pn,k.

Step 4: Path checking 
If Pn,k violates the constraint, i.e. Ln,k <  Ln,0 or Rn,k < R’n,k, discard path 
Pn,k, decrement Kn by 1 and go to Step 2. Otherwise, save path Pn,k to Sn

and compute n,S.

Step 5: Termination 
If Kn < N or n,S < n,S’ go to step 2, else terminate. 

To obtain an alternative path using this algorithm, the weights of all 
units that are included in paths in Sn and the weights of high-risk units are 
initially increased by W0 (when m =0), which ensures that the alternative 
path computed avoids units on paths in Sn, units that are failure dependent 
on high-risk units on paths in Sn, and other high risk units in the network, 
provided such a path exists. However, if the duration constraint is violated, 
meaning that the path is too circuitous, then some units that were previ-
ously avoided, need to be re-included. The weight increment wi is re-
duced and the least weight path is recalculated. 
When m > 1, the function m (1 - ri)q ensures that wi is reduced (be-

cause 0 <  < 1) with increasing iterations, but also that the weight of 
higher risk units is reduced less than the weight of lower risk units so as to 
ensure that higher risk units have a lower probability of appearing in the 
candidate path than do lower risk units.  
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In the algorithm, W0 should be large enough to prevent any high-risk 
units from being selected in the first iteration. However, the efficiency of 
the algorithm would be improved if W0 is as small as possible, by reducing 
the number of iterations. Generally, the more the alternative paths and the 
smaller the number of high-risk units in the road network, the smaller W0
could be. It is suggested that W0 should lie in the range 1.5 Ln,0 to 3 Ln,0.
In fact, to get a more exact solution, wi should be “dither-changed”, 

which means that when the constraint is met after a reduction of wi, it 
should be increased again between the value of the last iteration and the 
present iteration, because there could be a path which better avoids the 
sharing of high-risk units, whilst still meeting the duration constraint. 
However, such a procedure would result in heavy computation, so in this 
chapter a monotone weight reduction strategy is used. Although it may not 
be optimal, it is faster and yields acceptable results.  
In the implementation of this algorithm, can be adjusted to balance the 

number of iterations and the accuracy of the solution. The bigger  is, the 
closer the solution gets to the optimum, but the greater the number of itera-
tions and the slower the speed of execution of the algorithm. 
For simplification, only the units that are strongly failure dependent on 

the high-risk units on the selected candidate paths are avoided.  
As the reliability of an alternative path is supported by avoiding high-

risk units, the reliability of a candidate path set is supported by meeting the 
minimum number of candidate paths. Of course the best minimum number 
of candidate paths could differ by area or O-D pair and can be determined 
by an offline analysis of the relationship between the number of candidate 
paths and the reliability of the path set. 

9.5.2 Further Improvements to the Construction of the 
Candidate Path Set 

As mentioned above, the heuristic function h(n) provides the A* algorithm 
with an estimate of the minimum cost from any vertex n to the destination. 
The choice of a good heuristic function is a critical step towards improving 
the efficiency of the algorithm. In transportation networks, to ensure that 
the solution obtained will be exact, h(n) is often taken as the Euclidean dis-
tance divided by the highest value of speed in the network. This guarantees 
that h(n) is less than (or equal to) the actual least cost from n to the desti-
nation.

However, when computing the alternative paths, the weights of some 
units on the shortest path between an O-D pair will have to be increased, 
so the new shortest path cost will be greater than (or equal to) the shortest 



Reliability Analysis of Road Networks    191 

path cost before the unit weight increment procedure. Therefore, the short-
est path cost for all O-D pairs before the unit weight increment procedure 
will be higher than the estimate based on the Euclidean distance, but lower 
than the actual shortest path after the unit weight increment procedure. 
Based on this fact in the present heuristic algorithm, after the shortest paths 
of all O-D pairs based on normal travel time data have been calculated by 
Dijkstra’s algorithm, the travel times on the least travel time paths can be 
used as heuristics h(n) for the A* search in the subsequent alternative path 
computation for any O-D pair. The efficiency of A* will be improved as 
less nodes will be expanded while still ensuring that the optimal path will 
be found. 

9.6 Numerical Experiment 

The algorithm was tested for different randomly generated grid networks 
and conditions. First the results for a small network with 36 nodes and 60 
links under three conditions are discussed, so as to illustrate the construc-
tion of a reasonable candidate path set. Then the results for a relatively 
large grid network with 2800 nodes are discussed so as to demonstrate the 
efficiency of the search for alternative paths when using the information 
obtained from the preceding shortest path computation. 
The small network discussed in this chapter is shown in Figs. 9.2, 9.3 

and 9.4. In the graphs, a node is represented by a circle and the node num-
ber is shown inside it. Links are represented by thin grey lines, while their 
lengths correspond to their airline distances. Normal mean speeds and reli-
ability values are shown next to each link, where the normal mean speed is 
a value between 30 and 60 (km/h) and the reliability is a value between 0 
and 1. The origin and destination nodes are represented by black rectan-
gles. The upper limit for the number of candidate paths for each O-D pair 
is 3. Path 1 (the shortest path) is represented by a thick black line, path 2 is 
represented by a thick grey line and path 3 is represented by a thick dashed 
line.
In Fig. 9.2 no circuitous path constraint is considered and it can be seen 

that there are almost no shared links in the candidate path set. The travel 
time of path 1 is 36.0 min and its reliability is 0.67. Path 2 has a travel time 
of 39.2 min and a reliability of 0.56, while the corresponding values for 
path 3 are 50.3 min and 0.33 respectively. The system reliability is 0.9009. 
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Fig. 9.2. Path set construction without circuitous path constraint 

In Fig. 9.3 the circuitous path constraint is added with a circuitous per-
mission parameter  = 1.2, but link reliability is not considered in the con-
struction of the candidate path set. In this case, links will be shared as little 
as possible without violating the circuitous path constraint. The result 
shows that the travel time of path 1 is 36.0 min and its reliability is 0.67. 
Path 2 (same as path 2 in Fig. 9.2) has a travel time of 39.2 min and a reli-
ability of 0.56, while the corresponding values for path 3 are 42.5 min and 
0.33. The system reliability is 0.8844. 

Fig. 9.3. Path set construction with circuitous path constraint (reliability not considered) 
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Fig. 9.4. Path set construction with circuitous path constraint, based on link reliability 
analysis 

From the above results, it can be seen that although more links are 
shared in Fig. 9.4 than in Figs. 9.2 and 9.3, the system reliability is still 
higher than it is in either Fig. 9.2 or Fig. 9.3. The reason for this lies in the 
fact high-risk links are avoided in Fig. 9.4 even when the circuitous path 
constraint is considered, thereby improving system reliability. 
To test the efficiency gain through the use of information obtained in the 

initial fastest path computation, the algorithm is tested on a randomly gen-
erated grid network with 2800 nodes. After the Dijkstra search for the 
shortest path for all O-D pairs, an O-D pair is randomly chosen and one of 
its alternative paths is computed. Figs. 9.5 and 9.6 show the results of the 
case where no previously computed information is used in the A* search 
and the case where it is, respectively. In the figures, the shortest path is 
represented by a black line and the alternative path is represented by a 
thinner line. The nodes explored are represented by thick black circles. The 
result shows that in case 1 (shown in Fig. 9.5), the number of explored 
nodes is 612, whereas in case 2 (shown in Fig. 9.6), the number of ex-
plored nodes drops to 81. Obviously the efficiency of the A* search for al-
ternative paths is remarkably improved by using previously computed in-
formation.
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Fig. 9.5. No previous information is used 

Fig. 9.6. Previous information is used 

By numerous tests, the first alternative path can usually be obtained with 
up to 2 iterations, whereas the second alternative path can usually be ob-
tained through 3 to 4 iterations. The denser the road network, the rarer 
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high-risk links and the more relaxed the circuitous path constraint, the less 
the number of iterations required. 

9.7 Conclusions 

Under emergency conditions in the aftermath of an earthquake, it is fre-
quently the case that the shortest accessible routes cannot be found rapidly 
enough because of lack of exact traffic information for the entire network. 
This results in the post-earthquake rescue operations being delayed. Pre-
planning the emergency paths is an effective way to reduce rescue re-
sponse time and to keep the post-disaster traffic under control. However, 
due to the occurrence of uncertain events, such as the blocking of roads 
and the collapse of bridges, it is difficult to derive reliable emergency 
routes in advance.
Based on seismic reliability and failure dependence analyses, a method-

ology is developed, according to which a partially disjoint candidate emer-
gency path set can be constructed using a heuristic link weight increment 
method. The resulting paths satisfy both the imposed path length con-
straint, which ensures that circuitous paths are avoided, and the alternative 
path constraint, which limits the probability of joint failure of the candi-
date emergency paths. The availability of a candidate emergency path set 
provides the potential for quick, responsive rescue operations after an 
earthquake, as well as post-earthquake traffic management. 
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10.1  Introduction

Since the attacks of September 11 2001, there has been a renewed interest 
in identifying, protecting and maintaining the functionality of critical in-
frastructure systems in the United States and abroad.  However, because 
these systems are relatively complex, many difficulties have emerged 
when attempting to differentiate between elements of the infrastructure 
that are “critical” and those that are not.  In an effort to resolve this issue, 
the U.S. government has released several important reports detailing the 
specific infrastructures and assets considered critical to national security, 
governance, public health, and the economy (White House 2003).  Table 
10.1 displays the key sectors and assets outlined in the National Strategy 
for the Physical Protection of Critical Infrastructures and Key Assets
(Strategy).
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Table 10.1 Critical Infrastructure and Key Assets  

An important contribution of Strategy is the identification of five cross-
sector security priorities that help frame a comprehensive plan for securing 
critical infrastructure.  These priorities include: 1) planning/resource allo-
cation, 2) information sharing and indicators and warnings, 3) personal 
surety, building human capital and awareness, 4) technology and research 
and development, and 5) modeling, simulation and analysis.  Of particular 
interest in this chapter is the fifth cross-sector priority, modeling, simula-
tion and analysis.   Strategy notes that modeling and simulation can pro-
vide guidance in prioritizing the protection of critical infrastructure and 
key assets and is an important aspect to maintaining the continuity of their 
functions.  However, Strategy also notes that: 

“the challenges and uncertainties presented by critical nodes and single-
points-of-failure within infrastructures, as well as increasing interde-
pendencies that exist among the various infrastructure sectors both na-
tionally and internationally…. are often difficult to identify and resolve, 
as are the cascading and cross-sector effects associated with their dis-
ruption”  (White House 2003, pp. 33).   

More importantly, the report (ibid) acknowledges that modeling, simula-
tion and analysis can:  

Infrastructure Assets

Agriculture and Food National Monuments and Icons
Water Nuclear Power Plants
Public Health Dams
Emergency Services Government Facilities
Defense Industrial Base Commercial Key Assets
Telecommunications
Energy
Transportation
Banking and Finance
Chemicals and Hazardous Materials
Postal and Shipping

Source: (White House, 2003)
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“facilitate protection planning and decision support by enabling the 
mapping of complex interrelationships among the elements that make up 
the risk environment.  For example, modeling traffic patterns through a 
particular junction, such as a key railhead or air terminal, allows analysis 
of the various possible outcomes of an attack on that node at various points 
in time” (pp. 33).  

This clearly establishes the need to develop models that both mimic po-
tential outcomes of an attack and provide a framework for prioritizing the 
protection of critical nodes in geographically linked networks (Cutter et al. 
2003; Church et al. 2004; Grubesic and Murray 2006).  In addition, it high-
lights the emerging importance of functional continuity in critical infra-
structure during a potentially disruptive event.1
The purpose of this chapter is to examine the issue of continuity for 

geographically linked network infrastructures by evaluating the vulner-
abilities of nodal interconnection points through the use of a spatial opti-
mization model.  The developed model provides an extension to the work 
of Grubesic and Murray (2006), in which the geographic impacts of losing 
vital nodes in geographically linked networks (e.g. telecommunication 
switching centers or electrical substations) were evaluated by measuring 
the overall disruption of flows along arcs.  The new, bi-objective approach 
presented here offers additional insight into network continuity and the 
measurement of cascading failure by examining both node and arc attrib-
utes (e.g. population and capacity) simultaneously.  As mentioned previ-
ously, the merits of this type of analysis are clear.  First, modeling and 
simulation can provide guidance in prioritizing the protection of critical in-
frastructure and key assets and is an important aspect of maintaining the 
continuity of their functions.  Second, a geographic approach to these types 
of problems provides an alternative viewpoint to the traditional, engineer-
ing-driven approaches focusing on component reliability and the probabil-
istic rates of failure attached to network arcs and nodes (Tillman et al. 
1977; Mohamed et al. 1992; Kansal et al. 1995; Premkumar et al. 2000).  
Finally, as the importance of a geographic focus on critical infrastructure 
identification and protection continues to emerge, it is hoped that the ap-
proach introduced in this chapter, focusing on spatial relationships in a 
network, will provide a foundation from which future work in this area 
will be conducted.

                                                          
1 Continuity is broadly defined as the ability of a business, infrastructure pro-

vider or government agency to maintain operations and the provision of critical 
goods and services before, during and after a major disruptive event. 
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The remainder of this chapter is organized as follows.  Section 10.2 pro-
vides additional background information on the spatial dimensions of criti-
cal infrastructure protection and cascading failure along with a brief re-
view of the literature pertaining to network survivability and continuity.  In 
the next section, we present an extension to the Node Removal Impact 
Problem (NRIP) and follow with some computational experience, present-
ing an example for a telecommunication network.  Section 10.4 provides a 
summary of the results and is followed by a brief discussion and conclu-
sions.

10.2  Background 

The emergence of massive, interdependent, geographically linked, critical 
infrastructure systems in urban and suburban areas of the United States 
(and most of the developed world) coincides with the geographic diffusion 
of population to the urban periphery and the increasing density and vertical 
expansion of urban cores (O’Kelly and Horner 2003; Zimmerman, 2005).  
This is not to say that spatially complex and interlinked systems did not 
exist prior to these demographic and economic redistributions. However, 
the relative interconnectedness of these systems, particularly in urban cen-
ters, is increasing significantly (Coutard et al. 2005).  In many respects, 
urban centers now represent a concentration of critical assets, such as tele-
communication hubs, transportation hubs (air, rail, road), water distribu-
tion systems, electrical grids, banking and finance operations, medical fa-
cilities (Chang et al., 2002; Church et al. 2004; Church and Scaparra 2005; 
Grubesic and Murray 2006; Zimmerman 2005).  As a result, the loss of vi-
tal hubs or distribution centers in any of the aforementioned infrastructures 
can have disastrous effects both within the existing system and across 
interlinked infrastructures.  More specifically, the loss of a vital node can 
trigger the cascading failure of interconnected systems, producing a series 
of primary failures within an existing system or secondary failures in in-
terdependent, linked infrastructures (Little 2002; Carreras et al. 2002; Al-
bert et al. 2004; Talukadar et al. 2003; Houck et al. 2004; Grubesic and 
Murray 2006).  This type of cascading failure was all too apparent during 
the North American electrical blackout of August, 2003.  Although the 
power failure started in an electrical generation plant outside of Cleveland, 
Ohio, the regional impacts were widespread, impacting 50 million custom-
ers in eight U.S. states and two Canadian provinces.  There were signifi-
cant local impacts as well.  For example, in New York City, 400,000 train 
commuters were stranded, 11,000 street intersections were without oper-
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able signals, emergency 911 services were inoperable, water pumps failed 
and total economic losses were estimated at $1 billion dollars (Botelho 
2003; Johnson and Lefebvre 2003).  These localized impacts underscore 
the problems inherent to interconnected infrastructures.  Not only does the 
loss of a vital node have the ability to impact the continuity of a geo-
graphically linked system, nodal loss in a critical infrastructure network 
can spawn additional problems throughout interdependent infrastructures. 

Reliability or Survivability 

Some of the most widely misunderstood aspects of critical infrastructure 
modeling are the subtleties between different measures of network per-
formance.  For example, while reliability and availability are often consid-
ered to be identical, these concepts are actually quite different.  The same 
can be said for survivability, vulnerability, performability and continuity.  
Let us start with the basics, using telecommunication networks as an ex-
ample.  The U.S. Department of Commerce (1996) provides one of the 
more widely accepted definitions of telecommunication survivability: 

Survivability: A property of a system, subsystem, equipment proc-
ess, or procedure that provides a defined degree of assurance that 
the named entity will continue to function during and after natural 
or man-made disturbance; e.g., nuclear burst.  Note: for a given 
application, survivability must be qualified by specifying a range 
of conditions over which the entity will survive, the minimum ac-
ceptable level or post-disturbance functionality, and the maximum 
acceptable outage duration. 

As noted by Grubesic and Murray (2005), this definition is probabilistic 
in nature, requiring some level of assurance (i.e. probability) that a system 
will continue to function under duress.  On the other hand, network reli-
ability is a more broad-based term concerning the capability of the network 
to provide the connections required for network functionality (Colbourn 
1999).  More specifically, the most common measure of network reliability 
is connectedness, the probability that all terminal nodes in a network are 
reachable from all source nodes in the network.  Similarly, network per-
formability measures deal with the probabilities attached to both statisti-
cally dependent (e.g. environmental or overload) and independent (e.g. 
wearout) failures.  Availability is a more subtle measure of both perform-
ability and reliability, which is the ability of a device (e.g. router, network 
link, etc.) to provide network services if and when they are needed, with-
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out delay.  Finally, the all-encompassing concept of continuity refers to the 
ability of a network to provide alternative modes of operation for those ac-
tivities or processes which, if they were to be interrupted, might otherwise 
bring about a seriously damaging or potentially fatal loss to the network.   
Previous research in the operational continuity of systems has both ex-

plicitly and implicitly addressed the overall functionality of networks un-
der duress (Wollmer 1964; Corley and Chang 1974; Ratliffe et al. 1975; 
Colbourn, 1999; Medhi, 1999; Jrad et al. 2004; Boedhihartono and Maral 
2003). While the majority of this research focuses on the probabilistic na-
ture of network element failures, there is an overriding concern with the 
topological characteristics of a system.  For example, in a given telecom-
munication network, what is the most “vital link”?  Phrased somewhat dif-
ferently, which link in the system, if lost, will create the most significant 
disruption to traffic or overall functionality?  More importantly, what 
populations or businesses will be impacted if a particular link or node is 
lost?  Unfortunately this type of scenario is not uncommon.  For example, 
Pakistan recently suffered the loss of its only fiber-optic link to the Inter-
net, an undersea cable that failed in June, 2005 (Reuters 2005).  In addition 
to 10 million Internet users hit by the initial crash, only 20% of the normal 
capacity for international phone calls was available (Faisal 2005).  Fortu-
nately, about 50% of the Internet links to the country were restored using a 
satellite backup system.  However, many of the more high-capacity, or 
“critical”, links needed by the burgeoning call center industry in Pakistan 
remained without service for quite some time (Faisal 2005).  In fact, a call 
center operator in the city of Karachi lost two of their most important U.S. 
clients due to the fiber failure (ibid).  In this case, a lack of fiber diversity 
and redundancy had a detrimental impact on Pakistan.  Conversely, if a fi-
ber link connecting India, a major participant in the call center industry, 
had been damaged, there would still be four fiber paths available for re-
routing critical transmissions (Faisal 2005).  This example illustrates the 
problems and prospects associated with continuity in geographically inter-
linked systems.  As mentioned previously, continuity is not simply a ques-
tion of component failure in a system, it is also concerned with the spatial 
characteristics of interconnection and the ability to maintain operation 
when portions of the system fail.  In addition, the ability to assess the 
population impacted by a failure is also critically important.  The next sec-
tion introduces an approach for measuring and modeling potential impacts 
of losing critical infrastructure elements, nodes and arcs that are geo-
graphically linked.  



Continuity in Critical Network Infrastructure: Accounting for Nodal Disruptions    203

10.3  Modeling Potential Impacts

One important aspect of modeling potential damage to critical infrastruc-
ture is the ability to account for arc attributes.  As mentioned previously, 
arcs are the connective links between nodes, serving as conduits for the 
flow of critical/valuable resources.  For example, arcs (e.g. fiber optic 
backbones) carry information on telecommunication networks.  Arcs also 
carry natural gas on pipeline networks and food and supplies via road and 
rail networks.  Therefore, the ability to gauge potential damage to these 
conduits, particularly in terms of their location and diminished capacity or 
operation, is a major concern.  Similarly, the ability to account for node at-
tributes is important for modeling potential damage to critical infrastruc-
ture.  Nodes often serve as the distribution points on a network, where flow 
is aggregated and redirected to an end destination.  For example, airline 
hub-and-spoke networks rely on nodes (i.e. hubs) to aggregate and redis-
tribute passengers in a cost efficient and timely manner.  Backbone routers 
on the Internet serve a similar purpose, where bit packets are aggregated 
and redirected for information flows.  However, in the context of geo-
graphically linked systems, nodes can also be conceptualized as large 
pools of end-users.  In this context, modeling potential damage could in-
clude the population of an entire city (i.e. node) or a subset of the popula-
tion.  For example, the cascading failure of the Northeastern Interconnec-
tion of the North American Power grid impacted the entire population of 
Cleveland and Toronto, while it impacted a smaller subset of the popula-
tion in New York and Columbus (Grubesic and Murray 2006).  
From a methodological perspective, one approach for modeling the po-

tential impacts of a major nodal disruption is the Node Removal Impact 
Problem (NRIP) introduced by Grubesic and Murray (2005). However, 
this approach only accounts for arc attributes, measuring the overall net-
work damage associated with a nodal failure.  The following approach fo-
cuses on both arc and node impacts.     

Consider the following notation: 

i =index of nodes 
j =index of arcs 

j =node pair defining arc j

ja =attribute of arc j

ic =attribute of node i

iN =set of arcs incident to node i
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ii Nin  node oincident t arcs ofnumber 
p =number of nodes to remove from network 

otherwise.0
network from removed is  node if1 j

xi

otherwise0
networkin  is  arc if1 j

y j

As noted previously, node and arc attributes can take a variety of forms, 
depending on the nature of the network.  For arcs, demand characteristics 
such as bandwidth, capacity or traffic volume are represented using ja .
For nodes, demand characteristics such as population or passengers are 
represented by ic .
A model for addressing impacts associated with both arc and node fail-

ure/disruption is the following: 

Bi-Objective - Node Removal Impact Problem with Node Attributes 
(BO-NRIP)

Maximize or Minimize  
j

jj yaZ 1  (1) 

Maximize or Minimize  
i

ii xcZ 2  (2) 

Subject to 

i
i px  (3) 

ixny ii
Nj

j
i

1  (4) 

jlij lijxxy ,&1  (5) 

jy j 1,0  (6) 

ixi 1,0

There are two objectives in BO-NRIP, and hence the bi-objective desig-
nation. Objective (1) is to either minimize or maximize the total arc flow 
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impacted by the removal of nodes. Objective (2) is to either minimize or 
maximize the total nodal demand impacted by removed nodes.  Constraint 
(3) specifies that p nodes are to be removed from the network. Constraints 
(4) stipulates that arcs cannot be included unless the associated end nodes 
are maintained in the network.  Alternatively, Constraints (5) force inci-
dent arcs to be included in the network if end nodes are not removed. Col-
lectively, Constraints (4) and (5) ensure that both maximization and mini-
mization can be applied to the objective. Finally, integer requirements are 
imposed in constraints (6). 
There are a number of interesting characteristics of BO-NRIP worth fur-

ther discussion.  The first objective of BO-NRIP, (1), is equivalent to that 
of NRIP, as are Constraints (3)-(6) (Grubesic and Murray 2006).  Thus, 
NRIP is a special case of BO-NRIP.  The uniqueness of BO-NRIP is the 
addition of objective (2).  This objective is a measure of demand impacted 
within the networked system, reflecting nodal service disruption.  How-
ever, instead of demand/flow along an arc, (2) is constructed to represent 
demand at node locations.  In this particular instance ic  represents the 
population of node i (or city) in the network.  As noted previously, in addi-
tion to helping estimate potential damage during a major disaster, node at-
tributes are also an important factor in optimizing disaster mitigation ef-
forts.  For example, how might one prioritize mitigation efforts when nodal 
failures occur in a system?  Phrased somewhat differently, what is the most 
efficient and cost-effective approach for restoring service in a system to at-
tain maximum benefit?  Although there are a variety of political, economic 
and environmental factors that influence decisions regarding systems de-
fense or restoration, mitigation efforts would likely be devoted to areas 
where the greatest overall relief is possible to aid the greatest population.  
Finally, a unique aspect of this bi-objective formulation is that both objec-
tives, (1) and (2), are subject to the same constraints, with additional inter-
est focused on the characteristics of node i.
From an operational perspective, the loss of a node will render any arcs 

incident to that node inactive given the loss of connectivity in the BO-
NRIP model.  Therefore, if one is seeking to inflict minimum damage to 
the network, arcs will tend to be maintained if at all possible.  However, if 

ix =1, an end node of an arc is lost and Constraints (4) forces the deactiva-
tion of all arcs incident to that node.  The reverse is true if one is seeking 
to inflict maximum damage to the network.  Constraints (5) force the re-
moval of network arcs.  However, if ix  and lx  are equal to 0 (that is, they 
are not removed), then the arcs incident to these nodes remain active in the 
network.
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There are four possible ways to approach BO-NRIP.  Using the undi-
rected, ICG fiber-optic backbone network as an example, each case can be 
illustrated.   It is assumed, without loss of generality, that bandwidth re-
flects the link attribute of interest and population represents the node (or 
city) attribute of interest in the network. Thus, the four approaches for ex-
amining BO-NRIP are: 

min, min (minimize bandwidth available, minimize popu-
lation impacted) 
min, max (minimize bandwidth available, maximize popu-
lation impacted) 
max, min (maximize bandwidth available, minimize popu-
lation impacted) 
max, max (maximize bandwidth available, maximize 
population impacted) 

Thus, for BO-NRIP there are many combinations of optimization orienta-
tion.
It is also important to note that BO-NRIP is simultaneously addressing 

the two objectives. It is well known that bi, or multiple objectives repre-
sent a challenge in optimization, which is why much research has been de-
voted to such problems. A classic text on multi-objective optimization is 
that of Cohon (1978).  
For planning, policy and decision making purposes, multi-objective 

models require a process for evaluating and establishing the relative im-
portance for associated objectives being considered. Thus, methods have 
been developed for identifying non-dominated solutions and the associated 
non-inferior tradeoff curve. A popular approach reviewed in Cohon (1978) 
is the weighting method. The weighting method integrates the two objec-
tives using a relative weight of importance, w.  In the context of BO-NRIP 
we get: 

21 1 ZwwZ  (7) 

By examining different values of w in a systematic way, one can identify 
non-dominated solutions.  As noted previously, NRIP is actually a special 
case of BO-NRIP.  For the weighting method one need only assign 1w ,
giving all importance to arc attributes, thereby rendering BO-NRIP identi-
cal to NRIP.  Alternatively, one could examine the case where w = 0, so all 
importance is now attached to node attributes.  Other interesting tradeoffs 
are possible when 1,0w .  Thus, values of 1,0w  are typically 
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evaluated in a systematic fashion in order to identify non-dominated solu-
tions.

10.4  Case Study on the ICG Backbone Network  

The empirical analysis was carried out on a Pentium 4/2.53 GHz personal 
computer.  ArcView version 3.3 was employed to manage, manipulate and 
analyze a North American Internet backbone network, ICG, and its associ-
ated cities (Figure 10.1).   

Fig. 10.1  ICG Network Backbone  

As noted previously, the ICG network consists of 23 cities and 36 intercity 
linkages.  Each link on the network is assigned bandwidth capacity meas-
ured in megabits per second (Mbps), serving as ja  in this analysis.  Simi-
larly, each city is assigned a nodal weight representing its total population 
for the year 2000.  This measure serves as ic  for the analysis.  The net-
work system was evaluated using BO-NRIP through the use of Avenue 
scripts in ArcView to write the associated integer program to a text file.  
The problem is then solved externally to ArcView using CPLEX ver. 9.0.  
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A result file is then exported from CPLEX and read into ArcView for sub-
sequent display and  
analysis.   

Node Removal: Minimum Damage Scenario (Max – Min) 

Using BO-NRIP, the max-min scenario reflects maximizing objective (1), 
Z1, and minimizing objective (2), Z2.  As a weighted objective this takes 
the following form: 

Maximize 21 1 ZwwZ (8)

As structured, maximizing a negative component (Z2 in this case), is the 
same as minimizing a non-negative component, assuming that 1,0w .
Therefore, the max-min version of BO-NRIP is a minimum damage sce-
nario, representing the combination of node and arc losses where both a 
minimal amount of network bandwidth and nodal population is disrupted 
in the system.  Table 10.2 displays solutions for this particular scenario.  
For p = 1, the results are not surprising.  In the first instance, the total arc 
capacity objective is assigned an importance weight (w) of 1, so Fresno is 
the city identified by BO-NRIP as being best for removal.  As noted previ-
ously, there is only one link that connects Fresno to the remainder of the 
ICG backbone network, a DS-3 (45 Mbps) backbone running to San Jose.  
Therefore, the loss of the Fresno node, and its incident link, maximizes the 
remaining bandwidth in the ICG system (i.e. minimizing damage).  If we 
continue the examination of p = 1 with a slight adjustment to the weight 
corresponding to the arc capacity objective (w), the results vary.  For ex-
ample, when w = 0.9 (and 1-w = 0.1), Birmingham is identified for re-
moval.  This modest change to the solution hints to the complex nature of 
this problem.  Unlike Fresno, Birmingham maintains two unique DS-3 
connections (one to Nashville and one to Atlanta).  However, the popula-
tion of Birmingham is almost 185,000 less than Fresno.  Therefore, the 
slight shift in objective importance weighting to minimize the population 
impacted, changes the best solution.  For alternative values of p, a similar 
trend
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Table 10.2 ICG Node Removal (Max, Min) 
p Arc 

Weigh 
Node 

Weigh 
Nodes Removed Aggregate 

Bandwidth 
Population 
Impacted 

Itera-
tions 

Time 

1 1 0 Fresno 2,125 427,652 23 0.03 
1 0.9 0.1 Birmingham 2,080 242,820 3 0.02 
        
2 1 0 Fresno, Corpus Christi 2,035 705,106 79 0.08 
2 0.9999 0.0001 Fresno, Birmingham 2,035 670,472 47 0.06 
2 0.99 0.01 Louisville, Birmingham [Nashville] 1,945 499,051 6 0.02 
        
3 1 0 Fresno, Nashville, Birmingham 1,990 1,215,996 71 0.06 
3 0.99 0.01 Louisville, Birmingham, Corpus Christi 1,855 776,505 9 0.02 
3 0.1 0.9 Newark, Louisville, Birmingham [Nashville] 1,590 772,597 8 0.01 
        
4 1 0 Fresno, Austin, Houston, Corpus Christi 1,900 3,315,298 103 0.06 
4 0.9999 0.0001 Louisville, Fresno, Nashville, Birmingham 1,900 1,472,227 50 0.06 
4 0.99 0.01 Newark, Louisville, Birmingham, Corpus Christi [Nashville] 1,500 1,050,051 8 0 
        
5 1 0 Fresno, Austin, Houston, San Antonio, Corpus Christi 1,855 4,459,948 66 0.05 
5 0.9999 0.0001 Louisville, Fresno, Nashville, Charlotte, Birmingham 1,855 2,013,055 54 0.05 
5 0.99 0.01 Newark, Louisville, Birmingham, Corpus Christi, Miami [Nash-

ville] 
1,410 1,412,521 12 0 

        
6 1 0 Louisville, Fresno, Nashville, Charlotte, Atlanta, Birmingham 1,765 2,429,529 127 0.09 
6 0.9999 0.0001 Louisville, Fresno, Nashville, Charlotte, Birmingham, Corpus 

Christi 
1,765 2,290,509 51 0.06 

6 0.99 0.01 Newark, Sacramento, Louisville, Birmingham, Corpus Christi, 
Miami [Nashville] 

1,275 1,819,539 17 0.05 

[City Subject to a Cascading Failure]* 
*Not included in the population impacted calculation 

is evident.  For example, when p = 5 and w = 1.0 Fresno, Austin, Houston, 
San Antonio and Corpus Christi are identified as causing the least impact.  
In this case, the population impacted is 4,459,948.  However, when the 
weights are adjusted to reflect more importance on population (w = 0.99), 
Newark, Louisville, Birmingham, Corpus Christi and Miami are identified.  
As one might expect, the population impacted is the p = 5 case is nearly 
68% (1,412,521) less than the initial solution where w = 1.0.

Node Removal: Mixed Damage Scenarios 

The mixed damage scenarios for BO-NRIP can take two forms.  In the first 
form, one can seek to remove the nodes which maximize the overall 
amount of bandwidth available to the network while simultaneously 
maximizing the population impacted (max-max).  The second mixed dam-
age scenario for BO-NRIP minimizes the overall bandwidth available to 
the ICG backbone system while also minimizing the population impacted 
(min-min).  Results for both cases are now discussed in turn. 
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(Max – Max) 

The max-max scenario using BO-NRIP reflects maximizing objective (1), 
Z1, and maximizing objective (2), Z2.  As a weighted objective this takes 
the following form: 

Maximize 21 1 ZwwZ  (9) 

Table 10.3 highlights the results of this case.  For p = 1, where emphasis is 
placed on bandwidth (w = 1), Fresno is the obvious choice once again.  

Table 10.3 ICG Node Removal (Max, Max)
p Arc

Weigh 
Node 

Weigh 
Nodes Removed Aggregate 

Bandwidth 
Population 
Impacted 

Itera-
tions 

Time 

1 1 0 Fresno 2,125 427,652 23 0.03 
1 0.9999 0.0001 New York 1,970 8,008,280 1 0.02 
      
2 1 0 Fresno, Corpus Christi 2,035 705,104 79 0.09 
2 0.75 0.25 New York, Chicago 1,680 10,904,298 4 0.02 
      
3 1 0 Fresno, Nashville, Birmingham 1,990 1,215,993 71 0.08 
3 0.5 0.5 Chicago, New York, Houston 1,590 12,857,930 9 0 
      
4 1 0 Fresno, Austin, Houston, Corpus Christi 1,900 3,315,298 103 0.11 
4 0.9999 0.0001 Chicago, New York, Houston, San Antonio 1,500 14,002,580 53 0.05 
4 0.98 0.02 Chicago, New York, San Diego, Houston 1,300 14,081,330 5 0.02 
      
5 1 0 Fresno, Austin, Houston, San Antonio, Corpus Christi 1,855 4,459,945 66 0.08 
5 0.9999 0.0001 New York, Austin, Houston, San Antonio, Corpus Christi 1,700 12,040,576 71 0.08 
5 0.98 0.02 Chicago, New York, San Diego, Dallas, Houston 1,120 15,269,910 9 0.01 
      
6 1 0 Louisville, Fresno, Nashville, Charlotte, Atlanta, Birmingham 1,765 2,429,529 127 0.09 
6 0.99999 0.00001 Boston, Fresno, Austin, Houston, San Antonio, Corpus Christi 1,765 5,049,089 114 0.11 
6 0.09 0.91 Chicago, New York, San Diego, Dallas, Houston, San Antonio 1,075 16,414,560 11 0.02 

However, as the objective weight is adjusted to place more emphasis on 
population, the largest cities become better candidates for removal.  For 
example, Table 10.3 illustrates that virtually any weighting scenario for p
= 1 shifting emphasis to population (e.g. w = 0.9999), will encourage the 
selection of New York City (pop. 8,008,278).  Similarly, while p = 2 solu-
tions initially identify Fresno and Corpus Christi, slight variations in em-
phasis yield solutions with New York City and Chicago.  However, the 
same cannot be said for higher values of p.  Table 10.3 shows that for p = 5 
there are three unique solutions to the problem.  When emphasis is placed 
on bandwidth (w = 1), Fresno, Austin, Houston, San Antonio and Corpus 
Christi are identified for removal.  This solution maximizes the remaining 
bandwidth in the system and minimizes the overall damage to the network.  
In other words, the backbone segments connecting these cities to the re-
mainder of the network are the least important where aggregate system 
bandwidth are concerned.  Nevertheless, a slight shift in weights to place 
additional emphasis on population (w = 0.9999) yields a different solution 
set, prompting the removal of New York, Austin, Houston, San Antonio 
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and Corpus Christi.  In this instance, BO-NRIP is able to detect the “value” 
of removing New York as opposed to Fresno.  Also of interest is the re-
moval of Corpus Christi versus Fresno in this scenario.  At face value, this 
seems to be an odd selection.  The total population of Corpus Christi 
(277,454) is significantly less than Fresno (427,652).  Corpus Christi is 
also connected to the ICG network with two DS-3 links.  Therefore, in a 
solution where one is seeking to maximize bandwidth and maximize popu-
lation impacted – why Corpus Christi?  There are two reasons.  First, at 
higher values of p, it is extremely difficult to compare individual values 
between cities (i.e. population or bandwidth).  BO-NRIP seeks the best 
combination of cities/nodes for removal.  As a result, by removing 80% of 
the nodes in Texas (including Corpus Christi), both population impacted 
and bandwidth are maximized.  Second, by removing both Austin and San 
Antonio, their incident links are immediately deactivated.  Because these 
are the only connections Corpus Christi maintains to the ICG network, the 
removal of this node and its 277,454 residents is a virtual “free-rider” be-
cause there is no additional bandwidth loss.   

(Min – Min) 

The min-min scenario for BO-NRIP reflects minimizing objective (1), Z1,
and minimizing objective (2), Z2.  As a weighted objective this takes the 
following form: 

Minimize 21 1 ZwwZ  (10) 

Results for this case are displayed in Table 10.4.  The p = 1 solutions are 
good illustrations of this particular scenario. 
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Table 10.4 ICG Node Removal (Min, Min) 
p Arc

Weigh 
Node 

Weigh 
Nodes Removed Aggregate 

Bandwidth 
Population 
Impacted 

Itera-
tions 

Time 

1 1 0 Washington 1,725 572,059 41 0.02 
1 0.99 0.01 Birmingham 2,080 242,820 37 0.02 
      
2 1 0 Cleveland, Newark 1,415 751,949 45 0.03 
2 0.995 0.005 Newark, Birmingham 1,725 516,366 37 0.02 
2 0.98 0.02 Louisville, Birmingham [Nasvhille] 1,945 499,051 33 0.01 
      
3 1 0 Cleveland, Newark, Dallas 1,100 1,940,529 43 0.02 
3 0.99 0.01 Newark, Louisville, Birmingham [Nashville] 1,590 772,597 30 0 
      
4 1 0 Cleveland, Newark, San Jose, Dallas [Fresno] 855 2,835,472 48 0.03 
4 0.99 0.01 Newark, Louisville, Birmingham, Corpus Christi [Nashville] 1,500 1,050,051 27 0.03 
      
5 1 0 Cleveland, Newark, Denver, San Jose, Dallas [Fresno, Texas] 675 3,390,108 50 0.03 
5 0.9999 0.0001 Cleveland, Newark, Denver, Atlanta, Dallas [Texas] 695 2,911,639 46 0.03 
5 0.98 0.02 Newark, Louisville, Birmingham, Corpus Christi, Miami [Nash-

ville] 
1,410 1,412,521 25 0.03 

      
6 1 0 Sacramento, San Jose, Fresno, Nashville, Charlotte, Atlanta 1,765 2,429,529 127 0.11 
6 0.99999 0.0001 Cleveland, Newark, Denver, San Jose, Atlanta, Dallas [Fresno, 

Texas] 
    

6 0.099 0.901 Newark, Sacramento, Louisville, Birmingham, Corpus Christi, 
Miami [Nashville] 

1,275 1,819,539 22 0.02 

[City Subject to a Cascading Failure]*  "Texas" = Houston, Austin, San Antonio and Corpus Christi 
*Not included in the population impacted calculation 

For example, because one is seeking to minimize overall bandwidth in the 
system, the selection of Washington (w = 1) in the first instance is not sur-
prising.  Washington maintains five unique connections in the system 
(Boston, Atlanta, Newark, Cleveland and Dallas).  These connections rep-
resent the highest aggregate bandwidth total for any city at 445 Mbps.  
Once additional emphasis is placed on minimizing the population im-
pacted, Washington becomes a less desirable target and Birmingham is 
identified.  As noted previously, in addition to having two DS-3 links, 
Birmingham is the smallest city on the ICG backbone system.   
For p = 2 several interesting results are discovered.  When emphasis is 

placed on the arc bandwidth objective (w = 1), the selection of Cleveland 
and Newark for removal is important, as noted in Grubesic and Murray 
(2006).  First, the highest bandwidth city, Washington, is not included in 
the solution set.  Second, in terms of population, Cleveland and Newark 
are much smaller than other cities included on the network.  Both of these 
facts hint to the relatively non-intuitive nature of launching an optimal tar-
geted attack on any network, particularly if the focus is on bandwidth re-
duction.  This solution also suggests that the highest profile cities, such as 
Chicago, New York and Los Angeles, do not always represent the best lo-
cations for a coordinated attack.  Instead, the most important locations in a 
backbone system are the vital nodes that maintain the majority of system 
interconnections (Grubesic and Murray, 2006).  Although these locations 
are often positively correlated to major public peering points (e.g. NAPs 
and MAEs), in cities like Chicago, New York and Washington, it is not 
always the case (see Grubesic and O’Kelly 2002).  This type of network 
topology, where a select set of nodes maintains the majority of connec-
tions, is often described as “scale free” (Barabasi et al. 2000; Comellas et 
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al. 2000; Barabasi et al. 2001; ben-Avraham et al. 2003).  Unfortunately, 
these types of topological structures are quite vulnerable to failure if vital 
nodes are attacked (Albert et al. 2000). 
One of the more interesting scenarios occurs with the removal of three 

nodes in the ICG backbone system.  When the node attribute objective is 
given additional emphasis (1-w = 0.01), Louisville, Birmingham and New-
ark are selected for removal.   

Fig. 10.2 ICG Node Removal, p = 3 (Min, Min)  

However, instead of simply losing three cities, the loss of Louisville and 
Birmingham prompts a cascading failure in the ICG network, disconnect-
ing Nashville (Figure 10.2).  Similarly, when four nodes are selected for 
removal and priority is given to the arc attribute (w = 1), Cleveland, New-
ark, San Jose and Dallas are flagged as the best candidates for removal - 
but the loss of San Jose also prompts a cascading failure in the ICG net-
work, disconnecting Fresno (Figure 10.3).   
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Fig. 10.3 ICG Node Removal, p=4 (Min, Min)

At the very least, this suggests that the loss of three or four nodes leaves 
the ICG network in a state of relative fragility that is not evident for lower 
values of p.    

Node Removal: Maximum Damage Scenario (Min-Max) 

The final scenario, min-max, for BO-NRIP reflects minimizing objective 
(1), Z1, and maximizing objective (2), Z2.  As a weighted objective this 
takes the following form: 

Minimize 21 1 ZwwZ  (11) 

This scenario seeks to minimize the aggregate bandwidth available and 
maximize the population impacted.  The solutions for this scenario are pre-
sented in Table 10.5.  It is important to note that the min-max scenario mir-
rors solutions in the min-min scenario when the emphasis is placed on arc 
weight (w = 1).  Therefore, the most interesting solutions for min-max oc-
cur when weights are shifted to increase the importance of population in 
the objective functions.  For example, if we are strictly concerned with 
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bandwidth, at p = 5, Cleveland, Newark, Denver, San Jose and Dallas are 
selected for removal.  As noted previously, this creates a significant prob-
lem for the network, with the associated cascading failures disconnecting 
many more than five cities (e.g. Fresno and all the remaining nodes in 
Texas).  A slight shift in weight (w = 0.9999) changes the solution to in-
clude Chicago, New York, Washington, San Diego and Dallas.  In this in-
stance, there is an interesting dynamic between bandwidth and population.  
Although the weighting scheme places the majority of the emphasis on 
bandwidth, the influence of population is notable, particularly with the en-
try of Chicago, New York and San Diego into the solution.  However, the 
entry of Washington is of great interest.  Although the population of Wash-
ington is lower than other cities on the ICG network (e.g. Boston, Austin 
or San Antonio), the presence of two OC-3 (155 Mbps) connections 
prompted its inclusion.  As noted previously, these OC-3 connections con-
tribute to Washington’s status as the highest bandwidth city on the ICG 
network.  Additional shifts in the weighting scheme allow for the true 
maximization of population impacted.  For example, when (w = 0.1), BO-
NRIP identifies the five largest cities (Chicago, New York, San Diego, 
Dallas, Houston and San Antonio) for removal, impacting nearly 16.5 mil-
lion people and over 50% of the aggregate system bandwidth. 

Table 10.5 ICG Node Removal (Min, Max)  
p Arc

Weigh 
Node 

Weigh 
Nodes Removed Aggregate 

Bandwidth 
Population 
Impacted 

Itera-
tions 

Time 

1 1 0 Washington 1,725 572,059 41 0.02 
1 0.9999 0.0001 New York 1,970 8,008,280 34 0.02 
      
2 1 0 Cleveland, Newark 1,415 751,949 45 0.02 
2 0.99999 0.00001 Chicago, Washington 1,435 3,468,079 44 0.05
2 0.9999 0.0001 Chicago, New York 1,680 10,904,300 36 0.02 
      
3 1 0 Cleveland, Newark, Dallas 1,100 1,940,529 43 0 
3 0.9 0.1 Chicago, New York, Houston 1,590 12,857,930 29 0.02 
      
4 1 0 Cleveland, Newark, San Jose, Dallas [Fresno] 855 2,835,472 48 0.02 
4 0.9999 0.0001 Chicago, New York, Washington, San Diego 945 12,699,759 35 0.02 
4 0.9 0.1 Chicago, New York, San Diego, Houston 1,300 14,081,330 25 0.02 
      
5 1 0 Cleveland, Newark, Denver, San Jose, Dallas [Fresno, Texas] 675 3,390,108 50 0.03 
5 0.9999 0.0001 Chicago, New York, Washington, San Diego, Dallas 765 13,888,339 33 0.02 
5 0.9 0.1 Chicago, New York, San Diego, Dallas, Houston 1,120 15,269,910 21 0.02 
      
6 1 0 Cleveland, Newark, Denver, Altanta, San Diego, Dallas [Texas] 495 4,135,039 52 0.02 
6 0.9999 0.0001 Chicago, New York, Washington, San Diego, Dallas, Houston 720 15,841,969 31 0.05 
6 0.99 0.01 Chicago, New York, San Diego, Dallas, Houston, San Antonio 1,075 16,414,560 20 0.02 

[City Subject to a Cascading Failure]*  "Texas" = Houston, Austin, San Antonio and Corpus Christi 
*Not included in the population impacted calculation 
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10.5  Discussion and Conclusion 

Given the increasing political, social and economic reliance on geographi-
cally linked networks (e.g. telecommunication, electrical, water, etc.), the 
notion of continuity is more important than ever.  The empirical results 
presented in this chapter suggest several trends worth further discussion.  
First, continuity in critical network infrastructure is highly contingent upon 
topology.  Overall levels of system vulnerability dramatically increase 
when critical network nodes lack diversity and redundancy (Grubesic and 
Murray 2005; Grubesic et al. 2003; White House 2003).  Perhaps the best 
example of this is the removal of a specific node that prompts the cascad-
ing failure of additional cities/nodes which do not maintain secondary or 
tertiary connections to the network.  In the case of the ICG network, the 
loss of San Jose and its incident arcs also prompts the loss of Fresno.  
However, this is not to say that nodes which maintain two or more connec-
tions are not vulnerable.  As demonstrated in Figure 10.3, the loss of Bir-
mingham and Louisville also prompted the cascading failure of Nashville, 
a city which had maintained two connections to the ICG network.  At the 
very least, the results presented in this chapter corroborate previous studies 
which suggest that both hub-and-spoke and scale-free networks are ex-
tremely vulnerable to attack, particularly if assets are concentrated at a se-
lect set of vital nodes (Grubesic and Murray 2005; Barabasi et al. 2000; 
Comellas et al. 2000; Barabasi et al. 2001; ben-Avraham et al. 2003).   
A second point worth noting centers on the applicability of BO-NRIP.  

As noted previously, both of these optimization models are flexible enough 
to be applied to any geographically linked network.  For the purposes of 
this chapter, BO-NRIP was used to model optimal targets for either mini-
mizing or maximizing network damage by removing nodes in a telecom-
munication system.  However, there is the potential to extend the applica-
bility of this family of models to network recovery and disaster mitigation.  
For example, if the ICG network suffered the loss of n nodes due to a natu-
ral disaster or terrorist attack, the first priority would be to mitigate this 
damage and begin the network recovery process immediately.  Assuming 
that ICG has limited human and network resources for disaster recovery, 
mitigation requires some level of prioritization during the restoration proc-
ess.  For instance, one goal might be to maximize the restoration effort 
based on population or subscribers. A different goal might be to maximize 
the restoration effort based on bandwidth.  A third goal might include a 
combination of population and bandwidth.  Given any of these scenarios, it 
would be worthwhile to explore the characteristics of a node insertion ap-
proach for modeling an optimal network recovery plan.  That is, instead of 
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removing nodes, one reactivates damaged nodes and their incident arcs in 
an optimal pattern.   
Finally, there is a strong need to nurture the development of coordinated 

federal, state and local policies to offset the dangers associated with inter-
dependencies between geographically linked systems.  As noted in Section 
10.1, the federal government is keenly aware of the problems associated 
with asset concentration, isolated interconnections between systems, and 
the potential economic losses that a major disruption could cause.  How-
ever, the vast majority of critical infrastructure in the United States is pri-
vately held.  As a result, the U.S. government is hoping that their latest ef-
forts to promote data-sharing and emergency preparation through the 
Department of Homeland Security can provide a solid foundation for co-
ordinating national, state and local efforts in securing critical infrastruc-
ture.
This chapter examined the spatial ramifications of removing nodes in a 

geographically linked network.  In addition, the modeling framework pre-
sented in this chapter provided an extension to previous work by Grubesic 
and Murray (2006), addressing nodal attributes explicitly.  This bi-
objective model helps incorporate a new level of geographic context to 
critical infrastructure analysis by providing an estimate of potential dam-
age during a major disaster.  Finally, this chapter serves to answer the call 
for more work in the areas of critical infrastructure protection and model-
ing, a subfield of emerging importance to the spatial and economic plan-
ning sciences (Cutter et al. 2003; Church et al. 2004; Grubesic and Murray 
2006).
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11.1 Introduction 

Critical infrastructure can be defined as those elements which are neces-
sary for lifeline support and safety. They include such systems as commu-
nication systems, water and sewer systems, health services facilities, food 
production/processing/storage systems, transportation systems, drug pro-
duction/stockpiles, and incident sensing/detection/control systems. Each of 
these systems has unique properties that may define specific issues in op-
eration and management in order to provide a consistent and continuing 
level of operation. A common question today is whether a particular sys-
tem or component is vulnerable to failure and whether in some cases fail-
ure of one system component will lead to a failure of downstream compo-
nents. For example, the electrical system failure in Ohio led to significant 
loss of power in many states of the Northeast US in August, 2003. Grube-
sic, et al. (2003) has called this cascading failure. There are five major 
problems in managing, operating and designing infrastructure: 1) for exist-
ing systems, identify those components that are subject to natural disasters 
along with their impacts on system operation; 2) for existing systems, 
identify those components that if chosen by an interdictor, would impact 
system operations the most; 3) for existing systems, identify those systems 
components that should be protected against natural or intentional strikes, 
in order to keep a system operating efficiently; 4) for a new system, design 
a system so that its operation is as resilient as possible against natural dis-
asters and intentional strikes; and 5) schedule and allocate protection re-
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sources in order to minimize disruptions and impacts on system efficiency 
due to natural losses or intentional strikes. These five problem areas cap-
ture a range of issues associated with keeping a “lifeline” system in opera-
tion.
In this chapter we address the issues raised in problem areas 1 and 2. 

We assume that we have a somewhat generic system in operation and that 
it contains a set of manufacturing/processing plants. Each of these facilities 
serves a customer or demand set, whereby customers are supplied by its 
closest facility in terms of cost (or time) of service. Think of the product or 
services as important. Services must be provided if at all possible or as 
long as at least one facility exists. If a facility is compromised or lost, the 
system will operate at an impaired level of operation, with attendant addi-
tional costs of transportation and production. At issue is the impact of sys-
tem efficiency when one or more facilities are lost due to a natural disaster 
or intentional strike. The problem that we address was first proposed by 
Church, Scaparra, and Middleton (2004). The paper by Church et al. also 
presents a review of the literature associated with network interdiction, so 
we will not review the literature here.  In Church et al., the objective was 
to identify the set of facilities which if lost, would impact system operation 
efficiencies the most. Two different systems were modeled, an emergency 
service delivery system, and a production/transportation system. In this 
chapter we will concentrate our analysis on a generic production/delivery 
system.   
Church et al. (2004) presented a model called the r-interdiction median 

problem. This model can be used to identify which r of the existing set of 
p facilities, when interdicted or lost impacts delivery efficiency the most. 
Such a model can be used to identify the worst-case of loss, when losing a 
pre-specified number of facilities. The model is restricted in two ways: it is 
based upon the assumption that the terrorist or interdictor is successful in 
each and every strike, and it is also based upon the assumption that exactly 
r facilities will be struck and lost. Such a model does address a worst-case 
scenario, but it does not exactly capture the issues that would be key to un-
derstanding the range of failures and possible outcomes. First, it is impor-
tant to recognize that a strike or disaster may not impair a facility’s opera-
tion. That is, a terrorist strike may be successful only a certain percentage 
of the time. The same is true for a natural disaster. When it does occur, 
there is a threat that operations at a facility may need to be suspended, but 
it is not an absolute. Second, interdiction may not be intelligent whereby 
the strike is to a facility that is not so critical to overall system operations. 
Although it is important to model “worst-case” scenarios, it is also impor-
tant to model and understand the range of possible failures and impacts. 
The overall objective of this chapter is to present a family of models which 
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can be used to model the range of possible impacts associated with the 
threat of losing one or more facilities to a natural disaster or intentional 
strike. We show how to model two cases, deterministic loss and probabilis-
tic loss. In addition, we present results associated with the application of 
worst-case and best-case expected loss models to a data set used previ-
ously in modeling system impacts associated with production/supply sys-
tems. The modeling framework that we present is new and innovative, and 
can be expanded to other systems as well.    
In the next section we discuss the r-interdiction median problem of 

Church, et al. (2004) as well as the concept of a reliability envelope.  We 
also discuss how the r-interdiction median problem can be used with an-
other model to generate a deterministic reliability envelope. Following 
that, we present two new models to address probabilistic losses due to 
natural or man-inflicted disasters. Then, we present results from both sets 
of models and follow with a summary.  

11.2 The Reliability Envelope 

Suppose that we have a system of p operating facilities supplying a set of n
demand points. If each facility can serve any assigned demand, then we 
can assign each customer to their closest facility (as measured by cost or 
distance). We can define weighted distance for a demand-facility interac-
tion as the distance from the demand to their closest facility weighted by 
the number of trips needed to supply that demand from a facility utilizing 
some type of transport mode (e.g. truck). Thus, we can measure the overall 
efficiency of the system as the total truck-miles of travel needed to supply 
all of the demand from the set of located facilities. In location science, the 
problem of locating  p- supply facilities that yields the smallest weighted 
distance is called the p-median problem. The p-median problem has been 
the subject of considerable research, starting with the theorems of Hakimi 
(1964, 1965), the first heuristic of Teitz and Bart (1968) and an integer lin-
ear-programming model of ReVelle and Swain (1970).  Church (2003) 
provides a detailed summary of different approaches for solving the p-
median problem.  
The exact opposite of the p-median problem occurs when you have an 

existing system of p facilities, which may or may not be located optimally. 
Of these p facilities, we may lose some facilities (e.g. to a natural disaster 
or due to an intentional strike by a terrorist or interdictor). When either 
closing or considering the loss of one or more facilities by a disaster, the  
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Fig. 11.1.  Operations Efficiency as a function of system disruption  

basic question is what happens to the operating efficiency of the remaining 
system. We can measure this loss of efficiency by calculating the resulting 
increase in weighted distance. We can depict the increase in weighted dis-
tance (or loss of system efficiency) as shown in Figure 11.1. The x-axis
represents the level of facility losses or closures, associated with an exist-
ing configuration of p facilities. The y-axis depicts resulting system effi-
ciency. For this example, efficiency is measured at 100% if all p facilities 
are operating. If a facility is lost due to a natural disaster, intentional strike, 
or planned closure then efficiency is lost and overall efficiency decreases. 
If all facilities are closed or lost, then we can say that the system is no 
longer in operation and has no level of efficiency. If many facilities exist, 
then there exist several possible outcomes of losing just one facility. One 
can easily enumerate each of the possible ways of  losing one facility as 
well as calculate the impact of each possible loss in terms of changes in ef-
ficiency. The results of this series of calculations will define a range of 
losses from best-case (i.e. least decrease in efficiency) to worst-case (i.e. 
greatest decrease in efficiency). In Figure 11.1, the darkened region is de-
fined by an upper curve and a lower curve. The upper curve represents the 
solutions of least impact associated with a given loss level. The lower 
curve represents the solutions of greatest impact associated with a given 
loss level. For our case of enumerating the impacts of all possible ways of 
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losing a facility, the best-case defines the point on the upper curve and the 
worst-case depicts the solution defining the point on the lower curve when 
r =1.  The region that is depicted between these two curves can be defined 
as the operational envelope or reliability envelope. This type of diagram is 
similar to the type of envelope  developed by Kim and O’Kelly (2004) in 
order to depict possible outcomes for the failure of a communication sys-
tem (see also Baran (1964) and Urban and Keitt (2004) as other examples 
is depicting operational envelopes).  Here we use the concept to depict the 
operational region of a set of facilities which may be subject to losses.  
Computing system reliability for networks with probabilistic rates of  
component and link failures began with the ground-breaking work of 
Moore and Shannon (1956) and Birmbaum et al. (1961).  Much of the 
work on estimating the reliability of a given network is based upon two as-
sumptions, i.e. events are random and independent. These two assumptions 
do not necessarily hold when considering terrorism, cascading failures, and 
large scale disasters (e.g. earthquake clusters). 
The region contains many possible outcomes, defined by a minimum 

and a maximum efficiency level for each level of loss, r.  Determining the 
exact nature of the envelope can be a valuable aid to decision-making. The 
upper curve represents a situation of complete facility control where some 
of the facilities need to be closed due to some limitation (for example a 
budget cut, or the loss of some level of raw material supply which necessi-
tates the closure of one or more facilities). In this case the decision maker 
can decide exactly which facilities to close in order to minimize the impact 
of closures. The lower curve represents the opposite, where the loss of one 
or more facilities is not within the control regime of the decision-maker. 
This is represented by either a natural disaster or an attack by someone in-
tending to disrupt the system. Knowing just how much a system can be 
impacted by such events can be valuable in planning contingencies, redes-
ign, and fortification/protection. Another important property to understand 
is the nature of the thickness of the envelope. The difference between best 
and worst case outcomes for a value of r, help define the upper limits on 
possible improvements to system efficiency due to contingency planning. 
It is important to understand that the envelope can be determined through 
the use of two different models that have been developed in the literature. 
The first is the p-median model and the second is the r-interdiction median 
model. In the remainder of this section we will define these two models 
and describe how the operational envelope can be efficiently generated.  
We begin the discussion of generating the envelope by concentrating on 

the upper curve, or the best/optimistic case loss. This occurs when we can 
choose which r of the p facilities to close. The best-case is to close those 
facilities which have the least impact on weighted distance or keep those 
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facilities which keep weighted distance as low as possible. We assume 
here that we have a network where each node is a point of demand, and a 
subset of p nodes which house facilities. We will formulate the model to 
choose the best facilities to close using the following notation: 

   , ji   indices used to refer to a node, numbered as 1,2,…,n.

ijd  shortest distance from node i to node j

ia  demand at node i

                                            otherwise  ,0
at  facility   toassigns  at   demand if  ,1

     
ji

xij

                   otherwise  ,0
openkept  is   siteat facility   theif  ,1

     
j

y j

p  the number of existing facilities 

r  the number of existing facilities that are to be closed 

E  the set of existing facility sites 

Using the notation defined above, we can formulate an optimistic clos-
ing model as the following integer-linear programming problem:   

                              
1

    
n

i ij ij
i j E

Min Z a d x
(1) 

Subject to 

                        1  for each 1,2,...,ij
j E

x i n
(2)

                     
Ej

j rpy    
(3)

jijx y    Ejandnieachfor      ,....2,1   (4)

1,0    ijx       ,....2,1   Ejandnieachfor (5)

                   1,0    jy    Ejeachfor (6)
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The above model selects which p-r facilities to keep open in order to 
minimize the resulting weighted distance. By keeping p-r of p facilities, r
of the facilities are closed or eliminated. Constraint (2) ensures that each 
demand must assign to a facility that remains open. Constraint (3) specifies 
that p-r facilities are kept open, thus r facilities are closed. Constraints of 
type (4) restrict a demand to assign only to a facility that is kept open. Fi-
nally, constraints (5) and (6) specify the integer restrictions of the model. It 
can be easily shown that constraints (5) are not necessary in order to gen-
erate solutions which are integer (although each variable must be restricted 
to be non-negative in value). This model decides which facilities to keep 
open so that the resulting weighted distance is minimized. It is important to 
recognize that this model is a special form of the classic p-median prob-
lem. In fact, it is a special case of the model where the site set is restricted 
to the set of existing sites, E. The p-median literature contains a number of 
different solution approaches; virtually every one of them can be applied to 
solve this particular model form (Church, 2003).   
We now turn our attention to the generation of the bottom curve of the 

envelope, which represents the worst of the possible circumstances for 
losses. We can approach the problem of generating worst-case losses from 
the perspective of an indictor. An interdictor would select those facili-
ties/sites which when removed from the system, yields the greatest in-
crease in total weighted distance. This problem was first defined by 
Church, Scaparra and Middleton (2004) and was called the r-interdiction 
median problem. It is easy to see that the interdiction problem is the an-
tithesis of the p-median problem. Whereas the p-median location problem 
involves locating p facilities in order to maximize efficiency, the r-
interdiction median problem involves finding the best subset of existing 
supply sites to remove in order to minimize efficiency. We can formulate 
this problem using the following additional notation: 

1,  if a facility located at   is eliminated, i.e. interdicted
0,  otherwise                                                                   j

j
s

r  the number of facilities to be interdicted or eliminated 

ijikij ddjkEkT  and |  , the set of existing sites (not including 
j) that are as far or farther than j is from demand i.
We can now formulate the r-interdiction median (RIM) problem as the 

following integer- linear programming problem: 
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1

       
n
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i j E

Max Z a d x
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             1,2,....,    
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(10) 

      0,1     1, 2,...,     

       0,1     
ij

j

x for each i n and each j E
s for each j E (11) 

The objective of this model (7) seeks to maximize the weighted distance 
upon the interdiction of r facilities. That is, the objective seeks the solution 
which has the greatest impact on weighted distance, when closing or re-
moving r facilities from the existing configuration. Constraint (8) specifies 
that each demand must assign to a facility after interdiction/removal. Con-
straint (9) sets the number of interdicted facilities to equal r. Constraints 
(10) help ensure that a given demand i assigns to its closest remaining fa-
cility  j. Constraints (10) are designed to prevent demand i from assigning 
to any facilities that are farther than  j is to i, unless the facility at j has 
been subject to interdiction. Thus, demand i is forced to assign to its clos-
est open facility after interdiction. Integer restrictions on the variables are 
specified in (11). It is important to note that the integer restrictions on the 

ijx  variables are not necessary when solving RIM by general purpose 

mixed-integer programming software. This means that only the js vari-
ables will need to be forced to be zero-one. Church, Scaparra and Middle-
ton (2004) used general purpose optimization software to solve the RIM 
model for a set of example problems. In a subsequent work, Scaparra and 
Church (2006) show how the RIM formulation can be streamlined through 
a process of variable reduction and consolidation similar to the one pro-
posed by Church (2003) for the p-median problem. The condensed formu-
lation could be solved by a mixed-integer solver in significantly less time 
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than the original formulation. Scaparra and Church (2006) also demon-
strate through empirical tests that constraints (10), initially proposed by 
Church and Cohon (1976), are the most efficient way of enforcing closest 
assignment in RIM models. RIM formulations with different closest as-
signment constraints, such as the ones proposed by Rojeski and ReVelle 
(1970), turn out to be more difficult to solve, especially for larger values of 
r.
The two models described above can be applied to a given system over 

a range of r values from 1, 2, 3,…., p-1. The results can then be used to 
draw the points of the two curves which bound the operational envelope. 
For a given level of loss, this envelope specifies the range of possible sys-
tem performance from best-case to worst-case. Actual performance will 
fall within this range. Monte Carlo simulation can then be used to generate 
a histogram or frequency of solutions which fall within each range, for 
each value of r.  This means that models exist to solve for the reliability 
envelope when a specified level of loss is certain.
The operation or reliability envelope as defined so far is based upon a 

deterministic analysis. Up to this point we have considered a loss level, r,
as certain. That is, if a facility was closed or interdicted, it was a certainty 
and it would happen. Thus, the above analysis can be defined as a deter-
ministically derived envelope. Although the results of this analysis can be 
informing, it is important to recognize that an attack by an interdictor may 
not be successful, just as a natural disaster may or may knock out one or 
more facilities. This case cannot be handled by the above analysis. In the 
next section we extend this modeling framework to handle probabilistic 
losses.

11.3 Probabilistic Reliability Envelopes 

Up to this point in the chapter, we have modeled site loss as a certainty. 
We now turn our attention to the case where loss is not a certainty. We 
know that whether a flood hits or a terrorist strikes, the chances of losing a 
facility are based upon some probability. Existing location-interdiction 
models do not handle this case. In this section we extend the modeling 
framework so that we can derive a reliability envelope when the loss of 
one or more facilities hit by a disaster is not certain. The closest related 
work to what we propose here is the work of Snyder and Daskin (2005). 
They developed a p-median location model which sites facilities in order 
to minimize expected losses. Their model was called the Reliability p-
median problem (RPMP). The RPMP seeks those locations that, given 
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random acts of failure (represented by a probability), will perform with the 
best expected value. Thus, the model attempts to site facilities so that ex-
pected failure is accounted for. Here we wish to derive the envelope of ex-
pected efficiencies associated with an existing system. To do this we need 
to identify both worst-case and best-case expected outcomes which cannot 
be generated with RPMP. We will handle both cases: worst-case expected 
loss and best-case expected loss by the development of two new model 
forms. We will begin by modeling worst-case expected loss.  
Our notation here builds upon the notation given in the previous section. 

We still assume that a set of r facilities will be hit by an interdictor or dis-
aster. The difference here is that an interdiction or hit by a disaster may or 
may not be successful. We concentrate on the case where an interdictor 
can hit each facility at most once and that r facilities will be hit simultane-
ously. Think of this as a coordinated attack on the system by a terrorist and 
that all resources of the attack are used at once (rather than staged out).  
We will assume that the success of an interdiction upon a facility can be 
described as a probability: 

= probability of success of an attempted interdiction 

We consider that the probability of success on the part of the interdictor 
to be the same, regardless of the facility which is hit. We know that the 
probability of success may vary, but this extended case can be derived di-
rectly from the model that we develop here. 

Attempts to interdict facilities may or may not impact a given demand 
i .  This is depicted in Figure 11.2. Suppose that the closest facility to de-
mand i  is being considered for an attempted interdiction. This is repre-
sented at decision point 1 in the figure. If the closest facility to i  is not at-
tacked then that facility will remain in operation (case A in figure) and will 
continue to be the closest facility. If the decision is made to attack the 
closest facility to i , then it is possible that the service to demand i  is de-
graded. This case is depicted as probabilistic node B. Either the attempt is 
successful or it is not. If the attempt to destroy the facility is not successful 
then the closest facility remains the first closest facility (case C in figure).  
If the first closest facility to i  is attacked and it was successful in knocking 
out the facility, then the service must then be taken up by the second clos-
est or even further facility. If the first closest facility is attacked with suc-
cess, then we reach decision point 2. At decision point 2, the outcome rests 
on whether the second closest facility to i  has been attacked. For if the 
second closest facility has not be subject to attack then we end at case D, 
where the closest available facility to i  is the second closest facility. If the 
decision was made to attack the second closest facility to i  along with a 
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successful attempt on the first closest facility to i , then we arrive at case E. 
If the attempt was not successful, then the second closest facility is still 
operating and serves demand i  (case F). However, if the interdiction at-
tempt was successful, then we arrive at decision point 3. The tree can con- 

Fig. 11.2 Decision tree reflecting the states of possible interdiction cases inpamcting de-
mand i. .

-tinue in this manner until we have considered the possible attack on all of 
the r closest facilities to node i . Even if all of the r closest facilities to i
were attacked, it is possible that the first closest facility remains open (with 
probability 1 ).
We can use the diagram in Figure 11.2 as a guide to calculate an ex-

pected distance to the closest open facility, should all of the k closest fa-
cilities to i  be attacked and where an attack is successful with probability 
. This is:
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where:
   the index of the th

li l closest facility to demand node i .

k
id = expected distance between demand i  and its closest open facility 

given that the k closest facilities to i have been attacked with the probabil-
ity that any given attempt is successful is 

The impact of an attack on r out of p facilities can be calculated for de-
mand i  depending on whether the consecutive k closest facilities to i  have 
been attacked. In fact, the tree and impact of a set of attacks for node i
stops at the first decision node in which a decision not to attack is made. 
This is the key to building an interdiction model when success is not de-
terministic but probabilistic. To build such a model, we need to determine 
if the k closest facilities to a given demand i   have all been attacked. We 
will do this through the use of the following decision variable:  

1, if the  closest facilities to  are attacked but the 1 closest is not
0,  otherwise                                                                                          ik

k i k
T

We also need to introduce a new decision variable to represent an attempt 
at interdiction as well as some additional notation: 

                    otherwise   ,0
 attacked is facility  if  ,1 j

s j

)(iFk = {j j is one of the k closest sites to demand i}

0
id = distance between demand node i and its closest facility, which is the 
distance to serve i  if the closest facility to i  is not attacked 
Using the above notation, we can formulate a model to optimize the at-

tack on r out of p facilities so that the resulting expected weighted dis-
tance is maximized and where the success of any individual attack is given 
as . This model seeks to find the worst-case involving probabilistic out-
comes of a set of r attacks. We call this model worst-case r-interdiction
with probabilities median model (worst-case RIP). It is formulated as fol-
lows:
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This model maximizes the expected weighted distance associated with a 
selected attack on r out of p facilities. If the closest facility to a given de-
mand i  is not attacked, then the expected distance of assignment is a con-
stant, 0

id . This is represented as the second term of the objective. If the 
closest facility to i  is not attacked, then constraints of type (14) will keep 
all associated ikT  at zero in value. If  the k closest facilities to i  are at-
tacked, for some value of k, then the second term of the objective will be 
zero and the first term will be positive. Constraints of type (14) will allow 
a given ikT  to be one as long as all k closest facilities are interdicted. Since 
constraint (15) prevents no more than one  ikT  variable for a given demand 

to be one, then the model will select the ikT with the highest k
id value.

Thus, the model will identify the case where attacks occur for the highest k
consecutive closest facilities to demand i . Constraint (16) limits the num-
ber of attacks to be equal to r, and the remaining constraints specify the in-
teger restrictions on the decision variables. The “worst-case” RIP model 
can be used to generate a curve of expected weighted distance values for 
the lower portion of a probabilistic reliability envelope.
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Now, we can turn our attention to modeling “best-case” expected loss. 
Here we seek to define the curve that defines the upper boundary of the 
probabilistic envelope. To do this we can build upon the notation devel-
oped for the worst-case model. In fact at issue is finding the set of  r out of 
p facilities to attack that results in the lowest expected losses in efficiency 
or weighted distance. We can do this without introducing any additional 
notation as follows: 

0
      

r
k

i i ik
i N k

Min Z a d T
(19)

rknisT
kk iii ,...,2,1  and  ,...,2,1each for     , (20)
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kk iii
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j
(23)

Fjs j each for      1,0 (24)

rkniTik ,...,0 and  ,...,2,1each for    1,0 (25)

This model will be called the “best-case” RIP model as it seeks to iden-
tify the attack which has the least impact on the system efficiency. This 
model is based upon the same expected distance values, k

id  as the “worst-
case” RIP model does. The major difference is that we seek to minimize 
expected weighted distance after an attack on r facilities, where the prob-
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ability that any given facility attack is successful is . First, the sense of 
the objective has been reversed to reflect the fact that we want to minimize 
the expected impact rather than maximize the expected impact by identify-
ing which facilities to attack. The differences between this model and the 
worst-case RIP model are found in the first three constraints and the objec-
tive function. Also, note that now the index k of the variables Tik starts 
from 0, while in the worst-case RIP k varies between 1 and r. Ti0 equal to 1 
in the new model indicates that the first closest facility to i is not inter-
dicted and, hence, customer i must assign to it. By using this additional set 
of variables, the inequalities constraint (15) in the worst-case RIP must be 
turned into the equality constraints (22). This guarantees that, for each i,
exactly one of the variables Tik, is equal to 1. Constraints (20) and (21) 
specify that the variable ikT  equal to 1 must be the one associated with the 
highest value of k such that all of the k closest facilities to i  are attacked. 
Constraint (21) forces the ikT variable to be 1 when all of the k closest fa-
cilities  to i  are attacked and the k+1st closest facility to i  is not attacked, 
thus ensuring that the objective calculates weighted distances associated 
with the appropriate case for each demand i .  “Best-Case” RIP is also an 
integer programming model and can be solved with general purpose inte-
ger-linear programming software.  
In this section we have defined two new models that can be used to de-

fine the boundaries of expected values of a reliability envelope associated 
with expected losses of system efficiency when a system is subject to at-
tack and where the success of an attack is specified as a probability . In 
the next section, we give two examples of generating a probabilistic reli-
ability envelope.   

11.4 Generating Probabilistic Reliability Envelopes 

In the previous section, we developed two new models, each of which 
characterizes possible losses when the probability of success is less than 1. 
One model optimizes best-case expected outcomes given a level, r, of in-
terdiction or attacks, and the other identifies worst-case expected losses to 
system efficiency given a level, r, of interdiction or attacks. In this section 
we apply the model to the data set of Daskin (1995). The same data set 
was recently used by Snyder and Daskin (2005) to optimize the location of 
a set of facilities, while minimizing the cost of expected failure (which dif-
fers from worst-case and best-case problems). The set consists of the 150 
largest cities in the US according to the 1990 census data. We have used 
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the largest 100 cities of the 150 city data set to represent demand points. 
We optimally solved a 10 facility median problem in order to site an exist-
ing system. Given an operating system of 10 facilities, we then considered 
attack or interdiction levels from 1 to 9. We then solved the worst-case 
RIP and best-case RIP models for two different values of . The models 
were solved by using the CPLEX 9.0 Callable Library on a PC with a Pen-
tium 4, 2.8Ghtz processor and 1GB of RAM. For the problems solved, the 
solution times were negligible. The average solution time to solve the 9 
worst-case RIP problems was 0.1 seconds; the average time for the 9 best-
case RIP problems was 0.05 seconds.  Although more sophisticated tech-
niques could have been devised to solve the problems, the objective here 
was to generate example solutions to the model and demonstrate its value 
in possible infrastructure planning.

Table 11.1 Results of Worst-case RIP and Best-Case RIP models using a probability of an 
attack being successful of 0.5

Table 11.1 gives results when both models, worst-case and best-case 
RIP, were solved using a probability of  = .50 (i.e. the probability that 
any individual attack eliminates or successfully closes a facility). The level 
or number of facilities subject to attack ranged from r=1 to 9. For each 
level of attack, the objective function values are given for best-case ex-
pected weighted distance and worst-case expected weighted distance. Effi-
ciency for each case is also given as a percentage, where 100% represents 
the operating level before attack. Notice that as the attack level increases 

  Objective Function Value Efficiency

P r Best-Case Worst-Case 
Best-
Case

Worst-
Case

10 0 6,913,891,192 6,913,891,192 100%     100% 
10 1 7,261,534,325 11,186,485,220 95% 61% 
10 2 7,640,648,362 14,160,704,940 90% 48% 
10 3 8,069,856,391 16,216,644,966 85% 42% 
10 4 8,635,964,514 17,208,987,402 80% 40% 
10 5 9,245,683,937 18,475,083,666 74% 37% 
10 6 10,201,552,890 19,467,426,102 67% 35% 
10 7 11,829,924,971 20,313,229,813 58% 34% 
10 8 14,280,633,211 21,509,101,696 48% 32% 
10 9 16,892,069,730 22,756,583,295 40% 30% 
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that the expected outcomes tend to converge. This is due to the fact that as 
the attack level approaches 10, the number of options between the best-and 
worst-case tends to decrease. It is also important to note that the greatest 
marginal impact for worst-case occurs when the attack level is small. Thus, 
hitting a few key locations in an operating system can have potentially a 
great impact, especially when the target selections are very intelligent. 
Figure 11.3 presents the values of expected operation efficiencies (in per-
cent) as a graph, depicting the expected values boundaries of the reliability 
envelope. Although the best-case efficiencies tend to fall slowly as r in-
creases, it is important to recognize that the greater degree of decision 
making on the part of an attacker, the closer the outcomes are likely to be 
to the worst-case expected efficiency curve (i.e. bottom curve of the reli-
ability envelope). 

Probabilistic Reliability Envelope (pr=0.5)
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Fig. 11.3 Reliability envelope associated with solutions presented in Table 11.1 
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We also solved the same set of problems, except that the probability of 
success for any individual facility attack was set at  = .30. The results of 
the 9 different cases of best-case and worse-case RIP models are given in 
Table 11.2. Expected efficiency levels after attack are much higher than 
what is given in Table 11.1, since the probability of a successful hit has 
been decreased. One can see that the impact of having a lower success 
probability can be substantial. Such information can be very useful in 
looking at ways to protect a system. Whether the protection is against a 
terrorist attack or a natural disaster, reducing the probability of success, 
, even by modest amounts could have an impact on system efficiency. For, 
example, this could be done by placing extra strength in key structural 
members of a building to protect against an earthquake, or by adding a 
surveillance system with guards to help protect against an intruder. Either 
technique may not completely eliminate a loss, by reducing the probability 
of loss to zero, but such strategies may generate more  benefits in terms of 
improved expected system operating efficiencies (worst-case and best-
case) than what it might cost. Thus, the value of this type of analysis could 
lead to higher levels of safety as well as efficient levels of resource alloca-
tion for security measures (whether that involves a possible natural disaster 
or an attacker). The reliability envelope for the results given in Table 11.2 
is  presented in Figure 11.4. Note that the expected envelope is thinner 
than that given in Figure 11.3. As the success probability,  , decreases, 
the reliability envelope will tend to narrow.

Table 11.2 Results of Worst-Case RIP and Best-Case RIP models using a  probability of an 
attack being successful of 0.3 

  Objective Function Value Efficiency

p R Best-Case Worst-Case 
Best-
Case

Worst-
Case

10 0 6,913,891,192 6,913,891,192 100%     100% 
10 1 7,122,477,072 9,477,447,609 97% 72% 
10 2 7,349,945,494 11,087,999,089 94% 62% 
10 3 7,607,470,311 11,896,048,109 90% 58% 
10 4 7,924,226,980 12,491,453,570 87% 55% 
10 5 8,277,928,617 12,909,265,724 83% 53% 
10 6 8,840,129,869 13,411,377,650 78% 51% 
10 7 9,500,130,641 13,827,865,323 72% 50% 
10 8 10,443,063,501 14,329,977,249 66% 48% 
10 9 11,857,857,756 14,661,029,043 58% 47% 
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Probabilistic Reliability Envelope (pr=0.3)
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Fig. 11.4. Reliability envelope associate with solution presented in Table 11.2 

11.5 Summary and Conclusions 

In this chapter, we have described how existing models can be used to 
generate the reliability envelope for the case where attacks on infrastruc-
ture are certain in their outcomes. We know that attacks on infrastructure, 
whether the result of an interdictor like a terrorist or by events of natural 
disasters, do not necessarily result in certain losses. In fact, it is reasonable 
to characterize such losses by a probability that the loss occurs given an at-
tack.  Thus, outcomes are less certain and should be expressed in terms of 
expected outcomes as well as absolute bounds. For the probabilistic case 
we know that the absolute best-case is that all attacks fail and that effi-
ciency remains at 100%. We also know that the absolute worst-case hap-
pens when all attacks are successful. Such a case can be generated by a de-
terministic model, like RIM given in Section 2.  Thus, absolute boundaries 
of the reliability envelope can be generated by the use of a deterministic 
loss model. The effective envelope, however, needs to be characterized by 
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the best-case of expected system efficiency losses and the worst-case ex-
pected system efficiency losses. 
In this chapter we have also extended the modeling concepts of facility 

interdiction in order to generate the boundaries of the reliability envelope 
for the case where the success of attacks on facility infrastructure is prob-
abilistic in nature.  We have introduced two new models to solve for the 
best-case expected interdiction system efficiency and the worst-case inter-
diction system efficiency, characterized by the number of possible attacks 
on a system of facilities. Both models are Integer-Linear programming 
models, which can be solved for modest sized problems using off-the-shelf 
commercial software. Computation results have been presented for the two 
models, where two different probabilities of success were used and the re-
sulting envelopes were presented. 
The worst-case RIP and best-case RIP models are representative of the 

types of facility location models that need to be developed to understand 
the range of impacts that can be inflicted by nature or by an attacker. Re-
search is needed to extend this model framework when facilities are re-
stricted by capacity conditions, where material supplies are intentionally 
interrupted, and when network elements are possibly compromised. Fur-
ther, more work is needed in exploring different solution approaches for 
the both best-case RIP and worst-case RIP.  
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12.1 Introduction 

Assessing the vulnerability of network infrastructure to disruptive events is 
recognized as an important component of network planning and analysis.  
Motivations for this type of research range from searching for the most ef-
fective/ efficient means of disrupting a network (e.g., preventing drug traf-
ficking – see Wood 1993) to assessing possible threats to critical network 
infrastructures so that adequate protective measures can be devised to limit 
potential disruption (see Wu 1992).  In such analysis, the disruptive activ-
ity being examined, whether due to natural disaster, accident, or sabotage, 
can be generically referred to as network interdiction. 
 Traditionally, approaches for modeling network interdiction have fo-
cused on identifying nodes or linkages most critical to some interpretation 
of system performance.  For instance, increasing the cost associated with 
routing flow between an origin-destination (O-D) pair is a common goal.  
Given the objective of increasing transportation costs, the impact of total 
or partial interdiction of linkages/ nodes can be considered as either: 1) de-
creasing network capacity, preventing flow or forcing it over more costly 
alternate paths; or, 2) increasing the cost associated with minimal cost 
paths.  Both aspects of interdiction rely on negatively affecting network 
connectivity in some way.  A classic network analysis approach to impact-
ing connectivity between an O-D pair is through the identification of a cut-
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set, or a set of linkages whose removal prevents O-D flow.  Provided that 
interdiction efforts are limited by available resources, it is reasonable to 
focus on components of the smallest cutset possible (Wood 1993).  It has 
been well established that solution of the maximum-flow model corre-
sponds to a minimum capacity cut; hence, it is no surprise that this rela-
tionship has been exploited in the formulation of many interdiction models 
(Wollmer 1964; McMasters and Mustin 1970; Ghare et al. 1971; Corley 
and Chang 1974; Ratliff et al. 1975; Cunningham 1985; Phillips 1993; 
Wood 1993; Burch et al. 2003). 
 Models based upon a maximum-flow model generally seek to apply 
limited interdiction resources to minimize the network’s capacity to move 
flow between origins and destinations.  To achieve this goal, minimal cut-
sets can be identified for an O-D pair(s).  No other cutset can be contained 
within a minimal cutset.  A minimum capacity cutset then is a cutset of the 
smallest total weight (however defined).  The usefulness of the maximum 
flow-minimum cut theorem is that the total capacity of a minimum cutset 
corresponds to the maximum amount of flow capable of moving between 
an O-D on the network (Ford and Fulkerson 1962; Colbourn 1987; Evans 
and Minieka 1992).  Once minimum capacity cuts are found, linkages in 
these cuts are likely candidates for attack.  The task then becomes deter-
mining which component linkages would be interdicted under a budgetary 
scenario.  In this type of model, lower flow capacity remaining in the net-
work indicates a more effective interdiction plan.  An algorithmic ap-
proach to this problem is presented by Phillips (1993), while Wood (1993) 
implements this basic idea as an integer program.  Though a minimum cut-
set may indeed be effective for interdiction in certain circumstances, it has 
been suggested that solution to some problems may require assessment of 
other minimal cutsets.  For instance, if multiple interdiction objectives ex-
ist, a minimum capacity cut for each O-D may not necessarily be the most 
effective option (Boyle 1998; Balcioglu and Wood 2003).   
 Interdiction of network capacity is indeed an important consideration in 
assessing a network’s vulnerability to interdiction; however, other criteria 
are also of interest.  For instance, how actual origin-destination flow activ-
ity may be impacted by interdiction efforts is of obvious concern when ad-
dressing network survivability.  Discussion on this topic can be found in 
Wu (1992) and Doyle et al. (2005).  More recent analysis of this issue is 
found in Myung et al. (2004), Matisziw et al. (2006), Grubesic et al. 
(2006), and Murray et al. (2007).  Another fundamental measure of attack 
vulnerability, therefore, is how network connectivity is impacted by an in-
tentional disruption (see for instance, Holme et al. 2002; Grubesic et al. 
2003).  The argument is that given an attack on network facilities, higher 
potential connectivity loss equates to a more vulnerable network infra-
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structure.  Furthermore, assessment of connectivity underlies the notions of 
network capacity and flow; hence, interdiction of connectivity is a valid 
concern when safeguarding network operation.  As is clear from the previ-
ous discussion, network connectivity is directly related to the concept of 
minimal cutsets.  Obviously, if all elements of a minimal O-D cutset are 
removed, then connectivity cannot be preserved.  From an interdiction 
standpoint, just as it makes sense to target a minimum capacity cutset, 
minimum cardinality cutsets are also of interest because they reflect a sce-
nario where limited resources are expended to cause the greatest damage 
possible.  Colbourn (1987) describes one way of deriving minimum cardi-
nality cutsets. 
 Regardless of the vulnerability measure(s) of concern (e.g., connec-
tivity, capacity, flow), it is vital to understand the outcomes of potential in-
terdiction to better support planning and management of network risk.  
One way of reducing risk is through the identification of the most disrup-
tive interdiction schemes (those causing maximal damage) to establish an 
upper bound on vulnerability.  If these worst-case scenarios can be identi-
fied, then administrators and managers can better plan for protection 
against threats and system improvement to minimize risks.  In fact, many 
models developed for identifying optimal interdiction plans have their 
roots in network vulnerability assessment. For instance, the modeling ef-
forts of Wollmer (1964), Corley and Chang (1974), Ratliff et al. (1975); 
Corley and Sha (1982), Ball et al. (1989), Malik et al. (1989), Church et al. 
(2004), and Murray-Tuite and Mahmassani (2004) all deal with finding in-
frastructure components of greatest importance to network operation, or 
rather the most vital links/ nodes. 
 However, complete focus on mitigating worst-case damage may not be 
entirely warranted as many near-optimal interdiction plans may also exist 
(Grubesic et al. 2006; Matisziw et al. 2006).  Evaluation of the range of 
possible interdiction outcomes is undoubtedly beneficial in this regard, es-
pecially if multiple objectives are involved (see Boyle 1998).  Hence, aside 
from an upper (worst-case) performance bound on interdiction severity, es-
tablishment of a lower bound (best-case) is also important to guide plan-
ning efforts.  A higher lower bound may be more indicative of greater in-
terdiction tolerance, as an example.  Valid upper and lower bounds can 
also benefit simulations geared at generating a representative range of po-
tential interdiction outcomes (see Matisziw et al. 2006). 
 To address the generation of bounds on interdiction of network flows, 
the flow interdiction model (FIM) has been recently proposed by Murray 
et al. (2007).  The FIM permits assessment of maximally destructive node-
based interdiction efforts on network operation.  In other words, the FIM 
can produce an upper bound on the amount of network activity that may be 
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lost due to a node-based disruption.  Interdiction impacts for multiple ori-
gins and destinations are easily considered in this modeling framework.  
As suggested by Murray et al. (2007), the FIM enables either maximiza-
tion or minimization of flow disruption to be evaluated.  This is possible 
because O-D paths are explicitly tracked.   

12.2 Modeling Linkage-based Interdiction 

The focus of this chapter is the development of a model capable of produc-
ing upper and lower bounds on the loss of connectivity that may result 
from interdiction efforts aimed at network linkages.  In other words, the 
goal is to identify a cutset of cardinality p that either minimizes or maxi-
mizes connectivity of origin and destination pairs.  Given an uncapacitated 
network and the following notation, the p-cutset problem (PCUP) can be 
formulated: 

j  = index of linkages, entire set denoted J
k = index of paths, entire set denoted K
o  = index of origins, entire set denoted O
d  = index of destinations, entire set denoted D

odN  = set of paths providing o-d flow
p = number of linkages interdicted 

k   = set of linkages along path k

otherwise 0
dinterdicte is  linkage if 1 j

X j

otherwise 0
oninterdictiby  uneffected remains path  if 1 k

Yk

otherwise 0
d-between  possible flow no if 1 o

Zod

p-Cutset Problem (PCUP)

Minimize/Maximize
o d

odZ (1)
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Subject to: 
doZY

odNk
odk ,1 (2)

odkod NkYZ  )1( (3)

kXY
kj

jk 1 (4)

kjk jkXY ,         )1( (5)

pX
j

j (6)

j,X j 10

k,Yk 10 

do,Zod ,  10 

(7)

 Objective (1) is to either minimize or maximize O-D connectivity loss 
in a network.  Constraints (2)-(3) track O-D path availability.  Constraints 
(4)-(5) account for whether a given path is available given the loss of links.  
The number of linkages to be interdicted is stipulated in Constraint (6).  In-
teger restrictions are specified in Constraints (7). 
 The PCUP formulation is similar to the FIM detailed in Murray et al. 
(2007).  There are two fundamental differences with the PCUP, however.  
First, interdiction is considered only for arcs.  Second, connectivity is ad-
dressed in the PCUP rather than flow. 
 The PCUP is beneficial in that it permits both minimization and maxi-
mization of (1).  This is a convenient property since reformulation is not 
necessary given either goal.  One key assumption of the model is that all 
paths permitting movement or flow between an origin and destination are 
accounted for.  This is necessary for ensuring that a minimal or maximal 
cutset is identified.  That is, here it is assumed that if any path connecting 
an O-D pair exists, then interaction between the two nodes is possible.  
Otherwise, if no path is available, then interaction between the pair cannot 
occur.  Though use of a subset of O-D paths (e.g., k-shortest, arc/node dis-
joint) can reduce problem size, there is no guarantee that an identified cut-
set is optimal if all O-D paths are not accounted for.  The PCUP deals ex-
plicitly with total interdiction of linkages (e.g., linkage is either available 
or is completely disabled) and partial disruption of a linkage is not possi-
ble.  Worth noting as well is that a special case of the PCUP is the ap-
proach proposed in Myung et al. (2004) capable of addressing the maximi-



248    T.C. Matisziw, A.T. Murray, and T.H. Grubesic            

zation version of the problem.  However, in their paper a minimization 
version of the model is not provided and cannot be obtained via a straight-
forward extension of their formulation.  Furthermore, Myung et al. (2004) 
propose a heuristically derived bound and only consider a subset of possi-
ble O-D paths.  The PCUP is an integer program and as such can be solved 
directly using a commercial optimization package.  Here ILOG’s CPLEX 
6.6 mixed integer optimizer was utilized for solving problem instances.  
An issue that may arise though is that due to the number of constraints and 
integer decision variables, achieving optimality may be a computationally 
demanding task.  Murray et al. (2007) discuss some ways in that these is-
sues may be resolved.  For example, integer requirements on Yk and Zod can
be relaxed and some constraints can be consolidated (e.g., (5)).  Addition-
ally, some constraints could be eliminated from the general model depend-
ing on the objective orientation. 

12.3 Application of the PCUP 

Analysis of p-cutsets is conducted on the Abilene Internet2 backbone.  The 
Abilene backbone is a high capacity fiber-optic Internet network connect-
ing member universities within the U.S. (Abilene 2005).  The backbone it-
self consists of 11 routers (nodes) connected by 14 linkages as shown in 
Figure 12.1.   
 Here, the PCUP is used to identify those cutsets capable of causing 
minimal and maximal damage to the network.  All nodes in the Abilene 
network are both origins and destinations of flow and interact with each 
other.  Given this, the network contains 121 interacting O-D pairs.  In this 
network, intra-nodal interaction is present, meaning that flow can move 
into and out of the same node.  Since nodes are not targeted for removal, 
only 110 O-D pairs (inter-nodal interactions) can potentially be disrupted 
given link-based interdiction.  The O-D paths were obtained by enumerat-
ing all simple (loopless) paths for each O-D pair.  896 O-D exist, requiring 
approximately 2 seconds of computational time.  Both the maximization 
and minimization cases are examined here for a range of interdiction sce-
narios.
Table 12.1 and Figure 12.2 illustrate results maximizing O-D connec-

tivity loss.  Since every node in the Abilene backbone is directly connected 
to at least two other nodes (a 2-degree node), the interdiction of a single 
linkage can not disconnect any O-D pair.  However, when two linkages are 
rendered inoperative, more than half (60) of the O-D pairs lose connec-
tivity.  For example, the PCUP identifies the Kansas City-Indianapolis and 
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Houston-Atlanta linkages in the 2-cutset (p=2) causing the greatest impact.  
This cutset essentially partitions the network such that the number of nodes 

Fig. 12.1   Abilene Internet2 network backbone 
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Fig. 12.2  Connectivity impact for minimal and maximal p-cutsets  

in each half is as balanced as possible, thereby maximizing disruption.  For 
p=3, the PCUP identifies the Sunnyvale-Los Angeles, Denver-Kansas 
City, and Los Angeles-Houston linkages as a 3-cutset causing maximum 
connectivity loss.  Los Angeles is consequently disconnected from the net-
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work in this instance (see Table 12.1).  Figure 12.3 shows the maximum 
impact of a 7 linkage failure/attack on the backbone.  This particular inter-
diction plan fragments the network into 5 components, disconnecting all 
but 14 O-D pairs.  Given a linkage-based interdiction plan, the maximum 
number of O-D pairs that can be interdicted is 110 since intra-nodal inter-
action cannot be impacted by a linkage-based attack.  Thus, some 87% of 
O-D flow interactions are impacted in this case. 

Fig. 12.3  Maximum 7-cutset (p=7)

Minimization of connectivity loss produces very different outcomes.  
Analysis for the minimization case of the PCUP is presented in Table 12.2 
and Figure 12.2.  The results presented in Table 12.2 illustrate the best-
case situations for system performance given the occurrence of each inter-
diction scenario.  In these cases, the model tries to preserve connectivity 
between the O-D pairs to the greatest extent possible in a rather intuitive 
manner.  Given a set of nodes V in a network, it is well-known that mini-
mum network connection occurs when |J| = (|V|-1).  In the case of the Abi-
lene backbone there are 11 nodes, so a minimum of 10 linkages are needed 
to maintain connectivity.  Since the backbone is composed of 14 linkages, 
up to four can be removed without causing connectivity loss.  This is ex-
actly the result found using the PCUP.  After enough linkages are elimi-
nated to reduce the network to a spanning tree, then reduction of each  
additional linkage disconnects exactly one node from the network, retain-
ing a minimally connected network between the remaining nodes.  That is, 
for values of p > |J|-(|V|-1) in an undirected network where all nodes inter-
act with each other, the maximum connectivity remaining in the network 
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given the removal of p linkages can be determined as follows:  1) compute 
the number of nodes that become separated from the network VS = p-(|J|- 
(|V|-1)), 2) compute the number of nodes retained in the network VR=(|V|-
VS), 3) since the network design preserving connectivity is a tree, it is 
known that VR(VR-1) node pairs will remain connected, and 4) the differ-
ence between original network connectivity and that remaining after p
linkages are removed gives the connectivity lost (PCUP’s objective).  Fig-
ure 12.4 illustrates the minimum connectivity loss resulting from a 7-cutset 
interdiction, in contrast to the maximum scenario shown in Figure 12.3.  
Note that through a minimum network connection, interaction between 8 
nodes (56 O-D pairs) can be preserved.  While identifying a spanning tree 
may be an alternative and attractive way of solving this minimization prob-
lem, it is unclear whether such a technique will always result in an optimal 
solution if: 1) all nodes do not interact with each other, and/or 2) actual O-
D flow activity is incorporated within the model. 

Fig. 12.4  Minimum 7-cutset (p=7)

In the existing literature, it is commonly assumed that individual char-
acteristics of network nodes or linkages (e.g., degree) can be used as prox-
ies to infer the importance of a facility to network operation (Holme et al. 
2002, for example).  However, the result of an interdiction is in fact 
strongly dependant upon the spatial structure of the network, as can be 
seen in the model results.  As an example, Table 12.2 shows that a 2-cutset 
resulting in minimum O-D disruption involves the Denver-Kansas City 
and Atlanta-Houston linkages that are both rooted by different nodes of 
degree 3.  In this case, no O-D connectivity is lost.  On the other hand, the  
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2-cutset identified in Table 12.3 (discussed above) also involves different 
nodes of degree 3.  However, their selection forms a spatial partition, 
maximizing O-D connectivity loss.  While both of these 2-cutsets have 
similar physical characteristics, their impact on network functionality (if 
interdicted) is not at all similar.  In fact, these two cutsets form upper and 
lower bounds on possible connectivity loss due to 2-link interdiction and 
serve to illustrate the range of interdiction outcomes possible.  Measures 
based on proxies for connectivity are not likely to be good approximations 
for these bounds and could obscure the true extent of network vulnerabil-
ity.  Nonetheless, many other feasible interdiction outcomes undoubtedly 
occur for each interdiction scenario (e.g., p=2) and may include near-
optimal solutions or alternate-optima.  Hence, from the perspective of 
managing network vulnerabilities, there is still a clear benefit in character-
izing the range of possible outcomes between the upper and lower bounds 
through simulation as discussed in Matisziw et al. (2006). 

12.4 Discussion and Conclusion 

This chapter has focused on identifying minimal or maximal p-cutsets for a 
system of origins and destinations.  The goal is to obtain the set of p cardi-
nality cuts, or linkages, capable of maximizing or minimizing network 
connectivity loss.  This distinction is important in that other models have 
focused primarily on the interdiction of capacity, not connectivity or other 
measures of network vulnerability.  Furthermore, models that have ap-
proached connectivity have typically done so using proxies for connec-
tivity (e.g., nodal degree, betweeness, etc.) and have not modeled it exactly 
as is done here.  The motivation for this problem follows directly from the 
need to assess a network’s vulnerability to interdiction.  Effective planning 
and management of network risks must consider the range of interdiction 
scenarios possible if appropriate mitigation measures are to be devised. 
 Recent events emphasize the importance of such analysis.  For instance, 
single-link failures are a common occurrence in the operation of many 
networks and hence a common consideration in network design (Wu et al. 
1988).  Although many networks are resilient to single-link attack/ failure, 
additional, simultaneous disruptions can be very problematic, leading to 
wide-spread service outages.  A recent example of this type of service out-
age is that caused by a 2-cut in the Sprint Nextel fiber optic network in the 
southwestern U.S. (C|net 2006; CNN 2006).   
 In order to identify the upper and lower bounds on post-interdiction 
network connectivity, the p-cutset problem (PCUP) was proposed.  The 
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PCUP is an extension of the flow interdiction model of Murray et al. 
(2007) aimed at explicitly accounting for linkage-based interdiction.  
Unlike other interdiction models, the PCUP’s structure permits both 
maximization and minimization of network connectivity loss.  This is ac-
complished by enumeration of O-D paths, permitting identification of cut-
sets of a stipulated cardinality that disconnect or preserve the greatest 
number of O-D relationships.  Through application to a real world net-
work, the PCUP is shown to be effective for identifying bounds on poten-
tial interdiction scenarios.
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13.1 Introduction 

Recent examples of disruptions in the news suggest a strong geographical 
dimension to supply chain disruptions, and to their effects.  For example: 

The west-coast port lockout in 2002 strangled U.S. retailers’ sup-
ply lines while east-coast ports were essentially unaffected 
(Greenhouse 2002) 
The foot-and-mouth disease scare in the U.K. in 2001 caused the 
U.S. to ban imports of British meat (Marquis and McNeil 2001).   
The suspension of the license of the Chiron plant in Liverpool, 
England reduced the U.S. supply of the influenza vaccine by 
nearly 50% during the 2004/5 flu season (Pollack 2004). 
In the U.S. Gulf Coast region in 2005, Hurricane Katrina idled fa-
cilities situated at all levels of the supply chain, including produc-
tion (e.g., coffee; Barrionuevo and Deutsch 2005), processing (oil 
refining; Mouawad 2005), warehousing (lumber storage; Reuters 
2005), transit (banana imports; Barrionuevo and Deutsch 2005), 
and retail (groceries and home-repair; Fox 2005, Leonard 2005).   
These facilities were located in or near New Orleans but were in-
tegral parts of global supply chains. 
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These examples highlight the need for supply chain design models that ac-
count for the spatial nature of both supply chains and their operation. 
In this chapter, we present several models for reliable facility location in 

a supply chain that is vulnerable to disruptions.  Since facility location de-
cisions are costly to implement and difficult to reverse, these strategic de-
cisions permit very little recourse once a disruption occurs, other than re-
assignment of customers to non-disrupted facilities.  Our goal, therefore, is 
to choose facility locations proactively so that the system performs well 
even if disruptions occur.1
Consider the following example.  Fig. 13.1 depicts the optimal solution 

to the uncapacitated fixed-charge location problem (UFLP) for a 49-node 
data set consisting of the capitals of the 48 continental U.S. states and 
Washington, DC.  All nodes serve as both potential facility location sites 
and demand points, with demands proportional to state populations.  This 
data set is modified from Daskin (1995).  The optimal UFLP solution en-
tails a fixed cost of $386,900 per year to operate the five opened facilities 
and a transportation cost of $470,228 per year.

Fig. 13.1. UFLP solution for 49-node dataset 

Now suppose that the facility in Sacramento, California becomes un-
available—say, because of a strike or extended power outage.  In this case, 
                                                          

1 In this chapter, we use the terms “failure” and “disruption” interchangeably. 
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the west-coast customers served by that facility must instead be served by 
facilities in Des Moines, Iowa and Austin, Texas (Fig. 13.2), resulting in a 
transportation cost of $1,019,065, an increase of 117% from the baseline 
solution.
Table 13.1 lists the “failure costs” (the transportation costs that result af-

ter the failure of a facility) for each of the five facilities in the optimal so-
lution, as well as their assigned demands and the transportation cost when 
no facilities fail.  Note that Sacramento serves only 19% of the total de-
mand but generates the largest failure cost because its customers are geo-
graphically disparate and the next-closest facility is quite distant.  The Har-
risburg facility serves customers that are tightly clustered, and good 
“backup” facilities are fairly close by, but its failure cost is still quite large 
(a 52% increase in transportation cost) because of the volume of demand 
that it serves.  In contrast, Montgomery serves nearly as much demand as 
Sacramento, but because it is centrally located, close to backup facilities, 
its failure cost is smaller than that of Sacramento or Harrisburg.  There-
fore, the reliability of a facility depends on both the demand served by the 
facility and the distance of those demands from other facilities.

Fig. 13.2. UFLP solution for 49-node dataset, after failure of facility in Sacramento 
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Table 13.1. Failure costs and assigned demands for UFLP solution 

Location % Demand Served Failure Cost % Increase 
Sacramento, CA 19 1,019,065 117 
Harrisburg, PA 29 713,482 52 
Montgomery, AL 17 634,473 35 
Austin, TX 9 593,904 26 
Des Moines, IA 16 546,599 16 
Lansing, MI 12 537,347 14 
Transportation cost w/o failures  470,228 0 

A more reliable solution locates facilities in the capitals of Alabama, 
California, Iowa, New York, Ohio, Oregon, Pennsylvania, and Texas.  The 
maximum failure cost occurs when the Austin, TX fails, but this cost is 
only $476,374, a mere 35 percent increase over the transportation cost of 
$352,698 when all 8 facilities are working.  On the other hand, this solu-
tion also requires two additional facilities and is suboptimal for the UFLP.  
This solution is 7 percent more expensive according to the classical meas-
ure of cost (the UFLP cost) but is less expensive when failures are ac-
counted for.   
We argue that this latter measure (accounting for failures) is a more ac-

curate measure of cost and that the second solution may be preferable to 
the first because of its superiority in this measure.  Indeed, one of the key 
aims in this chapter is to demonstrate that large improvements in reliability 
can often be attained with only small increases in the classical cost. 
Although we believe strongly that the “correct” objective functions in 

facility location problems should account for failures, we also believe 
strongly that it is important to examine the tradeoff between this objective 
and the classical ones—that is, the tradeoff between the cost if no disrup-
tions occur and the cost if disruptions do occur.  This tradeoff allows us to 
determine how significant a cost increase is required to add reliability to a 
system.  For example, normal operating cost (sum of the fixed plus trans-
portation costs) had to be twice as large as the optimal UFLP cost to attain 
a reasonable level of reliability, the additional cost may be unwarranted 
(unless facility failures are very likely).  If, on the other hand, the tradeoff 
curve is “steep,” then firms do not need huge investments in redundant in-
frastructure to improve the system’s reliability.  We believe that develop-
ing such tradeoff curves is an important step in convincing firms to change 
their optimization objectives to include disruptions.   
Indeed, we generally find that the tradeoff curve is steep in this way.  

One explanation for this fortuitous finding is that, like many combinatorial 
optimization problems, facility location problems tend to have many near-
optimal solutions.  Some of these solutions may, by chance, have desirable 
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properties like reliability.  If we can find these solutions, we may find that 
the their attractive properties outweigh their slight suboptimality. 
Of course, there are a number of possible ways to formulate objectives 

that consider disruptions.  For example, one might try to minimize the ex-
pected failure cost (by weighting the failure costs in Table 13.1 by the 
probability of each facility’s disruption), minimize the maximum failure 
cost (among all rows in Table 13.1), or find a solution whose cost stays 
within a given threshold with some probability. 
In this chapter, we consider optimization models for the design of reli-

able facility location systems under a variety of risk measures and operat-
ing strategies, including those discussed in the previous paragraph and oth-
ers.  Our focus is on the formulation of these models and the insights that 
can be gained from comparing solutions obtained from different objec-
tives.  We briefly discuss algorithmic techniques for solving some of these 
models, but generally we refer to other sources for such discussions. 
The remainder of this chapter is organized as follows.  We present a 

brief literature review in Sect. 2.  In Sect. 3, we introduce a base model 
that will be used as a foundation for the other models to follow.  We dis-
cuss two ways to formulate this model, as well as a capacitated extension.  
In Sect. 4, we formulate several models using a range of risk measures.  
We summarize our findings and discuss opportunities for future research 
on Sect. 5.

13.2 Literature Review 

In this section, we present a brief overview of the literature on reliable 
supply chain network design problems.  A more formal review of this body 
of literature is presented by Snyder et al. (2006).  We refer the reader to the 
textbooks by Daskin (1995), Drezner, (1995), or Drezner and Hamacher 
(2002) for an introduction to facility location.  Owen and Daskin (1998), 
Daskin, Snyder, and Berger (2005), and Snyder (2006) all provide reviews 
of stochastic location models (generally considering uncertainty in de-
mand, rather than disruptions to facilities).  See Birge and Louveaux 
(1997) or Higle (2005) for an introduction to general stochastic program-
ming techniques. 
Snyder and Daskin (2005) introduce several models, based on classical 

facility location problems, in which facilities may fail with a given prob-
ability.  They minimize a weighted sum of two objectives, one of which is 
a classical objective (ignoring disruptions) and the other of which is the 
expected cost after accounting for disruptions.  Customers are assigned to 
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several facilities, one of which is the “primary” facility that serves it under 
normal circumstances, one of which serves it if the primary facility fails, 
and so on.  One of their models is discussed below in Sect. 13.3.2.  Snyder 
and Ülker (2005) present a capacitated version of their model (Sect. 
13.3.1) and Jeon, Snyder, and Shen (2006) present a version that incorpo-
rates inventory costs into the location decision. 
Berman, Krass, and Menezes (2005a) consider structural properties of a 

model that is less computationally tractable than Snyder and Daskin’s but 
more general.  A subsequent paper (Berman, Krass, and Menezes 2005b) 
assumes that customers do not know in advance which facilities are opera-
tional and must travel from facility to facility in search of a working site. 
Church and Scaparra (2005) and Scaparra and Church (2005, 2006) 

consider the fortification, rather than design, of facilities—that is, the net-
work is assumed to exist and the firm has resources to prevent disruptions 
at some of them, thus partially fortifying the network.  Their model finds 
the best facilities to fortify assuming that an interdictor will attempt to 
cause worst-case losses for the firm by disrupting a fixed number of the 
un-fortified facilities.  Similarly, Daskin et al. (2005) allow the firm to 
choose whether each facility opened is reliable or unreliable; reliable fa-
cilities come at a higher cost.  (See Sect. 13.4.2 below). 
Reliable facility location models are related to network reliability theory 

(Coburn 1987, Shier 1991, Shooman 2002), which attempts to calculate or 
maximize the probability that a network remains connected after random 
link failures.  It is also related to the literature on facility location with 
congestion, in which facilities are sometimes unavailable due to excess 
demand (rather than to facility disruptions).  (See Berman and LeBlanc 
(1984), Berman et al. (1985), Daskin (1982, 1983), Larson (1974), ReV-
elle and Hogan (1989).)

13.3 Base Model 

In this section, we present a base model that will be used as a foundation 
for most of the models to come.  We formulate this base model in two 
ways.  The first method uses scenarios to represent uncertain events and 
resembles the formulation of other stochastic facility location problems.  
This formulation is quite flexible and can be used to model the variations 
discussed throughout this chapter.  However, the number of scenarios may 
be exponentially large: If there are N facilities and each can fail independ-
ently, there are 2N failure scenarios.  This type of formulation was used 
previously for a capacitated facility location problems with disruptions 
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(Snyder and Ülker 2005).  We present an uncapacitated version first, and 
then the capacitated version. 
The second method captures the uncertain events implicitly, without ex-

plicit enumeration of all failure scenarios, and can be solved more effi-
ciently than the scenario-based formulation.  Unfortunately, it requires a 
restrictive assumption (that all facilities have the same probability of dis-
ruption) and cannot be extended with the same flexibility as the scenario-
based formulation.  This formulation was first introduced by Snyder and 
Daskin (2005a). 
All of our models are based on the uncapacitated fixed-charge location 

problem (UFLP; Balinski 1965, Daskin 1995).  We are given a set I of cus-
tomer locations, each of which has an annual demand hi for a single prod-
uct.  In addition, we have a set J of potential facility sites, each with an an-
nual fixed operating cost fj.  If we choose to open facility j, then fj is 
incurred at all times, regardless of whether the facility is operational.  The 
cost to transport one unit of demand from facility j to customer i is denoted 
dij.
In the classical UFLP, there are two sets of decision variables, location 

variables and assignment variables.  The location variables are denoted by 
Xj, which equals 1 if we open a facility at site j.  The formulation of the as-
signment variables is different for different models below; we defer further 
discussion until we formulate those models. 
Associated with each customer is a per-unit penalty cost j that repre-

sents the cost of not serving the customer.  This cost is incurred if all open 
facilities have failed, or if the facilities close to i (with respect to the trans-
portation cost dij) have failed so that it is cheaper to pay the penalty than to 
serve the customer. j may represent a lost-sales cost, or the cost to pay a 
competitor to serve the customer temporarily.  Rather than modeling this 
cost explicitly, we add a dummy “emergency facility,” denoted u, to the set 
J.  Facility u is always open, has no fixed cost, and has a transportation 
cost of j to customer i—that is, Xu = 1, fu = 0, and diu = j for all i.  More-
over, facility u can never fail.  Henceforth, we assume that the facility set J
has been augmented in this way, and we ignore the penalty cost j.

13.3.1 Scenario-Based Formulation 

Model 

Let S be a set of scenarios, each of which specifies the failure state of all 
facilities in J.  In particular, let As be the set of facilities that fails in sce-
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nario s.  For convenience, we also define ajs = 1 if facility j fails in scenario 
s and 0 otherwise.  Scenario s occurs with probability qs.  These scenarios 
may have been identified a priori by managers as likely possibilities that 
are worth planning against.  Alternately, they may represent all possible 
combinations of facility failures.  For example, if each facility j fails with 
probability pj and failures are independent, then scenario s occurs with 
probability 

ss AJj
j

Aj
js ppq

\
)1( . (1)

We can modify these probabilities accordingly if failures are dependent.  
(Failures may be dependent because of geographic proximity, supplier 
commonality, etc.)  To model the emergency facility, we require aus = 0 for 
all s, or, equivalently, qs = 0 if aus = 1. 
The scenario probability qs is interpreted as the long-run fraction of time 

that the precise set of facilities As is disrupted.  Put another way, the frac-
tion of time in which facility j is disrupted is given by 

sAjSs ss qp
:

.

In some cases, the qs may be estimated from historical data, while in others 
it must be estimated subjectively.  Our models are most easily interpreted 
as infinite-horizon models in which the facilities in As are disrupted for qs
fraction of the time.  However, if the modeler has in mind a particular fi-
nite time horizon T, then qs may be used to capture probabilistic informa-
tion about the timing of the disruptions.   
For example, suppose scenario s represents the situation in which ex-

actly one facility, j, fails.  Further, suppose that facility j will fail with 
probability 0.1, and if it does, it will fail in all periods from 1 through 5 
with probability 0.3 and in all periods from 3 through T with probability 
0.7.  (Note that this means that if j fails at all, it will surely be non-
operational during periods 3 through 5.)  Then qs is given by 

.)]2(7.053.0[1.009.0
T

Tqs

(2)

For simplicity, we assume that scenarios specify only facility failures.  
However, it is simple to extend this formulation so that demands and 
transportation costs are also scenario dependent. 
In each scenario, we need to assign customers to facilities.  The decision 

variable for these doing so is given by Yijs, which equals the fraction of 
customer i’s demand that is assigned to facility j in scenario s.  As in the 
classical UFLP, single sourcing is optimal; that is, there exists an optimal 
solution for which Yijs  {0,1} for all i, j, and s.
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We formulate our base model with the objective of minimizing the ex-
pected cost, though in future sections we will consider alternate risk meas-
ures.  The scenario-based formulation of the reliability fixed-charge loca-
tion problem (RFLP1) is formulated as follows: 

(RFLP1)   minimize 
Ss Ii Jj

ijsijis
Jj

jj YdhqXf (3)

subject to 1
Jj

ijsY SsIi , (4)

jjsijs XaY )1( SsJjIi ,, (5)

}1,0{jX Jj (6)

0ijsY SsJjIi ,, (7)

The objective function (3) minimizes the fixed cost plus the expected 
transportation cost across all scenarios.  Constraints (4) require each cus-
tomer to be assigned to some facility in every scenario.  Constraints (5) 
prohibit a customer from being assigned to a facility that has not been 
opened, or to a facility that has failed in a given scenario.  Constraints (6) 
require the location variables to be binary, and constraints (7) require the 
assignment variables to be non-negative (though, as stated above, an opti-
mal solution always exists in which they are binary).  Note that, although 
we do not explicitly require Xu = 1, any optimal solution will open the 
emergency facility if it is needed for some scenario since it has no fixed 
cost.
Note that, if there is a single scenario, and no facilities fail in this sce-

nario, this model reduces to the classical UFLP.  Since the UFLP is NP-
hard (Garey and Johnson 1979), so is the RFLP.   
(RFLP1) can be solved using standard IP solvers like CPLEX.  How-

ever, if the scenarios represent all possible combinations of failures, then S
is exponentially large.  In this case, sampling techniques such as sample 
average approximation (SAA; ; Kleywegt, Shapiro and Homem-de-Mello 
2001; Linderoth, Shapiro, and Wright 2002) may be used to solve the 
problem with a reduced set of scenarios and obtain statistical bounds on 
the quality of the solutions. 



266    L.V. Snyder and M.S. Daskin 

Capacitated Model 

The formulation above assumes that facilities have infinite capacity or that 
they can serve any number of demands.  In many cases, this might not be 
true.  We can define k js  to be the capacity of a facility at candidate site j
in scenario s.  This notation and the following formulation, allow a facility 
to incur impaired capacity in a scenario without completely failing.  We let 
the capacity of the dummy facility u be kus  for all scenarios s, indicat-
ing that this facility can accommodate all demands if necessary in each 
scenario.  With this notation, we replace constraint (5) by its more tradi-
tional version

XY jijs SsJjIi ,, (8)

In addition, we add the following capacity constraint, where the demand 
placed on a facility’s capacity is measured in terms of the demand units hi

XkYh jjs
Ii

ijsi SsJj , (9)

This formulation, denoted CRFLP, was first suggested by Snyder and 
Ülker (2005). 
Two observations are worth making about the CRFLP.  First, constraints 

(8) are implied by (9) and are therefore not technically needed.  However, 
in most cases, the addition of (8) will strengthen any relaxation of the 
model.  Hence, we suggest including constraints (8) explicitly in any 
model or algorithm.  Second, constraints (9) allow demands at a node to be 
split between multiple facilities since the assignment variables can be frac-
tional by constraints (7).  However, the extent of multiple sourcing or frac-
tional assignment of demands to facilities is bounded in each scenario.  In 
particular, the maximum number of demand nodes that can be fractionally 
assigned to facilities is less than or equal to 1

Jj
jX  in each scenario.  

Multiple sourcing may not be overly problematic, if this number is small 
relative to the total number of demand nodes, I .  In such cases, an ap-
proximate solution to the single sourcing problem can often be found for 
each scenario using the approach suggested by Daskin and Jones (1993).  
When single sourcing is required and strict optimality is also needed, con-
straints (7) should be replaced by the obvious integrality constraints 

1,0Y ijs SsJjIi ,, (10)



Models for Reliable Supply Chain Network Design    267 

The imposition of these constraints is likely to increase the difficulty asso-
ciated with solving the problem considerably. 

13.3.2 Implicit Formulation 

Model 

We next present a formulation of the RFLP in which the random disrup-
tions are modeled implicitly, rather than using explicit scenarios.  This 
formulation is based on the model presented by Snyder and Daskin 
(2005a).  It requires us to make the (rather strong) assumption that the fa-
cilities are divided into two sets; the facilities in the first set never fail, 
while all of the facilities in the second set fail independently with the same 
probability, q.  The first set is called NF (for “non-failable”), while the 
second is called F (for “failable”).  Since the emergency facility never 
fails, we have u NF.  Note that F and NF constitute a partition of J.
In the implicit formulation of the RFLP, denoted (RFLP2), assignments 

are made not based on scenarios but based on “assignment levels.”  In par-
ticular, an assignment of customer i to facility j is said to be a “level-r as-
signment” if there are r open, failable facilities that are closer to i than j is.  
If r = 0, then j is i’s “primary” facility—the facility that serves it under 
normal circumstances—while if r>0, j is a “backup” facility.  A given cus-
tomer must be assigned to some facility at every level r from 0 to the num-
ber of open facilities, unless it is assigned to some non-failable facility at 
level s < r.  We define Yijr = 1 if customer i is assigned to facility j as a 
level-r assignment. 
Since each facility fails with the same probability, we can compute the 

probability that customer i is served by facility j knowing only the level of 
i’s assignment to j—that is, knowing how many facilities are closer to i but 
not knowing which facilities those are.  This allows a compact formulation 
of the expected cost.  In particular, (RFLP2) is formulated as follows: 

(RFLP2)   minimize 
Ii

J

r Fj
ijr

r

NFj
ijr

r
iji

Jj
jj YqqYqdhXf
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1
1||
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ijrY JjIi ,

(14)

}1,0{jX Jj (15)

0ijrY 1||,,0,, JrJjIi (16)

The objective function (11) minimizes the fixed cost plus the expected 
transportation cost.  The transportation cost term reflects the fact that if 
customer i is assigned to facility j at level r, then it will be served by j if 
the r closer facilities fail (which happens with probability qr) and if j itself 
does not fail (which happens with probability q if j is failable and with 
probability 1 if j is non-failable).  Constraints (12) stipulate that each cus-
tomer must be assigned to some facility at each level r, unless the facility 
is assigned to a non-failable facility at level s < r.  (By convention, we take 

01

0

r

s ijsY  if r = 0.)  Constraints (13) prevent an assignment to a facil-
ity that has not been opened, while constraints (14) prevent a customer 
from being assigned to a given facility at more than one level.  Constraints 
(15) and (16) require integrality and non-negativity of the location and as-
signment variables, respectively.  As in the uncapacitated version of 
(RFLP1), this formulation has an optimal solution in which the assignment 
variables are binary even though we only require them to be non-negative.  
Also as in (RFLP1), there exists an optimal facility in which the emer-
gency facility u is open even though we do not explicitly require it.  Al-
though assignment levels cannot exceed the number of open facilities, 
which is not known a priori, it is safe to extend the index r  to |J|–1 in the 
formulation since each customer is assigned to some non-failable facility 
(possibly u) at some level less than |J|–1. 
Once the location variables are fixed, it is optimal to assign a customer 

to its closest open facility at level 0, its second-closest at level 1, and so 
on, until it is assigned to some non-failable facility (possibly u).
Snyder and Daskin (2005a) propose a Lagrangian relaxation algorithm 

to solve (RFLP2).  They relax constraints (12) to obtain a subproblem that 
can be solved efficiently to obtain a lower bound for a fixed set of La-
grange multipliers.  Upper bounds are obtained by converting the X vector 
from the lower-bound solution into a feasible solution by assigning cus-
tomers as described in the previous paragraph.  The Lagrange multipliers 
are updated using subgradient optimization, and the algorithm can be em-
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bedded into a branch-and-bound procedure if the bounds produced are not 
sufficiently tight. 

Tradeoff Curve 

As discussed above, it is interesting to examine the tradeoff between the 
UFLP objective and the objective that accounts for failures.  Snyder and 
Daskin (2005a) construct this tradeoff by formulating a multi-objective 
programming problem with two objectives based on (RFLP2): 

Ii Jj
ijiji

Jj
jj YdhXfw 01
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Objective w1 is the classical UFLP objective, while objective w2 is the ob-
jective function from (RFLP2) without the fixed-cost term.  We replace the 
objective function in (RFLP2) with a weighted sum of these two objec-
tives:

minimize   w1 + (1– )w2, (19)

where 0  1.  By solving the problem for varying values of  using the 
weighting method of multi-objective programming (Cohon 1978), we can 
generate a tradeoff curve consisting entirely of non-dominated solutions.  
(A solution is non-dominated if every other solution is worse than it in at 
least one of the two objectives.) 
The resulting tradeoff curves for the 49-node data set described earlier 

are depicted in Fig. 13.3 for q = 0.01, 0.05, and 0.10.  All facilities are as-
sumed to be failable.  The UFLP cost (w1) is plotted on the x-axis and the 
failure cost (w2) is plotted on the y-axis.  Each point on a curve represents a 
different value of  and a different solution. 
The solution that is optimal for the classical UFLP (found by solving 

(RFLP2) with  = 1) is the left-most point on each curve.  These points are 
equal on the horizontal axis (since they represent the same solution and 
hence have the same UFLP cost) but unequal on the vertical axis since 
they have different failure probabilities and hence different expected fail-
ure costs.
Fig. 13.3 suggests that as q decreases, the tradeoff curve shifts.  That is, 

if the firm can somehow reduce the failure probability at its facilities, it 
can attain a higher level of reliability with the same UFLP cost—or, 
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equivalently, it can attain the same level of reliability with a lower UFLP 
cost.
The steepness of the left part of each curve suggests that there are solu-

tions that are much better than the UFLP solution in terms of reliability but 
not much worse in terms of cost.  For example, consider the bottom curve, 
corresponding to q = 0.01.  The third point from the left of this curve 
represents a solution that is 25% better than the UFLP solution in the reli-
ability objective (w2) but only 7% worse in the UFLP objective (w1).  Simi-
larly, the fifth point is 38% better in w2 but only 15% worse in w1.  These 
solutions are depicted in Figs. 13.4 and 13.5. 
The number of facilities open in each solution tends to increase as we 

move rightwards in the curve, since more reliable solutions tend to have 
more facilities open.  The right-most portion of the curve is quite flat, but 
this portion of the curve is not of much interest because nearly all of the 
facilities are open in these solutions; they are very reliable but excessively 
expensive.
We find tradeoff curves with this shape for a wide range of models and 

data sets, suggesting that large improvements in reliability can often be at-
tained with only small increases in cost. 
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Fig. 13.4. Solution corresponding to third point on q = 0.01 tradeoff curve in Fig. 3. 

Fig. 13.5. Solution corresponding to fifth point on q = 0.01 tradeoff curve in Fig. 13.3. 
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13.4 Alternate Operating Characteristics and Risk 
Measures

13.4.1 Introduction 

In this section, we outline a number of extensions to the base models de-
fined above.  We begin with a variant of the models that allows us to lo-
cate two different types of facilities:  facilities that are perfectly reliable, or 
completely hardened against any and all attacks, and facilities that are sub-
ject to failure or that are unreliable in some way.  The model will deter-
mine how many of each type of facility to locate and where they should be.  
In the second portion of this section, we explore alternative risk measures 
that also extend the formulations identified above. 

13.4.2 Reliable and Unreliable Facilities 

In recent years, much attention has focused on the need to harden facilities 
against attacks.  The attacks can be intentional, as in the case of terrorist 
attacks, or random or unintentional, as in the case of natural disasters.  
Scaparra and Church (2005a,b) outline defender/interdictor extensions to 
the traditional P-median problem in which P facilities already exist in a 
network.  A defender can fortify q of these facilities against an attack by an 
interdictor against r of the remaining undefended facilities.  The objective 
of the interdictor is to maximize the demand-weighted total distance with 
demands assigned to the closest non-interdicted facilities, while the de-
fender attempts to minimize this worst-case cost by defending a subset of 
the facilities.  Brown et al. (2005) provide an excellent tutorial on this class 
of defender/attacker problems. 
We adopt a somewhat different approach, first suggested by Daskin 

(2005) and Daskin et al. (2006).  First, we assume that facilities fail ran-
domly.  As such, we do not need to model the behavior of an interdictor 
whose objective is to maximize the damage that he or she inflicts on a 
network.  Second, we do not assume that any facilities exist in the net-
work; rather we formulate the model below based on de novo planning 
with no pre-existing facilities.  The model can readily be adapted to the 
case in which some facilities already exist, through appropriate changes in 
the fixed costs. 
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One of two types of facilities can be established at each candidate site j.
A reliable facility will never fail.  Such a facility costs f R

j  at candidate 

site j.  Alternatively, we may elect to construct an unreliable facility which 
can fail with probability q but which costs f U

j .  Clearly we require 

ff R
j

U
j  for there to be an incentive to locate any unreliable facilities.  

We define location decision variables X R
j  (and X U

j ) to be 1 if we locate 

a reliable (or unreliable) facility at candidate site j and 0 otherwise.
Similarly, every demand node i must be assigned to both a primary facil-

ity and a backup facility.  The primary assignment will be used if the clos-
est facility has not failed.  The backup assignment will be to the closest re-
liable facility and will be used when the primary facility has failed.  Thus, 
if the primary facility to which a demand node is assigned has failed, the 
demands at that node are served by the nearest reliable facility, not the 
nearest facility which has not failed.  In this way, the model is a simplifica-
tion of the base model outlined above.  This assignment scheme is chosen 
primarily for computational reasons.  However, during a disruption, real-
time information is often limited, and it may be quite reasonable to assume 
that firms re-assign customers to their nearest reliable facility rather than 
trying to ascertain whether a closer unreliable facility is operational.  We 
use decision variables Y P

ij  and Y B
ij  for the primary and backup assign-

ments, respectively. 
With this notation, the model becomes: 
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(RFLP3)   minimize 
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The objective function (20) minimizes the total fixed cost for reliable 
and unreliable facilities as well as the transportation cost for primary and 
backup assignments.  Primary assignments occur with probability 1–q for 
each demand node and backup assignments occur with probability q.  If a 
customer’s primary facility is reliable, then its backup assignment will be 
to the same facility, and the objective function computes the transportation 
cost to this facility with probability 1.  Constraints (21) and (22) require 
that each demand node be assigned to a primary and backup facility.  Con-
straints (23) state that the primary assignment can only be made to an open 
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(reliable or unreliable) facility, while constraints (24) state that the backup 
assignment can only be to a reliable facility.  Constraints (25) state that at 
any candidate site either a reliable or an unreliable facility can be located, 
but not both.  Constraint (26) requires the model to locate at least one reli-
able facility.  Constraints (27) and (28) are standard integrality constraints 
for the location variables, while constraints (29) and (30) are non-
negativity constraints for the primary and backup assignment variables re-
spectively. 

Table 13.2. Results from RFLP3 Model for the 49-node dataset 

Failure 
Prob

#
Reliable 

#
Unrel. 

Total Cost 
(x$1,000)

Reliable Sites Unreliable Sites 

0.000 0 13 1,544 CA CO FL IA IL MI MS NY 
OH OR PA TX VA 

0.010 1 12 1,643 PA CA CO FL IA IL MI MS NY 
OH OR TX VA 

0.030 2 11 1,742 IA PA CA CO FL IL MI MS NY OH 
OR TX VA 

0.050 3 10 1,805 MS OR PA CA CO FL IA IL MI NY OH 
TX VA 

0.100 3 9 1,910 IL OR PA CA CO FL IA MI MS NY OH 
TX

0.150 4 7 1,992 IL MS OR PA CA FL IA MI NY OH TX 
0.200 4 6 2,046 CA IL MS PA FL IA NY OH OR TX 
0.250 5 4 2,079 AL CA IL PA TX IA NY OH OR 
0.300 5 4 2,107 AL CA IL PA TX IA NY OH OR 
0.350 5 4 2,135 AL CA IL PA TX IA NY OH OR 
0.360 6 3 2,139 AL CA IA OH PA TX IL NY OR 
0.400 6 2 2,153 AL CA IA OH PA TX NY OR 
0.450 6 2 2,168 AL CA IA OH PA TX NY OR 
0.475 6 1 2,174 AL CA IA OH PA TX NY
0.500 6 0 2,177 AL CA IA OH PA TX

Constraints (25) and (26) are not strictly needed.  In the formulation as 
stated, there is no incentive to locate both a reliable and an unreliable facil-
ity at any candidate site; hence constraints (25) are not needed.  Similarly, 
constraints (26) are implied by the need to provide a backup assignment to 
a reliable facility for every demand node (constraints 22 and 24).  How-
ever, in many solution algorithms which relax one or more of the remain-
ing constraints, these constraints are valuable additions as they tighten the 
relaxed formulation.  For example, Daskin (2005) and Daskin et al. (2006) 
outline an extension of this model that allows the backup distance or cost 
to differ from the primary distance or cost even for the same demand 
node/facility pair.  This extension requires the incorporation of additional 
decision variables, additional terms in the objective function and additional 
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constraints to correct for the case in which a demand node is assigned to a 
reliable facility as both its primary and backup facility.  (This correction is 
not needed when the primary and backup distances for each demand 
node/facility pair are the same as is the case in the formulation above.)  
They outline a Lagrangian solution approach that relaxes constraints (21) 
and (22) above.  Constraints (25) and (26) significantly strengthen the 
bounds that result from this relaxation.
Table 13.2 shows the results associated with applying the model to the 

49-node dataset.  In these results, we increased the demand by a factor of 3 
compared to the earlier results so that more facilities would be justified in 
the base case when no facilities are subject to failure.  (All costs are in 
units of $1000.)  For all of these runs, the cost of a reliable facility was set 
to twice the cost of an unreliable facility at each candidate site. 
Fig. 13.6 shows the solution when the facility failure probability is 0.05.  

Fig. 13.7 shows the results for a failure probability of 0.15, while Fig. 13.8 
shows the results for a failure probability of 0.25.  In all figures, the unreli-
able sites are shown in italics.  Some demand nodes are shown with one 
assignment while others – those whose primary assignment is to an unreli-
able facility (dashed lines) – are shown with two assignments. 
Several observations are worth noting.  First, as the probability of a fa-

cility failing increases, the number of reliable facilities increases, the num-
ber of unreliable facilities decreases and the total cost increases.  Second, 
for moderate values of the failure probability (under 0.05 in this case), the 
total number of sites does not change from the optimal number found 
when facilities are not subject to failure, but some facilities are hardened to 
insure that they do not fail.  For larger failure probabilities, the total num-
ber of facilities decreases.  Third, as the failure probability increases, some 
facilities will be eliminated completely (e.g., the facility at Richmond, VA 
which is eliminated once the failure probability gets to 0.10).  Some facili-
ties will be converted to reliable facilities as the failure probability in-
creases (e.g., the facility at Harrisburg, PA, which becomes a reliable facil-
ity and remains a reliable facility for any failure probability).  Other 
facilities change from unreliable, to reliable, back to unreliable and then 
back to reliable facilities again as the failure probability increases (e.g., the 
facility in Des Moines, IA, or the facility in Springfield, IL, which goes 
from an unreliable site, to a reliable facility and then back to an unreliable 
site).  Finally, some facilities are introduced into the solution as the prob-
ability of failure increases (e.g., the facility at Montgomery, AL which en-
ters the solution when the facility failure probability reaches 0.25). 
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Fig. 13.6.  Optimal locations of 3 reliable sites and 10 unreliable sites when failure prob-
ability is 0.05 

In addition, as the failure probability increases, the expenditure on reli-
able facilities increases, while the contribution of the fixed facility costs 
for unreliable facilities decreases.  Also, as the failure probability in-
creases, the primary transportation cost increases (as there tend to be fewer 
facilities overall) but the backup transportation cost decreases (since the 
number of reliable sites increases with the failure probability).  Finally, for 
failure probabilities exceeding 0.5 in this case, it is not cost-effective to 
utilize unreliable sites.  In fact, an extension of a simple analytic model to 
incorporate both reliable and unreliable facilities indicates that, under the 
idealized assumptions of the analytic model (including equal reliable-
facility costs of f R  across facilities, and similarly for f U , and a uniform 
distribution of demand), unreliable facilities are not employed when the 

failure probability exceeds fff RUR  (Daskin, 2005; Daskin et al., 

2006).  While the discrete model whose results are shown above does not 
require all facility sites to cost the same amount of money, at any candi-
date site a reliable facility will be twice the cost of an unreliable facility.  
Thus, loosely speaking, the ratio above will be 0.5 even for the discrete re-
sults.  As shown in Tab. 1, when the failure probability exceeds 0.5, no un-
reliable facilities are used. 
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Fig. 13.7.  Optimal locations of 4 reliable sites and 7 unreliable sites when failure probabil-
ity is 0.15 

Fig. 13.8.  Optimal locations of 5 reliable sites and 4 unreliable sites when failure probabil-
ity is 0.25 
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13.4.3 Other Risk Measures 

The risk measures discussed so far focus on the average performance of 
the system when facilities fail.  Such models assume that decision makers 
are risk neutral.  In many contexts, decision makers are risk averse: they 
are concerned not only with the expected performance, but with the poten-
tial deviation from it.  This may be particularly true when managers are 
faced with the prospects of losing facilities to natural or man-made disas-
ters.  Therefore, in this sub-section, we briefly formulate a number of ex-
tensions to the base model that allow decision makers to explore alternate 
risk measures.  In general, these risk measures have all appeared in the lit-
erature on facility location under demand uncertainty but have not previ-
ously been used for disruption problems. 

Minimax Cost Model 

The first extension to the base model entails minimizing the worst-case 
cost in the event of a failure.  To do so, we define a new decision variable, 
U, which is equal to the worst-case fixed plus transportation cost over all 
scenarios.  Objective (31) below minimizes this cost subject to constraint 
(32), which defines the cost in terms of the total fixed plus demand-
weighted transportation cost in each scenario.   

minimize U (31) 

subject to UYdhXf
Ii Jj

ijsiji
Jj

jj Ss

(4) – (7) 

(32)

This formulation has the advantage of not requiring scenario probabili-
ties as inputs.  However, while the expected cost measure defined in (3) is 
risk neutral, the minimax objective of (31) is extremely risk averse.  In 
fact, the location plan is frequently defined by one (possibly low-
probability) scenario, as is often the case in minimax objectives (including 
the P-center model, for example).  Such a strong aversion to the worst case 
often leads to solutions that are quite costly in the non-worst cases.  As 
such, the minimax approach, which places undue emphasis on the worst 
case, is difficult to justify, just as is the expected value objective of (3), 
which allows very bad worst-case results.  Additional approaches are out-
lined below. 
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Mean-Variance 

One of the first and most famous objectives considered for optimization 
under uncertainty is the mean-variance approach.  In this model, we mini-
mize a weighted sum of mean cost and the variance of the cost.  To define 
this model, let zs(Y) be the transportation cost in scenario s if the allocation 
variables are given by Y.  Then the mean-variance model may be formu-
lated as follows 

minimize   
2

2 )()()(
Ss

ss
Ss

ss
Ss

ss
Jj

jj YzqYzqYzqXf

subject to   (4)-(7) 

(33)

where  is a weight that is placed on the variance of the transportation 
costs.  The variance places a higher implicit penalty on transportation costs 
that are significantly larger (and smaller) than the average. 
The key problem with this model is that the objective function is highly 

non-linear.  Also, equally penalizing transportation costs that are lower 
than the average and higher than the average seems somewhat illogical as 
decision makers are most likely to be concerned with costs that exceed the 
mean.

Bounding the Cost 

One approach to balancing the average cost and the worst-case cost is to 
minimize one cost while bounding the other.  For example, we can mini-
mize the expected cost over all scenarios – objective (3) – while bounding 
the cost in each scenario.  This formulation is shown below. 

minimize   
Ss Ii Jj

ijsijis
Jj

jj YdhqXf (3)

subject to rYdhXf
Ii Jj

ijsiji
Jj

jj Ss

(4) – (7) 

(34)

Constraint (34) limits the cost in each scenario, including the fixed facil-
ity costs which are common across all scenarios, to a value r.  Alterna-
tively, we can simply minimize the uncapacitated fixed charge location 
problem (UFLP) objective subject to (34) as well as (4)-(7).  The UFLP 
objective is simply: 
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minimize   
Ii Jj

ijiji
Jj

jj YdhXf (35)

This is equivalent to minimizing the cost in the scenario in which no facili-
ties fail subject to a constraint on the costs incurred when facilities do fail.  
This approach was proposed by Snyder (2003). 
One problem with this approach is that the costs incurred when facilities 

fail may differ significantly from one scenario to another.  Thus, it may 
make more sense to constrain the costs in scenario s relative to the best we 
could do in scenario s, had we known that scenario s would occur, rather 
than relative to some absolute limit r.  To do so, we define zs  to be the 
optimal objective function value in scenario s.  We can then modify (34) to 
constrain the total cost in scenario s to be (1+r) times the optimal cost in 
scenario s as shown in constraint (36). 

zs
Ii Jj

ijsiji
Jj

jj rYdhXf 1 Ss (36)

Let us define s
Ii Jj

ijsiji
Jj

jjs zYdhXfR . Rs is the absolute 

regret in scenario s: the absolute difference in total cost between the best 
we can do in scenario s and the best we could have done in scenario s had 
we known that scenario s would occur.  Similarly, Rs / zs is the relative re-
gret, which represents the percentage difference.   
Effectively, (36) constrains the relative regret in each scenario to be no 

more than r.  This approach is similar to the “stochastic p-robust optimiza-
tion” approach introduced by Snyder and Daskin (2005b), which mini-
mizes the expected cost in a facility location problem with uncertain de-
mands and costs, subject to a constraint requiring the regret in any scenario 
to be no more than p.  Snyder and Daskin argue that stochastic p-
robustness combines the attractive elements of the min-expected-cost and 
minimax-cost approaches by optimizing the expected performance while 
ensuring adequate performance in every scenario.  They show that large 
improvements in robustness (i.e., decreases in worst-case cost) are possible 
with only small increases in expected cost. 
A similar phenomenon is evident in the results of the model in which we 

minimize the expected cost (3) subject to (36) and (4)–(7).  Table 13.4 re-
ports the solutions of this model for various values of r for the 49-node 
data set.  For computational reasons, these tests only include scenarios in 
which zero or one facilities fail.  The first column lists r, the maximum al-
lowable relative regret.  The second column gives the expected cost of the 
resulting solution (×1000), while the third gives the maximum relative re-
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gret of this solution (which must be no greater than r).  The fourth column 
lists the states in which facilities are opened in the solution.   
Notice that substantial reductions in regret are possible with only minor 

increases in expected cost.  For example, the second solution has a maxi-
mum regret that is 29% smaller than the baseline solution (r = ) but has 
only 4% greater expected cost.  Similarly, the last solution (r = 0.25) has 
68% smaller maximum regret but only 6% greater expected cost. 
The last row of Table 13.4 corresponds to the optimal solution for the 

scenario in which the PA facility fails.  This scenario is the one that attains 
the maximum regret for all values of r except .  As r decreases, this is the 
critical scenario, and the solution adjusts to reduce the regret in it.  When r
= 0.25 (corresponding to 25% regret), the solution is quite similar to the 
optimal solution for that scenario: the two solutions have four facilities in 
common, two neighboring pairs of facilities (OH / MI and PA / NJ), and 
only one outlier facility.  If we reduce r below 0.209, a second scenario 
becomes critical, and it is impossible to reduce the regret of both scenarios 
simultaneously; therefore, the problem becomes infeasible. 
This last point highlights one of the main difficulties with models that 

bound the cost in each scenario.  In the other models we have discussed, it 
is trivial to find a feasible solution.  In contrast, as r decreases, it can be-
come quite difficult to find a solution that is feasible with respect to (36).  
In fact, Snyder and Daskin (2005b) prove that, if the number of scenarios 
is at least 2, then determining whether a given problem instance is feasible
is NP-complete.  Their result applies to a problem with uncertain demands 
and costs, but a similar result can be proven for problems with facility fail-
ures.

Table 13.4. Solutions to problems with bounded costs 

R Exp. Cost 
(×1000)

Max Regret Locations 

 737 0.649 AL IL NV PA TX 
0.5 768 0.462 AL CA IL OR PA TX 
0.4 774 0.341 AL CA IN OR PA TX 
0.3 776 0.274 AL CA IA MI OR PA TX 
0.25 782 0.209 AL CA IA OH OR PA TX 
[PA fails] — — AL CA IA MI NJ TX 

-Reliability

In many personal, private sector and public-sector decision contexts, it 
makes sense to plan not just for the average or expected-value case, or for 
the worst case, but rather for some eventuality in between these extremes.  



Models for Reliable Supply Chain Network Design    283 

For example, the expected outcome of the more than 2 million cosmetic 
surgical procedures performed in the U.S. in 2004 (ASAPS 2004) was an 
improvement in the patient’s appearance.  The worst-case outcome un-
doubtedly was death in a small percentage of the cases.  While most peo-
ple who have such elective surgery expect the best possible outcome, it is 
prudent to plan for adverse results as well.  For example, it is wise to have 
an up-to-date will as well as a living will and health care proxy before un-
dergoing any surgical procedure.  Similarly, in the design of public facili-
ties such as airports, we clearly do not plan just for the average volume, 
but we also do not size airports for the peak demands associated with the 
Thanksgiving weekend.  Airport capacity is based on values that are in-
termediate between the average and maximum daily demand levels. 
In a similar manner, we can plan against an endogenously determined 

subset of the scenarios whose combined probability is at least .  One 
variant of this approach would minimize the maximum regret over all such 
scenarios, ignoring the regret in the remaining scenarios.  To do this, we 
define a new variable W s  to be 1 if scenario s is in the “reliability set” 
against which we are planning and 0 otherwise.  (Note that the term reli-
ability is used in a different context in this model and refers to an endoge-
nously determined set of scenarios against which the model is planning.)  
We also define R to be the maximum regret over all scenarios in the reli-
ability set.  Finally, we let M be a large number, larger than any possible 
scenario regret.  With this notation, the problem can be formulated as: 



284    L.V. Snyder and M.S. Daskin 

minimize R (39) 

subject to
Ss

ssWq (40)

RM WzYdhXf ss
Ii Jj

ijsiji
Jj

jj 1 Ss

(4)-(7)

(41)

The objective function (39) minimizes the maximum regret R over the sce-
narios in the reliability set.  Constraint (40) requires the reliability set over 
which the minimization is performed to have a probability of at least .
Constraint (41) defines the maximum regret in terms of the scenario-based 
regrets, but excludes scenarios that are not part of the reliability set.  This 
model was first proposed by Daskin et al. (1997), though scenarios in the 
original model referred to uncertainty in demand rather than in supply. 
One problem with the -reliable minimax regret model above is that it 

ignores the regret associated with scenarios that are not part of the reliabil-
ity set.  Chen et al. (2005) have proposed the -reliable mean excess regret 
model, which, when applied to the problems at hand results in the follow-
ing formulation: 

minimize 
Ss

ssUq
1
1 (42)

subject to RU ss Ss (43)

RzYdhXf ss
Ii Jj

ijsiji
Jj

jj Ss

(4)-(7)

(44)

In this model, we can think of  as the regret contribution of every sce-
nario.  A fraction of the scenarios (approximately equal to ) will have 
regret values that exceed this endogenously determined value.  The objec-
tive function (42) minimizes the sum of  and the expected regret in ex-
cess of this value.  Constraint (43) defines the excess regret in scenario s as 
the amount by which the regret in scenario s exceeds the nominal value .
Constraint (44) defines the regret in scenario s in terms of the compromise 
locations, the scenario-specific demand assignments and the optimal objec-
tive function for scenario s, zs .
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Although the -reliable minimax regret and -reliable mean excess re-
gret models were originally formulated for problems with demand uncer-
tainty, they can be applied equally well to problems with facility failures. 

Chance-Constrained Approach 

Finally, we note that the -reliable minimax regret model is similar to a 
chance-constrained model.  For example, we can minimize the expected 
cost over all scenarios – objective (3) – subject to a constraint that the sum 
of the probabilities associated with scenarios in which the cost exceeds 
some value C target  is less than or equal to , a user-specified value.  Let 

us define the decision variable T s  to be 1 if the cost in scenario s exceeds 

C target  and 0 otherwise.  A chance-constrained model can now be formu-
lated as follows: 

minimize 
Ss Ii Jj

ijsijis
Jj

jj YdhqXf (3)

subject to
Ss

ssTq (45)

TCYdhXf s
Ii Jj

ijsiji
Jj

jj Mtarget Ss

(4)-(7)

(46)

The objective minimizes the expected cost over all scenarios.  Constraint 
(45) states that the sum of the probabilities of all scenarios with cost 
greater than C target  must be less than or equal to .  Constraint (46) links 

the location and allocation variables which define the cost in scenario s to 
the variables T s .  If the scenario-specific cost exceeds C target , meaning 
that the left-hand side of (46) is positive, then T s  must be 1; otherwise 

T s  may be 0.  Again, M is a sufficiently large value so that constraint (46) 
will not be binding whenever 1T s .
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13.5 Conclusions 

Supply chain planners face a significant amount of uncertainty, particu-
larly during the strategic planning phase.  Facility location decisions are 
very expensive to change, so planners must take uncertainty into account 
when choose facility locations.  In this chapter, we have illustrated the 
broad range of strategies that decision makers might take for approaching 
risk in facility location models with supply disruptions.  A planner may 
choose one or more of these approaches based on his or her level of risk 
aversion, the type of disruptions that are of greatest concern, the flexibility 
of each measure to fine-tune parameters and add side constraints, the com-
putational difficulty with which each model can be solved, and other fac-
tors.
One key insight that comes from many of the models we have discussed 

is that it is often relatively inexpensive to “buy” reliability—that is, if deci-
sion makers are willing to sacrifice just a bit in the objectives they are used 
to considering, they can gain significant improvements in other objectives, 
including reliability.   
The models discussed in this chapter by no means represent an endpoint 

for research on facility location with disruptions.  Several important issues 
remain to be addressed.  One is computational: Many of these models are 
simply too difficult to solve, for reasonably sized instances, using off-the-
shelf IP solvers.  Rather, special-purpose algorithms, such as those pro-
posed by Snyder and Daskin (2005a,b) and others, must be developed to 
solve these problems. 
Another important direction for future research involves capturing other 

types of supply chain decisions in a unified model.  A number of models 
attempt to incorporate tactical decisions, such as inventory and vehicle 
routing, into the facility location decision.  These models tend to offer a 
substantial improvement over a sequential optimization approach in which 
facility locations are chosen first, and then tactical decisions are made 
while keeping the strategic decisions fixed.  A natural next step is to con-
sider facility failures in these models.  For example, Jeon, Snyder, and 
Shen (2006) consider facility failures in the context of the joint location-
inventory model first proposed by Daskin, Coullard, and Shen (2002) and 
Shen, Coullard, and Daskin (2003).   
A third avenue for future research involves multi-echelon facility loca-

tion and network design problems with disruptions.  Such models might be 
based on the seminal distribution network design problem of Geoffrion 
and Graves (1974).  In the multi-echelon case, a key question is how to 
model the “cascading” effect of disruptions, as failures at one echelon lead 
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to failures downstream, either explicitly (because of geographical prox-
imity of the facilities, for example) or implicitly (as downstream facilities 
become starved for raw materials during a disruption).  We hope that this 
chapter will help to spark future research on these and other related topics.
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14.1  Introduction 

The events of 9/11 brought renewed focus to critical infrastructure, but the 
security of infrastructure has been and continues to be an issue outside the 
scope of any one event or country.  Oil pipeline attacks in Iraq, massive 
blackouts in Italy, the United States, and Russia, submarine cable failures 
in the Atlantic, accidental and intentional failures of infrastructure are an 
increasing and complex problem.  The issue of infrastructure security is a 
global problem both is applicability and connectivity.  All nations are de-
pendent on infrastructure and many of these infrastructures cross interna-
tional borders and some span the globe.  A problem facing all nations is 
that they have the responsibility for securing infrastructure but critical as-
pects are owned by the private sector.  This though is only one of many 
problems facing infrastructure security: 1) infrastructures are interdepend-
ent on each others reliability 2) infrastructures are large, dynamically un-
synchronized, and complex 3) sharing information about infrastructure 
vulnerabilities is severely hampered by fears of regulation and competi-
tion.  Along with these direct obstacles there are larger economic forces 
that complicate the issue.  The markets driving infrastructure are geared 
towards maximizing efficiency to increase profit and not maximizing pro-
tection, which can result in public vulnerabilities.   
The way in which the aforementioned factors have contributed to secu-

rity vulnerabilities is well-documented in the telecommuncations sector, 
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for example (Albert et al 2000, Callaway et al 2001, Cohen et al 2001).  It 
has also between pointed out by the Federal Communication Commis-
sion’s (FCC) Network Reliability and Interoperability Counsel (NRIC) 
that:

“Technical and market forces have reduced reserve capacity and the 
number of geographically diverse, redundant routings in the Public 
Telecommunications Network (PTN). Failure of a single link can now 
have serious repercussions (NRIC 1997).”  

Interdependencies between telecommunications and the financial ser-
vices sector have resulted in additional vulnerabilities. The impact of ad-
vanced telecommunications has been particularly profound on the structure 
of financial services (Power 2002, Townsend 2001, OTA 1995, Warf 
1989).  Perhaps, most significant has been the development of global mar-
ket place for financial services, made possible by international information 
networks combines with the deregulation of financial markets (OTA 
1995).   The deregulation of both telecommunication and financial services 
has led to agglomeration of both in key global cities resulting in an inter-
dependent collocation of wires and dollars (Townsend 2001, Power 2002, 
Longcore and Rees 1996, Obrien 1992).  While the agglomeration of ac-
tivities has introduced increasing efficiencies in both sectors it has resulted 
in negative externalities.  The greatest of which was illustrated by the 
events of September 11th, security.  The fall of the World Trade Center 
towers wreaked havoc on financial markets closing them for six days, 
largely as a result of the need to provision the 2 million data circuits 
(15,000 for the NYSE alone) and 19 sonet rings destroyed in the collapse 
(DOE 2003).  The many problems in the financial sector resulting from the 
attack has brought new attention to the vulnerability of the US and global 
financial sector.   
The result is an impasse between government and the private sector.  

Most infrastructure providers do not have financial resources to protect 
their infrastructure from low probability events like terrorism and natural 
disasters.  Thus business models and profits are built on optimizing net-
works to withstand high probability single failures and not low probability 
multi-failures, like terrorism or natural disasters.  To build or augment an 
infrastructure to the level of protection desired by the government would 
put that infrastructure at a competitive disadvantage.  The money spent on 
protection would increase the cost of the service well above the rate re-
quired to be competitive with the market.  The result is a prisoner’s di-
lemma where no provider wants to invest because unless all infrastructure 
owners invest they will be at a disadvantage.  As a result infrastructure 
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owners seldom want to share information about vulnerabilities because in 
doing so there is the chance they will have to invest to remedy those prob-
lems, and then be at a competitive disadvantage to the rest of the market 
that does not disclose vulnerabilities.  When one adds to this driving mar-
ket forces, the fear of regulation, and a disclosure of data to competitors, 
the result is a quagmire with little hope of progress. 
There are possible solutions to the quagmire, but the interface between 

government and business must be speaking the same language.  In the 
business world the words are not protection and vulnerability, but continu-
ity and resiliency.  Even in a world of efficiency and profit maximization 
there is a requirement for the private sector to be up and available for busi-
ness, often 24 hours a day 7 days a week.  As a result infrastructure needs 
be equally reliable and there is a booming business in business continuity 
planning and management.  The emphasis in this business lexicon is not 
protection and vulnerability.  Business continuity plans do not include jer-
sey barriers, armed troops, and armored vehicles.  In short there is a busi-
ness case to be made for resilient continuity but not one for protection.  If 
the impasse between government and the private sector is to be surpassed 
there needs to be a move from critical infrastructure protection to critical 
infrastructure resiliency.  To be successful though there needs to be stan-
dards and benchmarks by which to measure continuity by quantifying re-
siliency and creating metrics to measure the cost effectiveness of invest-
ments.  Then the private sector, and relevant government stakeholders can 
make a case that investments in resiliency create a competitive advantage 
and increases shareholder value.   
This paper presents a framework for measuring and visualizing the resil-

iency of networks.  The framework builds on complex network theory and 
provides a set of metrics that can be input to any fiscal analysis model to 
identify cost-effective or optimal strategies for enhancing the resiliency of 
a network.  It is also embedded in a Geographic Information System (GIS) 
to aid in the selection of potential mitigation strategies and to visualize the 
results of the analysis.  The next section of this paper, we provide a high-
level overview of the analytical framework proposed.  Following this, is a 
review of the literature on complex network theory and a discussion of 
how this theory has been applied previously to explore network resiliency.  
The details of the framework proposed in this paper are then discussed and 
the method is applied to a portion of the Washington, D.C. electric trans-
mission line network to demonstrate the feasibility and practicality of the 
approach.  The paper concludes with some caveats of the approach and di-
rections for future research.
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14.2  Evaluating the Resiliency of Critical Infrastructure:  
A General Framework 

The overall framework for generating information which can be used to 
identify cost-effective or optimal strategies for improving the resiliency of 
a network is comprised of four steps:  infrastructure assessment, verifica-
tion and consequence identification.  

Infrastructure Assessment 

One of the significant obstacles in dealing with critical infrastructure is 
assessing and setting baselines for such large complex sprawling networks.  
Further, infrastructures are often interdependent and dynamic.  Fortunately 
there has been considerable work done on methods for quantifying critical 
infrastructure.  Infrastructures can be assessed based on several factors a 
few of which include: 

Density – how much infrastructure is there in any discrete location 
– i.e. 15 fiber optic conduits, 3 electric transmission lines, 2 gas 
pipelines.
Capacity – how much volume, flow, or traffic are the infrastruc-
tures in any discrete location able to handle – i.e. the fiber lines 
have a 10 Gbps1 capacity, the electric transmission lines are 720 
Kv, and the gas pipeline are 42 inches in diameter. 
Bottleneck identification – algorithmic approaches to identify ar-
eas with high amounts of capacity but little diversity to route it.   
Structural analysis – another algorithmic approach that calculates 
all possible paths across an infrastructure and finds those discrete 
locations that are most frequently used in routing.   
Weighted structural analysis – expands the all possible path analy-
sis to include to identify those locations are frequently used in 
routing and have low levels of capacity, or alternative routing 
paths in the event of failures that could be under capacitated. 
Interdependency –  

o Colocation – two or more infrastructures are located in the 
same discrete location. 

                                                          
1 Gigabyte per second (OC-192) 
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o Structural – the most frequently utilized routing paths of 
two or more infrastructures are located in the same dis-
crete location. 

o Functional – the loss of one infrastructure will cause fail-
ures in a dependent infrastructure – i.e. the loss of electric 
power causes traffic light failures resulting in cascading 
traffic congestion, hampering emergency response. 

Cost – creating a baseline figure of cost for the infrastructure in its 
current configuration – i.e. the cost of leasing fiber per month from 
a network provider. 

These are but a few of the possible approaches to assessing infrastruc-
ture, but they provide a first cut and the basic aspects of infrastructure that 
are important to understand.  Each approach provides a list of discrete lo-
cations and assets that could be critical to the operation of one or multiple 
infrastructures.  To know if the assessment created the correct output the 
analysis needs to be verified.

Verification

There a multitude of ways to assess infrastructure and identify potential 
vulnerabilities, and there needs to be a means to identify which approach 
works best in each environment through a verification process.  One means 
of verification is through failure simulation.  Once infrastructure has been 
assessed and the most critical infrastructure components identified and 
ranked a failure of each component can be simulated.  After the failure, the 
impact can be charted and subsequently compared to other components to 
verify their criticality.  Would the failure of a location with the highest 
density of infrastructure cause more impact than an area with the highest 
capacity, or would a failure at a bottleneck cause the greatest repercussions 
to continuity.  Failure simulation provides a means to verify the criticality 
of any of these scenarios to the continuity of the infrastructure.  Once base-
line verification has been performed a combination of assessment methods 
can be investigated.  For instance the greatest impact to continuity could 
come from the most frequently used routing path that contains a high den-
sity of three different infrastructures.   
A second aspect that needs to be considered in a verification process is 

after an initial failure the structure of the network changes.  What was once 
the second most critical asset in the network may have changed.  To de-
termine if it has or not a combinatorial optimization needs to be run where 
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after the first failure has been incurred all possible second most critical as-
sets need to be tested to determine which has the greatest impact on the in-
frastructure’s continuity.  In the best case scenario real time analysis can 
be performed to react to failures and determine how to best allocate re-
sources in the network, but proactive analysis before events is still critical 
to ensure continuity. 

Consequence 

An integral part of both assessment and verification is determining what 
the consequences of a failure are in terms of resiliency.  Consequences can 
be calculated through a variety of methods and ultimately are specific to an 
individual scenario.  Metrics for examining the impacts of failures and 
mitigation strategies on resiliency of a network can include those that re-
flect the network’s structural properties, its level of service defined by traf-
fic or congestion levels or on its users.  Some of the broad areas into which 
consequence or impacts on users can be categorized include: 

Population affected – how many people will be affected by a fail-
ure or lack on continuity in an infrastructure – i.e. after a transmis-
sion line failure and subsequent blackout how many people will be 
without power. 
Businesses affected – how many business locations will be af-
fected in a failure scenario for aggregation purposes these conse-
quences can be grouped by SIC or NAICs codes. 
Interdependent infrastructures affected – what infrastructures with 
dependencies to a failed infrastructure will be impacted by an 
event – i.e. a transmission line failure causes traffic signals to 
loose power causing cascading gridlock in transportation infra-
structure.

These are just three broad categories under which consequence could be 
grouped.  For specific critical sectors consequence can be more narrowly 
defined and quantified.
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14.3  Literature Review:  Complex Network Theory and 
Resiliency Analysis  

There is a large body of literature on complex network theory and the use 
of this theory to analyze the properties of networks and their resiliency.  
Spatial applications of graph theory have a long lineage in both geography 
and regional science.  Garrison (1960) did in-depth network analysis on 
the interstate highway system, analyzing the importance of nodes and links 
on location and development.  This same vein of research was greatly ex-
panded through Garrison’s student Kansky (1963) and later with the work 
of Chorley and Haggett (1969).  In addition, Nyusten and Dacey (1968) 
and later Taffee and Gauthier (1973) expanded this research, applying 
network analysis to telephone networks and general infrastructure.  This 
tradition of network analysis was picked up again by geographers to begin 
to analyze the Internet‘s network of networks.  Wheeler and O’Kelly 
(1999) examined the basic graph measures of several domestic US provid-
ers and analysis of city connectivity of the aggregated providers.  Gorman 
and Malecki (2000) investigated the network topologies of several firms 
and how graph theoretic measures could be used to investigate competitive 
advantage and the nature of interconnection between networks.  Later stud-
ies have looked at the structure of networks and city connectivity as a time 
series finding large changes in bandwidth capacity (Malecki, 2002; Town-
send, 2001), but little change in graph measures of connectivity (O’Kelly 
and Grubesic, 2002).  While connectivity indices have changed little over 
time the overall structure of the network has.  Gorman and Kulkarni (2004) 
found that the aggregated US backbone network has become increasingly 
self-organized from 1997 to 2000 creating a more efficient but more 
sparsely connected network.  This research confirmed at a spatial level of 
analysis what was being found at a topological level in the study of com-
plex networks. 
In studies of large complex network of thousands and millions of nodes 

physicists and computer scientists have begun to incorporate spatial di-
mensions to their work.  Work by Yook, Jeong, and Barabasi (2001) has 
examined the role of linear distance in complex networks.  They found that 
the spatial layout of the global Internet router network formed a fractal set, 
determined by population density patterns around the globe (Yook et al 
2001).  A similar study at Boston University found the same effect when 
population was controlled for with the per capita GDP of regions (Lakhina 
et al 2002).  Barthelemy (2003) found that in spatial networks with scale 
free properties long distance links connect predominantly to hubs.  Further, 
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if the total length in a network is fixed, the optimal network which mini-
mizes both the total length and the diameter lies in between the scale-free 
and spatial networks (Barthelemy 2003). 
The analysis of the resiliency of networks also has a long history of 

analysis with applications in fields such as landscape ecology (Urban and 
Keitt 2001).  In addition to several discipline specific approaches there has 
been considerable recent work on the resiliency of general complex net-
works.  A widely discussed work by Albert et. al. (2000) found that com-
plex networks2 were robust to random failures but vulnerable to targeted 
attack.  The research illustrated that when nodes with a significant percent-
age of the networks connections are targeted for attack the network de-
grades rapidly leading to catastrophic failures and network balkanization. 
The initial work by Albert et. al. was quickly followed by several other 

approaches to vulnerability of large complex networks.  Callaway et al 
(2000) modeled network robustness and fragility as a percolation and 
Cohen et al (2001) using similar percolation models, both findings rein-
forcing the fragile-robust dichotomy discovered by Albert et. al. (2000).  
The research has not been without criticism, and some computer scientists 
and engineers have argued the network topology models generated in these 
studies are not accurate (Chen et al. 2001).  In fact the same heavy tail 
connectivity distribution can result from a wide variety of network topolo-
gies, some more and less resilient than others (Schintler et al. 2005). 
Combining the themes of spatial network analysis and resiliency dates 

back over thirty years (Haggett and Chorley 1969).  Analysis of the resil-
iency of spatial networks has again been picked up largely in relation to 
the analysis of critical infrastructure networks.  Utilizing a model of node 
connectivity and path availability Grubesic et al (2003) found that the dis-
connection of a major hub city could cause the disconnection of peripheral 
cities from the network.  Building upon the complex network literature 
Gorman et. al. (2004) found that incorporating spatial variables into algo-
rithms, such as global connections between cities and Euclidean distance, 
to determine the criticality of nodes in the network was more effective than 
the binary connectivity measures used in the previous studies citied.   

                                                          
2 Specifically scale free complex networks with power law connectivity distri-

butions. 
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14.4  A GIS Approach for Assessing the Resiliency of 
Networks 

This section discusses how the resiliency of networks can be assessed us-
ing GIS and analytical techniques based on complex network theory.  A 
GIS is used in the process for three reasons:  1. to define the topology of 
the network, 2. to aid in the identification of potential mitigation strategies 
for that network and 3. to visualize the result of the analysis.  The process 
uses three types of software:  a GIS and spatial analysis software, a pro-
gramming environment and a network analysis tool.  
The process begins with an analysis of the base infrastructure network – 

i.e., the network without any mitigation.  Any type of infrastructure can be 
analyzed as long as it can be described as a set of links and nodes and a 
polyline theme file for the network is available.  Some examples of net-
worked infrastructure that can be analyzed include the electric power grid, 
interstate highway system, pipeline network, fiber optic cable and the rail 
system.  The analysis can also be performed at any geographic level.   
The first step is to overlay a grid onto the polyline theme for the base 

network.  The size of the grid in terms of rows and columns needs to be 
defined and this should be done such that each cell has no more than one 
segment.  This is necessary to adequately reflect the detail of the network 
topology.  Each cell containing part of the network is assigned a unique 
number and this information is then used to create an edge list that de-
scribes how the network is structured.  A computer code can be written in 
a program to carry out this function efficiently. 
The edge list that is generated is next input into a network analysis pro-

gram to measure the criticality of each of the vertices in the network3.  The 
criticality of a vertex here is defined in terms of the total number of nodal 
pair combinations in the network that have shortest paths that route 
through that segment.  It is an indicator of how structurally important that 
link is to the network.  In social network theory, this measure is referred to 
as betweenness centrality (Freeman LC 1979).  Other disciplines use simi-
lar measures of criticality – e.g., load in physics  (Goh et al 2001) and ac-
cessibility in transportation (Garrison 1960).  
In the next step, the betweenness scores contained in this file are joined 

back to the cells in the grid overlay that was previously generated.  The 
cells weighted by betweenness scores are is used to generate a density map 

                                                          
3 The vertices are essentially the centroids of the grid cells that contain points 

from the network and they define the A and B nodes of each link in the network 
being analyzed 



300    Schintler et al. 

that provides a visual of the overall resiliency of the network and the loca-
tion of bottlenecks where there are relatively high betweenness scores and 
few alternative routes.  
A similar process can be used to analyze how different mitigation 

strategies change the resiliency of the base network.  Before carrying out 
the analysis, the potential candidates for mitigation need to be identified 
(Step 7).  One approach for doing this is to look for existing rights-of-ways 
that are used by other infrastructures.  This can be done by overlaying the 
polyline themes for other infrastructures on to the base network polyline 
theme and then by looking for locations where feasible connections could 
be added to the base network along existing rights-of-ways.  The layer for 
the density map of betweenness scores can further aid in this process by 
highlighting where additional capacity may most effectively provide alter-
native routing around high usage bottlenecks in the network.  Once mitiga-
tion strategies have been identified, the base network polyline them is up-
dated by adding in the new segments.  Once this is complete then the 
process circles back to the first step that involves the grid overlay and ul-
timately generates a new density map showing the impact of the mitigation 
strategy on resiliency.   
The betweenness scores generated in Step 5 of the process can also be 

used in another way to measure the overall resiliency of a particular net-
work and to provide some metrics by which the resiliency of different 
networks can be compared.  The approach draws from complex network 
theory and the idea that a network is less resilient if there are a few highly 
critical links or nodes, whose removal from the network would have severe 
negative consequences on the connectivity of the network and possibly 
balkanization.  Based on this hypothesis, a less resilient network would 
show a skewed distribution of betweenness scores where there are few 
highly critical links based on their betweenness scores and multiple less 
critical links.  This would most likely be represented as either a power-law 
or exponential distribution. 
To carry out the analysis, the betweenness scores for each of the net-

works being analyzed first need to be normalized by their maximum val-
ues.  Next, each set is sorted separately in descending order, the distribu-
tion of values in each series graphed and equations fit to each of these 
lines.  Some experimentation may be required to determine whether a 
power law or exponential distribution is most appropriate for each of the 
lines or that neither is appropriate and in this case the network would ap-
pear to be relatively resilient.  The functional form of the equations fit to 
each of the distributions should be consistent to allow for valid compari-
sons across networks.  The impacts of different mitigation strategies on re-
siliency can be explored by looking at the change in slope of the distribu-
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tion or by comparing other statistics such as the mean, median and stan-
dard deviation of the betweenness scores.  These metrics can then be input 
into a financial evaluation method to identify investment strategies.  For 
example, the percentage improvement in resiliency measured by the 
change in the coefficient in the estimated model distribution can be used in 
a cost-effective ratio.  These techniques are illustrated using a portion of 
the Washington, D.C. area power grid. 

14.5  Evaluating Network Resiliency:  An Empirical 
Example

This section implements the process described in Section 14.4 and ana-
lyzes the resiliency of a portion of the Washington, D.C. area electric 
transmission grid and a potential strategy to enhance the resilency of that 
network.  Figure 14.1  is a density map of the normalized betweenness 
scores for the base network.  The program UCINET 6.26 (Borgatti et. al. 
2003) was used to calculate these scores and ArcView 3.3 to generate the 
point theme for the network, the grid overlay for the edge list and to gener-
ate the density maps.  A code was written in Matlab 5.5 to convert the grid 
overlay to an edgelist.   

Fig. 14.1. A Structural Analysis of a Regional Infrastructure 
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The darkness of the shading in Figure 14.1 reflects the value of be-
tweenness, with darker, more pronounced shading indicating areas of 
higher criticality and lighter shades of gray less critical.  The analysis 
clearly illustrates the large bottleneck between the top and bottom halves 
of the infrastructure.  A baseline can also be calculated of infrastructure’s 
current resiliency based on the number of routes available to infrastructure.  
After a failure the average route length can increase, the number of avail-
able routes can decrease, and parts of the network can be disconnected.  
The addition of mitigation can decrease average route length, increase the 
number of alternate routes, and provide continuity in the case of a failure.  
For instance below is an example of mitigation to the infrastructure above, 
demonstrating how vulnerability was diffused by mitigation.  
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Fig. 14.2. Structural Analysis of Mitigation  

The impact of a mitigation strategy was also analyzed.  Figure 14.2 
shows the results of this analysis.  The circle identifies the additional route 
has been added, which now provides a method to route around the previ-
ous bottleneck.  The location for the mitigation was selected by looking for 
existing rights-of-ways.  This was done in ArcView 3.3 by overlaying a 
polyline theme for the Washington, D.C. area natural gas pipeline network 
onto the density map shown in Figure 14.2.  The location selected for the 
mitigation is along an area where a natural gas pipeline transects the elec-
tric power gird near the bottleneck identified in the initial density map.  
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The structural analysis of the network with the mitigation illustrates a 
reduction in the criticality of the old route, but also a heavy emphasis on 
the criticality of the new route.  This can be clearly seen when the differ-
ence in connectivity is calculated before and after the addition of the new 
route as seen in figure 14.3.  The mitigation has effectively diffused vul-
nerability in the old route and provided a second route to keep all the criti-
cal assets in the previous failure connected.  The white hues along the net-
work represent reductions in betweenness scores while the heavier black 
shade areas are increases in betweenness scores.  

Fig. 14.3.  Change in Structural Criticality After Mitigation 

Table 14.1 provides some summary statistics for the betweenness 
scores in the network before and after the mitigation.  These metrics 
seem to suggest that the mitigation has resulted in some improvement in 
the resiliency of the regional power grid.  The mean and median of the 
scores decreased significantly implying that criticality of a few segments 
was diffused through the network with the addition of a new route.  The 
variability in the betweenness scores measured by standard deviation and 
degree of skewness also decreased.
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Table 14.1. Summary Statistics of Betweenness Scores Before and After Mitigation 

Statistic Before After Percent Change 
Mean 0.1262 0.0957 -24.21% 
Median 0.0526 0.0487 -7.40% 
Standard Deviation 0.1714 0.1255 -26.76% 
Skewness 2.1295 2.3414 9.94% 

To visualize and quantify changes in the distribution of the scores, 
and changes in resiliency, the ranked scores are plotted for each network 
and an exponential model is fit to each series.  Power law models were 
also fit however their goodness-of-fit measures were much lower than 
the exponential models.  
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Fig. 14.4. Distribution of Betweenness Scores Before and After Mitigation 

Figure 14.4 shows that with the mitigation the distribution of between-
ness scores declines more gradually and this is also reflected by the de-
crease in the value of the coefficient on the power-law equation. Accord-
ing to this analysis, the addition of a new transmission line results in a 
6.52% increase in the resiliency of the network.  The cost of this addition 
can next be considered to measure the cost-effectiveness of the mitigation 
strategy.  As a hypothetical, suppose trenching and building an additional 
route averages around $50,000 per kilometer.  The mitigation in the sce-
nario above was 15.6 km and would cost roughly $780,000.  Using this 
figure, the cost-effectiveness ratio for every $1,000 spent is 0.0084%.  This 
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baseline can then be used to compare other possible mitigation strategies to 
determine which provides the greatest return on investment. 
Some of the advantages to the method introduced in this paper are that it 

is fairly easy to implement, flexible enough to be applied to different types 
of networks at varying geographic levels and it can be used to measure re-
siliency in terms of interdependencies between different network types.  
The latter can be accomplished by created weighted betweenness scores 
for each grid cell that reflect the betweenness values for each of the net-
works being analyzed.  
One of the limitations of using the grid-based approach introduced here 

relates to the curse of dimensionality.  As the density of a network in-
creases, the grid resolution need to adequately capture the network topol-
ogy expands and the computational power to run simulations grows expo-
nentially.  A segment-based approach, where the network topology is 
defined in terms of link intersections can be used as alternative to mini-
mize dimensionality issues although this is still an issue for any relatively 
large network.
Further research should focus on discovering methods for reducing the 

dimensionality problem and also examine other metrics for measuring re-
siliency.  This can include metrics that incorporate the operational features 
of the network, such as traffic levels, or impacts on the users of the net-
work.

14.6  Conclusion 

The predominant paradigm of critical infrastructure protection has strug-
gled with obtaining buy in and cooperation from the private sector around 
the globe.  With such a large portion of critical infrastructure owned by the 
private sector this is a particularly important hurdle to clear going forward.  
This paper has proposed a shift from protection to resiliency as one avenue 
to clear the difficulties faced by the current approach.  The new approach, 
though, must go beyond simply changing language and provide an inte-
grated methodology that allows the business case to be made to the private 
sector to invest in critical infrastructure.  Unless a sound argument can be 
made that there is a financial incentive to invest then there is unlikely to be 
much headway made in securing critical infrastructure.  To help motivate 
the private sector public policy tools can be used to incentivized infrastruc-
ture owners, but these too much be analyzed to determine their cost effec-
tiveness.  While there is no guarantee the new approaches will work it at 
least provides a baseline and metrics by which strategies, approaches, and 
policies can be made. 
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