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Abstract— One of the most dangerous  symptoms of Type 
1 diabetes is the frequent and grate oscillation of  blood glucose 
level that can lead the patient to unconscious and coma states . 
So being able to predict and finally prevent these two symp-
toms would simplify the management of the diabetic patients. 
This paper attempts to comparison the performance of MLP 
and Elman neural networks to predict the blood glucose levels 
in type1 diabetics. Data set, used in this paper consists of the 
protocol of a 10 Iranian  type1 Diabetic women  and include 
features such as  type and dosage of injected insulin, The pe-
riod of time (in hour) between two consecutive measurements 
of the blood glucose level, carbohydrate intake , exercise and 
the blood glucose level measured at start of the given period of 
time. Finally we concluded that the usage of Recurrent Neural 
Network such as Elman can be an appropriate model to pre-
dict the long term  blood glucose level in type 1 diabetics also 
we could successfully increase the accuracy of prediction and 
reduce the number of layers and neurons used in the construc-
tion of Neural Networks. 

Keywords—Diabetes, Blood glucose prediction, Elman, MLP, 
Neural Network 

I. INTRODUCTION  

Diabetes mellitus is one of the most widespread chronic 
diseases known in the world that mostly extending in devel-
oped and developing countries, so that it is forecasted 220 
million people will have this disease till 2010. Now Diabe-
tes mellitus is one of the most common chronic diseases 
with approximately 1.5 million affected people, just in Iran 
[1] . 

Most dangerous and basic symptoms associated with this 
disease are related to the frequent and grate oscillation of 
blood glucose level known as a hypoglycemic and hyper-
glycemic which can lead the patient to unconscious or coma 
states and finally some other complications such as heart 
attack , blindness, diabetics foot and mental disturbance.   

Because of this, the methods that can reduce the number 
of blood glucose level registration and also predict and 
prevent these two fundamental symptoms are the best ways 
to control and cure the diabetes. 

Different computer-assisted approaches have been at-
tempted to predict blood glucose levels and insulin require-
ments such as mathematical minimal models [2-12] Most of 

these models also incorporate prediction of the patient�s 
response to insulin and recommendations on supplements, 
adjustments, or dietary modification. These approaches 
have been based on complicated algorithms or mathematical 
models or combinations of the two. Still, there are many 
detectable and undetectable factors that are difficult to 
measure and incorporate into a model, making the model 
more or less uncertain. The ideal prediction tool should 
minimize the impact of such factors. 

In this paper we attempted to compare the performance 
of MLP and Elman neural networks in blood glucose levels 
prediction and improved the accuracy of prediction and also 
reduce the number of layers and neurons used in the con-
struction of neural network in comparison with previous 
researches in this case. 

II. DATA AND METHOD 

A. Data 

Dataset used in this paper consists of the protocols of a 
10 Iranian type1 Diabetic women with the ages between 17 
and 26 that include features such as: 

Dosage of injected short acting insulin (unit) 
Dosage of injected long acting insulin (unit) 
Period of time between two consecutive measure

 ments of the blood glucose level(hour) 
Stress level (unit) 
Carbohydrate intake (gr) 
Exercise(unit) 
Blood glucose level measured at the start of the 

 given period of time(FBGL) (mg/dlit) 

The recorded data that was used covers a continuous pe-
riod of 75 days for some of patients and 135 days for an-
other. For each day we have recorded data just in the morn-
ing and afternoon and during this interval. 75% of this 
recorded data is used to train the neural network and 25% is 
used to test the neural. 
It is noticeable that the carbohydrate intake was an estimate 
in grams. Exercise is expressed on a four step scale from 
one to four, which one means doing nothing and four ex-
presses heavy exercise. A scale from one to four was also 
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used for stress, which one means relaxing and four ex-
presses heavy stress .In this paper First, Blood Glucose 
Level (FBGL) has been recorded before breakfast and Next, 
Blood Glucose Level (NBGL) has been recorded before 
launch in each day. A sample of data is shown in Table 1. 

Table 1 Sample of dataset 
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B. Methodology

Designed algorithm for prediction of e blood glucose 
level has five steps. In first step data are divided in two 
groups of testing and training sets. In second step data must 
be normalized for using in neural network. In third step data 
are fed into the neural network and finally in forth step the 
output of neural network must be renormalized to   return in 
the correct blood glucose ranges. Block diagram of our 
designed algorithm has shown in Fig. 1. 

Fig.1 Block diagram of designed algorithm for prediction of blood glucose 
level in type one diabetics 

It must be emphasized that the present method results in 
an individual model , valid for that particular patient under a 
limited period of time because the blood glucose affected by 
some physiological conditions such as age, weight, sex and 
even some other non physiological factors . However, the 
method itself has general validity, since the blood glucose 
variations over time have similar properties in any diabetic 
patient. 

C. Multilayer neural networks 

Multilayer perceptron neural networks are capable of 
learning and parallel processing, which are valuable specifi-
cations; and commonly are being used for solving compli-
cated problems. In these networks, learning process is ac-
complished by specific algorithms which adjust existing 
weights between neuron connections. 

Neural network used in proposed intelligent algorithm, is 
a 3 layer MLP which has a hidden layer with 5 neuron and 1 
neuron in output layer. Learning criteria is based on back 
propagation. MATLAB is used to design MLP neural net-
work. Neuron active functions of each layer are used to 
determine the threshold of output layer. For output layer 
logsig activation functions and for hidden layer tansig acti-
vation functions have been used  

Neural network weights, by considering back propaga-
tion algorithm , are improving automatically in iteration 
stages calculated by (2) , in other words weight x in each 
moment equals to weight in previous moment plus gradient 
error function kg  in each stage, which is multiplied by 
learning rate ka and this will repeated so many times until 
the weights vector reaches its optimal degree which is cal-
culated by (3), versus this optimal degree, error criterion 
reaches its minimum. Error criterion is mean square error 
MSE here. 
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t(k) is expected output , a(k) is real network output and N 
is number of iterations. 

It should be pointed out that in initializing the algorithm, 
some initial quantities are being chosen randomly for 
weights and then these quantities will improve during per-
formance of the algorithm. Bias quantity which adjust the 
activation function also designate and shift the threshold 
amount of each activation function. As the initial quantities 
were random for weights, initial quantities for bias are also 
random. The entire network construction and parameters is 
tabulated in Table 2. 

Table 2 MLP Neural Network construction 

7Number of input 
[5 1] 
�tansig�  �pure line� Network Configuration 

0.01 Learning Rate 
300Number of epochs 
0.1 Training goal accuracy 

Fig. 2 shows the results of blood glucose level time series 
prediction with the MLP neural network for one of diabet-
ics. Finally the mean absolute error between recorded and 
predicted blood glucose levels for testing and training sets is 
tabulated in Table 3. 
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Fig.2 The plots show the blood glucose level  time series prediction for two parts which part (A) is related to the training set  and part (B) is related to the 
testing set. At the top of each part the small circles indicate real recorded blood glucose levels and the small squares indicate predicted blood glucose levels. 

Predicted Error and scatter function are plotted in the next terms. 

Table 3 Mean of prediction Errors for training 
and testing of MLP Neural Network 

Mean absolute error of 
prediction Steps of prediction 

22.5289 (mg/dlit) Training step 
24.1449 (mg/dlit) Testing step 

D. Recurrent Neural Network 

In contrast to feed-forward networks partially recurrent 
neural networks, especially the Elman net, offer a good 
compromise between complexity and capability. After 
modifying the network by introducing additional feed-
back loops in the context layer of the Elman net as shown 
in figure 3 it is able to learn the process that their current 
state heavily depends on events that took place in the 
past.  

The Elman Recurrent Neural Network is used in this 
paper has an identical construction with the MLP Neural 
Network in number of neurons, number of layers, Type of 
activation functions and also training algorithm .The only 
difference between two types of neural network is just 
related to the delays used in the feedback loops of Elman 
Recurrent Neural Network .The Elman Neural Network 
we used in this paper is shown in Fig. 3. 

According to the Fig. 3 the outputs of the Elman Re-
current Neural Network at each time step can be calcu-
lated as follows where )(ka j  is the output of the hidden 
layer, ijIW  are the weights of the input layer, ijLW  are the 
weights of the feed back and jV  are the weights of the 
output layer. 

)).1((tan)( ijjijij LWkaIWXsigka
))(( jj VkapurelineBGL

Fig. 4 shows the results of blood glucose level time se-
ries prediction with the Elman Recurrent neural network 
for one of diabetics.  

The mean absolute error between observed and pre-
dicted blood glucose levels for testing and training sets 
are shown in Table 4. 

Table 4 Mean of prediction Errors for training 
and testing of Elman Recurrent Neural Network 

Mean absolute error 
of prediction  Steps of prediction 

5.4597 (mg/lit) Training step 

10.4023 (mg/lit) Testing step 

(3)

(4)
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Fig.3 Elman Recurrent Neural Network 

By comparing Tables 3 and 4 we can conclude that the 
Elman Recurrent Neural Networks have more appropriate 
accuracies than the MLP Neural Networks in the blood 
glucose level prediction process. 

This result adapted to the real blood glucose regulatory 
system of the body because the glucose metabolism is 
characterized by the fact that the current state heavily 
depends on events (meals, insulin injections , exercise) 
that  took place in the past and this factor  an be provided 

with time delays in the construction of Elman Recurrent 
Neural Networks. 

III. CONCLUSIONS 

On of the most dangerous and basic symptoms associ-
ated with the diabetes disease are related to the frequent 
oscillation of blood glucose level known as a hypoglyce-
mic and hyperglycemic that can lead the patient to uncon-
scious and coma states .For this reason it is necessary to 
use, methods which can decrease the registration number 
of blood glucose level and also predict and prevent these 
two fundamental symptoms. 

In this paper we could successfully compare the per-
formance of MLP and Elman neural networks and then 
we conclude that the performance of Elman Recurrent 
Neural Network is better than the MLP Neural Network 
for blood glucose levels prediction also we could increase 
the accuracy of prediction and reduce the number of lay-
ers and neurons used in the construction of neural net-
work in comparison with previous researches in this case 
which make the algorithms faster and simpler. To im-
prove the accuracy of blood glucose time series predic-
tion we suggest that the number of effectiveness features 
must be increased and the intervals between data registra-
tion must be decreased also optimization of Neural Net-
work construction with other intelligent methods such as 
Genetic algorithms or Fuzzy Logics are another ways to 
achieve this goal. 
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Fig.4 The plot show the blood glucose level time series prediction for two parts that part (A) related to the training set and part (B) is related to the testing 
set. At the top of each part the small circles indicate the recorded blood glucose levels and the small squares indicate the predicted blood glucose levels. 

Predicted error and scatter function are plotted in the next terms. 
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