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Preface

Urban and regional planners develop and evaluate plans for communities—the 
places we live, work, interact, and entertain on a daily basis. Their responsibilities 
require skills of retrieving, analyzing and presenting data. One of the required 
courses in all planning programs is planning methods. While teaching such a 
course we feel the need for a text book that provides an up-to-date introduction to 
the fundamental methods related to planning and human services delivery. In 
specific, this book describes methods used in four areas: demographic analysis, 
economic analysis, land use analysis, and transportation analysis. 

Many people have been helpful and supportive throughout this endeavor. 
Up front are our families who understood and supported us during the period. 
Andrea Yang, Rainer’s wife and also a planner, edited various chapters. David 
Edelman and Wolfgang Preiser provided suggestions for the content of this book 
and excellent insights and guidance whenever we asked for. We are grateful for 
the release time that David Edelman, the School Director, gave us on behalf of 
the entire School of Planning faculty. 

We would like to thank Dr. Stefan Rayer, Dr. Chen-Ping Yang and Dr. 
Zhongren Peng, who took time from their busy schedule to review various chapters. 
Dr. Rayman Mohamed used some preliminary chapters in his planning methods 
class and gave us valuable feedback. Their comments and suggestions significantly 
improved the book. 

Our graduate students in the School of Planning, University of Cincinnati, 
S. Madi Fusco, Elisabeth Kramer, Tony Bonanno, Tatiana Kosheleva, and Nikita 
Jones prepared data, exercises, and edited the text. Many other students in the 
research method classes also commented to the manuscript. 

We also wish to thank Dr. Donglu Shi, for his collaboration throughout the 
process.

Xinhao Wang and Rainer vom Hofe 
Cincinnati, Ohio, USA 
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Chapter 1  Introduction: Planning Research  
   Methods 

1.1  Planning

Planning is a profession that is concerned with shaping our living environment. 
Frenchman (2000) observes that the profession of planning is alive and more 
plans have been made recently than ever before. As an example, a comprehensive 
plan sets the basis of land use policies and guides a community from where it is 
today to where we want it to be in the future. As the concept of sustainable 
development and the need for public involvement in planning by diverse groups 
become more widely accepted among politicians, policy-makers and the general 
public, it is critical to incorporate impact assessment and analysis into the 
planning and decision-making process. During such a process, planners bring 
stakeholders together (e.g., elected officials, business representatives, developers, 
community groups, residents, etc.) to set development goals and policies (e.g., 
what are we trying to achieve and how?). To do so, all stakeholders in a community 
should work together to analyze, compare, contrast and prioritize different 
development alternatives for a sustainable future (Smith et al., 2000; Wang, 2001). 
Planners, in particular, have the responsibility of gathering and evaluating available 
data, as well as accurately presenting future consequences of different action 
proposals to all stakeholders (Halls, 2001).  

Alternatives of future actions are ultimately formulated from the evaluation 
of stakeholders’ input on development goals and policies. Planning can take 
place at various scales. At the neighborhood scale, planning may help empower a 
community to deal with appropriate service deliveries, such as initializing a neigh- 
borhood revitalization project, creating a thriving, pedestrian-friendly environment, 
promoting mixed-use land developments and building an economically attractive 
environment for businesses. 

Planning may also occur at a large geographic scale such as a metropolitan 
area. Regional planning is the term often used when the planning focus goes 
beyond the neighborhood level. Portland, USA, is often revered as an example of 
good planning on a larger geographic scale. Portland’s planning success is partly 
attributable to the establishment of an “urban growth boundary” in conjunction
with the implementation of a light rail system. Portland’s successful revitalization 
of the Rose Quarter neighborhood, on the other hand, would be an example of 
good neighborhood planning.  
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Planners may work for the public sector (e.g., in the United States, city, 
county, state and federal governments), the nonprofit sector (e.g., neighborhood 
or special interest organizations), or the private sector (e.g., consulting firms). 
Planners’ responsibilities vary widely. Planners may work as generalists, engaging 
in many types of issues for a specific geographic region, or they may be specialized 
in one subject field. The issues planners face may be related to land use, economic 
development, transportation, environment, urban design, housing or social equity.

Independent of the geographic scales, the sectors, or the subject fields, all 
planning efforts have a strong commonality: planning professionals can affect the 
future of a community with their abilities to understand the history of the 
community, to respond to the forces for growth, and to anticipate the future of 
the social, economic, environmental and cultural status of a community. We 
cannot develop a plan for an area before we understand it (Isserman, 2000).  

1.2  Planning Analysis 

Responsible planning entails a solid understanding and competence of the 
comprehensive and complex community features, including the physical, 
economic, and social factors that influence a community’s future. There are two 
broad entities that form the core of the planning profession: (1) the social, 
behavioral and cultural relationships between people and (2) the form and quality 
of the built or natural environment. An effective planner must have com- 
munication skills, expertise in one or more subject areas and dedication to the 
harmony between humans and the environment. In addition, the complexity of 
planning problems often requires planners to acquire qualitative and quantitative 
analytical skills in order to make sound, justified recommendations. It is 
necessary to understand how humans and the environment interrelate in order to 
plan long-term visions that would lead to a better future for a community.  

The importance of planning analysis as the basis of the planning process has 
long been widely acknowledged (Bracken, 1981). Many research studies have 
explored the potential of using a geographic information system (GIS) to store 
spatial data, to perform interactive spatial analysis, to sketch a city and to display 
data and modeling results through maps and tables (i.e., Singh, 1999; Batty, et al., 
1999; Brail and Klosterman, 2001). Klosterman (1999) elevated the GIS application 
by developing a scenario-based, policy-oriented planning support system (PSS), 
“What If ?” that used GIS data to support community-based processes of 
collaborative planning and collective decision-making. To take the advantage of 
the development of computing technology, this textbook introduces several 
                                                       

Association of Collegiate Schools of Planning, Guide to Graduate and Undergraduate Education in Urban and 
Regional Planning, 11th ed.
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common methods in the planning analytical toolbox. We have written this book 
with the following objectives in mind.  

The first objective is to present a wide variety of urban and regional 
planning analytical methods. The strength of this book lays in the detailed 
explanation of selected analytical methods. Since this is a text book on planning 
research methods, students will apply the methods with hands-on exercises using 
real world data. Planning professionals will also find the book is an invaluable 
reference.

The second objective is to present these selected analytical methods in a 
manner that will allow the readers to apply individual methods on their own.   
The book emphasizes the theoretical foundation, data requirement, assumptions, 
limitations, and constraints of the analytical methods, using practical examples. 
We want to bring theory, data gathering and result interpretation together and 
prepare the readers for the rather difficult task of collecting the “right” data and 
using the “right” methods. 

The third objective is to emphasize how different subject areas in planning 
relate to each other. More specifically, we want to demonstrate how the result of 
the analysis of one subject area may feed as input into the analysis of another 
subject area. For instance, a population projection may be used in a land use 
analysis in order to answer a question “Is there enough land to accommodate the 
projected population growth in the region?”  

This textbook sets itself apart from other planning textbooks in the fact that 
it uses a holistic approach of presenting and combining a wide variety of selected 
planning methods in one textbook. There are an astonishing number of analytical 
methods applicable to the study of urban and regional development and human 
service delivery. Therefore, in this textbook, we keep the focus limited to four 
fundamental pillars of planning methods: (1) demographic analysis, (2) economic 
analysis, (3) land use analysis, and (4) transportation analysis. This book provides 
an up-to-date introduction to the fundamental of the research methods that aid 
planners in answering the “who”, “what”, “where”, and “how” questions about 
human activities in a community: “Who are the people living here?” (demographic 
analysis); “In what activities are people involved?” (economic analysis); “Where 
in the region do these activities occur?” (land use analysis); and “How are people 
and their various activities connected spatially?” (transportation analysis).  

1.3  The Illustrative Study Area—Boone County,  
 Kentucky, USA 

In addition to the detailed explanation of individual methods, we constantly 
remind the readers of the interrelation of these four areas of planning analysis. 
This more holistic approach is necessary because most planning issues stem from 
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a number of issues involving several planning disciplines. Examining strategies 
in preparing a comprehensive plan is an example that different planning disciplines 
intersect. Comprehensive plans, often the foundation for local planning, envision 
a community’s future development. Comprehensive plans may describe and 
prioritize where development will occur, when development is expected to occur, 
and who will be part of or be affected by the future development. Using a variety 
of analytical methods provides the means to better understand the past and the 
present, in order to make educated recommendations regarding how to predict 
the future. Such prediction shapes strategies to direct future growth of population 
and employment opportunities, and to provide adequate land and efficient 
transportation facilities to meet the anticipated demand.  

Throughout this book, we primarily use Boone County, Kentucky, USA as 
the region to illustrate the use of various methods in practical real-world scenarios 
(Fig. 1.1). Using the same geographical region enables us to demonstrate how 
several planning methods may intersect with each other. Boone County, the 
northernmost county in the Commonwealth of Kentucky, is just across the Ohio 
River from Cincinnati, Ohio. When it was officially established in 1799, Boone 
County was primarily a rural county. In its early days, the county was isolated 
from its neighbor Cincinnati by the Ohio River, despite their relative proximity. 
Farming was the predominant activity and crops could be easily transported on  

Figure 1.1  Boone County, USA 
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the Ohio River, which constitutes the northern and western border of the county. 
The average farm size for Boone County in the nineteenth century was around 
100 acres, and cash crops included corn, soybeans, tobacco, and livestock. While 
agricultural activities were inherently a major part of Boone County’s economy, 
it was the river trade that truly fueled the county’s population growth, which 
increased modestly until the end of the nineteenth century. It wasn’t until the 
twentieth century that Boone County’s proximity to urban Cincinnati began to 
have inevitable effects. The industrial revolution was in full swing and Cincinnati 
provided many jobs, particularly in manufacturing, that paid good wages. Boone 
County’s population started declining for decades as people migrated to Cincinnati 
for manufacturing jobs. This trend of migration began to reverse in the 1940s as 
integral transportation links were constructed within the county, including the 
Cincinnati/Northern Kentucky International Airport and Interstate Highway 71 and 
75. The county’s population is now expanding due to the increased accessibility. 
Today, Boone County is considered one of the fastest growing counties in 
Kentucky.

Boone County has three incorporated cities: Florence, Union, and Walton. 
The 2000 Census indicates a total population of 85,991 with a total employment 
of 68,684.  This clearly shows that Boone County has not simply grown in terms 
of residents; it has also become an employment center. This is a result of being 
strategically located along I-71 and I-75; having the international airport and all 
of its support activities (e.g., couriers and messengers, storage and warehousing); 
having an over 100,000 square foot regional shopping mall    with over 130 
specialty retail stores; and being the home to some specialized manufacturing 
firms (e.g., frozen specialty foods and printing). 

Despite it’s recent rapid growth, parts of Boone County are still very rural. 
For example, the county enjoys a growing horse community in its rolling bluegrass 
hills. As one of the fifteen counties of the Cincinnati-Middletown metropolitan 
statistical area (MSA) , Boone County offers all the urban amenities while 
maintaining a relatively rural setting. However, Boone County is quickly 
growing out of its rural character. This growth, which has concentrated in the 
east of the county near the highway, is beginning to disseminate westward towards 
the more rural area. Since Boone County offers a large percentage of available 
land near urbanized Cincinnati, this rapid growth is projected to continue well 
into the future. 

                                                       
Source: www.boonecountyky.org/history.htm.
Source: Census Bureau and Bureau of Labor Statistics.
The Cincinnati-Middletown OH-KY-IN Metropolitan Statistical Area includes the following counties: 

Dearborn, Franklin, and Ohio in Indiana; Boone, Bracken, Campbell, Gallatin, Grant, Kenton, and Pendleton in 
Kentucky; and Brown, Butler, Clermont, Hamilton, and Warren in Ohio. Source: Census Bureau, Metropolitan 
and Micropolitan Statistical Area Definitions.
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1.4  Structure of the Book 

This textbook is written as an introductory book for upper level undergraduates 
and graduate students. It includes mathematical equations at a level of complexity 
that non-mathematicians will be able to comprehend. As each new method is 
introduced, a scenario or application is presented. The best way to learn analytical 
methods is to study them in the context of an application-driven, real-world 
scenario. Since this textbook is an introductory text, it will not cover every 
analytical method in the greatest possible detail. Instead, it will provide students 
with enough conceptual and theoretical background to understand the principles 
and working mechanisms of the presented methods.  

The book is divided into eight chapters. In addition to this chapter, Chapter 
2 is a general presentation of the “three-step approach” of transforming observed 
phenomena (data) into constructive information which is used to help guide a 
decision-making process. The three steps are: data collection, data analysis, and 
data presentation. The distinction between different types of data, i.e., qualitative 
and quantitative data, the four levels of measurements, and the process of data 
aggregation are discussed. The discussion of data analysis focuses on basic 
statistical measurements, such as measures of central tendency and dispersion, 
and the basics of correlation and regression analysis. Part of the data analysis 
introduces the fundamentals of spatial analysis, including GIS which has 
increasingly been used in planning analysis. In the end of the chapter, the 
numerous ways of presenting data analysis results are described. Tables, charts, 
scatter diagrams, and maps are all ways to present data analysis results and 
findings in an appealing and easy to understand way. 

Chapter 3 covers the fundamentals of demographic analysis, i.e., population 
size, distribution, composition (i.e., sex and age), and change over time. In the 
section on trend extrapolation methods, emphasis is placed on how past trends 
can be extrapolated into the near future for the sole purpose of projecting future 
population. The models discussed include easy to use extrapolation methods such 
as the share of growth and shift-share model, as well as more sophisticated 
population models such as the geometric and the logistic population model.  
The last section describes the principles of cohort-component model. Populations 
change naturally from births and death and through migration. Each of the three 
components is discussed in detail, including all the rates, i.e., fertility, survival, 
and migration rate. Each section brings empirical examples using Boone County’s 
population and concludes with remarks on strengths and weaknesses of covered 
population models.  

Chapter 4 is devoted to widely used analytical approaches built upon the 
concept of economic base analysis. The conceptual framework of the economic 
base theory is explained with cross-references to the Keynesian macroeconomic 
framework. We will start with the simple task of putting together a regional 
economic profile of Boone County, Kentucky. The state of Boone County’s 
6
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economy is assessed by studying the economic base of the county at two points 
in time and comparing the county’s economy to the economy of a larger benchmark 
region. Based on the notion of an economic dichotomy, several methods are 
described that allow the division of a regional economy into a basic sector, which 
is export-oriented, and a non-basic sector, which is locally-oriented. These 
methods include location quotient and minimum requirement method. Location 
quotient is one of the most widely used economic tools in planning to distinguish 
basic and non-basic sectors. The economic base multiplier is discussed in detail 
as it provides the means of assessing the regional economic impacts with selected 
key variables, such as employment, following an initial change in the basic sector. 
This chapter concludes with the introduction of the shift-share analysis which 
focuses on explaining the reasons for economic growth or decline in selected 
industry sectors. 

Chapter 5 is an introduction to the fundamentals of input-output analysis. 
The chapter stresses the importance of the input-output analysis as a valuable 
tool for planners in the context of economic development and its value as an 
instrument for economic impact analysis. The chapter begins by explaining the 
theoretical background of the input-output framework and how input-output 
tables can be derived from economic accounts of firms and businesses. The 
input-output table and its economic transactions are discussed in detail, which is 
followed by a step-by-step approach that shows how the input-output table and 
all its transactions can be used for building an economic impact model. The 
derivation of input-output based multipliers is described in the context of the  
type output multiplier. The notion of the open versus the closed model is 
explained and subsequently the type output multiplier is derived. Additionally, 
household income multipliers, income multipliers, household employment 
multipliers, and employment multipliers are calculated using the same database 
for the open, as well as the closed, economic framework. The chapter concludes 
with a discussion of assumptions and weaknesses of the input-output framework 
and the introduction of the social accounting matrix (SAM), which is an 
extension of the input-output framework. 

Chapter 6 focuses on several aspects of land use analysis. Because of the 
close interrelationship of land with human activities, such as employment, 
residential, and recreational use, land use analysis plays a key role in rapidly 
growing areas with increasing demand for more land to be developed. Land use 
analysis provides the means to categorize current uses of land, to evaluate 
potential land use change within the existing legal framework, and to assess 
various impacts of proposed land use changes such as environmental, economic, 
traffic, services, or aesthetic impacts. This chapter begins with a manifestation of 
the land-human relationship and explains the concept of land use intensity.     
The increasing intensity of human activities is used as basis to explain the 
comprehensive phenomenon of societal change in the context of urbanization. 
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Different land classification schemes, which distinguish between different human 
activities at various levels of intensity, are introduced. Land use mapping is 
introduced as a way of graphically presenting the land-human relationship. Land 
suitability analysis is presented as a tool to identify developable land parcels 
under consideration of physical constraints (i.e., slope, soil, groundwater aquifer, 
and flood plain), access constraints (i.e., distances to roads, surface waters, sewer 
lines, or water lines), and cost/benefit of the development. Accordingly, land 
suitability analysis is described in detail as a systematic eight-step procedure to 
identify developable land. Considering the increasing availability of land use 
databases in a GIS format, the concepts of land suitability analysis are also 
explained using GIS.  

Chapter 7 deals with the last of the four planning methods presented in this 
book—transportation analysis. There is much written on this subject by planners, 
economists and engineers alike, and we do not attempt to provide full coverage of 
transportation analysis. Today, transportation analysis, and therefore transportation 
models, are widely used and have achieved a high level of sophistication and 
complexity. Almost all larger metropolitan areas use transportation models to 
some extent. Transportation models often are developed and calibrated to reflect 
the very region-specific aspects of transportation systems. Nevertheless, many of 
these models are built on similar principles which often have a long-standing 
tradition in transportation analysis. As such, this chapter begins with an explanation 
of basic concepts in transportation analysis. For instance, the notion of nodes, 
links, traffic volume, average daily traffic (ADT), average peak hour traffic (PHV), 
and traffic analysis zones (TAZ) are described. The main part of this chapter is a 
description of what is commonly referred to as the traditional 4-step travel 
demand modeling process: trip production, trip distribution, mode choice, and 
trip assignment. This chapter must be seen as a basic, but essential, introduction 
to the traditional process of travel demand analysis. We want to emphasize the 
importance of understanding these basic principles of travel demand analysis for 
continued and more sophisticated studies in travel forecasting. 

The significance of a holistic approach to analyze a study region is 
reemphasized in Chapter 8, which recaps and synthesizes previously discussed 
analytical planning methods. Although the chapter does not add much to 
concepts and principles of planning analytical methods, it is what we considered 
our favorite chapter. Like most planners, we prefer to actually get our hands dirty 
and do some real-world analysis instead of only talking about assumptions, 
strengths, and shortcomings of these methods. This last chapter brings together 
many planning methods presented throughout the book in an applied manner. 
Using a more holistic approach demonstrates how these four areas of planning 
analyses—demographic, economic, land use, and transportation analysis—can 
complement each other and therefore give analysts a more comprehensive 
understanding of the characteristics and dynamics of a community. 

8



Chapter 1  Introduction: Planning Research Methods

Along with the advancement of computers, we have seen many powerful 
software packages that can perform sophisticated planning analyses. In the literature, 
scholars have demonstrated the power of computers in planning application 
(Brail, 1987; Cartwright, 1993; Huxhold et al., 1997). Cartwright (1993) sum- 
marizes the advantages of spreadsheets as easy to program and easy to modify. 
Therefore, a user can be more likely to understand how a model works. For those 
experienced with spreadsheet software, none of these planning analyses will be 
much of a challenge; and, with the data provided everybody should be able to 
replicate the demonstrated analyses.  

Section one shows the step-by-step approach of a cohort-component 
population projection for Boone County, including how to build the Boone 
County population pyramid, a straightforward task that sometimes can be quite a 
challenge to format. The next section demonstrates how land suitability analysis 
can be used for household allocation modeling. More specifically, how can we 
determine if there is enough land to accommodate the projected population 
growth, and if so, where would the proper locations for the new residential 
development be? A detailed example of an economic impact analysis for a 
hypothetical employment increase in Transportation and Warehousing sector in 
Boone County is described in the third section.  

While commercially available software packages would simplify the task, 
we decided to do the entire input-output analysis in spreadsheet format. This 
should add more to the understanding of the working mechanism of input-output 
analysis. Such knowledge will help the readers to avoid errors when they interpret 
analytical results. Particularly, we show how to build an input-output table, 
which looks like the ones in standard textbooks, based on a commercially 
available database. The derivation of the output, income, and employment 
multipliers is demonstrated step-by-step, followed by an interpretation of results 
on this hypothetical impact scenario.  

The last section concludes with an example on trip generation and trip 
distribution. We will use illustrative numbers to go through the process in 
spreadsheet. Readers will experience the meaning of balancing trip production 
and trip attraction. In the end, we will calculate the number of additional trips 
generated following the hypothetical employment increase and how these 
additional trips affect the trip generation in other traffic zones. 

The chapters are arranged so that this textbook can be used in a course in the 
quarter system as well as the semester system. To permit an appropriate coverage 
of relevant analytical methods, we suggest chapters 3, 4, 6, and 7 be used as the 
core material. If time permits, chapter 5 might be helpful in explaining the nuts 
and bolts of economic impact analysis while chapter 8 brings detailed descriptions 
on how planning analytical methods can be carried out. 
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Chapter 2  Data and Data Presentation 

Planning is a process that designs a plan of action or evaluates the impact of a 
proposed action to achieve a desirable future. During this process planners often 
obtain the necessary data from different sources, analyze them efficiently and 
comprehensively, and present the results in easily understandable forms. The 
rationale for such a process is that public policy and decision makers derive their 
decisions based on the anticipated future from knowledge about the present and 
the past of a community. The three-step procedure—data collection, analysis, and 
presentation has the goal of accurately presenting the information to reflect what 
has happened and what may happen.  

It is worthwhile to distinguish the difference between data and information. 
Through observations, experiments and measurements, we collect data about the 
objects we are interested in. In another word, data represents the facts about the 
objects. Although unavoidable, the affect of personal judgment should be kept to 
minimum. Ideally, data should be the same regardless of who collects them. In 
reality, data collection is both a science and an art. There is abundant literature 
discussing data and data collection. In this book, we will assume that data are 
available and represent real world phenomenon well. 

Information is our interpretation of the data. This is the process of summarizing 
data into a form that people can easily understand what real world features    
those data may represent. Figure 2.1 illustrates the process of converting data 
into information. There are large quantities of data. Each data value describes one 
feature of the object which we are interested in. Data aggregation summarizes 
data into groups in order to reduce the data quantity to manageable categories. 
Data analysis explores and describes the distribution patterns within a category 
and the relationships between the categories to generate information. Finally, the 
presentation process applies various forms of media and formats to inform the 
analytical results to the audience. We will discuss the three components in detail 
in later sections. 

Data can be numbers, text, photos or other forms of records that describe the 
status and behavior of a subject. Data are collected through various forms of 
research, such as surveys, observations, experiments, or interviews. A researcher 
can collect data as part of the project or use data collected by others, which is 
called secondary data. For example, we may use a survey method to collect data 
about people’s opinions on a proposed shopping center. Figure 2.2 lists the data 
from a survey of 40 people. The data values are “For” or “Against”. Some examples 
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Figure 2.1  The process of converting raw data into information 

For For For Against Against Against Against For Against Against 

For For Against For For Against Against For For For  

For For For Against For For For For Against Against 

Against Against Against Against For For Against Against For Against

Figure 2.2  Survey data of 40 people on a proposed shopping center 

of the data we will use in this book are population and economic numbers, land 
use maps and traffic counts. 

2.1  Data 

Data must first be organized by variables in order to be useful (De Vaus, 2002). 
For example, the data shown in Fig. 2.2 are all about people’s opinions toward the 
proposed shopping center. The variable is therefore named as “attitude about the 
proposed shopping center.” Using the variable terminology, data are the variable 
values obtained from observations. Variable values, which reflect the characteristic 
or quality of an object, can be text or numbers. To make a variable useful in a 
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study the variable values must show variation. That is, the range of possible values 
should be wide enough to describe the differences. In the shopping center example,
the variable has two values, “For” and “Against”, that represent the differences 
of opinions. 

Let’s look at another example. When a planner prepares a community plan, 
one of the first tasks is to analyze the population characteristics. The United States 
Census Bureau conducts a census count every decade and publishes the results in 
summarized form. For example, the population in Boone County, Kentucky in 
2000 was 85,991. Among them, 43,492 were female and 42,499 were male. 
These three numbers are derived from data about individuals. In this case, the 
85,991 pieces of data were summarized into three numbers, which provide 
information about population in Boone County. The reduction from 85,591 to 3 is 
quite significant. Further, a reader can easily know the Boone County population 
size from these numbers, which would be difficult to derive from the original data.  

This data can be further processed. For example, when we divide the ratio 
of female to male population:  

Ratio = 43,492 / 42,499 = 1.02 

Then, we can use this one number to describe that there are about 2% more 
females than males in Boone County. In this example, two variables were used 
from census—gender and county. For the gender variable, the possible values are 
male and female. For the county variable, the possible values are the collection 
of counties in the United States. In the end, a third variable, female to male ratio, 
is used to describe the gender composition in a county. This example shows a 
simple example of data process. 

Figure 2.3 shows that data can be divided into two types—quantitative and 
qualitative. We can simply interpret the two data types as numeric and 
nonnumeric data (Babbie, 2004). Qualitative data, also called categorical data, 
describe the characters of the object of interest. The “For” or “Against” the 
shopping center are examples of qualitative data. Quantitative data are numerical 
values, which can be further divided into discrete and continuous data (Johnson 

Figure 2.3  Illustration of data types 
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and Kuby, 2004). Discrete data are integers and continuous data have decimals. 
Discrete data normally are related to counts, such as the female population in a 
county. Continuous data are measures of certain features, such as the amount of 
residential land in a county measured in square kilometers. Different data types 
represent the variations of a variable with different detail levels, which is called 
level of measurement. 

2.1.1  Level of Measurement 

The basic requirement for the aggregation of a single variable data is that the 
categories resulting from the aggregation should be exhaustive and mutually 
exclusive. This means that any variable value should always belong to one and 
only one category. The categories can be represented in four levels of measurement 
from lowest to highest—nominal, ordinal, interval and ratio. These four levels 
reflect the different extents of measuring variation. Table 2.1 illustrates the 
progress of the four levels of measurement. 

Table 2.1  The progress of the four levels of measurement 

Difference Order Known Difference True Zero
Nominal
Ordinal
Interval
Ratio

At the nominal level of measurement, the lowest level of measurement, the 
focus is to show the “difference” among variable values. An example of a nominal 
level of measurement is land use categories as shown in Table 2.2. Each land use 
code represents a land use category, such as urban, agricultural, or rangeland. 
Normally, the code is represented with a word or a letter. Even though sometimes 
numbers are used they still only reflect the difference. In Table 2.2 Tundra is 
represented with the number 8 and Forest Land with the number 4. It does not 
imply that Tundra is twice as large as Forest Land.  

Table 2.2  Anderson Level I land use land cover classification 

Code Description Code Description
1 Urban or Built-up Land 6 Wetland 
2 Agricultural Land 7 Barren Land 
3 Rangeland 8 Tundra
4 Forest Land 9 Perennial Snow or Ice 
5 Water
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At the ordinal level of measurement, variable values are expressed in 
categories that can be ranked. For any two values in different categories, one can 
tell which has a higher value. Table 2.3 lists population rates in the eight OKI 
counties. Warren and Boone Counties are labeled as “High Increase” and that for 
Campell and Kenton Counties are “Low Increase”. The information from this 
level of measurement demonstrates that (1) Warren and Boone Counties have 
different population growth rates than the Campbell and Kenton Counties; (2) the 
difference between Warren and Boone Counties, or between Campbell and 
Kenton Counties are insignificant; and (3) Warren and Boone Counties grow at a 
faster rate than Campbell and Kenton Counties. 

Table 2.3  1990 2000 population growth rates in OKI counties (ordinal level)  

County State Population Growth Rates 
Boone Kentucky High Increase
Butler Ohio Moderate Increase 
Campbell Kentucky Low Increase 
Clermont Ohio Moderate Increase 
Dearborn Indiana Moderate Increase 
Hamilton Ohio Low Decline
Kenton Kentucky Low Increase 
Warren Ohio High Increase

At the interval level of measurement, a variable is measured with numerical 
values. The actual difference between two values has specific meaning. For 
example, the first zoning ordinance was introduced in New York City in 1916 .
And, a similar ordinance was adopted in Shanghai in 1929 (Huang, 2001). This 
level of measurement can be interpreted as (1) the two cities adopted a zoning 
ordinance at different years (nominal level); (2) New York City adopted its 
zoning ordinance before Shanghai City (ordinal level); and (3) Shanghai adopted 
its zoning ordinance 13 years after New York City (interval level).  

In addition to all the features of the interval level of measurement the ratio 
level of measurement, which is the highest level of measurement, implies that 
the values are measured against a meaningful zero value. For example, the highway 
length in municipality A can be described as twice as long as municipality B if 
the total highway length in municipality A is 500 kilometers and in municipality 
B it is 250 kilometers.  

In the following example, we can see how to measure a variable at the four 
different levels. To measure the variable, population by county, at the ratio level, 

                                                       
The 1916 Zoning Resolution became a model for urban communities throughout the United States. 

http://www.nyc.gov/html/dcp/html/zone/zonehis.html
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we need to know exact population counts for each county. Part I of Table 2.4 
contains 2,000 population for the eight OKI counties. For example, there are 
85,991 people in Boone County, 845,303 in Hamilton County (where the City of 
Cincinnati is located) and 332,807 in Butler County. From those population 
numbers, we can see that Butler County is about 4 times as large as Boone County 
and Hamilton County is three times of Butler County. This ratio is meaningful 
because the number zero means no people living in a county. 

Table 2.4  2000 population in OKI counties 

County State
Population 

2000
County State

Population 
2000

Part : Ratio Level Part : Ordinal Level 
Boone Kentucky 85,991 Boone Kentucky Medium
Butler Ohio 332,807 Butler Ohio Large
Campbell Kentucky  88,616 Campbell Kentucky Medium
Clermont Ohio 177,977 Clermont Ohio Medium
Dearborn Indiana 46,109 Dearborn Indiana Small
Hamilton Ohio 845,303 Hamilton Ohio Large
Kenton Kentucky 151,464 Kenton Kentucky Medium
Warren Ohio 158,383 Warren Ohio Medium

Part : Interval Level Part : Nominal 
Boone Kentucky 91,986 Boone Kentucky A
Butler Ohio 154,830 Butler Ohio B
Campbell Kentucky 89,361 Campbell Kentucky A
Clermont Ohio 0 Clermont Ohio A
Dearborn Indiana 131,868 Dearborn Indiana C
Hamilton Ohio 667,326 Hamilton Ohio B
Kenton Kentucky 26,513 Kenton Kentucky A
Warren Ohio 19,594 Warren Ohio A

Part of Table 2.4 is an example of the interval level of measurement. We 
used Clermont as the base to compare 2000 population in the OKI eight counties. 
From the table, we can see that Boone County’s population is less than that of 
Clermont County by 91,986 people while Butler County’s population is 154,830 
more than that of Clermont County. At this level of measurement, the number 
“0” for Clermont County does not mean zero population. It only represents a 
relative point of measurement. Therefore, we cannot derive the population ratio 
between any two counties. 

If all we want to know is the order of the counties by population, we can 
measure the population variable at the ordinal level. As shown in Part  of 
Table 2.4, the counties are labeled “Large”, “Medium”, or “Small” according to 
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county population. At this level, we can confidently say that Hamilton County is 
larger than Boone County, although we do not know by how many more people. 

If the research only requires us to know which counties are similar in size, a 
measurement at the nominal level would be sufficient. In this case, we can assign 
letters “A”, “B”, and “C” to the three groups of counties. From Part of Table 2.4, 
we can quickly conclude that Boone County is similar in size to four other counties. 
Hamilton and Butler counties are similar in size and Dearborn County is unlike 
any of other counties in terms of population size. However, we are unable to tell 
which county is bigger. 

There are two important issues related to the Levels of Measurement. First, 
the higher the level, the more effort is required for measurement, data storage and 
analysis; therefore, it will require more funding and time. In the country population 
example, little effort is required to compare the sizes of Boone County and 
Hamilton County at the nominal level—they are different (Part in Table 2.4). 
The variable value for Boone Country is “A” and the variable value for Hamilton 
Country is “B”. However, it will require a lot more effort to compare the two 
counties at the ratio level. We must search for population data for the two counties 
(Part in Table 2.4). With these data, we can say that the population size in 
Hamilton County is about 10 times as large as that in Boone County. 

The second issue is that a measure at a higher level can be converted to a 
lower level while the other way is impossible. Let’s use the county population 
example again. If all we know is at the nominal level of measurement, as shown in 
Part  of Table 2.4, we cannot derive a higher level of measurement, such as 
knowing which group represents larger population size. On the other hand, once 
we have the numerical population values, we can measure population at any of 
the four levels. We would like to offer one word of caution about changing the 
level of measurement. As we see in Table 2.4, the conversion from interval level 
to ordinal level requires a researcher’s judgment. We used a criterion that any 
county with population greater than 300,000 is a large county. Therefore, Butler 
County and Hamilton County are in the “Large” category. If we change the 
criterion to 170,000, then Clermont County also will be in the “Large” category.  

With the knowledge of the level of measurement for a variable, we can decide 
how to interpret the variable data. Because computers are much more efficient 
with numbers than text, nominal variable values are often stored as numbers. When 
you know that a measure is nominal, you will only use the numerical values as 
category identifiers. The knowledge of the level of measurement also helps you 
decide what statistical analysis to use. Certain analysis, such as calculating the 
mean, would not be applicable to a variable at the nominal level of measurement. 
Now we have discussed the four levels of measurement. How do we decide when 
to use what level of measurement? For certain variables, it is easy to decide. For 
example, the land use variable can only be measured at the nominal level. For 
some other variables, the measurement can be made at several levels. Therefore, 
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the decision should be made according to the goal of study. A rule of thumb is to 
use the lowest level of measurement that satisfies the study goal. If you are not 
sure then use a higher level than the one you think might be sufficient. 

2.1.2  Data Aggregation 

Data aggregation is a process of grouping individual variable values. There are 
many different options of data aggregation. Let’s look at three of them. The first 
option is to group data based on the values of a single variable. We call this 
reclassification. The second option is to group data based on another variable. We 
call it sectoral aggregation. The third option of data aggregation is to group data by 
their spatial locations. 

2.1.2.1  Reclassification 

Reclassification is a process that aggregates data at the current or lower levels of 
measurement in order to reduce the data amount and achieve satisfactory analytical 
quality. For example, residential land in a municipality is measured at the nominal 
level as high density residential, rural density, residential, and medium density 
residential. If a study does not require the detail of different residential land uses 
we may reclassify these three values into a single value—residential land. This 
could significantly reduce the data size without affecting the analytical result. 

For numerical variable values, there are different ways of reclassification. 
The most commonly used reclassification methods are cluster, quantile and equal 
interval. The cluster approach ranks data based on the values and measures the 
distance between two adjacent data pieces. The reclassification normally starts with 
the largest distance and moves down to the next largest distance. This process is 
repeated until the desired number of groups is reached. Using the quantile 
classification we will divide the data records into classes in a way that each group 
has an equal number of data pieces. Using the equal interval method we will first 
calculate the range of data values (maximum minimum) and then divide the 
range by the number of groups to decide the break points.  

Let’s use the data in Table 2.5 to illustrate the three different classification 
methods. The table shows the 2000 population density by census tract in Boone 
County, Kentucky, USA. There are 16 census tracts in Boone County. We will 
reclassify the census tracts into four groups. 

In Table 2.5, the “Tract” column stores the census tract identification number, 
the “Population” column is the 2,000 population. The census tracts are sorted by 
2,000 population, from the lowest to highest. The “Order” column lists the rank 
order. When we use the quantile classification method, the rule is to assign equal 
numbers of census tracts to each group. In this case, four census tracts are assigned 
to each group, e.g., 16 tracts divided by 4 groups. The group assignment using 
the quantile method is stored in the “Quantile” column. 
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Table 2.5  2000 population by census tract in Boone County  

Order Tract Population Quantile
Equal

Interval
Difference

Rank of 
Difference

Cluster

1 706.01 2,330 1 1 1
2 706.04 2,527 1 1 197 11 1
3 703.04 2,895 1 1 368 7 1
4 704.01 3,338 1 1 443 5 1
5 705.02 4,263 2 2 925 4 1
6 703.07 4,521 2 2 258 8 1
7 703.09 4,735 2 2 214 9 1
8 703.08 4,811 2 2 76 14 1
9 703.01 5,012 3 2 201 10 1

10 703.05 5,175 3 2 163 12 1
11 702     6,173 3 3 998 3 2
12 704.02 6,602 3 3 429 6 2
13 701     6,751 4 3 149 13 2
14 706.03 8,201 4 4 1,450 1 3
15 705.01 9,297 4 4 1,096 2 4
16 703.06 9,360 4 4 63 15 4

The rule of the equal interval method is to assign groups based on the data 
range. In the Boone County case, the lowest population is 2,330 and the highest 
population is 9,360. Therefore the range is 7,030 (= 9,360 2,330). When we 
divide the range by 4 groups, the data range for each group is 1,757.5 (7,030/4). 
Therefore, the break points for classification are 4,087.5, 5,845, and 7,602.5, 
respectively. The result of this classification method is stored in the “Equal 
Interval” column. 

The rule for cluster classification is to divide data into groups at the largest 
difference between any two adjacent values. The column “Difference” in Table 
2.5 saves the differences calculated from adjacent records. From which, we can 
see that the largest difference is 1,450, between census tracts 701 and 706.03. 
Consequently, the census tracts in Boone County are divided into two groups at 
this point. The first 13 census tracts are in Group One and the last three census 
tracts are in Group Two. Then we find the next largest difference is 1,096, 
between the 14th and the 15th census tracts. Therefore, we will break the second 
group here to make three groups. Similarly, we can separate the first group into 
two between the 10th and the 11th census tracts. Now we can stop the 
classification process since we have derived all four groups. Figure 2.4 displays 
the classification process graphically. 

19



Research Methods in Urban and Regional Planning

Figure 2.4  Classification process using the cluster method 

The classification sometimes can be complicated by having to separate real 
differences from artificial differences imposed by the reclassification of a 
variable (Blackwell, 2001). The classification can even be subject to debate from 
the definition of each group category. For example, Robbin (2000) argues that the 
classification system for racial and ethnic data in the United States is a symbol of 
political conflict and the social construction of identity. The Office of Management 
and Budget (OMB) in 1977 issued Statistical Policy Directive Number 15, “Race 
and Ethnic Standards for Federal Statistics and Administrative Reporting.” Four 
racial categories were established: American Indian or Alaskan Native, Asian or 
Pacific Islander, Black, and White. In addition, two ethnicity categories were 
established: Hispanic origin and Not of Hispanic origin (U.S. Census Bureau, 2000). 
The standards were revised in 1997.  

The new standards have five categories for data on race: American Indian or 
Alaska Native, Asian, Black or African American, Native Hawaiian or Other 
Pacific Islander, and White. There are two categories for data on ethnicity: 
Hispanic or Latino, and Not Hispanic or Latino. OMB gave a reason for breaking 
apart the “Asian or Pacific islander” category into two categories as that under 
the old standards; Native Hawaiians comprise about three percent of the Asian 
and Pacific Islander population. By creating separate categories, the data on the 
Native Hawaiians and other Pacific Islander groups will no longer be overwhelmed 
by the aggregate data of the much larger Asian groups (OMB, 1997). The 
classification generally reflects a social definition of race recognized in the 
country.
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2.1.2.2  Sectoral Aggregation 

Sectoral aggregation is an example of grouping variable values based on the 
values of another variable. Depending on whether the variable we are interested 
in is discrete (count) or continuous, the aggregation is processed differently. For 
example, selected census variables for Boone County are listed in Table 2.6. The 
census tracts are classified into four groups based on the percent of renter 
occupied units. The “Population” variable represents the 2000 population for each 
census tract. The percent vacant unit is the third variable. In this case, population 
is an example of the discrete variable and “% of vacant units” is an example of 
continuous variable. 

For a count variable such as “Population” in Table 2.6, we normally 
aggregate it by adding the data values. For example, we can add the population 
of the three census tracts where the percent of renter occupied units is less than 
10. Table 2.7 shows the result that the total population in this group of census 
tracts is 12,594. 

For a continuous variable we normally calculate the average value for the 
category. For example, we can calculate the mean percentage of vacant units for 
the census tracts with the same percent of renter occupied units. Table 2.8 shows 
the calculation for the less than 10% group. 

Table 2.6  Boone County census data 

Tract % Renter Occupied Units Population % Vacant Units 
701 4 (> 31) 6,751 4.7
702 4 (> 31) 6,173 4.9
703.01 4 (> 31) 5,012 13.9
703.04 3 (21 30) 2,895 5.5
703.05 3 (21 30) 5,175 3.9
703.06 3 (21 30) 9,360 3.0
703.07 1 (<10) 4,521 5.3
703.08 3 (21 30) 4,811 6.7
703.09 1 (<10) 4,735 2.3
704.01 1 (<10) 3,338 7.2
704.02 2 (11 20) 6,602 4.0
705.01 3 (21 30) 9,297 7.5
705.02 2 (11 20) 4,263 8.0
706.01 2 (11 20) 2,330 10.7
706.03 2 (11 20) 8,201 9.2
706.04 2 (11 20) 2,527 4.9
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Table 2.7  Aggregation of a discrete variable  

Tract % Renter Occupied Units Population
703.07 1 (<10) 4,521
703.09 1 (<10) 4,735
704.01 1 (<10) 3,338
Total 12,594

Table 2.8  Aggregation of a continuous variable 

Tract % Renter Occupied Units % Vacant Units 
703.07 1 (<10) 5.3
703.09 1 (<10) 2.3
704.01 1 (<10) 7.2

Average 4.9

After we repeat the same calculations, we can derive the total population 
and mean percent of vacant units for all four groups in the country. The results 
are shown in Table 2.9. 

Table 2.9  Total population and mean percentage of vacant units 

% Renter Occupied Units
Number of Census 

Tracts
Population % Vacant Units 

1 (<10) 3 12,594 4.9
2 (11 20) 5 23,923 7.3
3 (21 30) 5 31,538 5.3
4 (> 31) 3 17,936 7.8

2.1.2.3  Spatial Aggregation 

Similar to the sectoral aggregation, spatial aggregation summarizes variable 
values based on another variable. Only this time the second variable represents a 
spatial dimension. Lets take a look at the map shown in Fig. 2.5. The sixteen 
census tracts in Boone County can be grouped into four County Census Divisions 
(CCDs). A CCD is a statistical area unit used by the U.S. Bureau of Census. The 
name of each CCD is based on a place, county, or well-known local name that 
identifies its location . Through the spatial aggregation, the census tract level 
data can be summarized at the CCD level, as shown in Table 2.10. 
                                                       

For further description of CCDs, visit the U.S. Census Bureau web site at: http://www.census.gov/ 
geo/www/cob/cs_metadata.html
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Figure 2.5  Census tracts by County Census Division in Boone County 

Table 2.10  Census tracts by County Census Division (CCD) in Boone County 

CCD_
Name

Number of 
Census
Tracts

Area
(sq km) Population

Population 
Density 
(people/

(sq km))

Occupied 
Units

Renter 
Occupied 

Units

% Renter 
Occupied 

Units

Burlington 2 178.2 13,560   76 5,092 989 19
Florence 9 114.6 49,433 431 15,665 3,004 19
Hebron 2 139.8 9,940   71 4,305 1,082 25
Walton 3 233.1 13,058   56 6,196 2,971 48

The classification, sectoral aggregation, and spatial aggregation sometimes 
need to be used together in a study. Spencer (2004) gives an example in analyzing 
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antipoverty policies in the United States. The spatially concentrated poverty in U.S. 
is a major concern of the antipoverty policies. Some of the policies are place-based, 
such as to improve the infrastructure of a neighborhood. Other policies are 
people-based, which aims to empower the poor people. Spencer argues that a 
more powerful policy can be developed if the two dimensions—people and 
place—can be integrated in policy analysis. This is an example of classification 
being the basis for research on the multiple aspects of poor peoples’ lives. 

2.2  Data Analysis 

Once data are collected and organized in a usable format, we need to summarize 
them for the purpose of generating ideas and supporting theories by identifying 
patterns, describing relationships and explaining causes. In this section, we will 
discuss four data analysis techniques that are applicable for analyzing quantitative 
data. In particular, they are: descriptive statistics, analysis of relationships, spatial 
analysis and comparative analysis. 

2.2.1  Descriptive Statistics 

Descriptive statistics provide simple ways to present large amounts of data with 
few limited summary variables. The two types of descriptive statistics commonly 
used in planning studies are: (1) measures of central tendency, which use one value 
to represent the average of a variable, and (2) measures of dispersion, which use 
one value to describe the extent of spread between the data points and the average. 

2.2.1.1  Measures of Central Tendency 

The three common measures of central tendency are mean, median and mode. 
The mean is calculated by adding the observed variable values and then dividing 
the total by the number of observations. Let’s look at the % vacant units data in 
Table 2.6. A mean will tell us on average, what would be the proportion of 
renter-occupied units in a census tract. To calculate a mean, we need to add all 
the values together and divide the total by the number of values. The formula for 
calculating the mean can be expressed as:  

x
x

n
                        (2.1) 

where, x  is the mean, x represents the total of x and n is the number of records. 
In the case of % vacant units in Boone County, there are 16 census tracts, n = 16. 
The sum of the percent vacant units of the 16 census tracts is 101.6%,  
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4.7% 4.9% 13.9% 5.5% 3.9% 3.0% 5.3% 6.7%
2.3% 7.2% 4.0% 7.5% 8.0% 10.7% 9.2% 4.9%

101.6%

x

Therefore the mean is 101.6% divided by 16, which is 6.3%,  

101.6% 6.3%
16

x
x

n

Median is the second measure of central tendency. By definition, median is 
the value of the data that occupies the middle position when the data are ranked. 
To derive the median, we need to rank the variable observations and find the 
value in the middle that divides the variable observations into two equal number 
groups. Therefore, for an odd number of observations, the single value in the 
middle position of the ranked variable values is the median. For an even number 
of observations, there are two values in the middle position of the ranked variable 
values and the mean of the two values is the median. Again, let’s look at the   
% vacant units data in Table 2.6. We can sort the data records by the variable,  
% vacant units. The result is shown in Table 2.11. The two values in the middle, 
the 8th and 9th position, are 5.3% and 5.5%. The mean of the two values is 

 Therefore, the median of percent vacant units is (5.3% 5.5%) / 2 5.4%.
5.4%.  

  Boone County  sorted by %vacant units

% Vacant Units Order

Table 2.11  census data

Tract
703.09 2.3   1 
703.06 3.0   2 
703.05 3.9   3 
704.02

4

4.0   4 
701 4.7   5 
706.0 4.9   6 
702 4.9   7 
703.07 5.3   8 
703.04 5.5   9 
703.08 6.7 10
704.01 7.2 11
705.01 7.5 12
705.02 8.0 13
706.03 9.2 14
706.01 10.7 15

5.4%
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703.01 13.9  16 
It may be difficult to find the data record in the middle position when there 

are many data records. One simple approach is to calculate the depth of median 
(Johnson and Kuby, 2004):  

1d( )
2

nx                       (2.2) 

where,
d( )x — the depth of the median; 
n — the number of data records. 
The calculation of median is different, depending if d( )x is an integer. If d( )x

is an integer, one of the variable values is the median. If d( )x  is not an integer, we 
need to use two variable values to calculate the median. When d( )x teger,
let’s use j to represent the position of the median. In this case, = d( )

is an in
j x . The 

variable value at the jth position is the median. When d( )x not an integer, let’s 
use j to represent the largest integer that  smaller than d( )

 is
 is x  and k to represent 

the smallest integer that is larger than d( )x . The two variable values needed are 
at the jth and kth positions. The median is the mean of the two values. We can 
illustrate this method to the data in Table 2.11. 

1 16 1 17d( ) 8.5nx
2 2 2

 8.5 is 9. Therefore, the median is the average of the 8th and 9th data 
values:

The integer immediately smaller than 8.5 is 8 and the integer immediately 
larger than

5.3 5.5 10.8 5.4%x
2 2

hest frequency is 4.9%, 
there

The mode is the third measure of central tendency. It is the value or the 
category with the most frequent occurrence. From Table 2.6, we can see that two 
census tracts, 702 and 706.04, have 4.9% units being vacant. No other census 
tracts have same percent vacant units. In this case, the hig

fore, the mode for the percent vacant units is 4.9%. 
Now we have calculated three different measures of central tendency. 

Figure 2.6 illustrates the original data and the three summary statistics—mean, 
median and mode. We can quickly notice that the three values are not the same. 
Most likely this is the result you will get for any dataset. It is very rare, although 
not impossible, that three measures are the same. Then which one is the best 
measure or which measure should we use in a study to represent a typical value? 
There is no simple answer to this question. It depends on the nature of your data 
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and the purpose of your analysis (Babbie, 2002). You may remember that the 
mean is the arithmetic average value, the median is the value in the middle, and the 
mode is the most common value. If you know which of those features is the most 
important for your study, you should choose the appropriate measure accordingly. 
Otherwise, you may use all of them to describe your data, since they reflect 
different aspects of the same data. Collectively you may get a better 
understanding of the data. 

Figure 2.6  Comparison of mean, median and mode of percent of vacant units 

nsus tracts remain 
the s

h would hardly be a good representation of the 
trave

pular—
a cas

We also need to understand the limitations of each of the three measures. 
The mean is sensitive to extreme values. A few very large or very small values 
may increase or decrease the mean significantly. In our example, the percent of 
vacant units (13.9%) in Census Tract 703.01 is much higher than other census 
tracts, contributes to the results of the mean value to be higher than the other two 
measures of central tendency. Should the percentage of vacant units in Census 
Tract 703.01 increase, while the variable values in all other ce

ame, the mean of this variable would be even higher. 
The median has its own limits. Assume a hypothetical city where 49% of 

residents travel one hour or longer to work every day and 48% residents only 
travel 5 minutes to work. About 3% residents travel 20 minutes to work. The 
median will be 20 minutes, whic

l time for the city residents. 
Problems with the mode measure can be complicated. On the one hand, none 

of the variable values may occur more than others—a case that there is no mode. 
On the other hand, there may be multiple variable values that are equally po

e of multiple modes. Some people also call this as case of no mode. 
We can conclude the discussion of measures of central tendency by saying 

that we need to carefully choose the measures of central tendency based on the 
research purpose. Knowing the differences will also help you understand people’s 
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choice of measures of central tendency in various studies. Finally, the limitations 
eeds for measures of dispersion. 

.3%. Therefore, the range is the difference between the 
two extremes, 11.6%.  

of these measures help us to see the n

2.2.1.2  Measures of Dispersion  

Measures of dispersion are used to describe the variability of the distribution of 
data. The two common measures of dispersion are range and standard deviation. 
The range describes the difference between the smallest (L) and the largest (H )
values of the data. In the case of % vacant units by census tract in Boone  
County, Tract 703.01 has the highest percentage, 13.9%, and Tract 703.09 has 
the lowest percentage, 2

Range 13.9% 2.3% 11.6%H L

While the range only uses the two extreme values to describe the data 
variability, standard deviation uses all data values in measuring data distribution 
around the mean. It is the square root of the squared deviations of the individual 
data

n properties from analyzing the sample data. This 
is ca

The following formula is for calculating the sample standard deviation:  

 about their mean. 
Before we introduce the formula to calculate the standard deviation, we 

need to distinguish the difference between a sample and a population. Population
is a collection of individuals or objects. Data analysis can help us to investigate 
the population properties. A sample is a subset of the population. Normally, the 
data we collect for analysis make up the sample. We can use data analysis to 
describe the sample. In statistical data analysis, this is called descriptive statistics. 
We can also estimate populatio

lled inferential statistics.  

2( )
1

x x
s

n
                   (2.3) 

whe

x  in the sample; 

re,
s — sample standard deviation; 

— individual data
x — sample mean;

The formula for calculating the population standard deviation is: 
n — sample size. 

2(X
n

)
                   (2.4) 

where,
— population standard deviation; 
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X he population; — individual data in t
— population mean;

ata as a sample 
for the calculation, and then use the same data as a population.  

Table 2.12  Calculation of the mean and the standard deviation  

Tract 
% Vacant Units 

(x or

n — population size. 
Applying these two formulas to the census tract data in Table 2.6, we derive 

that the sample standard deviation of the percent vacant units is 3.0% and the 
population standard deviation of the percent vacant units is 2.9%. Table 2.12 
illustrates the calculation. For simplicity, we will first use the d

2( ) orx x( ) orx x
( )X )(%X ) 2( )X (%)

701 4.7 1.7 0.03
702 4.9 1.4 0.02
703.01 1

1

706.04 4.9 1.5 0.02 
Total 101.7  1.39 

3.9 7.6 0.58
703.04 5.5 0.9 0.01
703.05 3.9 2.5 0.06
703.06 3.0 3.4 0.12
703.07 5.3 1.1 0.01
703.08 6.7 0.4 0.00
703.09 2.3 4.0 0.16
704.01 7.2 0.9 0.01
704.02 4.0 2.4 0.06
705.01 7.5 1.2 0.01
705.02 8.0 1.6 0.03
706.01 0.7 4.3 0.19
706.03 9.2 2.8 0.08

From Table 2.12: 
216 101.6% 6.3% ( ) 1.38%n x x x x

Sample standard deviation  Population standard deviation 
2

2

( ) /( 1) 0.00092

( )
3.0%

1

x x n

x x
s

n

2

2

( ) / 0.00086

( )
2.9%

X n

X
n

The sample standard deviation is used in descriptive statistics as well as 
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inferential statistics. In descriptive statistics, the sample standard deviation can 
describe the distribution of the sample. In inferential statistics, the sample standard 
deviation can be used to estimate the population standard deviation. It is also 
used in making inference about other population parameters. Similarly, the 
population standard deviation can be used to describe the population distribution. 
With or without knowledge of a population’s standard deviation can affect the 
methods used for two major applications of inferential statistics—parameter 
estim

o use multiple 
desc

00 and the other 25 households, 
$100,000 each, the mean households will be: 

ations and hypothesis testing (Johnson and Kuby, 2004). 
Why do we need so many different types of descriptive statistics? To answer 

this question, we need to revisit the purpose of using descriptive statistics. As we 
mentioned earlier, the purpose of descriptive statistics is to describe a sample 
data with a few summary statistics. Each individual descriptive statistic can only 
describe one aspect of the characteristics of a group of values in the original 
dataset. Measures of central tendency alone cannot completely characterize a set of 
data. Two very different data sets may have similar measures of central tendency 
and different distribution. Depending on the purpose of a study, one descriptive 
statistic may be more suitable than others. Some studies may need t

riptive statistics to more fully describe the original data.  
If the purpose of our study is to find an overall average value representing 

the data set, we are likely to use the mean. If the housing units are evenly 
distributed among the 16 census tracts, on average, 6.3% units are vacant. If we 
want to know the most common percent of vacant units by census tract in Boone 
County, we should use the mode. The median tells us that the percent vacant units 
in half of the census tracts are below and half are above 5.4%. Usually when 
people say average, they refer to the mean. In planning studies, we often use the 
median to represent the “average” for the reasons we mentioned earlier—the
mean can be easily affected by one or a few data that are very much different 
from the rest. We call them outliers. The outliers will not affect the median. For 
example, let’s assume a community with 500 households. If the income for 475 
households have an annual income of $10,0

475 10,000 25 100,000 $14,500
500

This income figure is higher than 95% of the households in the community. For the 
same community, the median is $10,000, which is a more representative of the 
community.  

2.2.2  Analysis of Relationships 

The analysis of relationships involves more than one variable. The simplest form 
is bivariate analysis, in which the relationship of two variables is the focus. Here 
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we discuss the commonly used bivariate analyses—correlation and regression. It is 
important to notice that correlation is used to determine if there is any relationship 
between two variables. Regression is used to determine how independent variable(s) 
affects a dependent variable. The following paragraphs briefly describe the two
analy

the interva

ar relationship between two variables. The formula to calculate r
is expressed as: 

ses. More detailed discussion can be found in almost any statistics text book. 
The outcome of a correlation analysis is to calculate the strength and the 

direction of the linear relationship between two variables. A common correlation 
analysis is to calculate the linear correlation coefficient for ordered pairs of 
continuous numerical variables (measured at l or ratio level of 
measurement). The Pearson’s product moment, , ( 1 to 1)r  is a measure of the 
strength of a line

( )(
( 1) x y

)x x y y
r

n s s
                 (2.5) 

where,
duct moment; r — pearson’s pro

n — sample size; 
x — data for variable x;
x — mean of x;

— standard deviation osx f x;
able y;y — data for vari

y — mean of y;

ys — standard deviation of y.
Figure 2.7 displays the relationship between the r value and the linear 

relationship. We need to pay attention to two aspects of the correlation coefficient. 
The sign represents the direction of the correlation. A negative value reflects a 
negative correlation, which means that the increase of values of the first variable 
is associated with the decrease of values of the second variable. A positive 
correlation indicates that the two variables change in the same direction. A value 
of zero means that the two variables do not have linear relationship. That is, the 
change of one va able is not linearly related to the change of the other variable. 
A value of 1 or 1  reflects that the linear relationship between the two variables 
is a perfect straight line. The closer the coefficient is to the two extreme values, 
the stronger the linear relationship between the two variables. In general, a 

ri

correlation co nt between 0.8 and 1 or betweenefficie  1  and 0.8  is considered  
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Figure 2.7  Linear correlation coefficient and the strength of the linear correlation 

as strong correlation. A value between 0.5  and 0.5 is an indication of weak 
correlation. 

Let’s use the data in Table 2.1  examine the relationship between 
population density and the percentage of vacant units by census tract in Bo
County. The r value is calculated as 0.37.

3 to
one 

 The analysis indicates that the two 
variables are negatively related and the linear relationship is not very strong. 

e 2.13  Data for correlation analysis  

Tract 
Density 

(peop km))
% Vacant 
Unit

Tabl

Population 
( )
( )
x x

le/(sq
(x)

s (y)
x x y y y y

701 1 1,0,468 4.7 10 1.7 16.96
702 1,4 170 4.9 ,012 1.4 14.51
703.01 425 13.9 33 7.6 2.48
703.04 73 5.5 385 0.9 3.29
703.05 892 3.9 435 2.5 10.68
703.06 851 3.0 394 3.4 13.35
703.07 229 5.3 228 1.1 2.49
703.08 481 6.7 24 0.4 0.09
703.09 623 2.3 166 4.0 6.66
704.01 51 7.2 406 0.9 3.48
704.02 88 4.0 369 2.4 8.75 
705.01 432 7.5 25 1.2 0.29
705.02 27 8.0 430 1.6 7.06
706.01 24 10.7 433 4.3 18.72
706.03 152 9.2 305 2.8 8.54
706.04 30 4.9 427 1.5 6.27 

457 6.3%
488 3.0%

16 ( )( ) 81.86

( )( ) 81.86 0.37
( 1) (16 1) 488 3.0%x yn s s

In summary, two variables x and y, may have no correlation, which means 
that the change of x is not associated with a definite change of y. If the change of 

x y

x y
s s
n x x y y

x x y y
r
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x is always accompanied with a definite change of y, we say that x and y are 
correlated. If the change of x and change of y are linearly correlated, the 
correlation is called linear correlation. If x increases and y also increases, the 
correlation is positive. If x increases and y decreases, the correlation is negative. 
The linear correlation coef ient, r, measures the strength of the x-y “linearfic
correlation”. The r value of 1  or 1 is an indication of perfect linear correlation. 

Figure 2.8 shows that as the population density increases, the percentage of 
vacant units decreases, which is an example of negative correlation. The distribution 
of points does not closely resemble a straight line, which is an indication of weak 
correlation. The graphic examinati onsistent with the numerical calon is c culation. 
A linear correlation coefficient of 0.37  is a weak negative correlation. 

Figure 2.8  Distribution of census tract level population density and percent vacant 
units in Boone County, 2000  

2.2.3  Regression Analysis 

ble” and the variable y is 

                                                       

When two variables have a high linear correlation coefficient, we would feel 
comfortable to estimate the value of one variable based on our knowledge of the 
other variable. Regression analysis is one such estimation tool. The purpose of a 
linear regression analysis is to find a line of best fit or regression line. Finding “a 
line of best fit” means to find a straight line that minimizes the sum of all squared 
vertical distances (e.g., deviations) from the observed data points to the line. A 
criterion commonly referred to as “ordinary least square (OLS) criterion”.  Once 
the intercept and the slope of the “best fit line” are derived from linear regression 
analysis, the value of the variable y can be estimated from a known value of the 
variable x. The variable x is called an “independent varia

The ordinary least square method was developed by the German mathematician Carl Friedrich Gauss.
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calle

 exactly the same absolute number of 
persons for an extended period of time. 

d a “dependent variable” (Chatterjee et al., 2000).  
The population of two cities for the years between 1995 and 2000 indicates 

what is meant by fitting a straight line (Fig. 2.9). The first variable, x, is the year 
and the second variable, y, is the population. The graph shows that the population 
in Dodge City grew at a constant rate of 500 persons per year. A line of best fit 
will connect all data points. You can also easily imagine that you will basically 
never encounter an area that grew by

Figure 2.9  Hypothetical linear and nonlinear population 

In the case of Springfield, population grew slower during the first three years 
and picked up to grow faster the last two years. The line connecting the data 
points is not linear. The dotted line represents a straight line for the Springfield 
data. We can see that finding a straight line to represent a nonlinear relationship 
always will be an approximation. For a given x value, the difference of the 
observed data value, y, and the calculated value, (on the regression line), can 
be expressed as: 

ŷ

ˆy y                       (2.6) 

where,
y — the observed dependent variable value; 
ŷ — the calculated dependent variable value (on the straight line); 

— the difference between the observed and calculated dependent variable 
values.
If the variables x and y are perfectly correlated, we can determine the exact value 
of variable y for any given value of variable x and  will always be zero. This is 
case of Dodge City. We have recognized that this is unlikely in real world simply 
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because time will never be the sole determinant of population. Many other 
factors, such as social and economic conditions, play a crucial role in opulation 
growth or decline. Thus, we should not expect that the error term (

 p
) be zero. 

Figure 2.10 is a graphic representation f the error term. The vertical distance 
from the x axis to the regression line, ŷ , represents the portion of y value that 
can be explained by the independent variable, x.

o

, the vertical distance between 
the regression line and the observed value, y, for the same x value, represents the 
portion of y value that cannot be explained by x (Sanders and Smidt, 2000). The 
linear regression analysis is used to fi such a s raight line that m izes the 
sum of squared errors:  

nd t inim

2Minimize

Figure 2.10  Illustration of the linear regression 

This line is also called the best fit line, or the regression line, which is 
expressed as: 

                   (2.7)  

where,
r a given x;

Mathematically, a straight line is given by the linear func

0 1ŷ b b x

ŷ — the predicted value for variable y fo

0b — the intercept of the line of best fit; 

1b — the slope of the line of best fit. 
tion:  

0 1y b b x                  (2.8) 

ope (e.g., steepness) of the line. 
The formulas to calculate b0 and b1 are:  

where (x, y) represent arbitrary points on the line, b0 is the y-intercept (y-value
where the line crosses the y-axis), and b1 is the sl
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               1 2

( )(
( )

)x x y y
b

x x
                        (2.9) 

and                 1
0 (

y b x
b

n 1 )y b x              (2.10) 

The actual computational steps in estimating the regression line, e.g., the 
regression coefficients, are rather straight forward and can easily be done using a 
spreadsheet or a statistical software package.  

For the Springfield example, we calculated coefficients b0 and b1 as: 

0

1

2,253
444.3

b
b

The estimated straight line for Springfield’s population statistics therefore is: 

Population = 2,253 + 444.3(Year) 

where the population is the estimated population for a particular year. 
The observed population data and the population calculated with the line of 

best fit are displayed in Table 2.14.  

Table 2.14  Estimation results: Springfield  

Year
Observed

Population 
Springfield

Estimated 
Population 
Springfield

Absolute
Difference

Percent 
Difference (%)

1995 3,000 2,698 302 10.1
1996 3,100 3,142 42 1.4
1997 3,350 3,586 236 7.1
1998 3,700 4,030 330 8.9
1999 4,500 4,475 25 0.6
2000 5,200 4,919 281 5.4
2001 N/A 5,363 N/A N/A
2002 N/A 5,808 N/A N/A
2003 N/A 6,252 N/A N/A

The goodness of fit can be seen by looking at the difference between the 
observed data and the estimated population values. The difference between the 
two is what cannot be explained by the explanatory variable, time. Accordingly, 
it is the part that is included in the error term,  (Fig. 2.11). 
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Figure 2.11  Observed versus estimated population data for Springfield 

The goodness of fit can also be expressed by a single summary measure—
the square of linear correlation coefficient, called the coefficient of determination, 
r2—which ranges between 0 and 1. If all observed population data were on the 
straight line, a case of perfect fit, r2 would be 1.0. The r2 for Springfield is 0.91 
stating that about 91% of the variation in population can be explained by time.  
The higher the coefficient of determination, r2, the better fit of your straight line 
to observed population data.  

2.2.4  Time Dimension 

Sometimes it is important to calculate changes of variable values over time. 
Changes can be expressed as an absolute change or a percent change, as an 
average annual absolute change, or as an average annual percent change. Let us 
use tx  to represent the value in the beginning year and t nt  for the ending year. 
The period between the beginning and ending year is n year. Also, let us 
use  for the absolute change, aG pG  for the percent change, ag  for the average 

annual absolute change, and pg  for the average annual percent change. The 

formulas to calculate the four changes are expressed as:  

a t n tG x x                            (2.11) 

p a / ( ) /t t n tG G x x x xt                 (2.12) 
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a a / ( ) /t n tg G n x x n                    (2.13) 

1/
p ( / ) n

t n tg x x 1                        (2.14) 

Using the total population for Boone County—57,589 for 1990 and 85,991 
for 2000, we can assign the variable values as: 

1990
10

2000
57,589

85,991
t

t n

t
n
t n
x
x

The following section illustrates how to compute the population change rates. 
An absolute change is the difference between populations in the ending year and 
the beginning year:  

a 85,991 57,589 28,402t n tG x x

The result shows that Boone County’s population grew by 28,402 people from 
1990 to 2000. A positive Ga value represents an increase and while a negative 
value indicates a decline in the variable values. 

A percent change reflects the magnitude of the absolute change in reference 
to the variable value at the beginning year: 

p a / 28,402 / 57,589 0.493 or 49.3%tG G x

The result shows that Boone County’s population grew by exactly 49.3% 
from 1990 to 2000. 

If we are interested in the average rate of change for a year during this 
period, we can calculate an average annual absolute change:

aAAAC / 28,402 /10 2,840G n

For this 10-year period, Boone County’s population grew, on average, 2,840 
persons per year. 

We can also calculate the average annual percent change for this period: 
1/ 1/10AAPC ( / ) 1 (85,991/ 57,589) 1 1.0409 1 0.0409 or 4.09%n

t n tx x

On average, Boone County’s population grew by 4.09% every year between 
1990 and 2000. 

If the change rates can be derived from other studies, we can rearrange 
Eq. (2.11) to Eq. (2.14) to calculate the future value for a variable 1,tx  based on 
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the present value, :tx

at n tx G x                             (2.15) 

p p(1 )t n t t tx x G x x G             (2.16) 

at n tx x n g                           (2.17) 

p(1 )n
t n tx x g                           (2.18) 

2.2.5  Spatial Analysis 

Spatial analysis is a critical part in planning analysis methods. Two spatial analysis 
methods are commonly applied in planning studies. They are buffering and 
overlaying. Most Geographic Information Systems have these functions. Buffering 
refers to the delineation of an area surrounding a target object with one or several 
fixed distances. Overlay analysis is the process of analyzing multiple data layers 
together for a specified location or area. 

Let’s use a hypothetical case to illustrate the two spatial analysis types. A 
developer, who is looking for suitable land for a residential development in Boone 
County, decides to use three criteria to identify potential developable land. The 
first criterion is that the land must be currently undeveloped. The second criterion 
is that the land is not too close to a highway (more than 400 meters away) and not 
too far from a highway (within 5 kilometers). The third criterion is that the slope 
should be less than 20%.  

Figure 2.12 illustrates the process of identifying the available land. The 
buffering analysis is used twice to create a 400 m buffer and a 5 km buffer to the 
highways in Boone County. Next, the overlay analysis is used to identify the area 
between 400-meter and 5-kilometer buffers. Then the buffer area and the vacant 
land are overlaid to derive the vacant land within the buffer area. This overlaid 
area is further overlaid with the 20% slope data layer. The result of the last overlay 
analysis is the areas with less than 20% slope and between 400-meters and 
5-kilometers to highways. Those land areas will be considered as potential land 
for future development.  

This illustration shows only one example of all possible overlay analysis—to
exclude or include certain areas. There are times when an overlay analysis is used 
to rank areas from the characteristics of multiple data layers. Such analysis has 
two versions, weighted overlay analysis and a simple overlay analysis. In a simple 
overlay analysis, each data layer is treated equally important. In a weighted 
overlay analysis, some data layers will be treated as more important than others 
by assigning them with more weights than others. A detailed discussion about 
weighed overlay analysis will be in Chapter 6, land use analysis. 
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Figure 2.12  Spatial analysis in identifying available land for residential 
development

40



Chapter 2  Data and Data Presentation

2.3  Presentation 

Presentation is a process for you to communicate to a large audience. The 
communication is to present the data you have collected and the outcome from 
analyses you have conducted to your clients. The most common method of 
presentation is a written report. The text should clearly get across the message to 
your readers in a concise and straightforward fashion. In addition, you may use 
one or a combination of three methods discussed below to support the text. 

2.3.1  Tabular Presentation  

Presenting data in tables is an efficient way of summarizing data. A table may 
have one or more columns and one or more rows. One common way of using 
tables is to list the features of a set of objects. Those features can be numbers or 
text. Numbers are often used to summarize the numerical data and text is used to 
describe the characters or attributes. Table 2.15 summarizes the land uses in 
Boone County. The first row lists the names of the variables. In this case, they 
are the land use, size in square kilometers and proportion of the total area. Data 
for each land use type are stored in the rest of the rows. The primary purpose of 
such table is to summarize data for comparison. From the table, we can easily 
find that more than half of the land in Boone County is undeveloped. Most of the 
developed land is for commercial use. 

Table 2.15  Land use in Boone County 

Land Use    Size (sq km) Proportion (%) 
Residential land 97 15.2
Commercial land 155 24.3
Vacant land 362 56.7
Other Urban land 24   3.8 
Total 638 100      

The second type of table is often used in statistical analysis, which summarizes 
the relationship between two variables. This type of table is normally called a 
contingency table. As shown in Table 2.16, the first column labels the class name 
for the first variable, age, in a 10-year interval. The first row labels classes the 
second variable, gender. Other cells in the table store the Boone County 
population by gender for each age cohort. From the table, we can easily see that 
the majority of residents in Boone County were younger than age 50. There were 
very few people who were above 80 years of age. 
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Table 2.16  Boone County 2000 population by gender and age 

Gender
Age       Female       Male     Total 

0 9 6,618 7,006 13,624
10 19 6,306 6,719 13,025
20 29 5,645 5,629 11,274
30 39 7,543 7,182 14,725
40 49 7,206 7,184 14,390
50 59 4,642 4,629 9,271
60 69 2,596 2,398 4,994
70 79 1,960 1,422 3,382
80+ 943 363 1,306
All ages 43,459 42,532 85,991  

Sometimes, the same data can be presented as percentages, as shown in 
Tables 2.17 to 2.18. By expressing the data as percentage, we can easily interpret 
the number counts with a known range—0 to 100%. Table 2.17 indicates the 
percentage gender distribution by age cohort, where the row total sums to 100%. 
From the last row of the table, we can see that in the county as a whole, the female 
proportion is slightly higher than the male proportion, 50.5% vs. 49.5%. Only for 
ages below 20 are there more males than females. The gender distribution skews 
significantly for older ages, especially for aged 80 and above. In that age cohort, 
72.2% people are female.  

Table 2.17  Boone County 2000 population by gender and age (percent of row total) 

Gender
Age Female Male Total

0 9 48.6 51.4 100.0
10 19 48.4 51.6 100.0
20 29 50.1 49.9 100.0
30 39 51.2 48.8 100.0
40 49 50.1 49.9 100.0
50 59 50.1 49.9 100.0
60 69 52.0 48.0 100.0
70 79 58.0 42.0 100.0
80 + 72.2 27.8 100.0
All ages 50.5 49.5 100.0

By contrast, Table 2.18 shows the percentage age distribution by gender. 
Now, the column total sums to 100%. The table displays the distribution of 
female or male population by age. For example, the percentage of people aged 60 
or over is quite small for both male and female.  
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Table 2.18  Boone County 2000 population by gender by age (percent of column total)  

Gender
Age   Female   Male    Total 

0 9 15.2 16.5 15.9
10 19 14.5 15.8 15.2
20 29 13.0 13.2 13.1
30 39 17.4 16.9 17.1
40 49 16.5 16.9 16.7
50 59 10.7 10.9 10.8
60 69 6.0 5.6 5.8
70 79 4.5 3.3 3.9
80 + 2.2 0.9 1.5
All ages 100.0 100.0 100.0

Last, Table 2.19 indicates the percent age-gender distribution and therefore, 
the table total sums to 100%. In each cell, the percentage is calculated against the 
county total population. For example, the females of aged 0 9 is 7.7% of the 
county population.  

Table 2.19  Boone County 2000 population by gender by age (percent of total)  

Gender
Age     Female     Male     Total 

0 9 7.7 8.1 15.8
10 19 7.3 7.8 15.1
20 29 6.6 6.5 13.1
30 39 8.8 8.4 17.2
40 49 8.4 8.4 16.7
50 59 5.4 5.4 10.8
60 69 3.0 2.8 5.8
70 79 2.3 1.7 4.0
80 + 1.1 0.4 1.5
All ages 50.6 49.5 100.0

2.3.2  Graphic Presentation 

People often say that a picture is worth a thousand words. And so does a graphic 
presentation. A graphic presentation refers to visual displays of numerical data, 
often referred to as charts. Five different types of charts are commonly used in data 
presentation: bar, pie, scatter, line and histogram. The choice of which charts to 
use depends on the types of data and what is the most important information you 
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want a reader to notice. In general, a bar or a pie chart is used to display one 
discrete and one continuous variable, while scatter, line, and histogram charts are 
used for two continuous variables. 

In a bar chart, the height of a bar depends on the magnitude of a variable 
value. Figure 2.13 is a bar chart made from the population data in Table 2.16. 
The bar height reflects the male and female population and the bars are grouped 
by the age cohort. Several pieces of information can be presented in a bar chart. 
From a bar, chart we can compare the male and female population for the same 
age cohort, which shows us a pattern. At young ages, there are more males than 
females: and at middle ages, the proportions of the two genders tend to be similar. 
At old age, there are more females than males. When we review the bars for male 
population at a different age cohorts, we see that the population decreases sharply 
in the 40 to 60 age cohorts. Lastly, we can examine both genders for all ages to 
conclude that the change patterns for both genders are similar, although to 
various extents. We see a population decrease from teens to twenties. This may 
be attributed to there being no major college in Boone County and people going 
to other places to pursue higher education. There are good job opportunities that 
attract people between the ages of 30 and 50 to the county. There may not be 
much for retirees, therefore, people move away after they have retired. Of course 
these are only speculations. Further population and economic analyses may 
support the observations or suggest other explanations.  

Figure 2.13  A bar chart of population by gender by age cohort 

A pie chart is an effective presentation tool when we want to show the 
proportion of different components. Figure 2.14 is an example of land use 
composition in a community. From the label we can see that there are four land 
use types, namely residential land, commercial land, vacant land, and other urban 
land. We can quickly recognize from the size of the slices that vacant land makes 
up more than half of the land and the other urban land has the smallest portion of 
the four. Finally, the percentage values for each land use type give us exactly the 
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percentage of each land use type. For instance, 15.2% land is used for residential 
purpose.

Figure 2.14  A pie chart of land use distribution 

A scatter chart is also called a scatter diagram. Dots are plotted based on the 
values of two variables. Figure 2.15 exhibits a scatter diagram for the 2,000 census 
tract level data in Boone County. The x-axis is the population density in number of 
people per square kilometer and the y-axis is the percentage of vacant units.     
A scatter diagram is good for identifying outliers and patterns between two 
variables. In this example, three outliers deserve further analysis. One census 
tract has a much higher percentage of vacant units (14%) than other census tracts 
of similar population density. Two other tracts have very high population density 
(greater than 1,400 people per square kilometer). The rest of the census tracts 
demonstrate a general pattern that as the population density increases, the 

Figure 2.15  A scatter diagram of Boone County 2000 census data 
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percentage of vacant units decrease. That is, the low density areas are more likely 
to have higher percent vacant units. 

A line graph is useful when the two variables of interest have a one to one 
relationship, that is, for each x value there is a corresponding y value. Figure 2.16 
gives an example of a line graph using the data in Table 2.20. The x-axis is the 
number of rooms in an occupied unit, and the y-axis is the percent of households 
for renter—or owner—occupied units. From the chart we can easily make several 
observations: Fox example, there is only small proportion of units with 3 or fewer 
rooms are occupied by owners and a very small percentage of rental units for 7 or 
more room units. 

Figure 2.16  Occupied housing units in Boone County 

Table 2.20  Percent of ownership by unit size  

Rooms Owner Occupied Renter Occupied 
1 16 84
2   8 92
3 15 85
4 42 58
5 67 33
6 84 16
7 93   7 
8 96   4 
9 96   4 

A histogram displays the count or frequency by category for a continuous 
variable. To construct a histogram, the range of the variable is divided into a few 
categories and the number of records for each category is counted and presented 
by the height of a bar. Figure 2.17 gives an example of a histogram chart. The 
age is divided into 10-year cohorts. The 2,000 total population in Boone County is 
counted for each age cohort. From the histogram chart, we can see that majority 
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of people in Boone County are younger than 50 years, with the 30 39 age cohort 
being the highest number. Such information can be quite important in other 
planning related decisions, such as housing, school, employment, health care etc. 

Figure 2.17  Population by age cohort 

2.3.3  Map Presentation 

2.3.3.1  Factors Affecting Map Design 

Before we discuss ways of making and using maps, we need to be reminded that 
no map can truly represent real world entities. One reason is that we are using a 
2-dimensional map to represent the 3-dimentional world. The other reason is that 
a map can only display a portion of the complex world. Therefore, the person 
who produces a map dictates what information a map should present.  

Maps are often used in planning to display features with spatial significance 
such as location and geographical arrangement. From a map, we can read 
information about distance, direction, area, shape and spatial connection. To 
prepare a map for meaningful presentation, we must remember several factors 
that control the map design: map objective, generalization, scale, mode of use, 
and color and texture.  

Map objective refers to how you intend to use the map. The map design 
varies depending on the use of the map, such as for a book or for a poster, folded 
or flat, black and white or colored, square or rectangular, and so on. The target 
audience is important because your map must be understandable by your 
intended readers, such as policy makers, technical committees or the general 
public. This controls the complexity of your map design. 

Generalization refers to your selection of the information to be included in a 
map. A map is a generalized or simplified representation of reality. Since you 
can only effectively present certain aspects of the reality, you want to include 
only the information that serves the purpose of the map.  
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Maps use symbols to represent real world elements, such as rivers and 
streets. In order to do so, we need to use symbols that are in proportion to the real 
world phenomena. A map scale tells us the ratio between the symbol and the 
element it represents. For example, we can use a one centimeter long line on a 
map to represent a one kilometer highway at a scale of one centimeter to one 
kilometer, or 1 100,000. In addition to the ratio display, a map scale can be 
represented with a graphic scale bar, as shown in Fig. 2.18.  

Figure 2.18  Scale ratio and scale bar 

It is important to note that a map scale should be read as a fraction. That is, 
a 1 100,000 scale is smaller than a 1 1,000 scale. On a fixed size of map sheet, a 
smaller scale map will cover a lager area than a larger scale map. 

Map scales dictate how much detail you are able to place on a piece of 
paper. For example, a line width of 0.1 mm represents a 100 m wide line at a 
scale of one to one million (1 1,000,000). The same line width represents a 1 m 
wide line at a scale of one to ten thousand (1 10,000). Therefore, the edge of a 9 m 
wide road can be properly represented at the 1 10,000 scale, it would be 
impossible to appear on the map at 1 1,000,000. 

The mode of use is another factor that must be considered in map design. If 
you will display the map on your computer monitor, you may have a color 
palette of 256 colors to choose from. If you intend to prepare hard copy maps, 
you may have very limited color use. Even for the computer display, you need to 
consider the ability of human eyes to detect the tiny difference between similar 
colors. When the map reproduction is anticipated, you must consider the 
limitations on the color reproduction and pattern separation. Most journals limit 
maps to black and white only and gray scale normally does not reproduce well. 

2.3.3.2  Map Elements  

The most important map element is the map. The map title, scale bar, north arrow, 
and legend are the other basic elements. In addition, we can add elements, such 
as graphics, tables, or text to a map.  

A map places various symbols at different places to represent real world 
features. By comparing the difference of symbols and by examining the place of 
symbols, a reader can learn the spatial placement and arrangement of real world 
features. The basic symbols used in maps are points, lines, polygons, and labels. 
Refer to the Boone County map shown in Fig. 2.19, we use lines to represent 
linear features, such as streams. The area-based features, such as census tracts, 
are represented as polygons.  
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Figure 2.19  2000 population density by census tract in Boone County 

2.4  Projections, Forecasts, or Estimates 

Although the literature offers concrete definitions of projections, forecasts,   
and estimates, people often use them interchangeably without recognizing the 
immediate consequences.  As a foundation for the rest of this book we would 
                                                       

For a detailed discussion on this matter, please see Smith et al. (2001), p. 3.
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like to conclude this chapter by distinguishing the three terms.  
Projection is a general term for mathematically derived statements based on 

predetermined assumptions. For example, if we assume the population growth 
will follow the same pattern as observed for the last 20 years, then the county’s 
population will double in the next 10 years. The importance here is that we need 
to specify first all parameters we will use in calculations. For example, we have 
observed that a county’s population grew by five percent in the past 10 years and 
assume that this growth will continue in the next 10 years. Or, we assume that 
birth, survival, and migration rates in the past 10 years will remain constant in 
the next 10 years. In any case, some prior judgments are necessary which start 
with the choice of the input data, e.g., the time period for which we select the 
data, and/or the parameters. The uncertainty of future events makes the “correct” 
choice of parameter values a precarious undertaking. For this very reason, it is a 
common practice to offer a variety of projections using different parameter 
values. Many demographic studies offer low, middle, and high series of projected 
population. The middle series is usually the projection based on parameters we 
believe will provide the most likely occurring population. A low series sets a 
lower bound and the high series sets a higher bound of future population.  

Forecast, on the other hand, is the statement about the most likely occurring 
future. Here, the result—the forecast—is based upon personal judgment. For 
example, having projected future population for a county, using three different 
growth rates, you now have to decide what, according to your opinion, will be the 
most likely future population. In other words, you have to choose the one set of 
parameters that will lead to the most likely result based on what you believe. You 
make a hypothesis about the future and prepare your action accordingly. There is 
no guarantee that your hypothesis will be correct. However, an inadequate,     
or sometimes a wrong hypothesis, is better than no hypothesis (Rodwin and 
Sanyal, 2000).  

An estimate, by definition, refers exclusively to past or present statistics. 
For example, population estimates are the most basic and most often required for 
planning analyses. The U.S. Census Bureau is legally required (under Title 13 of 
the U.S. Code) to produce detailed, sub-national population estimates which are 
used in federal funding allocations, setting the levels of national surveys, and 
monitoring recent demographic changes (U.S. Census Bureau). Population 
estimates serve a different purpose than projections or forecasts by filling in 
intercensal years—the years between two censuses. Using the decennial base 
count, estimates are derived from existing data such as births, deaths, federal tax 
returns, medicare enrollment and immigration collected from various sources. 
For example, if you are interested in this year’s total population and its racial 
breakdown of a U.S. city, rather than going out and counting everybody you can 
try the U.S. Census Bureau’s website and search for the estimates. 

In general, based on the fact that you simply cannot know what the future 
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will be like, you are always well advised to come up with a variety of projections. 
Offering a middle series, a high series, and a low series takes the burden off your 
shoulders to determine the most appropriate forecast. The dependence on 
technical approaches and inclusion of predetermined assumptions imbed two 
potential sources for errors: first, the right choice of projection model; second the 
selection of the right parameters and their values. Putting your projection in a 
range of possible outcomes always increase the level of confidence that the actually 
accruing future is within your projections. We will follow this terminological 
distinction and use the term “projection” when talking about future trends. On the 
other hand, “estimates” will be used exclusively when referring to past and present. 

References

Babbie, Earl R. 2002. The Basics of Social Research, 2nd ed. Belmont, CA: Wadsworth. 
Babbie, Earl R. 2004. The Practice of Social Research, 10th ed. Belmont, CA: Wadsworth. 
Blackwell, Louisa. 2001. Women’s work in UK official statistics and the 1980 reclassification 

of occupations. Journal of the Royal Statistical Society: Series A (Statistics in Society),
164(2): 307 325.

Chatterjee, Samprit, Ali S. Hadi and Bertram Price. 2000. Regression Analysis by Example, New 
York: John Wiley & Sons, Inc. 

De Vaus, D. A. 2002. Analyzing Social Science Data. London: SAGE. 
Huang, Nan-zhen. 2001. Urban Development History of Shanghai, China. Available online at: 

http://hhhnz.freewebspace.com/.
Johnson, Robert and Patricia Kuby. 2004. Elementary Statistics, 9th ed. Belmont, CA: Thomson 

Learning. 
Office Of Management And Budget (OMB). 1997. Federal Register Notice: Revisions to the 

Standards for the Classification of Federal Data on Race and Ethnicity. Washington DC: 
Executive Office of the President, Office of Management and Budget, Office of Information 
and Regulatory Affairs. Available online at: http://www.whitehouse.gov/omb/fedreg/ 
1997standards.html.

Robbin, Alice. 2000. Administrative policy as symbol system: political conflict and the social 
construction of identity. Administration & Society, 32(4): 398 431.

Rodwin, Lloyd and Bishwapriya Sanyal. (eds.) 2000. The Profession of City Planning: Changes, 
Images, and Challenges. New Brunswick: Center for Urban Policy Research, Rutgers, 
The State University of New Jersey.  

Sanders, Donald and Robert Smidt. 2000. Statistics—A First Course, 6th ed. New York: 
McGraw-Hill.

Smith, Stanley K., Jeff Tayman and David A. Swanson. 2001. State and Local Population 
Projections: Methodology and Analysis. New York: Kluwer Academic/Plenum Publishers. 

Spencer, James H. 2004. People, places, and policy: a politically relevant framework for efforts 
to reduce concentrated poverty. The Policy Studies Journal, 32(4): 545 568.

51



Research Methods in Urban and Regional Planning

U.S. Census Bureau. 2000. Racial and Ethnic Classifications Used in Census 2000 and Beyond,
Washington DC: U.S. Census Bureau, Population Division. Last Revised: April 12, 2000 
at 01:12:12 pm. Available online at: http://www.census.gov/population/www/socdemo/ 
race/racefactcb.html. 

U.S. Census Bureau. 2001. Cartographic Boundary Files. Washington DC: U.S. Census Bureau, 
Geography Division, Cartographic Products Management Branch. Last Revised: April 19, 
2005 at 02:12:09 pm. Available online at: http://www.census.gov/geo/www/cob/cs_ 
metadata.html.  

U.S. Census Bureau. 2004. Terms and Definitions, Population Estimates: Concepts. Washington 
DC: U.S. Census Bureau, Population Division. Last revised: August 24, 2004 at 08:15:21 am. 
Available online at: http://www.census.gov/popest/topics/ terms/. 

52



Chapter 3  Demographic Analysis 

3.1 The Need for Demographic Analysis  

Planning for the future requires, to some extent, making projections based on past 
observations The U.S. Census Bureau provides, as a routine procedure, national 
and state-level population projections.  State governments, often in cooperation 
with an external agency such as a university, do more geographically focused 
population analyses and projections. For example, the Urban Studies Institute at 
the University of Louisville, part of the Kentucky State Data Center (KSDC), is 
responsible for the periodical projection of future population trends at the state 
and county-level and for selected cities in Kentucky.  Dealing with the uncertainty 
of future estimated births, deaths, and migration patterns, the institute offers   
three simultaneous population projections at low, middle and high growth rates. 
Additionally, the institute makes a variety of past and present population estimates 
available online. For more geographically detailed population projections and 
estimates, local government agencies, such as city planning departments or county 
planning commissions, engage in all sorts of methods to evaluate past and present 
demographic trends.

Generally, population projections are the base for many planning activities, 
such as producing land use and transportation plans, determining the direction of 
future economic development and providing guidance for housing, school, and 
shopping center developments. Population projections often become the center- 
piece of comprehensive plans and the future vision of localities. The importance 
of population estimates and projections in planning becomes apparent by looking 
at some selected, local planning issues:  

Land use planning: General land use and specific development policies 
need to regularly address increasing population size. A town’s conceptual image 
and physical appearance depends largely on future land use planning. Expected 
population growth patterns drive much of the decision-making processes such as 
designating more residential areas; finding the right combination of residential, 
                                                       

 Schedule of population and household projection releases by the U.S. Census Bureau: http://www  
.census.gov/population/www/projections/projsched.html. State Population projections by the U.S. Census Bureau: 
http://www.census.gov/population/www/projections/stproj.html. 

 Urban Studies Institute at the University of  Louisville: http://ksdc.louisville.edu/Projections2003.htm. 
 Boone County, Kentucky, official website: http://www.boonecountyky.org/. 
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commercial, office, and industrial uses in mixed-use areas; and allocating parks 
and open spaces.  

Transportation planning: Growing cities and metropolitan regions face the 
challenge of coping with increases in transportation demand. More automobiles 
on the streets and highways and higher demands for public transportation systems 
have their origins in growing populations.  

Economic development: A growing economy creating sufficient employ- 
ment opportunities, which in return allows a sustained increase in people’s standard 
of living is central to economic development planning. A region’s population and 
its growth trend is thus of major importance. For instance, a growing number of 
people will foster local retail sales, will be the basis of a qualified labor pool for 
expanding industries, and will be the basis of various tax incomes for state/local 
governments.

Environmental planning: Planners constantly face the challenge of 
preserving nature and wildlife habitat while providing high quality spaces to 
meet the demand for human activities. Population analysis provides the base for 
searching the balance between human and nature.  

Housing: Booming regions have tremendous demand for housing. Knowing the 
projected population increase for a specific time period will give some guidance 
to those who must accommodate this demand. Identifying demographic 
characteristics, such as persons per household, will add valuable information on 
the total future need of housing units.  

Public services and facilities: Imagine that public services cannot keep 
pace with population increase. The direct result would be garbage-filled streets 
and bottlenecks in the provision of water and electricity. Planning ahead for 
anticipated population growth is essential in public services and facility plans. 

Sustainable development: Sustainability can be defined as finding a level 
of economic development that does not compromise the economic vitality of 
future generations or the integrity of the natural environment. Population growth 
that, for instance, considers resource requirements environmental constraints would 
be a first step towards building a healthy and sustainable urban and regional 
environment. Translating the idea of “Constrained Economic Growth” , into 
holistic urban and regional planning would lead to sustainable community 
development. In the long run, intergenerational equity would be reached, in 

                                                       
 Following the principles of the economic base theory, increasing export demand for regionally produced 

goods and services may also contributes to a large extend to a region’s economic prosperity. 
 Batie Sandra, 1989: 1,084 1,085. “Sustainable Development: Challenges to the Profession of Agricultural 

Economics.” American Journal of Agricultural Economics, December: 1,083 1,101. We recognize that advocates of 
the “Resource Maintenance Definition” of sustainable development among others argue for the separate maintenance 
of human and natural capital, since they are complements rather than substitutes (Daly and Cobb, 1989:72). The 
degree to which this separation is handled leads to the distinction of “weak” and “strong” sustainability. 
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which the demand of growing population is addressed with the most appropriate 
measures in transportation, land use, and economic plans that always consider 
environmental quality.  

All these planning examples demonstrate the importance of understanding 
past and present demographic population characteristics, such as gender and age 
distributions and expectations of future population development. They emphasize 
how the analysis of past and present population statistics and future population 
developments can play a key role in a variety of planning and decision processes. 
For service deliveries by local governments, in transportation, land use or 
environmental planning, underestimating future populations can lead to shortages 
and a reduction of the quality of life. Overestimating future populations, on the 
other hand, may result in wasting local resources through costly oversupply of 
services.  

Before we actually start analyzing past and present population characteristics, 
we first need to discuss the terms and definitions used by demographers and the 
components of changes in population trends.  

3.1.1 Typology of Projection Methods 

There is a wide range of population projection methods in the literature and  
there are several ways of classifying population projection methods. As a first 
distinction, we can clearly make a difference between subjective and objective
projections (Armstrong, 1985). Subjective projections can be simply described as 
“wild guesses” and as such abstain from a rigorous systematic and methodological 
approach. They depend largely on feelings and intuitions and, at their best, can 
only reflect impressions on future population tendencies. Objective projections 
follow the quantitative approach of collecting data and applying a quantitative 
method to obtain a projected result.  

Given the importance of population projections for the planning community, 
you can easily imagine that you would not risk your planning career by depending 
entirely on subjective projections. However, we must recognize that objective 
projections also rely, to some extent, on subjective elements. This includes the 
choice of the “correct” projection method and/or as mentioned before, the selection 
of the right parameters used in projections. 

Some projection methods depend solely on historical trends (e.g., trend 
extrapolation models) while others account for various interrelationships of 
population statistics with non-demographic variables, such as regional employment, 
amenities and wage levels (e.g., structural population models). Figure 3.1 identifies 
three main population projection methods: trend extrapolation, cohort-component, 
and structural.  
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Figure 3.1 Population projection methods 

Trend extrapolation methods observe historical trends and project them 
into the future. These methods are often used for small areas where disaggregated 
population statistics are not always available. They are powerful straightforward 
tools for projecting populations because they rely on a single, highly aggregated, 
data series. For instance, we can extrapolate the observed population trend for the 
past twenty years for Cincinnati into the near future. The different individual 
methods listed under this group (e.g., linear, geometric, etc.) refer simply to 
different mathematical approaches of finding the best fit for the observed data. 
An important thing to remember is that trend extrapolation does not account for 
any causes of these past observed trends. This is where the cohort-component
methods come into play. The most common version of the cohort-component 
methods uses sex-age-specific population cohorts and adjusts them for the three 
factors of population growth: births, deaths, and migration. Subdividing the 
sex-age-specific cohorts further by race/ethnicity increases the level of detail, but 
also increases the data requirements. The level of detail and the fact that it accounts 
for the components of population changes make this group the most frequently 
used population projection method. Accounting further for non-demographic 
factors leads us to the structural models. Beyond the scope of this textbook and 
often very complex in nature, models falling into this group explain population 
growth (dependent variable) through a variety of non-demographic (independent) 
variables such as employment, wage levels, and local amenities as well as land 
use and transportation models.

Now that we have briefly described the three major categories of population 

                                                       
 According to relevant literature, the origins of the cohort-component method go back to Refs. (Carnan, 

1985; Bowley, 1924; whelpton, 1928). 
 A detailed discussion of structural models is offered by Smith et al. (2001). 
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projection methods, we will take a closer look at factors that affect the choice of 
methods. Each method represents a unique mix of characteristics, assumptions, 
and requirements. So how can you be sure to pick the most appropriate 
projection method? Surely, understanding the unique characteristics, assumptions, 
and requirements is an essential step towards making an educated choice, but 
there are many more factors that must be considered.  

Subjective impressions: Although you have decided to go with an objective 
population projection, you may have a tendency of using one method over others. 
This might be because a method appears more elegant, more reliable, or you 
simply prefer to copy a “similar” study from a neighboring/close-by county for 
which you have a detailed description of the method. 

Time constraint: Usually, people expect you to get the job done within a 
certain time. This is no exception when it comes down to doing a population 
projection. Your judgment on how long it will take to collect the data, do the 
analysis, and write a report will certainly influence your decision on what method 
to choose.  

Technical skill level: People tend to avoid methods with which they feel 
uncomfortable with. Lack of adequate training, for example, can be one reason to 
choose a more straightforward approach over a more complex one.  

Data availability: As a general rule, data are more widely and easily 
available for larger geographic regions. For the United States, the Census Bureau 
offers, for example, population estimates by age, sex, race, and Hispanic origin at 
the national, state, county, and sub-county level, such as census tract and block 
group.  State governments usually maintain population statistics on a regular basis, 
often associated with state universities. Generally, trend extrapolation methods 
usually have lower data requirements when projecting population totals. The 
cohort-component method on the other hand has higher data requirements by 
using sex-age-specific population cohorts.   

Detail of analysis: Are you interested in total population changes or do you 
need to analyze the underlying causes for these population changes, such as 
migration, births, and deaths? The level of detail in your analysis can play a 
major role when choosing among simpler trend extrapolation techniques or the 
more data-intensive cohort-component model. 

Purpose of the population projection: It makes a big difference if your 
supervisor asks in an informal way for a rough figure as a base for follow-up 
analyses or if your analysis will be posted on the county’s planning commission 
website as part of the comprehensive plan.  

Strengths and weaknesses: Every method has strengths (e.g., low data 
requirement), which may at the same time lead to weaknesses (e.g., low level of 
detail). Balancing the pros and cons might provide further guidance of what 
method might be most appropriate.  
                                                       

 Source: U.S. Census Bureau, Population Division: http://eire.census.gov/popest/estimates.php. 
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3.2 Demographic Analysis—Fundamental Concepts  

For planners and demographers alike, population analyses do not begin with 
immediately applying sophisticated methods in population projections. Rather, 
most demographic analyses start with fundamental concepts, including:  

(1) describing populations by their actual size, 
(2) determining population distribution across predefined areas, 
(3) creating sex, race, and age composition profiles of populations of interest, 

and
(4) calculating observable percent changes of selected population charac- 

teristics.
The point here is to get a thorough understanding of the population of 

interest by studying characteristics for periods where data are available. For 
planning purposes, these first demographic analyses can already give planners 
valuable and necessary information. Is the population of an area declining or 
increasing? By what rate is the area declining or increasing? With such 
information, school district superintendents could make some educated guesses 
about expected enrollment if they know the age composition of the area’s 
population. For the provision of public services, such as police and fire protection 
or the local library, local governments use population statistics to avoid costly 
over or under provisions of needed services. This list of examples on how 
population statistics influence the planning decision process could be extended.  

Let us focus on the first of the fundamental concepts of demographic analysis, 
the population size. Using 1990 and 2000 U.S. Census Bureau population statistics 
for Boone County we see immediately that the county is growing fast. Boone 
County had a population of 57,589 in 1990 and 85,991 in 2000.  

While the concept of population size is straightforward, it is an important 
fact that, in general, people are counted according to their permanent place of 
residence. For example, someone living in a neighboring county and commuting 
daily to Boone County for work is not considered a resident of Boone County. As 
a result this person would, of course, not show up in Boone County’s population 
size in Table 3.1. The so called “de jure” approach counts people only at their 
permanent place of residence. 

Table 3.1 Boone County population size, 1990 and 2000  

Boone County, 
Kentucky 

1990 2000 
Absolute
Change

Percent
Change

Male    28,111 42,499 14,388 51.2 
Female 29,478 43,492 14,014 47.5 
Total    57,589 85,991 28,402 49.3 

Source: U.S. Census Bureau, Data Set: 1990 and 2000 Summary Tape File 1 (STF 1)  
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The next demographic concept deals with population changes. Generally, 
change can be expressed as: absolute change, percent change, average annual 
absolute change, or average annual percent change. In Chapter 2, we used the 
population totals for Boone County for 1990 and 2000 from Table 3.1 above (e.g., 
57,589 and 85,991 respectively) to calculated the four different measures of 
changes:  

Absolute change: subtract the 1990 population from the 2000 population: 

85,991 57,589 28,402 

Percent change: divide the absolute population change by the 1990 
population to get percentages: 

28,402 / 57,589 49.3% 

Average annual absolute change (AAAC): divide the absolute population 
change by the number of years between 1990 and 2000; here we have exactly 10 
years:

AAAC 28,402 / 10 2,840 

Average annual percent change (AAPC): apply the geometric growth 
formula, Eq. (3.1) and solve for the growth rate, Eq. (3.2): 

Years
2000 1990Pop Pop (1 AAPC)                        (3.1) 

1/Years
2000 1990

1/10

AAPC=[Pop / Pop ] 1

AAPC=[85,991/57,589] 1 1.0409 1 4.09%
       (3.2)

The next concept is spatial distribution of population, the spatial pattern 
of human settlements. We all know that human settlements are not evenly 
distributed. For example, California (35,484,453) is one of the most populated 
states, while North Dakota (633,837), South Dakota (764,309), Montana (917,621), 
and Wyoming (501,242) belong to the least populated states in the United 
States.  Another way of expressing uneven spatial distribution of population is 
in the form of population densities, usually defined as persons per unit area. 
These examples show the population distribution across political areas, namely 
states. Other political entities may include counties, cities, townships and school 
districts. Common non-political, geographic entities include the various statistical 
entities used by the U.S. Census Bureau. The smallest geographic unit for which 

                                                       
 Most of you will recognize that the process of computing annual growth rates is identical to the more 

familiar process of compounding in finance or accounting. Here, instead of population data, we would use future 
and present values to represent the compound rate. 

 The numbers in parenthesis are the U.S. Census Bureau population estimates for 2003. 
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the Census Bureau tabulates 100-percent data is the census block. Several blocks 
clustered together form a block group, and the next higher level is census tract. 
Effective June 6, 2003, the Census Bureau began using metropolitan and 
micropolitan statistical areas within a “Core Based Statistical Area” (CBSA) 
classification when referring to larger urban agglomerations. Metropolitan 
statistical areas must have at least one urbanized area with a population of 50,000 
or more. Micropolitan statistical areas must have at least one urban cluster with a 
population of at least 10,000 but less than 50,000. ,

The map in Fig. 3.2 shows how the Year 2000 population is distributed in 
Boone County. It illustrates that the population is not evenly distributed  

Figure 3.2 Boone County population distribution 

                                                       
 http://www.census.gov/population/www/estimates/00-32997.pdf. 
 The six New England states use the same criteria for metropolitan and micropolitan statistical area 

definitions. A New England city and town area (NECTA) must have an urban core with a population of at least 2.5 
million. Further subdivision of NECTAs is possible and referred to as New England city and town area divisions. 
The definition of boundaries is important in defining the area of interest for population analyses. Source: 
http://www.census.gov/population/www/estimates/metrodef.html. 
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throughout the county. A large share of the county’s population (e.g., 23,551) 
lives in the east. 

The last basic demographic concept refers to population composition.
Commonly used population composition includes age and sex. Table 3.2 and 
Table 3.3 show the population composition for Boone County by age, sex, and 
race for the years 2000 and 1990. 

Table 3.2 Boone County population by age, sex, and race, 2000  

Boone County, 
Kentucky White 

Black or
African- 

American

American
Indian and

Alaska
Native

Asian
including
Pacific 

Islanders

Some other
race, two
or more 

races

Total 

Total         81,822 1,306 200 1,137 1,526 85,991 
Male: 40,347 716 88 544 804 42,499 
0 to 4 years 3,240 60 8 57 137 3,502 
5 to 9 years 3,461 67 7 40 110 3,685 
10 to 14 years 3,301 61 8 40 67 3,477 
15 to 19 years 3,023 34 7 24 54 3,142 
20 to 24 years 2,421 67 4 23 76 2,591 
25 to 29 years 2,787 82 7 42 85 3,003 
30 to 34 years 3,350 73 8 84 69 3,584 
35 to 39 years 3,618 69 8 82 75 3,852 
40 to 44 years 3,578 77 10 47 37 3,749 
45 to 49 years 3,020 61 10 39 23 3,153 
50 to 54 years 2,520 27 6 28 29 2,610 
55 to 59 years 1,887 22 2 15 14 1,940 
60 to 64 years 1,344 3 2 8 8 1,365 
65 to 69 years 1,020 9 1 9 8 1,047 
70 to 74 years 829 1 0 5 4 839 
75 to 79 years 553 1 0 1 5 560 
80 to 84 years 243 0 0 0 3 246 
85 years and over 152 2 0 0 0 154 
Female: 41,475 590 112 593 722 43,492 
0 to 4 years 3,065 71 11 61 139 3,347 
5 to 9 years 3,242 59 7 46 104 3,458 
10 to 14 years 3,151 44 12 32 70 3,309 
15 to 19 years 2,811 36 8 22 63 2,940 
20 to 24 years 2,361 45 9 23 52 2,490 
25 to 29 years 2,921 47 7 56 69 3,100 
30 to 34 years 3,411 53 10 86 61 3,621 
35 to 39 years 3,804 55 11 84 49 4,003 
40 to 44 years 3,699 66 9 70 35 3,879 
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Continued      

Boone County, 
Kentucky White 

Black or
African- 

American

American
Indian and

Alaska
Native

Asian
including

Pacific 
Islanders

Some other
race, two
or more 

races

Total 

45 to 49 years 3,087 41 9 34 17 3,188 
50 to 54 years 2,646 26 6 30 22 2,730 
55 to 59 years 1,862 15 5 13 18 1,913 
60 to 64 years 1,388 9 4 15 3 1,419 
65 to 69 years 1,156 7 3 9 7 1,182 
70 to 74 years 1,092 3 1 8 6 1,110 
75 to 79 years 773 5 0 2 4 784 
80 to 84 years 522 3 0 1 1 527 
85 years and over 484 5 0 1 2 492 

     Source: U.S. Census Bureau, Census 2000  

We see immediately that we have one sub-table each for the male and the 
female population. This sex (i.e., gender) composition in Table 3.3 shows that 
there were slightly more females (e.g., 43,492) than males (e.g., 42,499) in Boone 
County in 2000.

Table 3.3 Boone County population by age, sex, and race, 1990 

Boone County, 
Kentucky- 

Males
White 

Black or
African-

American

American
Indian and

Alaska
Native

Asian
including

Pacific 
Islanders

Some other
race, two
or more 

races

Total 

Total         56,716 361 88 355 69 57,589 
Male: 27,651 197 49 179 35 28,111 
0 to 4 years 2,330 17 2 33 4 2,386 
5 to 9 years 2,547 14 5 16 6 2,588 
10 to 14 years 2,420 17 4 10 2 2,453 
15 to 19 years 2,079 15 3 11 2 2,110 
20 to 24 years 1,834 20 5 8 1 1,868 
25 to 29 years 2,261 22 7 16 3 2,309 
30 to 34 years 2,672 23 0 25 6 2,726 
35 to 39 years 2,480 22 4 22 3 2,531 
40 to 44 years 2,176 7 7 16 4 2,210 
45 to 49 years 1,687 16 6 7 2 1,718 
50 to 54 years 1,290 2 1 6 1 1,300 
55 to 59 years 1,089 8 2 3 1 1,103 
60 to 64 years 964 3 1 2 0 970 
65 to 69 years 773 3 1 2 0 779 
70 to 74 years 466 4 1 1 0 472 
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Continued     

Boone County, 
Kentucky- 

Males
White 

Black or
African-

American

American
Indian and

Alaska
Native

Asian
including

Pacific 
Islanders

Some other
race, two
or more 

races

Total 

75 to 79 years 282 1 0 0 0 283 
80 to 84 years 177 3 0 0 0 180 
85 years and over 124 0 0 1 0 125 
Female: 29,065 164 39 176 34 29,478 
0 to 4 years 2,249 12 2 23 3 2,289 
5 to 9 years 2,339 13 1 16 5 2,374 
10 to 14 years 2,282 14 6 6 6 2,314 
15 to 19 years 2,003 9 3 7 5 2,027 
20 to 24 years 1,915 11 2 12 1 1,941 
25 to 29 years 2,480 16 2 20 3 2,521 
30 to 34 years 2,935 16 1 39 4 2,995 
35 to 39 years 2,527 20 6 10 3 2,566 
40 to 44 years 2,256 13 2 19 3 2,293 
45 to 49 years 1,665 10 3 6 1 1,685 
50 to 54 years 1,277 5 4 6 0 1,292 
55 to 59 years 1,152 8 3 4 0 1,167 
60 and 61 years 1,093 2 3 5 0 1,103 
65 to 69 years 912 5 1 1 0 919 
70 to 74 years 683 3 0 1 0 687 
75 to 79 years 541 4 0 1 0 546 
80 to 84 years 432 2 0 0 0 434 
85 years and over 324 1 0 0 0 325 

Source: U.S. Census Bureau, Census 1990  

Of major importance for planning purposes is the age composition of a 
population. As we mentioned already, demand for public services such as education, 
depends largely on the age structure of an area’s population. Children and teenagers 
need to go to school and go to the playground after school. Young professional 
families have children and buy their first home. As people age, preferences and 
demands for public services change. Older people have usually higher demand for 
health care and nursing homes. We can easily see that the age structure of a 
population reveals important information on needs and demands of the 
population for planning purposes.  

One term people often use to describe age groups is age cohorts. Usually, 
many demographic studies divide the population into five- or ten-year age cohorts. 
It reduces the number of total cohorts significantly compared to using one-year 
age cohorts. But it also reduces the level of detail by aggregating single years 
into multi-year age cohorts. In the example, the population of Boone County is 
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divided into five-year age cohorts with the exception that the last age cohort 
includes all persons 85 years of age and over. Reading down the column labeled 
“total” for the female sub-table of Table 3.2, we can identify the following:  

— the youngest age cohort 0 4 years has 3,347 members, 
— the age cohort 35 39 years is the largest one with 4,003 females and 
— the oldest age cohort of 85 years and over has 492 females. 
Depending on what information you need, a table like this can provide the 

number of females of school age, the number of women of working age and the 
number of potential retirees living in the county.  

Together, the age-sex composition of a population is often graphically 
represented in what is called a population pyramid. It is a double histogram of 
the sex-age structure where females are on the left side of the vertical zero line 
and males are on the right side. Each horizontal bar represents one age cohort, 
with the youngest age cohort at the bottom and the oldest age cohort at the top. 
The length of each bar is directly related to the number of persons it represents. 

From Fig. 3.3, we see that there were more males than females in the youngest 
age cohort in Boone County, which is consistent with the worldwide observable 
phenomena that more males are born than females. The exact male/ female birth 
ratio is 1.05 stating that for every 100 female babies, there are 105 male babies 
born. The largest age group for both sexes in Boone County is that of age 35 39;
thereafter the population cohorts decrease. Beginning with the age cohort 25 29,
the number of females outweighs the number of males for all subsequent age 
cohorts, reflecting lower mortality rates for females at all ages. Also beginning 

Figure 3.3 Population pyramid, Boone County, 2000 
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with the age cohort 60 64, the number of persons per age cohort declines 
drastically, partly due to exponentially increasing mortality rates in these upper 
age cohorts. Another factor that contributes to this is maybe the fact that many 
older people move to retirement homes that are away from Boone County. 

For interpreting county-level population pyramids one must be aware of two 
forces that simultaneously shape the form of pyramids. One is the fertility rate,
which plays an important role in projecting population. Although national fertility 
rates are easily available in the United States, fertility rates also show region- 
specific variances.  

A second, and for smaller areas, more important force is in- and 
out-migration. The irregularity in the population pyramid for Boone County 
beginning with the age cohorts 15 19 can mainly be explained by age cohort 
specific migration rates. Later in this chapter you will see that this irregularity in 
the population age structure overlaps flawlessly with the county’s age-specific 
migration rates. In other words, the observable decline, which begins with the 
age cohorts 15 19, can be attributed largely to migration.  

This section closes with the realization that describing one area’s population 
according to its size, distribution, composition, and change will reveal a lot of 
information. These four basic population characteristics should give you enough 
guidance to avoid unnecessary and wrong conclusions in population projections. 
We recommend studying all possible aspects of your target population before 
actually doing the projections. The more you know about the population you are 
going to project, forecast, or estimate, the better.  

3.3 Components of Change—Demographic Reasons for  
         Population Change  

Two simultaneous forces account for changes in population over time. First, 
population grows over time through births (B) and people moving into the target 
region (in-migrants; IM). Second, population declines through deaths (D) and 
people leaving the region (out-migrants; OM). Explaining observed and projected 
population changes through accounting for the individual components of change 
(births, deaths, and migration) sets the stage for probably the most basic formula 
in demography: the demographic balancing Eq. (3.3a) and Eq. (3.3b). 

Demographic balancing equation is: 

(IM OM)t n tP P B D                (3.3a) 

                                                       
 Smith et al., 2001: 30. 
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The change in population between future year t n  and initial year t is the 
result of the number of births (B) plus the in-migrants (IM), minus the number of 
deaths (D) and out-migrants (OM) for this specific time period of n years. The 
two population variables, t nP  and tP , are static measures and refer to the 
population statistics at one point in time. The four components of change measures 
are dynamic and quantify the number of births, deaths, and in- and out-migrants 
for that time period. Alternatively, in- and out-migrants could be netted out and 
referred to as “net migration (NM)”. The demographic balancing equation can 
then be rewritten as:  

NMt n tP P B D                  (3.3b) 

where NM refers to net migration which is computed as: NM IN OM.  
The population statistic P can be the total population. As we will explore in 

greater detail in the section on the cohort-component method, the population is 
most commonly further disaggregated into sex and age cohorts.  

Taking a second look at the demographic balancing equation we can 
immediately recognize that part of population changes, e.g., B and D, come 
mainly from the population itself, independent from outside forces. This is where 
the sex and age structure of the population play a crucial role. More women in 
the childbearing age means more births per time period, everything else being 
constant. On the other hand, populations with an old age structure are more likely 
to have a greater number of deaths per time period. Netting out births and deaths, 
we can refer to natural population increase or decrease. In the case where births 
outnumber deaths (B D), the population is said to experience natural increase. 
However, when more people are dying than being born (B D), population 
would naturally decrease.  

People migrate for various reasons. Some people just need a move, some are 
looking for better regional amenities (e.g., weather, recreational value of region), 
and others simply get transferred through their jobs. The Sunshine State, Florida, 
is the most popular retirement state in the United States. The weather is the main 
factor. Younger people seem more likely to prefer San Francisco, New York, or 
Washington D.C. for professional reasons, or simply because these places are the 
“happening” place to live. The bottom line is that reasons for migration are very 
complex. A structural population model is one strain of models that accounts  
for other than pure demographic factors included in the demographic balancing 
Eq. (3.3a).  

3.3.1 Fertility  

The first component on the right-hand side of the demographic balancing 
Eq. (3.3) deals with B, also referred to as fertility. Technically, the term fertility 
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denotes the number of live births, often expressed as the number of actual live 
births to women in a particular age cohort, symbolized by n. Many different 
fertility rates are used in the literature. Table 3.4 lists two of them. The age- 
specific birth rate ( ASBR )n x  is the number of live births per 1,000 females in the 
same age cohort over an x year period. Fertility rates also can be presented as 
probabilities that a woman in this specific age cohort will give birth in x years 
period P ( ASBR )n x . In this case, we talk about fertility rates nf , where n refers 
to the age cohort n.

Table 3.4 Live births and fertility rates, Boone County, Kentucky, July 2003(1)

Age-specific Cohort  
of Mother 

Age-specific  
Birth Rates(1)

( ASBR )n x

Probability 
 of Birth 

( ( ASBR ))n xP

10 14  52.4 0.0524 
15 19 391.6 0.3916 
20 24 491.7 0.4917 
25 29 491.7 0.4917 
30 34 287.8 0.2878 
35 39  86.4 0.0864 
40 44   9.5 0.0095 

Total  1.8111
(1) per thousand females over a five-year period

Table 3.4 represents the age-specific birth rates statistics for Boone County, 
Kentucky.  Following this table, we immediately can identify that:  

(1) the number of live births are reported for a five year period. 
(2) the females are divided into five-year age cohorts. 
(3) the age range of childbirth-giving women starts at 10 14 years and 

ends at 40 44 years. 
(4) the majority of childbirth-giving females are 20 29 years of age. 

Whereby in the case of Boone county, the lower half of the twenty age cohort 
(e.g., 20 24 years) and the upper half of the twenty age cohort (e.g., 25 29 
years) appear to have identical fertility rates. 

From Table 3.4, we can conclude that fertility rates are very age specific, 
which is graphically emphasized in Fig. 3.4.  

                                                       
 Source: Kentucky Population Projections, July 2003, The University of Louisville Urban Studies 

Institute, Kentucky State Data Center. 
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Figure 3.4 Age-specific live births, Boone County, Kentucky 

There are many more factors that influence fertility rates. Among others, 
fertility rates vary geographically, culturally, and over time. According to the U.S. 
Central Intelligence Agency’s (CIA, 2004) “The World Factbook”, the United 
States’ birth rate is estimated at 14.14 births/1,000 persons at midyear for the 
year 2003. For comparison, Ethiopia’s birth rate for the same year is estimated at 
39.81 births/1,000 persons and Germany’s birth rate is at 8.6 births/1,000 persons 
indicating geographical and cultural variations in birth rates.  

Looking at fluctuations of fertility rates over time, the United States exhibits 
some sharp changes. While the total fertility rate was slightly over 3.5 births per 
woman during the Baby Boom years in the late 1950s and early 1960s, it fell 
drastically by the mid-1970s to about 1.8 births per woman. Since the 1990s, the 
total fertility rate  per woman recovered slightly to a level of 2.0 2.1, which is 
the level required for the natural replacement of the population.

While fertility rates differ across regions and fluctuate over time, it is 
important to recognize that these differences and fluctuations are not solely 
grounded in regional and cultural variations, but may be the result of a 
combination of complex economic, social, and other factors. This becomes 
apparent by comparing fertility rates across selected female subgroups for 
women 15 44 years old:

(1) The general fertility rate (GFR) for all women was 61.4 births per 1,000 
women. 

(2) Hispanic women had the highest general fertility rate among all race and 
origin groups with 82.0 births per 1,000 women, while the GFR was significantly 
smaller for Asian and Pacific Islander women with 55.4. 
                                                       

 The total fertility rate refers to the average number of children that would be born per woman if all 
women lived to the end of their childbearing years and bore children according to a given fertility rate at each age. 

 Source: U.S. Census Bureau, Fertility of American Women: June 2000 (P20-543RV). National Center for 
Health Statistics, National Vital Statistics Report, Vol. 47, No. 25. 

 All fertility rates are reported as births per 1,000 women for the year 2002. Source: Fertility of American 
Women: June 2002, October 2003, U.S. Census Bureau. 
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(3) Women in the South are slightly more reproductive than women living 
in the Midwest with fertility rates of 67.0 and 55.6 births per 1,000 women 
respectively. 

(4) Women in the labor force, of course, had lower fertility rates (47.4) than 
women not in the labor force (95.0). 

(5) Women with an annual family income of under $10,000 had the highest 
fertility rate (84.5) versus women with a family income of more than $75,000, 
who had the lowest fertility rate (60.0). 

(6) With respect to educational attainments, the lowest fertility rate is 
reported for women who graduated from college with an associate degree (51.6), 
while women who received a graduate or professional degree have a significantly 
higher fertility rate (84.9). 

We see that fertility rates vary across geographic regions, and are dependent 
on economic and social factors and fluctuate over time. We further see that 
different data sources, for instance the CIA World Factbook and the National 
Center for Health Statistics (NCHS), use different definitions of fertility/birth 
rates. They all build upon the total number of live births (reported in the United 
States by the NCHS) and the corresponding population size for that specific area 
(reported by the U.S. Census Bureau). In the conclusion of this section on births 
and fertility, we will define in more detail the different fertility rates.  

Crude birth rate (CBR): The crude birth rate used in the example is from 
the CIA World Factbook as the number of live births per 1,000 population.  

CBR ( / ) 1,000B P                   (3.4) 

where, B is the number of live births per year and P is the total midyear 
population.

The National Center for Health Statistics announced on its 2003 National 
Vital Statistics Report (Vol. 52, No. 10) the lowest birth rate for the United States 
since national data have been available with a crude birth rate of 13.9. For the 
calculation, the NCHS used the reported live births during 2002 and the 2002 
population estimate produced by the U.S. Census Bureau based on the 2000 census. 
Given all the necessary pieces of information, the crude birth rate formula  can 
be written as follows:  

CBR (4,021,726 / 288,368,706) 1,000 13.9 

General fertility rate (GFR): The next logical step to improving the crude 
birth rate is by relating the number of births to the number of females in the 
                                                       

 Live births reports the number of babies born. Midyear population refers to the number of people alive at 
midyear, usually a calendar year. 

 The number of births is taken from the National Vital Statistics Report, Vol. 52, No. 10, December 17, 
2003: “Births: Final Data for 2002”, p. 30, Table 1. 
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reproductive age group, mainly 15 44 years. The examples we used earlier to 
emphasize the influence of economic and social factors as determinants for 
differences in fertility rates used general fertility rates. The generic formula can 
be written as:  

15 44GFR=( / FP ) 1,000B                   (3.5) 

where, B is the number of live births per year and 15 44FP  is the age-specific female 
cohort of the population, or all women of age 15 44. 

Using the GFR formula, the general fertility rate for all women of age 
15 44 in the United States for the year 2002 can be computed as:

GFR (4,021,726 / 62,044,142) 1,000 64.8 

Age specific birth rate (ASBR): The next step is to take all females in 
reproductive age for a specific area and divide them into age cohorts, for 
example, age cohorts of five years. This was done in Table 3.4 and the results are 
age-specific birth rates. For each age cohort of females, the ASBR is computed 
as the ratio of total births for that specific age group over the total number of 
females in this particular age group at midyear.  

ASBR ( / FP ) 1,000n x n x n xB               (3.6) 

where x indicates the lower limit of the age cohort and n, the number of years in 
the age interval. B and FP refer, again, to the number of births and female 
population, respectively.  

For example, FPn x  defines the age cohort that starts at age x and includes all 
females up to an age of x n  years. 5 20FP  therefore, defines the cohort of females 
age 20 24, which spans five years, at midyear. Table 3.4 reports the ASBR for 
the cohort 5 20FP  to be 491.7. Meaning that for 1,000 women belonging to this 
age group, 491.7 will give birth over a five-year period.  

Total Fertility Rate (TFR): Often, the literature refers to average number of 
births per woman. For example, earlier we reported that in the United States the 
average number of births per woman fluctuated between 2.0 and 2.1 during the 
1990s. What people use here is called the total fertility rate. It is computed as the 
sum of all ASBR’s. For example, Table 3.4 identifies the conditional 
probability— ( ASBR )n xP —that a woman will give birth given that she belongs 
to the age cohort 20 24 years with 0.4917. This probability refers to one woman 

                                                       
 Using births from the: National Vital Statistics Report, Vol. 50, No. 5 and the number of females of 

15 44 years from the U.S. Census Summary File (SF1), the GFR is slightly different from the October 2001 
release by the U.S. Census Bureau: GFR 65.9 (4,058,814 / 61,576,997) 1,000. The difference is explained 
by the fact that at the earlier release date only preliminary data were available. 
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only and is conditional in that this woman must belong to that age-specific cohort. 
Accordingly, the total fertility rate for that specific woman would be adding all 
conditional probabilities for her entire reproductive lifespan:  

TFR= [ ( ASBR )]n xP                   (3.7) 

From Table 3.4, we can calculate that the total fertility rate for Boone County, 
KY is 1.811. Although we know that the age-specific birth rates reported in Table 
3.4 refer to the entire female population in Boone County at one point in time, 
namely 2003, for calculating the TFR, we now must interpret the table slightly 
different. Let us, for now, assume that we observe 1,000 women over their entire 
“hypothetical” reproductive lifespan. Meaning that in the beginning of their 
reproductive lifespan, all 1,000 women would be in the age group 10 14. 
Together they would give 52 live births during these five years. Accordingly, the 
same 1,000 women would after five years enter  the second age cohort of 
15 19 years and would give 392 live births. Analogously, adding all births 
together would tell us that over the reproductive lifespan of these specific 1,000 
women, they would give 1,811 live births, assuming that no one left the cohort. 
In other words, the TFR refers to the number of babies born during women’s 
reproductive years. In the case of Boone County, a woman on average will give 
birth to 1.8 babies in her life time. 

Note that the TFR is based on hypothetical assumptions in that we now look 
at the entire lifespan of a group of women. We further assume that no one leaves 
this hypothetical cohort and the birth rates will not change over their lifespan. 
The TFR is also important when referring to the level necessary for natural 
replacement of the population; the replacement level fertility. According to the 
Census Bureau, approximately 2.1 births per woman are required for a 
population to maintain its current level in the long run. In the case of Boone 
County, KY, the TFR of 1.811 means that the population will naturally decline.  

3.3.2 Mortality  

A second component of change is people dying from one time period to the next. 
This can be either expressed in the form of mortality or survival rates. Table 3.5 
lists the survival rates for Kentucky, as county-specific survival rates are not 
available for Kentucky.  

The first column in Table 3.5 identifies the 5-year age cohorts. Columns two 
and three list the survival rates as the number of 5-year survivors per 1,000 male 
or females, respectively, by age cohort. Columns four and five express the same 
survival rates in form of probabilities for a person to survive from one age cohort 
to the next. For example, the entry for the female 25 29 age cohort of 996.6 
states that of 1,000 females of age 25 29 (e.g., beginning age) 996.6 will 
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Table 3.5 Survival rates by age and sex, Kentucky, July 2003  

Age-Specific Cohorts Male Female Male Female 
Live births 992.4 993.4 0.9924 0.9934 
0 4 996.7 997.5 0.9967 0.9975 
5 9 998.8 999.2 0.9988 0.9992 
10 14 997.2 998.5 0.9972 0.9985 
15 19 992.9 997.3 0.9929 0.9973 
20 24 992.9 997.4 0.9929 0.9974 
25 29 991.8 996.6 0.9918 0.9966 
30 34 989.6 995.3 0.9896 0.9953 
35 39 985.9 993.2 0.9859 0.9932 
40 44 980.3 989.1 0.9803 0.9891 
45 49 970.9 983.5 0.9709 0.9835 
50 54 954.0 973.0 0.9540 0.9730 
55 59 925.6 957.0 0.9256 0.9570 
60 64 883.0 932.0 0.8830 0.9320 
65 69 823.6 897.0 0.8236 0.8970 
70 74 750.8 850.4 0.7508 0.8504 
75 79 639.2 765.3 0.6392 0.7653 
80 84 498.5 637.3 0.4985 0.6373 
85  297.6 381.4 0.2976 0.3814 

survive the five-year period and enter the female age cohort of 30 35 (e.g., 
ending age). Expressed as a probability we can read the same entry in that there 
is a 0.9966 probability for a woman to reach age 30 assuming that she is in the 
25 29 age cohort. The relationships of age, sex, and survival rates are graphically 
shown in Fig. 3.5. In Kentucky, females have higher survival rates at all ages. 
Both sexes show that with increasing age survival rates decline continuously. We 
also see immediately from the data that the first two age cohorts (e.g., 0 4 years 
and 5 9 years) show slightly lower survival rates which can be explained partly 
by higher infant and early childhood mortalities.  

In the United States, the National Vital Statistics Report (NVSR) by the 
Department of Health and Human Services  reports annually life tables by age, 
race, and sex, which are the most detailed source available at present for survival 
rates. Among others, these tables report probabilities of dying between ages x
and 1x , number of people surviving to age x, and number dying between ages 
x to 1x . Five-year survival rate tables can be derived from the life tables 
through aggregation of annual data into five-year age cohorts. 
                                                       

 http://www.cdc.gov/nchs/. 
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Figure 3.5 Population surviving by sex and age-specific cohort, Kentucky, July 2003 

The NVSR also includes a table of survivorship by age, sex, and race in the 
United States from 1900 to 2000.  According to the table, the life expectancy 
rose significantly in this 100 year period. In 1900, 58.5% of the population 
reached age 50 and 13.5% survived to age 80. In 2000, 93.5% survived to age 50 
and 51.0% of the population survived to age 80. However, while the first 50 
years indicate a large reduction in infant mortality (infants born surviving the 
first year) from 87.6% in 1900 to 97.0% in 1950, the second half of the last 
century was characterized primarily by improvements in the surviving age of the 
older population.  

Life expectancy in the United States is recorded in “The World Factbook” as 
77.43 years for the total population in 2003. This refers to the average number of 
years to be lived by a group of people born in the same year, assuming constant 
mortality at each age in the future. For comparison, life expectancy in Ethiopia is 
40.88 years, in Germany 78.54 years, and in China 71.96 years. These data are 
often used as a measure of overall quality of life in a country.  

For the remainder of this section on mortality, we will focus exclusively on 
survival rates. It is important, however, to recognize that if we know the number 
of people surviving from one time period to the next, we immediately know the 
number of people dying for this specific time period and vice versa.  

Life Table Survival Rates: Official life tables were introduced as early as 
the 1660s in London by the Englishman John Graunt . In the United States they 
have been prepared since the beginning of 1900, first for every ten years and 

                                                       
 Source: National Vital Statistics Report, December 19, 2002, Vol. 51, No. 3, p. 38, Table 10. Survivorship 

by age, rage, and sex: Death registration States, 1900 1902 to 1919 1921, and United States, 1929 1931 to 
2000; http://www.cdc.gov/nchs/data/nvsr/nvsr51/nvsr51_03.pdf. 

 Smith et al., 2001: 52. 
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since 1945 on an annual basis. Today, annual or decennial life tables are available 
at national and state-level. Table 3.6 shows an abridged version of the U.S. life 
table for the entire population. 

Table 3.6 Abridged life table for the total population, United States, 2000(1)

Number
Dying 

Between 
Ages x to

x n

Person-Years 
Lived 

Between 
Ages x to 

x n

Age

Probability of 
Dying 

Between Ages 
x to x n

( )n xq

Number
Surviving
to Age x

( )xI
( )n xd ( )n xL

Total Number 
of Person- 

Years Lived 
Above Age x

( )xT

Expectation
of Life at 

Age x
( )xe

0 1 0.00693 100,000 693 99,392 7,686,810 76.9 
1 4 0.00131 99,307 130 396,916 7,587,418 76.4 
5 9 0.00082 99,177 82 495,668 7,190,502 72.5 
10 14 0.00104 99,095 103 495,278 6,694,833 67.6 
15 29 0.00341 98,992 338 494,200 6,199,555 62.6 
20 24 0.00479 98,654 473 492,113 5,705,355 57.8 
25 29 0.00494 98,181 485 489,702 5,213,242 53.1 
30 34 0.00578 97,696 565 487,130 4,723,539 48.3 
35 39 0.00806 97,132 783 483,813 4,236,409 43.6 
40 44 0.01182 96,349 1,139 479,070 3,752,596 38.9 
45 49 0.01773 95,210 1,688 472,085 3,273,527 34.4 
50 54 0.02576 93,522 2,409 461,940 2,801,442 30.0 
55 59 0.03968 91,113 3,615 447,124 2,339,510 25.7 
60 64 0.06133 87,498 5,366 424,879 1,892,377 21.6 
65 69 0.09217 82,131 7,570 392,758 1,467,498 17.9 
70 74 0.13838 74,561 10,317 348,168 1,074,739 14.4 
75 79 0.20557 64,244 13,207 289,331 726,571 11.3 
80 84 0.31503 51,037 16,078 215,947 437,240 8.6 
85 89 0.46111 34,959 16,120 133,503 221,293 6.3 
90 94 0.61506 18,839 11,587 62,766 87,790 4.7 
95 99 0.75434 7,252 5,470 20,388 25,024 3.5 

100 years 1.00000 1,781 1,781 4,636 4,636 2.6 
and over       

(1) Source: National Vital Statistics Report, December 19, 2002, Vol. 51, No. 3, p. 38.

Column 1,  Age-specific intervals ( to )x x n : Reports the exact interval—
n —between two ages—x and x n —as indicated. For example, “5 9” indicates 
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the five year interval between the fifth and tenth birthday. In this example, n
indicates a five year interval and x equals the beginning age of the age cohort. 
Exceptions are the first two age cohorts age 0 1 and 1 4 and the last age 
cohort 100 .

Column 2,  Probability of dying between ages x to x n ( )n xq : Refers to 
the proportion of people alive at age x (beginning of the interval) and will not 
reach age x n  (end of the interval). For instance, 5 10q 0.00104 tells us that the 
proportion of the total population in the United States dying after their tenth 
birthday and before reaching their fifteenth birthday is 0.00104. Meaning that out 
of every 100,000 people in this cohort, 104 will die before reaching age fifteen.  

Column 3,  Number surviving to age x ( )xI : Shows the number of the 
surviving members of 100,000 people at age x. Beginning with 100,000 life 
births in column three, 97,132 will complete their 35th year of life and 1,781 will 
have a 100 year birthday party. 

Column 4,  Number dying between ages x to x n ( )n xd : Reports the 
number of all the people dying from 100,000 life births between exact ages x
to x n . Following Table 3.6 we can identify that in the United States 693 
babies will die in their first year of life and 13,207 people will die between ages 
75 to 80.  

Column 5,  Person-years lived between ages x to x n ( )n xL : Refers to the 
total of person-years lived between ages x to x n . Important for deriving 
person-years lived is knowing when people die during a particular age interval. 
For instance, people belonging to the age cohort 35 40 who reach their 40th 
birthday would contribute five-person years each. People dying between ages 35 
to 40 would contribute less than five person-years lived depending on when they 
died. In case they died exactly on their 37th birthday, they count as two 
person-years, if they died in between birthdays, they count for the whole years 
and partial years they lived. 

Column 6,  Total number of person-years lived above age x ( )xT : Is the 
summation of the total of person-years lived between ages x to x n  (e.g., )n xL
and that of all subsequent age intervals. For instance, the aggregated total of 
person-years lived above age 35 (e.g., 4,236,409) is the sum of all intervals of 
person-years lived between ages x to x n  (e.g. column 5) starting with interval 
35 to 40.  

Column  7,  Expectation of life at age x ( ) :xe Indicates the remaining 
lifetime in years for persons reaching the exact age x. According to the abridged 
life table for the total population of the United States, persons of age 35 are 
expected to have an average remaining lifetime of 43.6 years.  

The relationships among the different variables included in Table 3.6 and 
described thereafter can also be expressed in mathematical terms.  
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Column 2, the probability of dying between ages x to x n ( )n xq  can be 
calculated as: 

n x n x xq d I

Knowing the number of people surviving between ages x to x n , the 
number dying between ages x to x n  can be expressed as: 

n x x x nd I I

The person-years lived between ages x to x n ( )n xL  can be expressed as 

n x x x nL T T

Data in a life table can then be used to calculate survival rates as: 

n x n x n n xS L L                     (3.8) 

where n xS  is the survival rate, n x nL  and n xL  are the numbers of two successive 
person-years lived for the corresponding successive age intervals taken from the 
life table.  

For the total U.S. population, for example, the survival rate from the age 
interval 35 40 to 40 45 is computed as: 

5 35 5 35 5 5 35 479,070 / 483,813 0.9902S L L

When we plan to project population for male and female, we can find 
separate life tables for male and female and for different target areas. The 
structures of the life tables are exactly the same so is the calculation of the 
survival rates. Moving the decimal point three positions to the right, we now can 
compare this national level survival rate (e.g. 990.2) with the numbers reported 
for the same age interval in the Kentucky survival rate table. For males, the 
corresponding survival rate is reported as 989.6 and for females it is 995.3. 
Observed discrepancies in survival rates between the U.S. population and 
Kentucky are very small and can be explained through:  

(1) different target years. The United States rates refer to the year 2000, 
while the Kentucky rates are for 2003. 

(2) different levels of aggregation. We are comparing sex-specific rates (e.g., 
female and male in Kentucky) with aggregated rates for the entire U.S. 
population. 

(3) different target areas. Here, we compare state-level with national-level 
survival rates. 

Conceptually similar to the Age-Specific Birth Rates ( ASBR )n x  are Age- 
Specific Death Rates ( ASDR )n x  which play an important role as a starting point 
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for the construction of life tables. They are calculated as the ratio of the number of 
deaths ( )n xD  between age x and age x n  over the population ( )n xP . Subscript 
n refers to the time period of n years.  

ASDRn x n x n xD P                   (3.9) 

Like fertility rates, ASDRs use the mid-interval population, preferably from 
census data. Mid-interval population is commonly used when averaging 
population. Alternatively, the population can refer to the number of people at the 
beginning of a period. For constructing life tables it is assumed that deaths are 
spread out evenly over the entire time-period, n.

3.3.3 Migration 

The last two components of the demographic balancing equation account for the 
fact that people relocate. People move within the same county to a different 
residence, to a different county within the same state, between states, or even 
internationally. Generally, talking about moving or movers implies a change in 
location. People moving within a town from one end to the other end and staying 
within the same jurisdictional boundary are referred to as local movers and are 
not considered to be migrants. To qualify as a migrant, a person must move 
across jurisdictional boundaries. Although, for people living close to county or 
state boundaries, this can also imply just moving a few blocks away.  

Depending on the attractiveness of a place, which among others includes 
amenities, availability of jobs, and recreational activities, etc., some places have 
positive net migration rates, indicating that more people move into the region 
than leave it. On the other hand, less attractive and declining regions show 
negative net migration rates. It is important to recognize that although net 
migration shows whether a region gains or loses population due to migration, it 
does not implicitly indicate how many people are actually migrating in and    
out. Depending on the depth of your analysis and data availability, you might 
want to account for in- and out-migration separately or simply use net migration 
data.  The U.S. Census Bureau provides data on migration in the United States 
at national, state and county levels.  Table 3.7 shows that Americans indeed   
are still on the move. Forty-six percent of Americans ages 5 years and over, 
                                                       

 In the concept of planning in general and in population projection for planning purposes in particular, net 
migration is sufficient most of the time. For a more detailed discussion on the pros and cons of gross versus net 
migration please see chapter 6 of Smith, Tayman, and Swanson. 

 Data Source: Census 2000 PHC-T-23. Migration by Sex and Age for the Population 5 Years and Over for 
the United States, Regions, States, and Puerto Rico: 2000 at: http://www.census. gov/population/www/cen2000/ 
migration.html. 
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or 120,347,674 people, moved in the period from 1995 to 2000. Of these 120 
million movers, only a small portion (7,495,846 people or approximately 6 
percent) qualify as migrants. At the state-level for Kentucky, for example, 44% 
(1,664,095 people) of Kentucky’s population moved in the same five-year period, 
of which 318,579 moved into the state and 284,452 left the state resulting in net 
migration of 34,127 people. Additionally, 45,981 people moved in from abroad.  

While calculating fertility and survival rates is usually done based on 
area-specific data, for computing in/out and net migration rates, the choice of the 
appropriate population base is not that straightforward. In the case of out-migration, 
we can apply the areas of interest population as base but what can be applied in 
the case of in-migration rates? Definitely, these rates are somewhat independent 
of the target area. Of course, some areas, like San Francisco, are attractive enough 
to attract people. But in most cases, in-migration rates depend to a larger extent 
on the population statistics from where these people are migrating. This problem 
is well recognized in the literature; nevertheless, most studies applied for 
simplicity the population of the area under consideration as the denominator 
without differentiating between in/out and/or net migration rates.

The general net migration rate is of the following form:  

mr ( / ) 1,000n x n x xM P                  (3.10) 

where mrn x  is the migration rate under consideration (e.g., in, out, or net migration 
rate), n xM  is the corresponding number of in/out or net migrants between time 
period x to x n , and xP  is the population total in beginning year x. In the case of 
calculating migration rates, the population total in beginning year x is preferred 
in the literature versus using midyear or end of interval population.  

For Kentucky and Boone County, we can apply the migration rate formula 
and compute all rates as follows: 

The results in Table 3.8 show that Boone County has significantly larger 
migration rates than Kentucky. Kentucky experienced, from 1995 2000, a 
population increase due to net migration of almost 9 persons per 1,000 population, 
while Boone County’s population grew by 119 persons per 1,000 population. A 
direct and logical conclusion from observed magnitudes of migration rates is that 
in the case of Boone County, in-migration plays a crucial role in population 
growth. In the case of Kentucky, which exhibits a slowly growing population, 
in-migration is a less significant factor of population growth. 

                                                       
 Smith et al., 2001: 105. 
 The U.S. Census Bureau used in its 1995 2000 migration rate estimation the 1995 2000 net migration 

as the numerator and the approximated 1995 population as the denominator. Multiplying this rate by 1,000 then 
refers to rates per 1,000 population. Source: http://www.census.gov/prod/2003pubs/censr-7.pdf. 
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Table 3.8 Migration rate example, Kentucky and Boone County, 1995 2000(1)

Kentucky               Number of Persons Rates (per 1,000 Population)
Total Population (1995) 3,887,427 
Total Population (2000) 4,041,769  
Inmigrants (1995 2000) 318,579 81.95 
Outmigrants (1995 2000) 284,452 73.17 
Gross Migration (1995 2000) 603,031 155.12 
Net Migration (1995 2000) 34,127 8.78 

Boone County              Number of Persons Rates (per 1,000 Population)
Total Population (1995) 70,017 
Total Population (2000) 85,991 
Inmigrants (1995 2000) 25,232 360.37 
Outmigrants (1995 2000) 16,896 241.31 
Gross Migration (1995 2000) 42,128 601.68 
Net Migration (1995 2000) 8,336 119.06 

  (1) Sources: http://ksdc.louisville.edu/kpr/pro/Summary_Table.xls and http://www.census.gov/prod/ 

2003pubs/censr7.pdf. 

Referring back to the problem of the correct population choice for the 
denominator in computing the migration rates, using the population under 
consideration will have different effects in both cases. Generally, the literature 
recommends using the population under consideration as the denominator for 
decreasing or slowly growing populations. Thus in the case of Kentucky, using 
Kentucky’s population will not introduce a large error in computing migration 
rates. However, in the case of Boone County, the argument might be that 
in-migration by far outweighs other migration forces, and that this in-migration is 
independent of the target areas population. Therefore, a situation where choosing 
Kentucky’s or even the United State’s population might be the better denominator 
for calculating migration rates. For example, the net migration rate for Boone 
County can be recalculated using Kentucky’s population as denominator: 

net migration rate (8,336 / 3,887,427) 1,000 2.14

This example shows that by using Kentucky’s larger population, we get a 
significantly smaller net migration rate. Overall, using Kentucky’s population 
will help smooth out the otherwise significant impact of a large number of 
in-migrants which migrated, to a large extent, independent of Boone County’s 
existing population. But keep in mind, when we are projecting future net 
migration in Boone County, we must use the population of Kentucky as the basis 
for calculating the number of in migrants.  
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3.4 Trend Extrapolation Methods  

Extrapolating past trends into the future is the main idea behind all the trend 
extrapolation methods. This idea is appealing for small-area population projections 
with low data requirements, low costs, and easy application. Observing how the 
population grew/declined for the past years, we project future population 
assuming that these observed trends will continue into the near future. For 
example, Boone County’s, Kentucky population increased in each consecutive 
year between 1990 and 2000 (Table 3.9). Continuing past trends into the future 
will, therefore, lead to projecting the population as growing in the future. 

Table 3.9 Population of Boone County, Kentucky, 1990 – 2000(1)

Year (n)
Index

Number

Observed
Population 

(Popn)

Total 
Absolute
Growth

Average Annual 
Absolute

Change(AAAC)

Total 
Percent 
Growth

Average Annual 
Percent Change

(AAPC)
1990 1 57,589     

1991 2 60,574 28,402 2,840 49.32 4.09 

1992 3 62,897     

1993 4 65,318     

1994 5 67,554     

1995 6 70,017     

1996 7 72,860     

1997 8 76,162     

1998 9 79,818     

1999 10 83,349     

2000 11 85,991     

  (1) Source of data: http://ksdc.louisville.edu/kpr/popest/ice9000.xls. 

A fast and straight forward approach to getting a first impression on the 
overall past population trend can be obtained here by plotting the population on a 
simple graph with time on the horizontal axis and population on the vertical axis. 
Although population projection(s) are usually based on a mathematical model, it 
is particulary the graphical presentation the helps better understand population 
trends over time. The case of Boone County is clear cut in that the population 
grew continuously in the past as indicated in Fig. 3.6. The trend could be more 
complex in that population both increased and decreased during the period in 
which data are available.
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Figure 3.6 Population of Boone County, Kentucky, 1990 2000

We start describing population extrapolation models with simple average 
annual absolute population changes (AAAC) and/or average annual percent changes 
(AAPC) based on population statistics at two points in time. For instance, having 
the census population statistics for an area for the Census 1990 (Boone County: 
57,589) and the Census 2000 (Boone County: 85,991) is sufficient to immediately 
compute two estimates: (1) the estimate for the observed annual population growth 
expressed as persons per year (AAAC) and (2) the estimate for the constant 
annual rate the population grew over the time period for which data are available 
(AAPC). For Boone County, the AAAC is derived by dividing the absolute 
population growth by the number of years:  

2000 1990AAAC (Pop Pop ) /
(85,991 57,589) /10
2,840

n
            

(3.11)

Based on the same information, the AAPC is calculated using the geometric 
growth rate formula as:  

(1/ )
2000 1990

(1 10)

AAPC (Pop Pop ) 1

(85,991 57,589) 1
4.09%

n

            
(3.12)

With this information readily available, we can have a quick and simple 
population projection for 2001, assuming that the observed average annual absolute/ 
percent changes will continue for the following year. More specifically, applying 
the average annual absolute change, the population for 2001 is projected as:  

2001 2000Pop Pop (AAAC)
85,991 1 (2,840)
88,831

n
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where, Pop refers to the population in the corresponding years, n is the number of 
years to project in the future, and AAAC is the average annual absolute change 
of the area’s population. Overall, the population follows a linear growth pattern, 
depending solely on the calculated average annual absolute change for the period 
data are available.  

Analogously, we can apply the already computed average annual percent 
change (AAPC) rate as follows:  

2001 2000

1

Pop Pop (1 AACP)

85,991 (1 0.0409)
89,508

n

where, Pop again refers to the population in the corresponding years, n is the 
number of years to project in the future, and AAPC is the growth rate expressing 
average annual percent changes of the area’s population. what is important here 
is that the population grows annually by the same rate, namely by 4.09 percent. 
The difference in projected Boone County population for the years 2001 2010 
using the AAAC and the AAPC is shown graphically in Fig. 3.7. 

Figure 3.7 Boone County population projections based on average annual absolute 
change and average annual percent change, 2001 2010

3.4.1 Share of Growth Method 

Ratio methods, such as the share of growth and the shift-share methods, are among 
the easiest extrapolation methods and are therefore popular among planners and 
demographers. The underlying principle of the share of growth as well as the 
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shift-share method is a comparison of the smaller area’s population to the 
population of a larger area, such as comparing a county to a state or a metropolitan 
area. In particular, the share of growth method observes the smaller area’s share 
of population growth for a past time period—the base period. Assuming that this 
observed share of growth remains constant and knowing the larger area’s projected 
population for the future target year, we can project the smaller area’s future 
population. The share of growth method is expressed as: 

,ly ,by
ty ly ,ty ,ly

,ly ,by

,ly ,ty ,ly

(Pop Pop )
Pop Pop (Pop Pop )

(Pop )

Pop growthshare(Pop Pop )

m m
m, m, n n

n n

m n n

Pop     

(3.13)

where,
Popm — population of smaller area; 
Popn — population of larger comparison region; 
ty — target year, i.e., year to be projected; 
ly — launch year, i.e., later year of base period; 
by — base year, i.e., earlier year of base period; 
growthshare — share of growth. 
An example of Boone County demonstrates the share of growth method. 

The needed data are listed in Table 3.10.  

Table 3.10 Boone County and Kentucky population statistics, 1990 2000(1)

Year Kentucky Boone County 

1990 3,686,891 57,589 

2000 4,041,769 85,991 

2010 4,374,591  

    (1) Source: Kentucky State Data Center, Summary table for Kentucky and Counties: http://ksdc.louisville.edu/ 

kpr/pro/Summary_Table.xls. 

The base period in the example is the period from 1990 to 2000. The 
observed share of growth for this ten-year period is calculated as:  

Boone,2000 Boone,1990

KY,2000 KY,1990

Pop Pop 85,991 57,589growthshare= 0.08
Pop Pop 4,041,769 3,686,891

Assuming this share of growth of 0.08 for Boone County to remain constant 
in the future and knowing Kentucky’s population for 2010, we can project Boone 
County’s population for the year 2010 as: 
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Boone,2010 Boone,2000 KY,2010 KY,2000Pop Pop growthshare (Pop Pop )
85,991 0.08 (4,374,591 4,041,769)
85,991 26,626
112,617

Although the share of growth method is very simple in its application, there 
are situations where the share of growth method cannot be applied. Imagine a 
situation where, for instance, a county with a declining population is situated in 
an otherwise growing state. If we predict the population for the larger area to 
increase faster than previously observed, then the share of growth would predict 
the smaller area to decline faster as observed for the projection period. One can 
justly argue that this is a very unlikely assumption. The share of growth method 
must be applied with care in cases where smaller and larger areas’ populations 
are not moving in the same direction. 

3.4.2 Shift-Share Method  

Rather than using shares of growth, the shift-share method uses the smaller area’s 
share of total population in the base year and in the launch year. These two 
population shares and the projected population for the larger comparison region 
for the target provide the means for applying the shift-share method as: 

,ly pp ,ly ,by
,ty ,ty

,ly bp ,ly ,by

pp
,ty ly ly by

bp

Pop years Pop Pop
Pop Pop

Pop years Pop Pop

years
Pop share (share share )

years

m m m
m n

n n n

n

     

(3.14)

where,
Popm — population of smaller area; 
Popn — population of larger comparison region; 
ty — target year, i.e., year to be projected; 
ly — launch year, i.e., later year of base period; 
by — base year, i.e., earlier year of base period; 

lyshare — population share in launch year; 

lyshare — population share in base year; 

ppyears — number of years in the projection period; 

bpyears — number of years in the base period. 
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Using again the population data from Table 3.10, we can project Boone 
County’s population for the year 2010 using the shift-share method as: 

Boone,2000 Boone,2000 Boone,19902000 2010
Boone,2010 KY,2010

KY,2000 1990 2000 KY,2000 KY,1990

Pop Pop Popyears
Pop Pop

Pop years Pop Pop

85,991 10 85,991 54,374,591
4,041,769 10 4,041,769

7,589
3,686,891

104,374,591 0.02128 (0.02128 0.01562)
10

117,851

The example of the shift-share method assumes linearly changing shares for 
the projection period. Alternatively, the population shares can follow a nonlinear 
growth pattern over time. Notable of the shift-share method is also that the last 
term in parenthesis, i.e. the shift-term, can be negative. This is always the case 
where the population shares of the smaller region declined over the base period. 
One implication of declining population shares is that for particularly long 
projection periods, the smaller area’s population projection can turn out to be 
negative, which is not possible. We must evaluate the projected population with 
caution. Often, a comparison of the outcome of the population projection with 
the small area’s population growth/decline for the base period can give some first 
clues as to whether or not the outcome of the population projections using ratio 
methods (e.g., share of growth and shift-share method) leads to reasonable results. 
Here, a good knowledge of the small and larger areas’ past and present population 
trends will be a useful guide for interpreting the projection results.  

The remainder of this section on extrapolation methods deals with more 
complex population models that use regression analysis to project future population 
trends. We use a hypothetical example to demonstrate the rationale behind 
regression analysis for population projections. We then introduce four different 
population models: (1) the linear population model, (2) the geometric population 
model, (3) the parabolic population model and (4) the logistic population model.  

3.4.3 Linear Population Model  

In addition to simple ratio methods described above, trend extrapolation models 
can use regression analysis to fit a line to observed population data. Because of 
its computational and conceptual ease, the linear population model as expressed 
in Eq. (3.15) is the most widely used population model:
                                                       

 Klosterman, 1990: 9; Smith et al., 2001: 167. 



Chapter 3  Demographic Analysis

87

Popn nT                    (3.15) 

where,
Popn — estimated population for a given year n;

— intercept of the linear regression model; 
— slope coefficient of the linear regression model; 

nT — the index number for year n.
The main assumption on which the linear model is based is straight forward: 

the population growth follows a linear pattern, meaning that the population will 
grow by the same number of people every consecutive year, expressed by the 
slope, . The graphic solution is represented by fitting a straight line as “closely 
as possible” to observed population data, as indicated in Fig. 3.8. Using the 
calculated linear trend line, future population projections will then be exactly on 
the line.  

Figure 3.8 The linear trend line for Boone County, KY population data 

As Fig. 3.8 indicates, the fitted straight line is an approximation of the 
observed population, but none of the observed data points ( ) may actually lie on 
the straight line. The regression line has been fitted to observed population data 
for Boone County following the “least square criterion”. As common in time 
series analysis, we supplemented the actual years (n), 1990, 1991, , 2000 with 
index numbers (T ), e.g., 1, 2, , 10, 11, to simplify the computational process 
of estimating the regression line for the eleven years of available data for Boone 
County.  

For a linear population trend line, the slope  indicates the calculated 
annual absolute population growth. In other words, it determines the number of 
people by which population grows/declines annually. Therefore, to determine a 
particular linear population trend line, we need to calculate the parameters  and ,
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which we will discuss now in greater detail. To demonstrate the computational 
process by hand, we are using Boone County’s population statistics and the 
following linear regression model:  

P T                     (3.16) 

The computational steps deriving the two parameters  and  are rather 
straight forward and outlined in detail in Table 3.11.  

Table 3.11 Linear population trend line computations, Boone County, KY(1)

Original Data 
Deviations from 

Mean Values 
Necessary 

Cross-products
Observed

Population, 
Pop

Year, 
n

Index
Numbers,

T

Population, 
p

Index
Number,

t
p t 2t

57,589 1990 1 13,514 5 67,568 25 
 60,574 1991 2 10,529 4 42,115 16 
 62,897 1992 3 8,206 3 24,617 9 
 65,318 1993 4 5,785 2 11,569 4 
 67,554 1994 5 3,549 1 3,549 1 
 70,017 1995 6 1,086 0 0 0 
 72,860 1996 7 1,757 1 1,757 1 
 76,162 1997 8 5,059 2 10,119 4 
 79,818 1998 9 8,715 3 26,146 9 
 83,349 1999 10 12,246 4 48,985 16 
 85,991 2000 11 14,888 5 74,442 25 

Totals 782,129    66 4 0 310,867 110 

(1) Henceforth we adopt the convention of letting the lowercase letters p and t denote deviations from 

mean values for population statistics and index numbers. 

(2) Population Mean: 71,103 

(3) Index Number Mean: 6

As Table 3.11 shows, the table can be broken down into three distinct sections: 
(1) the first three columns, including the original observed population data, 

the corresponding years (1990 2000), and the index numbers (1 11). 
(2) the two successive columns, four and five, containing deviations from 

the mean values for the population (Pop) and the index number (T ). Note that 
these deviations are denoted using lower case letters, e.g., p and t. Column four 
contains the deviations of the individual population statistics from the population 
mean. For example, 13,514 is the difference between number of people in 
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Boone County in year 1 and the mean population for the 11 years, e.g., 
(57,589 71,103) 13,514. Analogously, column five contains the deviations 
for the index number from their mean value, e.g., 6. For instance, the first 
deviation is computed as: 1 6 5. To control the correctness of your 
computations, the sum of all deviations from the means must always equal zero.  

(3) the last two columns, column six and seven, involve taking cross-products. 
Column six is the cross-product of the population deviation times the index 
number deviation (e.g., p t). For instance, 67,568 is the product of 13,514 and 

5. The last column, seven, is the squared index number deviations (e.g., 2t ). 
For instance, the first value 25 is 2( 5) .

What remains is plugging the results from Table 3.11 into the intercept and 
slope coefficient formulas:  

2 2

(Pop Pop) ( )ˆ
( )

T T p t
tT T

             (3.17) 

where,
Pop — the mean of Pop; 
T — the mean of T ; 
p — the deviations from Pop ; 
t — the deviations from T ;

— the summation expression (e.g., column total).
The intercept formula uses the fact that the straight line passes through 

computed mean values Pop  and T :

ˆˆ Pop T                    (3.18) 

For Boone County, the slope coefficient is estimated as 

2

310,867ˆ 2,826
110

p t
t

The intercept ˆ  can be computed using the estimated slope parameter, ˆ ,
and the mean values:  

ˆˆ Pop 71,103 2,826 6 54,146T

Inserting the parameter results into the linear population model for Boone 
County gives us the estimated population model:  

Pop 54,146 2,826 T
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Given that the estimated population model has been derived by using index 
numbers, for projecting Boone County’s population for future years we have to 
use index numbers as well. For instance, we use 12 for the year 2001, 13 for 2002, 
14 for 2003, and so on. Using the appropriate index numbers and the estimated 
linear population model, Boone County’s population for the year 2001, 2002, and 
2003 can be computed as follows:  

2001

2002

2003

Pop 54,146 2,826 12 88,058

Pop 54,146 2,826 13 90,884

Pop 54,146 2,826 14 93,710

Of course, the projection period can be extended further into the future with 
the assumption that a linearly growing population remains constant. However, 
future projections must be interpreted with caution, as they usually become more 
and more unreliable. This is due to the fact that the assumption of a linear growth 
rate might not hold over an extended period of time.  

Using the estimated linear population model we can also calculate the 
population for years for which we have observed population data. For instance, 
we can calculate the population for the year 2000 as:  

2000Pop 54,146 2,826 11 85,232

Comparing the estimated population value of 85,232 with the observed 
population value of 85,991 for the year 2000, we notice that the estimated value 
underestimates the observed population by 759 people. Referring back to Fig. 3.8 
this also can be seen in that the fitted regression line lies below the actual 
population for the year 2000. To achieve consistency of the estimated population 
value and observed population value for the last year population data are 
available—the launch year—Smith et al. (2001) recommend the inclusion of an 
adjustment factor. They calculate the adjustment factor (ADJUST) as the 
difference of estimated and observed population for the launch year, or:  

2000 2000ADJUST=observed Pop estimated Pop

Adding the adjustment factor to the linear population model for Boone 
County then shifts the fitted regression line upwards by 759 people and thus 
achieves consistency of estimated and observed population for the last year data 
were available. The general adjusted linear population model is: 

Pop ADJUSTT                 (3.19) 

And, for Boone County, the adjusted linear population model is defined as 

Pop 54,146 2,826 T 759 

Using the adjusted linear population model, Boone County’s population for 
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years 2001, 2002, and 2003 can be recalculated as follows:  

2001

2002

2003

Pop 54,146 2,826 12 759 88,817

Pop 54,146 2,826 13 759 91,643

Pop 54,146 2,826 14 759 94,469

The sole purpose of the adjustment factor is to match estimated and observed 
population for the last year data were available. Particularly in cases where the 
estimated population for the launch year differs significantly from the observed 
population, the exclusion of the adjustment factor can lead to unjustifiable 
overestimated/underestimated populations for the years to come. We cannot say 
with certainty whether or not the inclusion of the adjustment factor will improve 
the population projections after all.  

3.4.4 Geometric Population Model  

In many cases population data do not exhibit linear growth patterns when plotted 
on a simple scatter plot. Under certain circumstances, populations might grow or 
decline following constant growth rates. For example, a population might grow/ 
decline at a rate of approximately 4%. Note the difference, while linear models 
assume constant absolute population growth, for instance the population will 
grow incrementally by 2,500 people per time period, geometric population models 
assume the population grows/declines at a constant growth rate, expressed in 
percent. For instance, a population of 1,000 growing at a rate of 10% will grow 
by 100 people between year one and two, by 110 people between year two and 
three and by 121 people between year three and four. As you easily can see, the 
rate of growth remains constant at 10%, but the absolute numerical value 
increases every year by 100, 110 and 121 in the first three years. The direct 
conclusion of applying constant growth rates is that population grows slowly in 
earlier years but grows considerably faster in later years.  

Using the simplified example, the growth rate, r, is defined as: 

1Pop Pop 121 110 0.1 or 10%
Pop 110

n n

n

r

where:
r — constant growth rate; 
Popn — population in year n;

1Popn — population in year 1.n
The constant growth rate, r measures the rate of growth between year n and 

year 1n .



Research Methods in Urban and Regional Planning

92

We now extend the simple example from before to a total of 19 years, use 
an initial population of 1,000, a constant growth rate of 10%, and plot the linear 
versus the geometric curve. The constant incremental growth for the linear line is 
set at 200 people per year. Figure 3.9 graphically shows the difference between a 
linear and a geometric population growth curve. We see that the linear model 
predicts a higher population until year 16. The population projected with a 
geometric model exceeds the linear model projection after year 16. The more 
years we would move to the right side of the graph, the larger the difference 
between linear and geometric model estimates would become.  

Figure 3.9 Linear line versus geometric curve 

The compound rate formula 

The growth rate is also commonly known as the compound rate. Here, the generic 
compound formula is: 

FV PV (1 )n
n i

where,
FVn — future value; 
 PV — present value; 
 i — compound interest rate; 
 n — number of years, e.g., time. 
Through substitution of FVn with Popn (i.e., projected population in year n),

PV with  (e.g., initial population), (1 )i  with  (e.g., constant population 
growth factor), and n with nT  (the index number for year n) the compound rate 
formula takes the form of the geometric population model discussed in this section.  
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The general equation for the geometric growth curve is: 

Pop nT
n                       (3.20) 

where,
Popn — population in year n;

nT — index number for year n;
— constant population growth factor; 
— initial population. 

While the estimation procedure was relatively straight forward in the case of 
the linear model, the geometric population model requires one additional step to 
be able to use the “ordinary least-square” criterion to estimate the two parameters. 
The geometric equation needs to be transformed into a linear form. This is done 
by taking logarithms: 

Pop

log(Pop ) log( )
log(Pop ) log( ) log( )

n

n

T
n

T
n

n nT

where,
log( ) — slope of the population trend line in logarithmic form; 
log( ) — intercept of the trend line with the y-axis in logarithmic form; 
log(Pop )n — log value of the predicted population. 
Table 3.12 below shows the necessary steps to estimate the two regression 

parameters using the “ordinary least-square” criterion. The sole difference to the  

Table 3.12 Geometric population curve computations, Boone County, KY 

 Observed  
Population, Pop 

Logarithm of Obs.  
Population, log (Pop) 

Index
Numbers, T

 57,589 4.7603 1 
 60,574 4.7823 2 
 62,897 4.7986 3 
 65,318 4.8150 4 
 67,554 4.8297 5 
 70,017 4.8452 6 
 72,860 4.8625 7 
 76,162 4.8817 8 
 79,818 4.9021 9 
 83,349 4.9209 10 
 85,991 4.9345 11 
Totals 782,129   53.3328   66 
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linear model is now that we have to take the logarithmic of observed population 
values as indicated in the second column. 

The population mean, Pop 71,103 and the mean index, =6.T

 Deviations from Mean Values Necessary Cross-products 
Population, 

log(p)
Index Number,

t
log(p) t 2t

0.0881 5 0.4405 25 
0.0662 4 0.2646 16 
0.0498 3 0.1494 9 
0.0334 2 0.0668 4 
0.0188 1 0.0188 1 
0.0032 0 0.0000 0 

 0.0141 1 0.0141 1 
 0.0333 2 0.0666 4 
 0.0537 3 0.1610 9 
 0.0725 4 0.2898 16 
 0.0860 5 0.4301 25 

Totals 0 0 1.9017 110 

Otherwise, all computations to derive the regression parameters are identical 
to the linear regression described earlier. Again, we use index numbers, calculate 
the deviations to the mean values (e.g., log ( p) and t), and compute the necessary 
products in column six and seven. 

The regression line coefficients are then calculated as: 

2

log( ) 1.9017ˆlog( ) 0.0173
110

p t
t

                                  

ˆˆlog( ) log(Pop) log( ) 4.8484 0.0173 6 4.7447T

Using the estimated regression coefficients, we can develop Boone County’s 
geometric population model based on observed data for the years 1990 to 2000 
as follows:  

log(Pop ) 4.7447 0.0173n nT

Note that the estimated population model for Boone County is still in the 
logarithmic form. Although the model can be used to project Boone County’s 
population for future years, it is important to recognize that these population 
projections will also be in their logarithmic form. Before getting meaningful 
population projections, we must convert the estimated population values back by 
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taking the antilogarithm, the inverse operation of the logarithm. For instance, 
Boone County’s population can be projected using the estimated regression 
model in logarithmic form for the years 2001, 2002, and 2003: 

4.9522
2001

4.9695
2002

4.9867
2003

log(Pop ) 4.7447 0.0173 12 4.9522 10 89,571

log(Pop ) 4.7447 0.0173 13 4.9695 10 93,208

log(Pop ) 4.7447 0.0173 14 4.9867 10 96,994

Immediately you see that the results in their logarithmic form (e.g., 4.9522) 
have no direct meaning for planning purposes. Given that we used the base 10 
logarithm, we get population projections by taking the inverse, or the antilogarithm, 
which is done as Pop10 n .

Alternatively, we can write the geometric population model in its original 
form by taking the antilogarithms of the estimated regression line: 

Pop 55,553 1.0406 nT
n

The advantage of doing so is that we now have the population model in a 
form containing the constant annual population growth rate, r. For Boone County, 
the constant annual growth factor ˆ( )  is 1.0406. The actual growth rate is then 
computed as (growth factor—1.0) and equals 0.0406 for Boone County. This 
indicates that between 1990 and 2000, the population in Boone County grew 
annually by a constant rate of 4.06%.  

In a last step, we now project Boone County’s population based on the 
geometric population model:  

12
2001

13
2002

14
2003

Pop 55,553 1.0406 89,571

Pop 55,553 1.0406 93,208

Pop 55,553 1.0406 96,994

Using either the geometric model or the transformed logarithmic version of 
the geometric model will result in identical population projections. Furthermore, 
the projections are slightly higher than the projections using the linear population
model. The geometric model with its constant growth rate assumes faster 
growing populations in the later years.  

                                                       
 Please note that presented results have been calculated in a spreadsheet using more than 10 digits after 

the decimal points. Given that presented logarithm values indicate only 4 digits after the decimal point, some 
discrepancies to the final population projections will become apparent by recalculating the population projections 
using the rounded four digits after the decimal point values. 

 The general form of the logarithm is: log ( ) y
ay z a z , where a is called the base. 
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We conclude this section with the inclusion of the adjustment factor into the 
geometric population model for Boone County as:  

Pop 55,553 1.0406 ADJUSTnT
n

In similar fashion to the linear population model, the adjustment factor
guarantees that the observed population for the last year data were available, i.e., 
year 2000 for Boone County, matches the estimated population for this particular 
year. The adjustment factor again for Boone County for 2000 is calculated as:  

2000 2000ADJUST = observed Pop estimated Pop 85,991 86,075 84

Based on the adjusted geometric population model, the projected population 
for Boone County for 2001, 2002, and 2003 is: 

12
2001

13
2002

14
2003

Pop 55,553 1.0406 84 89,487

Pop 55,553 1.0406 84 93,124

Pop 55,553 1.0406 84 96,910

3.4.5 Parabolic Population Model 

The main assumption for the parabolic population model, like for the geometric 
model, is that under certain circumstances the population of an area is not 
expected to follow a linear growth path. The general equation for the parabolic 
curve is given in Eq. (3.21): 

2
1 2y a b x b x                  (3.21) 

The equation can be rewritten in Eq. (3.22) as a population model:  
2

1 2Pop ( ) ( )n n nT T               (3.22) 

where,
Popn — population in year n (dependent variable); 

— intercept; 
1  and 2 — coefficients of the parabolic curve; 

nT — index number for year n.
The more specific reason for choosing a parabolic over, for example a 

geometric population model, lies in the fact that the parabolic population model 
allows the incremental population growth (e.g., annual change in population 
expressed as people per year) to increase or decrease over time. (Remember  
that in a geometric model which assumes a constant growth rate over time, the 
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annual population increase or decline expressed in people per year is always 
increasing).

This change in functional flexibility comes from the use of a linear and a 
nonlinear component in the parabolic model. Generally, the parabolic population
curve is a quadratic function. As such, the signs (e.g., plus or minus) of estimated 
parameters determine if a population incrementally grows (declines) at increasing 
or decreasing rates. Given that we have two parameters to be estimated and each 
can have a positive or a negative sign, there are four different growth rate cases 
(Table 3.13).  

Table 3.13 Effects of the signs of slope parameters on population growth/decline 

Case
Sign of Linear 

Slope Parameter ( 1 )

Sign of 
Nonlinear Slope
Parameter ( 2 )

Effects on Population Growth 

 positive positive increasing incremental population growth 
concaves upward 

 positive negative decreasing incremental population decline
concaves downward 

 negative positive decreasing incremental population growth 
concaves upward 

 negative negative increasing incremental population decline 
concaves downward 

The effects of the signs of the parameters 1  and 2  can easily be graphed 
by expanding the square term Time2 by 1( / 22 )  and rewriting the parabolic 
population as: 

2 2
1 1

2
2 2

Pop
2 4n nT             (3.23) 

This is shown graphically below (Fig. 3.10). But note that only positive values 
for population and time are allowed.  

Altogether, the parabolic model has three coefficients: the intercept with the 
y-axis, , the coefficient for the linear term, 1 , and the coefficient for the 
nonlinear component, 2 . The parabolic curve can be estimated using ordinary 
least-square (OLS) regression techniques. However, adding a second variable 
(e.g., Time2) to the right-hand side of the equation adds substantial computational 
complexity. Rather than doing the computation by hand as with the first two 
population models, we need to use a statistical software package. For example, 
we use SPSS software package to get the estimated regression coefficients for the 
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Figure 3.10 Effects of the signs of slope parameters 

parabolic population model using the Boone County population data for 1990 to 
2000. The three estimated parameters are: 

1

2

ˆ 56,017
ˆ 1,962
ˆ 72

We now use these three estimated parameters and set up the Boone County 
parabolic population model:  

2Pop 56,017 1,962 72n n nT T

Given that the slope parameters are both positive, the parabolic model for 
Boone County projects a population increase at an increasing rate. In particular, 
Boone County’s population based on the parabolic model is projected as 

2001

2002

2003

Pop 56,017 1,962 12 72 144 89,929

Pop 56,017 1,962 13 72 169 93,691

Pop 56,017 1,962 14 72 196 97,598

The annual absolute increases in population growth are 3,762 and 3,906 
between 2001 and 2002 and between 2002 and 2003, respectively.  

We again have the choice of including an adjustment factor into the 
population model. As already demonstrated, the adjustment factor is calculated as 
the difference of the observed population for Boone County in 2000 and the 
projected population for the same year using the parabolic population model. 
Here, the adjustment factor is calculated as: 85,991 86,312 321. In the next 
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step, we add the adjustment factor to the parabolic population of Boone County. 
2Pop 56,017 1,962 72 321n n nT T

And with the adjusted parabolic population model, the population projections 
for Boone County for 2001, 2002, and 2003 are calculated as:  

2001

2002

2003

Pop 56,017 1,962 12 72 144 321 89,609

Pop 56,017 1,962 13 72 169 321 93,371

Pop 56,017 1,962 14 72 196 321 97,276

The population models discussed so far have one thing in common. They all 
allow unlimited population growth or decline. In other words, there are no 
boundaries. Populations could grow indefinitely. Alternatively, unlimited decline
would lead to the extinction of a population in a region. To avoid this fallacy, 
demographers apply contain upper and/or lower limits or boundaries to population 
models.  

You can easily imagine that any region has limited carrying capacity, which 
is determined by the boundary of land area and other factors. The term carrying 
capacity, in this context, refers to the maximal population size that an area can 
support without reducing its ability to support the population in the future.  We 
will discuss the carrying capacity in further detail in Chapter 6. Setting an upper 
limit avoids projecting population growths that are beyond a region’s carrying 
capacity.  

Many towns, cities, or counties face the challenge to provide the necessary 
infrastructure (e.g., roads, water, sewer, and electricity among others), schools, 
libraries, housing, jobs, and recreational facilities for a growing population. On the 
other hand, places rarely die out completely and become ghost towns. Independent 
of socio-economic and political trends, people are attached to places where they 
grew up and spent their childhood. It is therefore implausible to anticipate that a 
population declining trend will lead to a population that will vanish over time.  

The idea of setting upper ceilings and lower bounds to an area’s population 
growth/decline is realized in several different population models: the logistic 
model, the modified exponential model, and the Gompertz model. However, in 
practice these models are rarely applied because setting ceilings is notoriously 
difficult to do. If the pasts do not provide reasonable upper and lower limits, 
setting ceilings is more often guessing than a methodological approach. In the 
following section we discuss one of these “constraint” population models—the

                                                       
 Source: Population, Sustainability, and Earth’s Carrying Capacity: A framework for estimating 

population sizes and lifestyles that could be sustained without undermining future generations, Gretchen C. Daily 
and Paul R. Ehrlich (1992), http://dieoff.org/page112.htm.  
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s-shaped logistic population model.  

3.4.6 Logistic Population Model 

The general form of the s-shaped logistic curve was first introduced by P. F. 
Verhurst, a Belgian mathematician in the 19th Century. Its popularity for population 
projections during the first part of the 20th century has been promoted by the work 
of Raymond Pearl and Lowell Reed (Klosterman, 1990). Although conceptually 
striking, the logistic model requires predetermining upper/lower population 
boundaries, which makes it less used than simpler models. Nevertheless and for 
populations with changing growth rates, the logistic population model still may 
deliver accurate population forecasts. This model may be of use, in particular, 
when an initial period of slow growth is followed by a period of rapid growth, 
which finally leads to a period of stagnating growth that levels off at an upper 
bound.

Keyfitz (1968) gave the equation for a logistic curve as  

1 e bX

cY
a

                   (3.24a) 

where,
 X — the independent variable; 
Y — the dependent variable; 
a and b — parameters; 
c — growth ceiling constant. 
Setting , ,c c a a c and e b b , we can simplify the logistic curve as 

1
1

1 1

X

X

Y
ab

c

ab
Y c

                   (3.24b) 

We then get the logistic curve equation in a form that is familiar to us. It is 
important that although the predetermined growth ceiling is set at a parameter value, 
c, in the logistic curve function, the growth limit is given as its reciprocal value, 1/c.

The population logistic model can thus be written as 

                                                       
 Smith et al., 2000: 170 171. 
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1 1
Pop

nT

n c
                 (3.25) 

where,
Popn — Population in year n;

nT — Index number for year n;
— constant population growth factor; 
— parameter; 

1/c — reciprocal of the preset upper asymptotic population ceiling. 
The logistic curve is applicable for scenarios with an upper growth limit of 

the population, as well as scenarios with a lower growth limit. The difference 
depends solely on the value of the  parameter. For 0 1,  we have the case 
of an upper growth limit, for 1 we have analogously, a lower growth limit. 
This is graphically shown in Fig. 3.11. We can rewrite the logistic population 
model Eq. (3.25) as 

Pop
1 nn T

c
c

                   (3.26) 

and for a large nT :
when 0 < 1, approaches zero, Pop approaches ;

when 1, approaches infinity, Pop approaches zero.

n

n

T
n

T
n

c

Figure 3.11 Effects of parameter  on population projections in the logistic model 

We can transform the logistic curve to the linear form by taking the 
logarithms of Eq. (3.25):  

1 1log log( ) log( )
Pop n

n

T
c
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where,
log ( ) — slope of the population trend line in logarithmic form; 
log ( ) — intercept of the trend line; 
log (1/Pop 1/ )n c — log of the difference between the inverse of the population 

size and the inverse of the population ceiling. 
The transformation of the logistic population model using logarithms allows 

us to apply the linear regression technique for population projection. Let us 
assume that Boone County’s upper growth limit is 250,000 people,  the model 
solution is illustrated in Table 3.14.  

For Boone County, the parameter estimates are: 

2

1 1log
2.6599ˆlog( ) 0.0242
110

1 1 ˆˆlog( ) log log( )
Pop

4.994 0.0242 6 4.8492

tp c
t

T
c

The parameters ˆ  and ˆ  then can be estimated by taking the antilogarithms 
of above parameter estimates.  

0.0242

.8492

ˆ ˆanti log(log ) anti log( 0.0242)=10 0.9458
ˆ ˆanti log(log ) anti log( .8492)=10 0.0000142

The final logistic population model for Boone County, KY, including the 
parameter estimates is 

1 1 0.0000142 0.9458 ,or
Pop 250,000

nT

n

1Pop
1 0.0000142 0.9458

250,000
n

n
T

            

Using this model, we can then project Boone County’s population for the 
years 2001, 2002, and 2003 as follows:  

                                                       
 The upper growth limit is set at 250,000 people because Boone County is fast growing and because 

Boone County is partly rural with a large potential for future growth. 
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12
2001

2001

13
2002

2002

14
2003

2003

1 1 0.0000142 0.9458 0.00001125 Pop 88,856
250,000Pop

1 1 0.0000142 0.9458 0.00001086 Pop 92,070
250,000Pop

1 1 0.0000142 0.9458 0.00001049 Pop 95,331
250,000Pop

Table 3.14 Logistic population model calculations 

Observed
Population

(Pop)

Reciprocal 
Population

Value 
(1/Pop)

Reciprocal 
Difference 

(1/Pop 1/c)

Log of 
Difference 

(log(1/Pop 1/c))

Index
Numbers

(T )

57,589 0.00001736 0.00001336 4.874 1 
60,574 0.00001651 0.00001251 4.903 2 
62,897 0.00001590 0.00001190 4.924 3 
65,318 0.00001531 0.00001131 4.947 4 
67,554 0.00001480 0.00001080 4.966 5 
70,017 0.00001428 0.00001028 4.988 6 
72,860 0.00001372 0.00000972 5.012 7 
76,162 0.00001313 0.00000913 5.040 8 
79,818 0.00001253 0.00000853 5.069 9 
83,349 0.00001200 0.00000800 5.097 10 
85,991 0.00001163 0.00000763 5.118 11 

Totals 782,129     54.938 66 

Upper Population Limit (c): 250,000 

Reciprocal Upper Limit (1/c): 0.000004 

log (1/Pop 1/c) Mean: 4.994

Mean Index Number: 6 

 Deviations from Mean Values Necessary Cross-products 
from Population, 

log(1/p 1/c)
from Index 
Number, t

log(1/p 1/c) t        2t

 0.1203 5 0.6014 25 
 0.0915 4 0.3662 16 
 0.0698 3 0.2095 9 
 0.0478 2 0.0956 4 
 0.0279 1 0.0279 1 



Research Methods in Urban and Regional Planning

104

 0.0064 0     0.0000 0 
0.0178 1 0.0178 1 
0.0452 2 0.0904 4 
0.0748 3 0.2244 9 
0.1027 4 0.4108 16 
0.1232 5 0.6160 25 

Totals 0 0 2.6599 110 

Note that the projected population for Boone County based on the logistic 
model is calculated as its reciprocal value and needs to be converted back, which 
is shown on the right-hand side.  

Similar to the previous models, we can adjust the logistic population model 
and recalculate the population projections for Boone County. Using the estimated 
logistic population model, the projected population for the year 2000 is 85,693. 
Thus, the logistic population model must be adjusted by 298 upwards. This is 
done in the easiest way by simply adding 298 to the outcome of the “unadjusted” 
logistic population model, or:  

2001

2002

2003

Pop 88,856 298 89,154

Pop 92,070 298 92,368

Pop 95,331 298 95,629

The same outcome is achieved by incorporating the adjustment factor into the 
logistic population model. In the logistic model where population is expressed in 
its reciprocal value, the adjustment term is calculated as:  

2000 2000

1 1ADJUST=
estimated Pop observed Pop

1 1
85,693 85,991
0.000000041

Incorporating the adjustment factor into the logistic population model, the 
adjusted model becomes:  

1 1 0.0000142 0.9458 0.000000041
Pop 250,000

nT

n

Also, note that the inclusion of the adjustment factor will move the upper 
(or lower) limit upwards (or downwards) by the value of the adjustment factor. 

Over the past few pages, you have been introduced to six different population 
extrapolation methods. Two of them use simple ratios and four are based on more 
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complex regression analysis. We further see that these four more complex methods 
use the “least-square criterion” to estimate the regression parameters. In Table 3.15 
we compare population projections using all six different models for Boone 
County, KY for the years 2001 through 2010. If applicable, an adjustment factor 
is included (e.g., as shown in the four regression models). For a better comparison 
of each model’s functional forms and characteristics, we summarized some key 
concepts of these extrapolation models into Table 3.16.  

As a first impression, all projected results seem to be reasonable considering 
the fast population growth of Boone County during the 1990’s. The share of growth 

Table 3.15 Comparison of  “adjusted” population projections for Boone County, KY 

Year 
Share of 
Growth

Shift-Share Linear Geometric Parabolic Logistic

2001   88,817  89,487  89,609  89,154
2002   91,643  93,124  93,371  92,368
2003   94,469  96,910  97,276  95,629
2004   97,295 100,849 101,326  98,934
2005  100,121 104,947 105,519 102,278
2006  102,947 109,213 109,857 105,656
2007  105,773 113,651 114,338 109,064
2008  108,599 118,270 118,963 112,497
2009  111,426 123,076 123,732 115,949
2010 112,617 117,851 114,252 128,078 128,645 119,416

method and the linear population model are at the low end of projections with 
112,617 and 114,252 for 2010 respectively. The parabolic and geometric models 
have the highest ones with 128,645 and 128,078 for 2010. As mentioned earlier, 
models that rely on growth rates, such as the geometric and parabolic population 
models, have faster growing populations in later years which is clearly apparent 
in Table 3.15. But how can we determine which model provides the “best” results?  

As a first step, you can visually examine observed population data to identify 
the growth pattern. Of course, having only few data points on a scatter plot 
makes it difficult to identify a pattern. Data for a longer time period could readily 
help identify if the visually observed pattern is of linear or geometric nature.  

A more sophisticated input evaluation criterion uses the coefficient of relative 
variation (CRV). This is based on the idea of finding the curve that provides the 
closest match to observed historic data; this method compares the actual trend in 
observed historic data to the assumed trend for each extrapolation method. In 
other words, We compare the observed historic data to the estimated data derived 
from a trend curves. The CRV is defined as the ratio of the standard deviation to 
the mean:  
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standard deviationCRV
mean

s
x

               (3.27) 

As a common measure of dispersion, it measures how dispersed our data are 
around a measure of central tendency, e.g., the mean. The closer the curve fits the 
historic population data, the less dispersed the data, which corresponds to a lower 
CRV. For Boone County, the CRV calculations are in Table 3.17. Please note that 
for these calculations only the historic data (for the index numbers 1 through 11) 
are included.  

Following the criteria that the lowest CRV provides the best fit to observed 
population data, the logistic curve would be the best choice. However, our  
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Table 3.17 Evaluation of population projections(1)

Observed
Population data   Linear  Geometric   Parabolic Logistic 

pop. limit                   250,000
Alpha ( )     54,146 55,553 56,017 0.00001415
Beta 1( )     2,826 1.0406 1,962 0.9458
beta 2 2( )             72       
1 57,589 56,972 57,809 58,052 57,525
2 60,574 59,798 60,157 60,230 60,028
3 62,897 62,624 62,600 62,552 62,604
4 65,318 65,451 65,142 65,019 65,253
5 67,554 68,277 67,788 67,629 67,973
6 70,017 71,103 70,541 70,383 70,764
7 72,860 73,929 73,405 73,281 73,622
8 76,162 76,755 76,386 76,323 76,547
9 79,818 79,581 79,488 79,509 79,536
10 83,349 82,407 82,716 82,839 82,585
11 85,991 85,233 86,075 86,312 85,693
Standard 
Deviation ( )

9,403.81 9,372.99 9,371.43 9,396.67 9,355.21

Mean ( )  71,102.64 71,102.64 71,100.73 71,102.64 71,102.71
CRV  13.1823 13.1805 13.2156 13.1573
MAPE  0.9238 0.4744 0.4703 0.5850

(1) Projections in Table 3.17 do not include adjustment factors.

calculations also show that all CRVs are extremely close to each other, indicating 
that in the case of Boone County, each of the four extrapolation methods listed in 
Table 3.17 would provide, at least for short-term projections, similar results. But 
be aware that with longer projection horizons the gap between the individual 
population projection models widens and the choice among different population 
models becomes more significant. 

The most commonly used evaluation criterion is the mean absolute percen- 
tage error (MAPE). The MAPE is an output evaluation criterion and compares 
projected population values to the observed population statistics.  For Boone 
County, we would compare the projected values to the observed values for index 
numbers 1 through 11. The MAPE is the average value of the sum of absolute 
values of errors expressed in percentage terms and can be written as:  
                                                       

 The literature alludes numerous other measures of forecast errors: (1) mean error (ME), (2) mean absolute 
error (MAE), (3) mean percentage error (MPE), (4) root mean square error (RMSE), (5) Theil’s U statistic, and 
(6) Theil’s delta statistic. 
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and                       
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where,
iy — observed population values; 

ˆiy — forecasted population values; 
n — total number of observations; 
PE — percentage error. 
As you can see, the MAPE is calculated by averaging the percentage 

difference between the calculated values and the original observations. The result 
is an indication of the accuracy of the model when applied to the initial data set. 
The more closely the calculated values are to the observed values, the smaller the 
MAPE, and therefore, the better the model.  

Going back to Table 3.17, we can see that the computed mean absolute 
percentage errors range from 0.4703 to 0.9238 for the four models. Based on the 
output evaluation criterion, the parabolic curve indicates the lowest MAPE. All 
MAPEs can be considered to be very low and very close to each other, making 
the final model choice less straightforward. While we have applied the MAPE to 
historic data, e.g., 1990 to 2000, its drawback is that we cannot apply it to check 
future projections simply because we do not have future census data. For this 
reason, MAPEs are normally calculated for comparing projection values with 
census numbers once the latter becomes available. For instance, we could check 
1997 Boone County population projections for the year 2000 with actual census 
2000 data. 

Based on the observed Boone County population data and using the visual, 
the input evaluation, and the output evaluation criteria, there is strong evidence 
that the more complex population models do not clearly out perform the simpler 
linear population model. Thus, using more sophisticated models is not necessarily 
a guarantor for better projections. For Boone County, the observed population 
values indicate an unmistakable growth trend. Even more, by visual observation, 
we already can conclude that all individual observations lie very close to a linear 
trend line. This particular circumstance is the reason that any of the six 
extrapolation methods will produce reasonable population projections. However, 
such a clear-cut case, as with Boone county, is not the rule of thumb. Usually, the 
computed coefficients of relative variation (CRV) and mean absolute percentage 
errors (MAPE) provide at least some decision guidelines for which model to 
choose. Nevertheless, both methods require estimated and observed population 
data and as such can only be done for time periods for which population data are 
available.  
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Remark on 2R  values 

Using statistical software packages and having the computer do the curve fitting, 
as part of the output, you will usually get a 2R value. As we have already discussed, 
the 2R  measures the amount of variation in the observed population values as 
explained by time. Therefore, the higher the 2R , the better the fit of your 
estimated straight regression line to observed data. 

2R  values are only appropriate for comparing different population projection 
models when the regressands, e.g., the population variable on the left-hand side 
of the linearly transformed population regression model, are identical.  Given 
that the population extrapolation models vary widely in their regressands, the 2R
does not provide the means for a comparison of the goodness-of-fit of different 
extrapolation models. In other words, an 2R  from a regression using absolute 
population as a dependent variable (Pop )n  cannot be compared to the 2R  of the 
geometric model which uses population in logarithmic form (log (Pop )n ).

3.5 Cohort-Component Method  

A second main method for many state and local governments to project an area’s 
population is the cohort-component method. The cohort-component method provides 
detailed demographic information on why and how the population changes. 

The first step in the cohort-component method is to divide the population 
into age and sex cohorts. Further stratification depends primarily on needs and 
data availability and could be done according to race and ethnicity. More detailed 
subdivisions could follow, for instance, the racial and ethnic breakdown used in 
the 2000 Census.  

In the second step, fertility, mortality, and migration rates, are applied to 
each individual cohort. For each cohort we will project how the population will 
change over a predetermined time period. Then we can answer questions like:  

(1) How will the cohort of female of age 20 24 years change over the next 
five years?  

(2) What is the projected change in the total male population for a 10-year 
time period?  

(3) How is the area’s population as a whole projected to change? 
Before we get started, there are some more considerations that need to be 

taken into account. First, all age-groups must be uniform in that the years in    
the cohorts (n) are identical. Very often, cohort-component models divide the 
population into five-year age cohorts. This level of detail keeps data and 
                                                       

 Gujarati,1995: 171. 
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computational requirements within manageable limits while still providing 
sufficient details. Second, the number of years in the projection intervals (z)
should relate to the number of years in the cohorts (n). For instance, using 
five-year age cohorts would logically suggest projecting for five-year periods 
(e.g., n z ). The advantage is that one specific age cohort, e.g., 25 29 years, 
would advance over a five-year projection period to the next age cohort, e.g., 
30 34 years. This is shown in Fig. 3.12 below.  

Figure 3.12 Age cohorts in the cohort-component model 

And of course, all rates used in the cohort-component model must be 
adjusted to reflect five-year projection periods. For instance, the fertility rate for 
a particular female age-group, e.g., 491.7 for the age group of 20 24 years in 
Boone County, must reflect the appropriate time interval. Problems may arise 
when projecting five year age cohorts for let us say a three year time period as 
there is a clear mismatch of projection period and age cohort definition. However, 
using five-year age cohorts would also allow multiples of five-year projection 
intervals, for instance, 10 years, 15 years, etc. 

Earlier in this chapter, we have referred to the individual components of 
change as births, deaths, and in- and out-migration. We further have discussed 
the individual rates that reflect these components namely fertility, survival, and 
migration rates. In this section, we now pull all required data for Boone County 
together and will develop a cohort-component model for the county. For Boone 
County, things are simplified, in that fertility, survival, and net migration rates by 
age and sex are available online at the Kentucky State Data Center & Kentucky 
Population Research (KSDC/KPR) at the University of Louisville Urban Studies 
Institute. The center provides these data for each of the 120 counties in Kentucky. 
The time interval (n) is five years. Particularly, we will project the 2000 Boone 
County population into the year 2005. The population is broken down into 
age-sex cohorts. The youngest five-year age group is 0 4 years, the oldest group 
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lumps together all people over the age of 85. Furthermore, in the sample model 
we will be using net migration rates.  

Table 3.18 contains the rates for the male population in Boone County and 
Table 3.19 contains the rates for the female population. It is noteworthy that 
fertility rates apply only for the female population of age 10 through 44, where 
the age is measured at the beginning of the five year interval.  

Table 3.18 Male age-specific survival and migration rates per 1,000 persons 

Beginning Age 2000 Ending Age 2005 Survival Rates Net Migration Rates 
Live Births 0 4     992.4 113.1 

0 4    5 9     996.7 213.0 
5 9    10 14 998.8 120.0 
10 14 15 19 997.2 29.8 
15 19 20 24 992.9 2.2
20 24 25 29 992.9 350.5 
25 29 30 34 991.8 321.1 
30 34 35 39 989.6 162.4 
35 39 40 44 985.9 155.2 
40 44 45 49 980.3 49.3 
45 49 50 54 970.9 94.0 
50 54 55 59 954.0 76.6 
55 59 60 64 925.6 2.6 
60 64 65 69 883.0 12.1
65 69 70 74 823.6 48.2 
70 74 75 79 750.8 74.7 
75 79 80 84 639.2 49.2 
80 84 85 89 498.5 13.1 
85      90       297.6 143.2 

Table 3.19 Female age-specific fertility, survival, and migration rates per 1,000 persons 

Beginning 
Age 2000 Ending Age 2005 Fertility Rates Survival Rates Net Migration 

Rates
Live Births 0 4  993.4 113.1 
0 4 5 9  997.5 213.0 
5 9 10 14  999.2 120.0 
10 14 15 19 52.4 998.5 21.4 
15 19 20 24 391.6 997.3 21.3 
20 24 25 29 491.7 997.4 385.2 
25 29 30 34 491.7 996.6 255.2 
30 34 35 39 287.8 995.3 122.8 
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Continued        

Beginning 
Age 2000 Ending Age 2005 Fertility Rates Survival Rates Net Migration 

Rates
35 39 40 44 86.4 993.2 160.6 
40 44 45 49 9.5 989.1 10.2 
45 49 50 54  983.5 142.4 
50 54 55 59  973.0 67.5 
55 59 60 64  957.0 18.0 
60 64 65 69  932.0 12.1
65 69 70 74  897.0 48.2 
70 74 75 79  850.4 74.7 
75 79 80 84  765.3 49.2 
80 84 85 89  637.3 13.1 
85  90  381.4 143.2 

Once the necessary population data and the age-specific fertility, survival, 
and net migration rates are collected and the model is conceptually prepared (e.g., 
deciding on the cohort breakdown and the time interval), we are ready to do all 
calculations in a spreadsheet. We will complete the model for the female popula- 
tion in Table 3.20. The cohort-component model is broken down into three parts:  

(1) Columns one and two contain the initial female population in Boone 
County in 2000 2000( F )n x  broken down by age cohorts. 

(2) Columns three to six include the age-specific survival, net migration, 
and fertility rates. We divided all initial rates from Tables 3.18 and 3.19 by 1000. 

(3) Columns seven to thirteen contain the results from the calculations. 
These are: 

 surviving female population in 2005 2005( SFn x+z — column seven), 
 female deaths from 2000 to 2005 2000( DFn x — column eight), 
 net  migrating   female  population  between  2000  to  2005 
2000( NMFn x+z — column nine), 
 female population in childbearing age 2005( ARFn x — column ten), 
 number of projected births between 2000 to 2005 2000 2005(n xB —

column eleven), 
 projected female population in 2005 2005(n x+zF — column twelve),  
 age cohorts in 2005. 

Note that the first age cohort in future year 2005 is the 5 9 year cohort and 
the oldest age-group is 90 years and older. This is due to the fact that all female 
children of age 0 4 have moved after five years into the next higher age cohort, 
e.g., 5 9 years. The age cohort 0 4 in 2005 will be filled exclusively through 
births between 2000 and 2005. 
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3.5.1 The Mortality Component 

The first calculation we compute the female population likely to survive to the year 
2005. Conceptually, the mortality component is presented in Fig. 3.13 below. 

Figure 3.13 The mortality component of the cohort-component model 

Depending on the age-specific survival rate ( sr ),n x the female population from 
the initial year 2000 2000( )n xF either will move in the beginning of 2005 into the 
next age cohort 2005( SF )n x+z  or will not survive from 2000 to 2005 2000 2005( DF )n x .

Computationally, this first step is done by multiplying the launch year 
female population in 2000 by its age-specific survival rate:  

2005 2000SF sr ,
xn x z n n xF                  (3.29) 

where,
2000

xn F — female population in 2000; 
2005SF

x zn — surviving female population in 2005; 

srn x — age-specific survival rate, beginning age x, for five years age cohorts; 
x — youngest age in a specific age cohort; 
n — number of years in a specific age cohort (e.g., five years); 
z — number of years in the projection interval (e.g., 2000 2005).
For the female age cohort 25 29 years in 2000, the surviving population in 

2005 is 
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2005 2000
5 30 5 25 5 25SF sr 3,100 0.9966 3,089F

Taking the difference between the initial female population in 2000 and the 
surviving female population for that corresponding age cohort in 2005 will give 
us the number of female deaths in Boone County during the five-year projection 
period:  

2000 2005 2000 2005DF SFn x n x n x zF              (3.30) 

where,
2000 2005DFn x — number of female deaths between 2000 and 2005, age cohort x.

For the female age cohort, 25 29 in 2000, the number of females not 
surviving to the year 2005 would be projected as 

2000 2005 2000 2005
5 25 5 25 5 30DF SF 3,100 3,089 11F

It should be emphasized that the youngest age cohort 0 4 years in the 
projection year, 2005, is derived solely from cumulated births occurring between 
2000 and 2005. This is described in detail in the fertility component section. Also, 
the oldest age cohort in 2005 now includes females aged 90 years or older. To be 
consistent with the 2000 age cohort definition, the two oldest age cohorts in 2005 
(e.g., 85 89 and 90 ) can be combined into one age cohort labeled 85 .
Alternatively, one could combine the two oldest age cohorts of the launch 
population (e.g., 80 84 and 85  in 2000) into one cohort. The surviving 
population in the target year (e.g., 85  in 2005) is calculated by multiplying this 
combined population by the survival rate of the oldest population.  

3.5.2 The Net Migration Component

The second part of the calculations concentrates on deriving the net migrating 
female population for Boone County for the years 2000 to 2005. Calculating 
female net migrants versus calculating female in-migrants and female 
out-migrants has the advantage that it only requires one set of migration rates. 
However, by doing the net migration calculations, it is of importance to note 
whether the net migration rates refer to the initial launch year population or to the 
surviving target year population. Both approaches are possible and the choice is 
dependent upon how the net migration rates were derived, which is either by using 
the initial launch year population as the denominator or the surviving target year 
                                                       

 Conceptually, there is no difference between calculation net migration and in- and out-migration separately. 
In the example of Boone County, the choice between net migration and in- and out-migration calculations has 
been made dependent on data availability. 
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population as the denominator. In Boone County, the migration rates are per 
age-specific female cohort at the beginning of the five-year period.

Another important and vital factor is the appropriate choice of the at-risk 
population. This addresses why people in- or out-migrate, which can depend upon 
socioeconomic factors internal or external to the area. First, it is theoretically 
justifiable that out-migration depends upon internal factors and therefore, also 
upon the area’s population. Here, the population at risk, the population used to 
calculate the number of out-migrants, is the area’s own population. The same 
logic does not hold for in-migration. The literature argues  that in-migration 
depends on factors external to the area of interest and, therefore, the appropriate 
choice of the population at risk to in-migrate should not be the area of interest. In 
the case of in-migration, the more appropriate population at risk is the population 
outside of the area under consideration. This can be, for example, the “adjusted 
U.S. population”, which is derived by subtracting the area of interest’s population 
from the U.S. population for a particular year. However, using, for example, the 
adjusted U.S. population as the population at risk to in-migrate to the area of 
interest explicitly implies that the in-migration rates must have been derived 
based on the adjusted U.S. population.  

The choice of the appropriate population at risk is also necessary for 
calculating net migration rates. However, the choice can be different depending 
upon wether more people in-migrate than out-migrate or vice versa. Imagine a 
fast growing region with clearly far more people moving into this region than 
leaving it. In this situation, with in-migration being predominant, the net 
migration rates should be calculated using a population as base that lies outside 
the region, e.g., for example the adjusted U.S. population as previously described. 
Now picture a region which is losing population or growing at a very low rate. 
Here, net migration rates can be calculated based on the region’s own population. 

In practice, however, a far simpler approach is often used for calculating  
net migration rates. Net migration rates can easily be calculated as residuals by 
rearranging age-sex-specific demographic balancing equations. The only information 
necessary is the age-sex-specific population (P) for an area at two points in time 
(e.g., 1995 and 2000) and the number of deaths (D) and births (B) between these 
two points in time. We may then estimate the number of net migrants per age 
cohort x as: 

1995 2000 2000 1995 1995 2000 1995 2000NMn x z n x z n x n x n xP P B D       (3.31) 

While in practice this is straightforward, we must keep in mind that 
conceptually net migration rates derived from residuals do not represent real 
probabilities, as is the case with fertility and survival rates.  
                                                       

 Source: http://ksdc.louisville.edu/kpr/pro/assumptions.htm. 
 Smith et al., 2001:104 105. 
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The net migration rates for Boone County are listed under column four in 
Table 3.20. The Kentucky State Data Center calculated the rates using (1) the 
county’s own population as the at-risk population and (2) the population at the 
beginning of the five-year time period. The calculations are again straight 
forward and are shown graphically in Fig. 3.14.  

Figure 3.14 The net migration component of the cohort-component model 

For Boone County, the age-specific number of female migrants is derived 
using the equation:  

2000 2005 2000 2000 2005NMF nmrn x z n x n xF           (3.32) 

where,
2000 2005NMFn x z — female population migrating between 2000 and 2005 per 

age cohort x;
2000

n xF — female population in 2000, age cohort x (“at-risk population”); 
2000 2005nmrn x — net migration for age cohort x.

Again using the sample age cohort of females aged 25 29 in Boone County 
from Table 3.20, we calculated the number of female migrants for this age cohort 
as:

2000 2005 2000 2000 2005
5 30 5 25 5 25NMF nmr 3,100 0.2552 791F

Of the females aged 30 34 in Boone County in 2005, 791 will be in- 
migrants.  
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3.5.3 The Fertility Component  

The last portion of the cohort-component model calculates the number of births 
per age-specific female cohort. In particular, how many babies will be born to 
women of childbearing age, e.g., also referred to as women at risk. The outcome 
of these calculations will be used to project the number of females and males that 
go into the first age cohort 0 4 years in the target year 2005.  

The fertility component of the model requires three individual steps which are 
(1) to project the number of births per female age cohort; 
(2) to aggregate all births and allocate this aggregated total between male 

and female births; 
(3) to apply the survival rates to the cumulated male and female live births, 

projecting the number of males and females that will survive to the target year 
and form the youngest age cohort (e.g., 0 4 years in 2005). 

The age-specific birth rates reported by the Kentucky State Data Center for 
Boone County are for a five-year period at the end of the five-year period. This 
requires adjusting the launch year female population in childbearing age by 
deaths and migration for the five-year period. The individual steps are graphically 
represented for the female cohort aged 25 29 in Fig. 3.15. The individual 
components are described following Fig. 3.15.  

Figure 3.15 Fertility component of the cohort-component model 

We see that the female population aged 25 29 is in a first step adjusted for 
deaths and migration and form the so-called at-risk female age cohort (ARF) 
aged 25 29. This at-risk female age cohort is then used to calculate the number 
of births per age cohort. Transforming this idea into equations we get:  

2005 2000 2000 2005 2000 2005ARF (0.5 DF ) NMFn x n x n x n x zF        (3.33) 
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2000 2005 2005 2005ARF abrn x n x n xB                  (3.34) 

2005 2005
2005 5( ASBR ASBR )

abr
2

n x n x
n x            (3.35) 

where,
2005ARFn x — at-risk female population at the end of the projection interval, 

age cohort x;
2000 2005

n xB — births between 2000 and 2005, age cohort x;
2005abrn x — adjusted birth rate, age cohort x;

2005ASBRn x — age-specific birth rate, age cohort x.
Equation (3.33) determines the at-risk female population by adjusting the 

female launch year population 2000( )n xF  for deaths 2000 2005( DF )n x  and female net 
migration 2000 2005( NMF ).n x z  The adjustment of the deaths per female cohort by 
the factor 1/2 needs some more explanation. The assumption is that on average, a 
woman of childbearing age will stay half of the projection interval (e.g., n/2) in 
one age cohort and half in the next higher age cohort. For a five-year interval, a 
woman age 27 will stay three more years in the 25 29 cohort and the two 
remaining years in the 30 34 cohort. The direct result is that not all women 
belonging to the 25 29 cohort at the beginning of the interval will die at age 
25 29 which requires adjusting the number of female deaths per cohort. 

Equation (3.34) then calculates the projected births per age cohort by 
multiplying the at-risk female population 2005( ARF )n x  by the corresponding 
adjusted birth rate 2005( abr ).n x  In section 3.3, we have discussed the age-specific 
birth rate year( ASBR ).n x  The concept for adjusting the age-specific birth rates is 
the same as for deaths. Women, on average, will only stay half of the projection 
interval (e.g., n/2) before moving into the next higher age cohort. For instance, 
the average age for women aged 25 29 years is 27.5 years, the middle year of 
this specific age cohort. On average, a woman will therefore stay 2.5 years in the 
age cohort 25 29 years before she advances into the age cohort 30 34 years, 
meaning that women spend half their time in one age cohort and the other half in 
the next higher age cohort.  

                                                       
 Given that the adjusted fertility rate is derived from age-specific birth rates, we alternatively also refer to 

it as the adjusted birth rate 2005( abr ).n x
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For Boone County females aged 25 29 in 2000, the births are computed as 
(see also column 10 and 11, Table 3.20):  

      
2005 2000 2000 2005 2000 2005

5 25 5 25 5 25 5 30ARF (0.5 DF ) NMF
3,100 (0.5 11) 791 3,886
F

2000 2005 2005 2005
5 25 5 25 5 25

2005 2005
2005 5 25 5 30

5 25

ARF abr 3,886 0.3898 1,515

ASBR ASBR 0.4917 0.2878abr 0.3898
2 2

B

The second step combines all births per age cohort into one aggregated 
figure, total births in Boone County between 2000 and 2005 2000 2005( ).B  Having 
a cumulative figure for births in Boone County, we split the total births based on 
the historic male/female sex ratio at birth into cumulative male and female live 
births 2000 2005 2000 2005(MB and FB ).

This is done as follows: 
2000 2005 2000 2005

n x
x

B B                       (3.36) 

2000 2005 2000 20051.05MB
1 1.05

B                (3.37) 

2000 2005 2000 20051FB
1 1.05

B                (3.38) 

where,
2000 2005B — cumulative births between 2000 and 2005; 

2000 2005MB — cumulative male births between 2000 and 2005; 
2000 2005FB — cumulative female births between 2000 and 2005; 

1.05 — historic male/female sex ratio at birth .
The idea here is to derive the total number of male and female babies born 

separately to women in Boone county of childbearing age between 2000 and 2005. 
In return, these two totals, e.g., 2000 2005MB  and 2000 2005FB , will be adjusted for 
infant mortality and finally, be used to build the youngest age cohort aged 0 4,
in the target year 2005. Before we go to the last step, let us do the calculations of 
female and male births in Boone County. Beginning with step two, the actual 
calculations are added underneath Table 3.20.  

                                                       
 Source: http://www.odci.gov/cia/publications/factbook/print/us.html. 
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2000 2005 2000 2005 750 1,324 1,694 1,515 759 222 19

6,283

n x
x

B B

        2000 2005 1.05MB 6,283 6,283 0.5122 3,218
1 1.05

        2000 2005 1FB 6,283 6,283 0.4878 3,065
1 1.05

The calculations project a total of 3,218 male and 3,065 female births 
between 2000 and 2005 to all women of childbearing age in Boone County.  

The fact that not all newborns will survive to the target year 2005 is shown 
in step three, where we adjust the number of male and female live births for 
infant mortality. This is done analogously to all other age cohorts, in that the 
cumulative live births are multiplied by a sex-specific survival rate.  

2005 2000 2005
0 0FB srn nF                  (3.39) 

where,
2005

0n F — youngest female age cohort aged 0 4 in 2005; 

0srn — survival rate for the age cohort 0 4.
We then compute the females in Boone County aged 0 4 in 2005 as: 

2005
5 0 3,065 0.9934 3,045F

Boone County is projected to have 3,045 females in the youngest age cohort 
aged 0 4 in 2005.  

3.5.4 Bringing All Components Together  

So far, we have calculated the surviving female population, the net migrating 
female population, and the female births surviving to the year 2005. Now we are 
ready to bring all these individual pieces together in one equation in order to 
project the age-specific female population in 2005. But note that this final 
equation is not applicable for the youngest age cohort aged 0 4 in 2005 which 
comes exclusively form the fertility component: 

2005 2005 2000 2005SF NMFn x z n x z n x zF              (3.40) 

Column twelve in Table 3.20 shows these final calculations. For Boone County, 
the projected female population aged 30 34 years in 2005 is: 
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2005 2005 2000 2005
5 30 5 30 5 30SF NMF 3,089 791 3,881F

The sum of all these projected age-specific cohorts in column twelve, Table 
3.20, plus the result form the youngest age cohort aged 0 4 in 2005 from the 
fertility component will give us the final result, the cumulative projected female 
population for Boone County in the target year 2005: 

2005 2005 2005
5 0 47,142 3,045 50,187n x z

x
F F F       (3.41) 

where,
2005F — cumulative female population in 2005; 

x — youngest age in a specific age cohort in 2005, e.g., 0 4, 5 9, 10 14, etc.; 
z — number of years in the projection interval (e.g., 2000 2005).
The projected female population in Boone County for 2005 totals 50,187.  
All calculations above refer to the female part of the cohort-component model. 

To get a complete small area model for Boone County, the same calculations need 
to be repeated for the county’s male population. They are identical to what has 
been described for the female population. They are even simplified in that the 
male calculations do not include the fertility component. To show a complete 
cohort-component for Boone County, we added age-specific calculations for the 
male population in Table 3.21 without further elaborations. Adding total 
projected female and male population from the two cohort-component models 
will then give us Boone County’s total projected population for the year 2005. It 
is calculated as: 

2005 2005 2005 50,187 49,266 99,453P F M         (3.42) 

Hamilton and Perry (1962) proposed a short version of the cohort- 
component method, which apply cohort-change ratios (CCR) to the beginning 
population. These cohort-change ratios are usually calculated from the last two 
censuses. Given that censuses in the United States are ten years apart, the 
Hamilton-Perry method often projects five-year age groups in ten year intervals. 
Mortality and migration are combined into a single rate rather than treating them 
separately. Further simplification is possible by using child-woman ration instead 
of the age-specific birth rates in the fertility component. While the Hamilton- 
Perry method may be given preference where data are not readily available to 
build a more complex cohort-component model, a potential source of error is the 
use of constant growth rates—which in the case of particularly fast growing 
regions, can overestimate future populations. 

                                                       
 The difference of one female in this equation is due to rounding in the table. 
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3.6 Concluding Remarks  

The population models have one thing in common. They assume that observed 
population trends can be carried over into the near future. As we have seen, this 
is repeatedly done for the population trend extrapolation methods by 

(1) Gathering population data for the past years,  
(2) Plotting these observed population data onto a scatter plot and inspecting 

them visually, 
(3) Extrapolating observed trends into the near future, either using simple 

ratio methods as the share of growth or shift-share method or the more complex 
regression models such as the linear, geometric, parabolic, or logistic population 
model.  

The strength of all trend extrapolation methods undoubtedly lie in their 
small data requirement. In most cases, total population figures for a number of 
past years will be sufficient to obtain an area’s population projections for future 
years. This low data requirement makes extrapolation models very attractive for 
small areas where historical population data are not always readily available at a 
more detailed level.  

Regarding the required modeling skills, trend extrapolation models vary 
significantly. While share of growth and shift-share models are conceptually and 
computationally easy to understand and implement, regression models such as 
the logistic model, involve higher mathematical skills. Nevertheless, understanding 
the linear transformation of the more sophisticated extrapolation models makes 
them easy to apply as the linear model.  

On the other hand, extrapolation models have severe drawbacks. Given their 
use of limited and highly aggregated data, they lack any information about the 
different components of projected population growth/decline. In other words, we 
get no explanation on theoretical grounds for these projected population changes. 
The attractiveness of the very low data requirement, therefore, must be 
acknowledged as an intrinsic limitation to the projected results. Further, the use 
of highly aggregated data for past years treats factors like the area’s economic, 
housing, and/or recreational attractiveness as external to the method.  

Another difficult task is the choice of the appropriate timeframe for 
selecting past population statistics. If available, should we use populations for the 
last 10, 20, or even 50 years? This decision is less problematic for areas where 
data show a slow but steady growth pattern. The choice is more challenging for 
fast-growing areas or for areas with alternating population growth and decline 
patterns. What if the area grew generally at a slow rate for the last 50 years, but 
suddenly seven years ago began to decline? While typically the heaviest reliance 
is on the more recent data, there is no guarantee that the population will continue 
to decline. Other data might be of particular help for choosing the appropriate 
period of past years. For instance, improvements in the area’s economic 
environment might have already indicated a turn in population growth. If this is 
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the case, choosing only the last seven years would erroneously lead to further 
projected population decline while we know from outside sources that the 
population may more likely start growing again.  

Another shortcoming of trend extrapolation methods is that they do not allow 
the ability to play out different future scenarios. For instance, how will population 
projections change if economic conditions, birth rates, migration patterns, and 
other factors change? We want to reemphasize that extrapolation models rely 
upon the assumption that observed past conditions are assumed to continue in the 
future. This assumption may or may not hold. As a direct consequence, the 
further into the future we project, the less reliable the extrapolation models 
become. The likelihood of a continuation of observed past population trends is 
greater when projecting only a few years into the future as when projecting 
population trends for as many as 20 30 years into the future. Therefore, 
population projections that go too far into the future must be read with reservation.  

We want to conclude this section on extrapolation methods with the remark 
that in many cases, practitioners often use the simple and straight forward 
population models. Also in favor of extrapolation models is the fact that there is 
virtually no evidence that more complex methods outperform extrapolation models.  

Population analysis is a challenging task and by far more than just running 
some population models. As Rayer puts it: 

“The real challenge in population analysis is describing and projecting 
populations within ‘reasonable’ limits. We spend 90% of our time making sure 
the data make sense and if they do not, we make adjustments.”

Computationally, the cohort-component method is easy and straightforward. 
Once the required data and rates are collected, its computations can be done using a 
spreadsheet. Cohort-component methods are widely used at all government 
levels. Its popularity mainly goes back to the amount of detail provided by the 
model. The breakdown of the target population into cohorts allows zooming in 
on specific parts of the population, e.g., females of age 30 to 34. For each of 
these cohorts, the components of the model, e.g., births, deaths, and migration, 
explain the reasons for population changes over time.  

For many areas, the question is not only by how much the total population is 
projected to change over the next five years. For better planning, many local 
governments want to understand:  

(1) Why is the population changing? Are the reasons for the expected 
changes mainly driven by births, deaths, and/or in- and out migration?  

(2) How is the population changing? Is the population aging? Is the racial 
composition of the population changing?  

While many of these questions can be answered directly from the 

                                                       
 Quote from personal communication with Dr. Stefan Rayer. 
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cohort-component model, it also means that with more detailed models the data 
requirements increase significantly. For a detailed population projection, 
population data by sex, age, and race/ethnicity as well as all fertility, survival, 
and in- and out- migration rates must be available. The computational require- 
ments, time, and costs increase with the level of detail.  

For planning purposes, many planning agencies will not get involved in the 
process of collecting and verifying data and computing the individual birth, 
survival, and migration rates. As planners, we prefer using readily available 
population data and rates to set up a cohort-component model. Using readily 
available data and rates provided by various governmental agencies, we are 
incorporating all assumptions into the cohort-component model. For example, 
the Boone County net migration rates were derived by using the area’s own 
population as the population base. As such, we cannot use the adjusted U.S. 
population as the population at risk of migrating. Another example would be if 
the individual birth, survival, and migration rates have been calculated using the 
base population at the beginning, in the middle, or at the end of a specific time 
interval. For instance, had the survival rate been constructed using the base 
population at the beginning of a time interval, all following calculations must use 
the target population at the beginning of this particular time interval for 
consistency. For planners using pre-calculated rates can mean a higher degree of 
dependability on the assumptions made by the data collecting and rate calculating 
agency.  

A last but critical point is the fact that all individual rates are calculated 
using historic data. Assuming that the observed trends in the components of 
growth and the demographic composition of the population remain constant for 
future time periods, we use rates computed from historic data and apply them to 
project future population growth. For instance, the computed birth rates based on 
the number of live births for the last period data available are used for projecting 
births for the next time period. The main assumption here is similar to that from 
the population trend models: past population trends can be carried on into the 
near future.  

Each population projection method discussed in this chapter is applicable 
under certain situations. The choice of appropriate method should be a combination 
of purpose, time-money constraints, level of detail, and data availability. The most 
important of all is to ensure that input data are correct and reasonable. In reality, 
researchers spend most their time working on the data rather than running the 
models. Keep in mind that for population projections, you will spend hours and 
hours making sense out of your input data and in many cases, changes to the 
collected data are necessary before they can be used for population modeling 
purposes.

In general, there is virtually no evidence that more complex population 
methods, such as cohort-component and structural models, provide better 
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population projections. Each method has strengths and weaknesses and each is 
based on a set of assumptions, which have an impact on the results. What more 
complex models do offer, however, is the ability to play out different future 
scenarios by using altering migration, birth, or survival rates. In addition, all 
these different rates applied in the cohort-component method could be trended 
themselves. For instance, observing migration rates on an annual basis for a longer 
period of time would allow to project migrations rates for future time periods. 

Given that it is almost impossible to tell which of the described population 
projection methods would achieve “more accurate” projections under given 
conditions, it is very common to apply a mixture of different methods. Using 
averages derived from a mixture of methods is a more conservative way of 
projecting future population. The fact is that long-term trends are likely to 
regress towards the mean. In addition, it is common to provide an interval of 
projected populations rather than offering one exact population projection (e.g., 
point estimator). Calculating a series of low, middle, and high population 
projections allows to project populations within a range of values. Usually the 
middle series reflects what you believe is the most likely occurring population 
trend.

Projection errors decrease with population size. This is why many agencies 
use a stepwise approach of projecting populations. In a stepwise approach, state 
totals are calculated first. In a second step, county totals are calculated and the 
sum of all county totals must equal the state total. If not, adjustments to the county 
totals are made until their total equals the state total. More detailed calculations 
at the county-level, for instance, individual age cohorts are included in the third 
step. These more detailed projections are controlled by the county total.  

Review Questions  

1. What is the difference between population projections, forecasts, and 
estimates? From the U.S. Census Bureau website, are the inter-decennial population 
figures for the years 1991 1999 projected, forecasted, or estimated? Describe 
why?  

2. Choosing the most appropriate projection method can depend on a variety 
of factors. Name at least five factors you think should be considered when 
choosing a projection method.  

3. Briefly describe the four fundamental concepts of demographic analysis.  
4. According to the demographic balancing equation, there are three 

components of change. Name these three components of change and explain how 
these components are being accounted for in the cohort-component model. 

5. Trend extrapolation methods are very popular to project populations. 
Explain the rational behind all these extrapolation models. Explain the main 
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conceptual difference between the group of trend extrapolation models and the 
cohort-component method.  

6. Under what circumstances would you consider the geometric population 
model as being appropriate to project population growth or decline? What does 
the slope coefficient of the geometric population model express? And what is the 
most obvious and important difference between the geometric population model 
and the logistic population model?  

7. For each of the four trend extrapolation models discussed in chapter 3, we 
provided an adjusted form of the model. Explain the rational behind the inclusion 
of the adjustment factor into the model.  

8. Describe in detail the net migration component of the cohort-component 
method. For a region that is losing population, what would you choose as 
denominator for calculating the net migration rate: the region’s population or the 
population outside the region? Explain why.  

9. What are the strengths and weaknesses of the cohort-component method?  
10. Under what circumstances would you prefer an extrapolation model over 

a cohort-component model?  

Exercises

You are hired as a planner for a small urban county, Sunshine County, and one of 
your first tasks is to update the county’s demographic profile and to provide the 
county government with “reasonable” population projections until the year 2010.  

1. Your first analysis is the graphical presentation of the county’s population 
using a population pyramid (for detailed instructions on how to build a population 
pyramid, see Chapter 8). The county population data are listed in Table 3.22. What 
detailed information on Sunshine County does the population pyramid exhibit? 

2. Calculating average annual absolute change (AAAC) and average annual 
percent change is a quick way of examining past observed population trends. 
Using the population data for the last twenty years, calculate the AAAC and 
AAPC for Sunshine County and interpret your results. In addition, project the 
county’s total population for the year 2010 using the AAAC and AAPC. 

3. A more sophisticated way of projecting populations uses trend 
extrapolation models. Using the data from Table 3.23, estimate the linear and 
geometric population model for Sunshine County. Compare your results with the 
AAAC and AAPC from above and project the county’s total population for the 
year 2010 using both the linear and geometric extrapolation models. 

4. Another quick way of projecting an area’s future total population applies 
ratio methods, such as the share of growth and the shift-share method. Project the 
2010 Sunshine County population using both the share of growth and the 
shift-share method, based on the information provided in Table 3.24. 
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Table 3.22 Sunshine County population by sex and age, 2000  

Sunshine County, 2000    Male    Female  
Total Population 19,185 19,856 
Under 5 years 1,512 1,364 
5 to 9 years 1,509 1,437 
10 to 14 years 1,476 1,357 
15 to 19 years 1,492 1,490 
20 to 24 years 1,543 1,665 
25 to 29 years 1,450 1,504 
30 to 34 years 1,410 1,475 
35 to 39 years 1,507 1,600 
40 to 44 years 1,525 1,660 
45 to 49 years 1,399 1,466 
50 to 54 years 1,184 1,238 
55 to 59 years 840 860 
60 to 64 years 649 712 
65 to 69 years 542 576 
70 to 74 years 432 482 
75 to 79 years 346 391 
80 to 84 years 222 298 
85 years and over 147 281 

Table 3.23 Annual total population data for Sunshine County, 1980 2000

Year Total Population Year Total Population 
1980 26,065 1991 31,531 
1981 26,611 1992 32,475 
1982 26,759 1993 33,356 
1983 27,283 1994 34,125 
1984 27,794 1995 34,947 
1985 27,917 1996 36,017 
1986 28,453 1997 36,967 
1987 28,976 1998 37,620 
1988 29,682 1999 38,419 
1989 29,992 2000 39,041 
1990 30,508   

Table 3.24 Comparison of Sunshine County population to a benchmark region  

Year Benchmark Region Sunshine County 
1990 360,000 30,508 
2000 400,000 39,041 
2010 425,000  
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5. The cohort-component model requires more detailed data than previous 
methods. Using Tables 3.22 and 3.25, which provide data on population by sex and 
age, birth rates, survival rates, and migration rates, set up the female cohort- 
component module and project the female age-specific population for the year 2010. 

Table 3.25 Survival, birth, and net migration rates for Sunshine County, 2000 2005

Survival
Rates(2) Net Migration Rates(3)Beginning

Age in 
2000

Ending
Age in 
2005 Male Female Male Female

Birth
Rates(4)

Live births(1) 0 4 992.4 993.4 26.7 6.7 
0 4 5 9 996.7 997.5 147.3 127.3 
5 9 10 14 998.8 999.2 96.7 76.7   
10 14 15 19 997.2 998.5 73.8 53.8 64.9
15 19 20 24 992.9 997.3 135.2 115.2 363.4
20 24 25 29 992.9 997.4 112.4 92.4 551.1
25 29 30 34 991.8 996.6 14.5 14.5 488.3
30 34 35 39 989.6 995.3 68.9 48.9 240.6
35 39 40 44 985.9 993.2 98.9 78.9 75.2
40 44 45 49 980.3 989.1 23.3 3.3 7.2
45 49 50 54 970.9 983.5 86.6 66.6 
50 54 55 59 954.0 973.0 7.4 12.6
55 59 60 64 925.6 957.0 61.4 41.4 
60 64 65 69 883.0 932.0 52.0 32.0 
65 69 70 74 823.6 897.0 48.4 28.4 
70 74 75 79 750.8 850.4 123.2 103.2 
75 79 80 84 639.2 765.3 117.3 97.3 
80 84 85 89 498.5 637.3 214.1 194.1 
85  90  297.6 381.4 69.7 49.7 

(1) Cumulative live births during the 5-year period.
(2) Total survivors (those who do not die) per 1,000 persons over a 5-year period. 
(3) Rates are per 1,000 persons at the beginning of the 5-year period. 
(4) Total live births per 1,000 females over a 5-year period. 
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Chapter 4  Understanding Your Regional Economy 
—The Economic Base Theory 

4.1  Introduction to Economic Models 

Imagine that a car manufacturer is planning to build a car distribution center in the 
greater Cincinnati metropolitan region. Strategically, this would be a good choice 
for the car manufacturer, given that Interstate Highway 75 (I-75) is the main 
artery of the national car industry and Ohio lies in the midst of it. Economically, 
this would be great for the region, in that it would provide jobs and income for its 
workforce and new activities for regional businesses to supply the car manufacturer 
with goods and services. 

Envision another scenario in which a national fast-food chain considers 
building a manufacturing plant in the greater Cincinnati region to produce the 
buns and patties for our well-loved “Juicy Burgers”. The fast-food chain talks 
about creating 800 new jobs but expects a tax incentive package in return from 
the local government to smooth out their initial investment. 

What do both scenarios have in common? Obviously, they would be highly 
welcome by 

(1) the regional workforce, particularly those seeking employment with these 
businesses; 

(2) the construction industry, which could gain additional contracts for 
building the distribution center and the plant; 

(3) regional businesses and firms, which might expect an increase in 
demand for their goods boosting their overall level of business activities; 

(4) the city and county governments, who may, in the long-run, benefit from 
additional tax revenues (e.g., corporate income tax). 

Planners throughout the region busily consider the implications of these 
scenarios. Land use planners, working for the local and regional governments, 
would think about where to locate these two new industries. At the same time, 
their colleagues in the transportation department would examine the proposed 
locations for these new industries to ensure that they are strategically located so 
as not to add to traffic congestion. Economic development (ED) planners would 
use the opportunity to predict how industry output, employment, and income for 
residents and the government might be affected by this increase in economic
activities. More specifically, ED planners might develop an impact analysis using 
multipliers to estimate changes in the regional economy (e.g., output, employment, 
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and income) resulting from the proposed car distribution center or the fast-food 
chain’s manufacturing plant. Clearly, in the case of the fast-food chain the direct 
effect on the labor market would be the creation of 800 new jobs. But what 
would be the indirect effects of this new plant on other businesses in the region? 
The 800 new jobs will create new income that will be spent, at least partly, within 
the region on housing, clothes, food, entertainment, and other items. In return, this 
will create more jobs in other regional businesses. Multipliers are one way to 
estimate the total effects on employment, for example, as a result of the new 
fast-food chain’s manufacturing plant. 

In this chapter, we will explore how the economic base theory can increase 
our understanding of how a regional economy works and how economic deve- 
lopment processes shape regional economies. Although economic base theory—like 
other theories—is a simplified abstraction of reality, it can nevertheless be a 
useful platform for understanding how data can be used to analyze economic 
development processes and evaluate competing development strategies. We will 
start with a brief introduction of the origins of the economic base theory. A 
description of the structure of macroeconomic models in general will be followed 
by presentation of the economic base model. We will then focus on how you can 
evaluate the state of a regional economy based on readily available economic 
indicators and the application of the economic base theory. In particular, we will 
focus on location quotients, calculate the economic base multiplier, and use 
shift-share analysis for explaining observed patterns of economic growth or 
decline. Boone County, Kentucky, will once again serve as the study region. 

4.2  The Economic Base Theory  

The economic base theory has a longstanding tradition in planning and geography. 
The first appearance of the idea of an economic base can be traced back to 1659 
when Pieter De la Court (1618 1685), a Dutch cloth merchant, published his 
manuscript on the prosperity of his home city of Leiden entitled: “t Welvaren der 
Stadt Leiden (the prosperity of the city of Leiden)”.  In his manuscript, De la 
Court saw the wealth of Leiden as the direct result of the city’s export-oriented 
industries: the University of Leiden and the manufacturing industries. De la 

                                                       
 Earlier publications by De la Court were initialed “V.D.H.” which stands for Van den Hove, the Dutch 

translation for De la Court. De la Court’s main publication Interest van Holland ofte Gronden van Hollands 
welvaert [The true interest and political maxims of the Republic of Holland and West-Friesland] was published in 
1662 and has since been regarded as a milestone in the promotion of free market competition and the republic 
state. De la Court’s ideas have translated into several languages and they even influenced the constitutional 
conventions of the United States of America in 1780. De la Court’s homepage can be found at: 
http://www.childandfamilystudies.leidenuniv.nl/index.php3?c=268. 



Research Methods in Urban and Regional Planning

136

Court recognized that the inflow of foreign financial resources into a city will 
ultimately increase the city’s overall economic activities. 

De la Court’s idea was later picked up and made popular by, among others, 
the German political scientist Werner Sombart (1863 1941).  In his work, 
Sombart shaped the concepts of “Stadtegrunder  and Stadtefuller ”, which were 
translated by the American economic historian Frederick Nussbaum’s (1933) as 
“town builders” and “town fillers”.  Town builders leverage a town’s prosperity 
by the means of trade; whereas town fillers provide the goods and services that 
are locally demanded. Sombart’s 1916 first published volume of “Der Moderne 
Kapitalismus (modern capitalism)” presented a limited qualitative concept of the 
basic (export) v. non-basic (local) economic sectors. However, in the third volume 
with the same title, Sombart (1927) provided the first known, quantitative approach 
for identifying export employment shares. 

The first appearance of the economic base theory in a textbook most likely 
occurred in 1939. In their textbook, Principles of Urban Real Estate, Homer 
Hoyt and Arthur Weimer presented the economic base theory as a methodical 
approach to determining basic employment and calculating the ratio between 
basic and service employment.  The authors substituted the words basic and 
service employment for Sombart’s town-building and town-filling activities. As 
we will see later, Hoyt and Weimer’s approach is still widely used in economic 
base analysis. 

While Hoyt and Weimer are rightfully given much credit for the advancement 
of the economic base model, many other scholars contributed to its current 
popularity. Richard Andrews, Walter Isard, and Stan Czamanski, for instance, 
wrote several papers on the topic in the 1950s and 1960s.  We would not want 
to conclude this section without mentioning the work of Charles Tiebout 
(1924 1968). In his 1962 publication, Charles Tiebout added much to the 
credibility of the economic base theory by providing a mathematical proof that 
the economic base multiplier is equivalent to the Keynesian multiplier used by 

                                                       
Gunter  Krumme, Werner Sombart and the Economic Base Concept, Land Economics, 44(1), February 

1968, pp.112 116. 
Gunter  Krumme gives Werner Sombart the credit for phrasing the expressions “ Stadtegrunder  and 

Stadtefuller ”. Frederick Nussbaum used among others Sombart’s three volumes “Der Moderne Kapitalismus” 
for bringing main ideas of the economic history of Europe to a larger American audience in his book “A History 
of the Economic Institutions of Modern Europe”, published in 1933. He literally translated the expressions 
Stadtegrunder  and Stadtefuller  as town builder and town filler. 

 Andrew M. Isserman. Economic Base Studies for Urban and Regional Planning, In: Lloyd Rodwin and 
Bishwapriya Sanyal, eds. The Profession of City Planning: Changes, Images, and Challenges, 1950 2000. Center 
for Urban Policy Research, New Brunswick, NJ. Copyright © 2000 by Rutgers, The State University of New 
Jersey, Center for Urban Policy Research. 

 For more on this topic, please see Isserman’s, “The Profession of City Planning”, which is an excellent 
source of early references on the economic base theory. 
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economists. This is an association we will come back to when explaining the 
underlying principles of the economic base theory.

4.3  Understanding Your Regional Economy  

Charles Tiebout showed us how the theoretical construct of the export base 
model, rooted in Keynesian macroeconomic theory, is related to the economic 
base theory; and therefore, the Keynesian multiplier is similar, in concept, to the 
economic base multiplier. Based on original work by Richard F. Kahn (1931), 
Maynard Keynes developed a multiplier framework, which allows assessment of 
total changes in economic activity that result from changes in exogenous spending, 
such as government expenditure and business investment. Following the rationale 
that initial exogenous spending leads to additional economic transactions within 
the region, Keynes reasoned that this expected increase in demand for regional 
goods and services has to be a “multiple” of the initial change in exogenous 
demand (Keynes, 1936). 

Starting with Tiebout’s conclusion, this section presents a version of a 
Keynesian macroeconomic model as a way to visualize a regional economy. In 
particular, we will recognize in this simplified framework who are the actors in a 
regional economy and how they relate to each other. We will then show how the 
macroeconomic model leads to the economic base model. 

The most widely used approach for creating a visual image of a regional 
economy is based on the circular flow of income and expenditure as shown in 
Fig. 4.1. In this snapshot of an economy, we can identify three economic agents 
or decision makers: (1) firms and businesses, (2) households, and (3) the 
government. The selling and buying activities of decision makers takes place in 
three markets. In the commodity market they exchange goods and services for 
money. Trade of financial assets occurs in the financial market where people 
might, for example, buy assets to earn interest. And, the factor market provides 
firms and businesses with the necessary factors of production, such as capital and 
labor.

The lower left part of the loop represents the flow of income: households 
receive income from firms and businesses for providing the factors necessary for 
production. In particular, firms and businesses pay wages and salaries for labor, 
interest for capital, rent for land, and profit for entrepreneurial activities. 
Households own the factors of production, and therefore the combined outlays of 
the firms constitute aggregated household income. 

                                                       
 Charles Tiebout (1962), The Community Economic Base Study, Supplementary Paper #16, Published by 

the Committee for Economic Development (CED). 
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Figure 4.1  The circular flow of income and expenditure 

The upper right side of the loop indicates a matched flow of expenditures:
household consumption, investment spending, government purchases, and 
exports create final demand for locally produced goods and services. Regional 
consumption (C) represents spending by households for goods and services, 
such as food, clothing, and education. The purchase of a house is excluded from 
household consumption and listed under investment spending. Investment
spending (I) refers to the creation of capital stock. It contains three subcate-   
gories: (1) fixed investment such as when a firm replaces worn-out machinery or 
a university builds a multipurpose field hall; (2) residential investment, the 
purchase of a house by households; and (3) inventory investment, businesses’ 
inventory of unsold goods, for example, unsold automobiles at a car dealership. 
Investment is financed by net household savings (S ). Government expenditures
(G) consist of all the goods and services bought by various levels of governments, 
including highways, military equipment, and government investment. Government 
expenditure is financed by net tax revenues (T). This is called net tax revenues 
because it is the revenues that remain after transfer payments (e.g., social 
security benefits) and interest payments (e.g., government bonds) have been 
made. The final category on the expenditure side of the economy accounts for 
trade—both domestic (trade with other regions within the country) and foreign 
(trade with other countries). Households spend some of their income on imports
(M)—the purchase of foreign-made goods and services. Similarly, people, 
institutions, and firms located outside of a region demand regionally produced 
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goods and services—export expenditures (X). The net export (NX) is obtained 
by subtracting the value of imports from the value of exports. 

The flow of income considers total income in the economy as the combined 
outlays of firms and businesses to factors of production owned by households. 
On the other side, the flow of expenditures measures aggregated spending on 
the economy’s output of goods and services by all economic agents; within and 
outside of the region. Both sides form the national income accounting. Following 
the rules of national income accounting, both the flow of income and expenditures 
must ultimately lead to the same result; the gross regional product (GRP) or the 
monetary value of all regional economic activities. In both cases, the goal is to 
calculate a single summary measure that captures the level of regional economic 
activities. Real gross regional product—real GRP—measures the total regional 
economic activity on the final demand side, or  

real GRP NXC I G                 (4.1)  

where,
C — the level of household consumption of regionally produced com- 

modities; 
I — the level of regional investment in physical capital; 
G — the level of total government spending; 
NX— represents total net exports (i.e., exports minus imports). 
Using net exports implies that regional spending on imports is subtracted 

from real GDP as dollars leaving the region because imports do not add to the 
level of regional economic activities—called a leakage. Exports, on the other 
side, add to regional economic activities as inflowing dollars positively stimulate 
regional output—called an injection.

Similarly, the level of regional economic activities can also be calculated 
using the value added approach, indicated on the left-hand side of Fig. 4.1, or  

value added GRP wages interest rent profit          (4.2) 

Both approaches, if done correctly, must ultimately lead to the same level of 
total regional economic activities. Both measure the flow of dollars in the 
regional economy. 

Using the information from this illustration we now can calculate the most 
fundamental form of the Keynesian multiplier (KM). For simplicity, we assume 
an economy with no government, no exports, and no imports. Under this situation, 
the economy is in equilibrium, where expenditures (E) equal income (Y ):

E Y                           (4.3) 

This equilibrium follows from the simple fact that every dollar of expenditure 
must have been earned. The next step is to define aggregate expenditure (E) as 
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the sum of consumption (C) and investment (I ), or:  

E C I                         (4.4) 

and aggregate income (Y ) as the sum of consumption (C) and savings (S ), or:  

Y C S                         (4.5) 

where, income (Y ) is now measured in terms of household spending. With the 
absence of government and imports, savings represents a leakage in the system 
because income going to savings is the money not spent on regionally produced 
goods and services, and therefore, does not foster regional economic growth. In 
this simplified economy, an increase in aggregated savings (as opposed to 
consumption) would lead to a decline of economic activities. Investment (I) is 
determined exogenously. It is the policy variable that will be used later to 
determine changes in the equilibrium level of aggregate output. 

The equilibrium condition of the commodity market implies:  

Y C I                         (4.6) 

which is the result of substituting Eq. (4.4) into Eq. (4.3). The level of household 
consumption (C) depends upon various factors such as household income, 
household wealth, the interest rate, and expectations households have about the 
future. One way of representing consumption (C) is as a function of income (Y ), or: 

( ) mpcC f Y a Y                   (4.7) 

where,
a — the level of autonomous spending independent of income (e.g., housing 

and food); 
mpc — the marginal propensity to consume. It is the fraction of each 

additional dollar earned that households will spend on consumption. 
Substituting Eq. (4.7) into Eq. (4.6) we get:  

mpcY a Y I                       (4.8) 

Solving this equation in terms of Y we get: 

mpcY Y a I                    (4.9) 

(1 mpc)Y a I                     (4.10) 

1 ( )
1 mpc

Y a I                   (4.11) 

where, 1
1 mpc

 is called the Keynesian investment multiplier. Because a
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(independent autonomous spending) is assumed to be predetermined and 
fixed—called a parameter—the expected change in income (output) results solely 
from a change in investment, independent of regional income, or:  

1
1 mpc

Y I                      (4.12) 

where,
Y — the expected change in income (output); 
I — the exogenous change in investment—the injection into the economy. 

In this rather simplistic framework, households either spend a proportion of 
their income, according to the marginal propensity to consume (mpc), or save their 
income, corresponding to the marginal propensity to save (mps). Given that 
households can either spend their income or save it, we can conclude that: 

mpc mps 1                       (4.13) 

where, mps or (1 mpc) refers to the leakage of regional income—the savings. 
Rewriting Eq. (4.12) as:  

1 change in income (ouput)
1 mpc chang in investment

Y
I

          (4.14) 

We can define the Keynesian multiplier as the ratio of a change in income 
(output) to some exogenous change in investment.  

For students familiar with calculus, the Keynesian multiplier can alternatively be 
derived by taking the partial derivative with respect to investment, or 

1 ( )
1 mpc

Y a I                    (4.11) 

1
1 mpc

Y
I

                          (4.15) 

leading to the same result as in Eq. (4.14).  

The economic base theory explains regional economic growth through the 
level of a region’s export activities. The larger the external demand for a region’s 
goods and services, the larger the economic stimulus. These non-regional 
expenditures lead to a multiplying effect of regional output, expressed through 
the economic base multiplier. Regional firms and businesses welcome exogenous 
increases in demand for their products and, assuming an absence of supply or 
capacity constraints, attempt to meet this increase in demand. In return, the 
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regional firms and businesses increase their own demand for inputs from other 
regional suppliers, called intermediate inputs, and, for labor and capital, the factors 
of production.  

The next round of economic impacts leads the regional suppliers to increase 
their own demand for intermediate inputs, labor, and capital and so on. The result 
is a chain reaction set in place through an injection of exogenous demand. 

The chain reaction is additionally amplified through increases in aggregate 
household spending. This is made possible because an increase in regional output 
leads to an increase in demand for labor, which in turn leads to an increase in 
household income. In return, households will spend a fraction of this additional 
income on regionally produced goods and services, that alone increases demand. 
The round-by-round effect that follows an increase in exogenous demand is 
captured by a single summary measure— the economic base multiplier. 

The economic base model is illustrated in Fig. 4.2. The economic base 
model divides total economic activities for a region—the right-hand side of the 
illustration—into either basic activities or non-basic activities. Basic activities
include all regionally produced goods and services sold to people and businesses 
outside the region. This includes, of course, all goods and services leaving the 
region. But, it also includes all goods and services that are purchased by people 
out of town within the region where they are produced. The hotel industry is an 
example. A tourist from San Francisco staying in a hotel in Cincinnati, Ohio, 
increases regional exports (X ). The important distinction is in the case of the 
tourist, payments made by the tourist come from outside Cincinnati. While for 

Figure 4.2  Economic base model 
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Cincinnati this inflow—injection—increases regional economic activities, for San 
Francisco on the other hand it is an outflow—leakage—of income.

Non-basic activities by definition include all purchases of regionally produced 
goods and services by local residents. As Fig. 4.2 indicates, these regional 
expenditures (D ) are household driven and refer to goods and services used by 
the region itself. Grocery stores, real estate brokers, automobile repair shops, and 
banks provide goods and services usually referred to as non-basic activities. In 
the case of large corporations, for instance a national food or restaurant chain, the 
distinction between basic and non-basic activity is much fuzzier as some of the 
regional expenditures leave the region for some headquarters outside the regions. 
In this context, the food industry and restaurants, usually a typical regional or 
non-basic activity, takes on the character of a basic activity. Today’s food and 
banking have become increasingly non-local. 

In the economic base model, imports (M) play the same role as savings play 
in the Keynesian macroeconomic model. Imports represent the leakage of the 
economy, in that regional income leaves without further contributing to regional 
economic activities. Contrarily, export activities bring new dollars into the 
regional economy, increase regional production of goods and services, and fuel 
regional economic growth—it is the economic base for regional economic growth. 
In the context of regional economic development and following the principles of 
economic base theory, politicians and ED planners can encourage regional 
economic growth by: (1) promoting exports (i.e., increasing injections), and 
(2) encouraging import substitution (i.e., decreasing leakages). 

An easy approach to deriving the economic base multiplier (BM) uses the 
dichotomy of basic and non-basic activities. In an economy where all activities 
are classified as non-basic (N ) and basic (B ), total regional activities (T ) can be 
defined as:  

T N B                        (4.16) 

While basic activities (B ) are determined by exogenous sources (outside the 
region), non-basic activities (N ) can be written as a function of total regional 
activities (T ), or  

( ) (mpp )N f T c T                   (4.17) 

where,
c— the level of autonomous domestic spending independent of total regional 

activities; 
mpp — the marginal propensity to purchase regional products. It defines the 

fraction households will assign to domestic/local expenditures (D) of each additional 
dollar they earn.  
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Substituting Eq. (4.17) into Eq. (4.16) and solving this equation in terms of 
T for B gives us the simplest form of the economic base multiplier (BM) as: 

(mpp )T c T B                     (4.18) 

(mpp )T T c B                     (4.19) 

(1 mpp)T c B                     (4.20) 

1 ( )
1 mpp

T c B                    (4.21) 

where 1
1 mpp

 is the economic base multiplier. We see immediately that the 

economic base multiplier is very similar to the Keynesian multiplier Eq. (4.11). 
Analogously, the economic base multiplier measures the change in total regional 
activities ( )T  that results from an exogenous change in basic activities ( )B —
the initial export stimulus as:  

1
1 mpp

T B                   (4.22) 

The alternative way of deriving the economic base multiplier using calculus is:  

1 ( )
1 mpp

T c B                 (4.21) 

1
1 mpp

T
B

                         (4.23) 

Charles Tiebout was the first to recognize the close relationship between the 
economic base and the Keynesian multiplier. Following the economic dichotomy 
of the economic base theory, households either spend an additional dollar of 
income on imports (M ) or on regional/local products (D). Expenditure on 
imports is expressed as the marginal propensity to import, mpm. Expenditure on 
domestic/local products is expressed as the marginal propensity to purchase 
regional products, mpp. Given that each additional dollar must be spent on either 
imports or regional products, we can specify that: 

mpp mpm 1                    (4.24) 
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We may also express the marginal propensity to purchase regional products, 
mpp, as the ratio of non-basic activities to total regional activities, or: 

non-basic activitiesmpp
total regional activities

N
T

               (4.25) 

This allows us to rewrite the multiplier as:  

1BM
1 /N T

                    (4.26) 

We will now write the BM in a form that is well-recognized in the planning 
literature. From Eq. (4.16) we recognize that:  

T N B                       (4.27a) 

Dividing Eq. (4.27a) through T, we can rewrite the equation as: 

1 N B
T T

                     (4.27b) 

Next we rearrange Eq. (4.27b): 

1

1 1
1 / /

N B
T T

N T B T

                   (4.27c) 

We recognize from Eq. (4.26) that the left-hand side of Eq. (4.27c) defines 
the economic base multiplier. Throughout planning-relevant literature, the 
economic base multiplier, BM is expressed as the ratio of total regional activities 
over basic economic activities, or: 

1BM
/

T
B T B

                     (4.28) 

Alternatively the economic base multiplier can be derived following the 
step-by-step procedure outlined for the Keynesian multiplier.  The starting point, 
again, is the initial equilibrium condition of aggregate expenditures (E ) equals 
aggregate income (Y ), or  

E Y                         (4.29) 

                                                       
 Follows Schaffer, Chapter 2, p. 6, Illustration 2.2, “The pure export-base model.” 
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Aggregate expenditure (E) is defined as the sum of domestic production (D) and 
exports (X ), or: 

E D X                        (4.30) 

Note that exports (X ) replaced investment (I ) as exogenous source for economic 
growth. Aggregate income (Y ) is the sum of domestic expenditure (D) and 
imports (M), or:  

Y D M                        (4.31) 

Imports in the economic base model represent the leakage. In an economic 
dichotomy with only a regional and a non-regional market, domestic production 
and domestic expenditure are identical. D refers both to the regional purchases of 
regionally produced goods and services and the non-basic (N ) or regional market 
activities.  
Combining Eqs. (4.28), (4.29), and (4.30), we can write:  

Y Y M X                      (4.32) 

where, exports (X ) as the exogenous driving-force for economic growth, imports 
(M ) as the endogenous leakages, and aggregate income (Y ) as a measure for 
regional economic performance. Expressing imports in terms of aggregate 
income, or  

( ) mpmM f Y Y                    (4.33) 

We can derive the economic base multiplier as:  

(mpm )Y Y Y X                  (4.34) 

mpmY Y Y X                     (4.35) 

(1/ mpm)Y X                           (4.36) 

And, the economic base multiplier is: 

1
mpm

Y
X

                    (4.37) 

The similarity between Eqs. (4.21) and (4.35) is obvious when replacing 
aggregate income (Y ) by total regional activities (T ), exports (X ) by base 
activities (B), and the marginal propensity to import (mpm) by (1 mpp). 
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4.4  Assessing the State of a Regional Economy  

4.4.1  Compiling a Regional Economic Profile  

Performing a local or regional economic profile is a first and essential step 
towards an up-to-date description of the state of the economy. There are several 
ways of doing this, all of which will give you a brief introduction to the indicators 
of local/regional economic and social conditions. Indicators included in the 
regional economic profile can include, but are not limited to: 

Population statistics: population size, growth, and population composition 
(sex, age, and race); components of population change, median age, educational 
attainments, marital status, etc. 

Household, family, and individual statistics: average household size, 
average family size, family structures, poverty rates, individuals below poverty 
level, families below poverty level, poverty rates, etc. 

Housing statistics: total housing units, owner-occupancy rate, renter-occu- 
pancy rate, vacancies, median housing values, median of selected monthly owner 
costs, etc. 

Economic statistics: median household income, median family income, 
population in labor force, employed and unemployed population, population not 
in labor force, personal income (e.g., net earnings, transfer payments, and 
dividends) by place of residence, per capita income by place of residence, means 
of transportation to work, mean travel time to work, etc. 

Industry characteristics: employment by industry or by occupation, average 
earnings per job, earnings by place of work/industry (e.g., wages and salaries, 
other labor income, proprietors’ income). 

Natural physical resources: climate, environmental amenities, primary 
resources, such as water, forests, minerals, etc. 

Built physical resources: communication, and transportation, and utility 
infrastructures.

A methodical and in-depth analysis of the region’s economic and social 
conditions to identify the region’s strengths, weaknesses, and opportunities for 
future economic development should not be limited to economic and industry 
characteristics. Information on the region’s geographic, demographic, housing, or 
quality of life indicators will supplement each economic profile with valuable 
information. It is widely perceived that firms and businesses make their location 
decisions based upon more than purely economic factors, such as labor and 
energy cost, access to input and output markets, availability, price, and quality of 
local inputs. Location factors such as regional amenity features, climate, availability 
of built and natural physical resources (e.g., communication and transportation 
infrastructure, proximity to ocean, mountain, or state parks), and educational 
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attainments of the population also may influence the region’s competitiveness for 
attracting new businesses. To fully understand a region’s comparative advantage 
and competitive position, it is, therefore, essential to include factors describing 
the larger physical and natural resources of your region.  

Additionally, it is very helpful to compare your region’s selected economic 
and social key indicators to that of a larger benchmark economy of which the 
region is a part. The benchmark region, for instance, may be a metropolitan 
statistical area (MSA), a state, or even the nation. Looking at key indicators for 
two geographic regions at a time allows you to immediately evaluate the 
comparative attractiveness of your region as an industrial and residential location. 
For example, Table 4.1 presents a variety of key variables included in an 
economic profile for Boone County. Comparing Boone County with Kentucky, 
we see instantly that the population in Boone County is on average younger and 
better educated than the overall population in Kentucky. Fewer families and 
individuals fall below the poverty level in Boone County (e.g., 4.4% in Boone 
County versus 12.7% in Kentucky). The cost of buying and owning a house is 
higher in Boone County; however, this is accompanied by correspondingly 
higher median household income levels in Boone County. Of the population 25 
years and over, a larger share is in the labor force for Boone County than for 
Kentucky (e.g., 73.1% versus 60.9%), and Boone County registers lower 
unemployed labor force figures (2.3% versus 3.5%). Overall, we can conclude 
that Boone County is a prospering county in Kentucky, which performs above 
the state level in most selected key indicators.  

Table 4.1  Highlights from the 2000 economic and social profiles, Boone 
County, KY(1)

Boone County Kentucky 

Number
Percent

(%)
Number

Percent
(%)

Population Characteristics(2),(3)     
Total population 85,991 100.0 4,041,769 100.0 

Male 42,499 49.4 1,975,368 48.9 
Female 43,492 50.6 2,066,401 51.1 

Median age (years) 33.4     ( ) 35.9     ( )
Under 5 years 6,849 8.0 265,901 6.6 
18 years and over 61,347 71.3 3,046,951 75.4 
25 years and over 54,050 62.9 2,645,093 65.4 
65 years and over 6,941 8.1 504,793 12.5 
High school graduate or higher (25 years 
and older) 

46,094 85.1 1,961,397 74.1 
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Continued      

Boone County Kentucky 

Number
Percent

(%)
Number

Percent
(%)

Bachelor’s degree or higher (25 years and 
older)

8,564 22.8 271,418 17.1 

Disability Status (population 21 to 64 years) 8,442 16.5 557,971 24.0 
Household, Family, and Individual Characteristics(2),(4)

Average household size 2.73        ( ) 2.47     ( )
Average family size 3.17        ( ) 2.97     ( )
Families below poverty level 1,042 4.4 140,519 12.7 
Individuals below poverty level 4,785 5.6 621,096 15.8 
Housing Characteristics(2),(5)     
Total housing units 33,351 100.0 1,750,927 100.0 

Occupied housing units 31,258 93.7 1,590,647 90.8 
Owner-occupied housing units 23,212 74.3 1,125,397 70.8 
Renter-occupied housing units 8,046 25.7 465,250 29.2 

Vacant housing units 2,093 6.3 160,280 9.2 
Median value (dollars) 131,800 ( ) 86,700 ( )
Median of selected monthly owner costs ( ) ( )         ( ) ( )

With a mortgage 1,103 ( ) 816 ( )
Not mortgaged 243 ( ) 214 ( )

Economic Characteristics(2),(4),(6)    
Median household income (dollars) 53,593 ( ) 33,672 ( )
Median family income (dollars) 61,114 ( ) 40,939 ( )
Per capita income (dollars) 23,535 ( ) 18,093 ( )
Population 16 years and older 64,033 100.0 3,161,542 100.0 

In Labor Force (civilian and armed forces) 46,791 73.1 1,926,731 60.9 
Employed 45,338 70.8 1,817,381 57.5 
Unemployed 1,453 2.3 109,350 3.5 

Not in labor force 17,242 26.9 1,234,811 39.1 
Mean travel time to work in minutes (16 
years and older) 

24.4  ( )  23.5 ( )   

Personal income by place of residence (dollars) 2,548,401 100.0 98,214,681 100.0 
Net earnings (dollars) 2,000,735 78.5 63,927,483 65.1 
Transfer payments (dollars) 217,453 8.5 16,583,202 16.9 
Dividends (dollars) 330,213 13.0 17,703,996 18.0 

Unemployment rate 2002 3.6  5.6
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Continued     

Boone County Kentucky 

Number
Percent

(%)
Number

Percent
(%)

Industry Characteristics(7),(8)   
Employment by industry 70,007 ( ) 1,717,978 ( )
Average earnings per job (dollars) 35,912 ( ) 29,407 ( )
Earnings by place of work (dollars) 2,876,699 100.0 68,851,883 100.0 

Wages and salaries (dollars) 2,429,653 84.5 54,349,107 78.9 
Other labor income (dollars) 277,420 9.6 7,150,156 10.4 
Proprietors’ income (dollars) 169,626 5.9 7,352,620 10.7 

Five Largest Employers in the County:    
Delta Air Lines Air Carrier 5,500    
COMAIR Air Carrier 5,000    
Board of Education Public School System 2,000    
DHL Airways Air Freight Center 1,800    
GAP/Babnana Republic 1,722   

Geography Characteristics(9) Boone County     Kentucky      
Land area, 2000 (square miles) 246  39,728  
Persons per square mile, 2000 349.2  101.7  
Metropolitan Statistical Area Cincinnati-Middletown,OH-KY-IN MSA 

(1) Sources: all data were accessed in April 2004. 
(2) U.S. Census Bureau, State and County Quickfacts, DP-1. Profile of General Demographic 

Characteristics: 2000. Census Summary File 1 (SF1);  
(3) U.S. Census Bureau, State and County Quickfacts, DP-2. Profile of Selected Social Characteristics:

2000. Census Summary File 3 (SF3); 
(4) U.S. Census Bureau, State and County Quickfacts, DP-3. Profile of Selected Economic Characteristics:

2000. Census Summary File 3 (SF3); 
(5) U.S. Census Bureau, State and County Quickfacts, DP-4. Profile of Selected Housing Characteristics:

2000. Census Summary File 3 (SF3); 
(6) U.S. Department of Commerce, Bureau of Economic Analysis (BEA), Regional Economic Accounts, 

CA 05 Regional Economic Profile, 2000; 
(7) U.S. Department of Commerce, Bureau of Economic Analysis (BEA), Regional Economic Accounts, 

CA 30 Regional Economic Profile, 2000; 
(8) U.S. Department of Labor, Bureau of Labor Statistics (BLS), Quarterly Census of Employment and 

Wages (QCEW), 2002; 
(9) U.S. Census Bureau, State and County QuickFacts, 2000.

A next step to shed more light on the regional economic profile is to study 
the industry mix of a region. Identifying major industries helps to answer the 
question of whether your region’s economic prosperity is driven largely by one 
or two main industries or the result of a wide variety of different industries. The 
breakdown of regional employment by industry (Table 4.2) helps to identify 
strengths and weaknesses of the regional economy.  
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Table 4.2  Boone County and Kentucky employment by industry, 2002  

2002
NAICS
Code

2002 NAICS Title 
Boone
County 

Employment

Employment 
Boone Co. 

(%)

Kentucky 
Employment

Employment 
Kentucky 

(%)
11 Agriculture, Forestry, Fishing

and Hunting 
79 0.11 7,558 0.44 

21 Mining 35 0.05 19,501 1.14 
22 Utilities 481 0.69 6,706 0.39 
23 Construction 2,230 3.19 83,289 4.85 
31 33 Manufacturing 10,360 14.80 275,466 16.03 
42 Wholesale Trade 5,166 7.38 71,507 4.16 
44 45 Retail Trade 8,724 12.46 212,458 12.37 
48 49 Transportation and Ware-

housing
12,855 18.36 76,588 4.46 

51 Information 1,657 2.37 31,745 1.85 
52 Finance and Insurance 4,506 6.44 63,321 3.69 
53 Real Estate and Rental and 

Leasing
934 1.33 19,688 1.15 

54 Professional, Scientific, and 
Technical Services 

1,341 1.92 56,712 3.30 

55 Management of Companies
and Enterprises 

995 1.42 13,451 0.78 

56 Administrative and Support
and Waste Mgmt. 

4,233 6.05 84,912 4.94 

61 Educational Services 267 0.38 12,901 0.75 
62 Health Care and Social 

Assistance
2,897 4.14 189,627 11.04 

71 Arts, Entertainment, and 
Recreation

489 0.70 17,747 1.03 

72 Accommodation and Food 
Services

5,821 8.31 135,372 7.88 

81 Other Services (except Public
Administration) 

1,733 2.48 45,768 2.66 

92 Public Administration 5,107 7.29 292,125 17.00 
99 Unclassified 97 0.14 1,536 0.09 
Total  70,007 100.00 1,717,978 100.00 

 Source: Bureau of Labor Statistics (BLS), Quarterly Census of Employment and Wages (QCEW), 2002. 

Boone County appears to be highly specialized in transportation and 
warehousing. Not surprising given that Boone County houses the Cincinnati/ 
Northern Kentucky International Airport. Again, data on employment by industry 
can be compared to a larger benchmark region. For example, manufacturing 
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makes up 14.8% of the county’s employment compared to 16.0% in Kentucky 
statewide. Although manufacturing is the second largest industry sector in the 
county, the Boone County data do not necessarily indicate that it is particularly 
specialized in manufacturing. But note that this conclusion only holds when 
comparing Boone County with Kentucky at the two-digit level of establishment 
aggregation using the North American Industry Classification System (NAICS) 
code. Using a different benchmark region and a different level of industry 
aggregation might alter the finding. Graphically, this can be emphasized in a 
chart as shown in Fig. 4.3. 

Figure 4.3  Boone County and Kentucky employment by industry, 2002 

Another common practice in compiling a regional economic profile is to 
evaluate selected key indicators over time. For example, what were the industry 
sectors that experienced the largest growth for a particular time period? Observing 
past trends in selected variables might allow us to draw some preliminary 
conclusions about what to expect in the near future.  

Trend data can be reported in tables or graphically, as demonstrated in the bar 
charts. In particular for Boone County, Figure 4.4 shows that all sectors exhibited a 
growth in absolute employment except the Federal Government. Transportation 
and public utilities show the largest increase in employment of 8,082 employers, 
demonstrating once again its importance for the regional economy. 

It is arguable whether recently observed trend patterns will continue without 
changes in the future. At least for short-term predictions, historical growth 
patterns may give some guidance to identifying upcoming needs and 
opportunities for regional economic development. An economic profile 
containing economic and social indicators, a comparison of the region with an 
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Figure 4.4  Industry employment changes for Boone County, 1990 2000

appropriate benchmark region, and an evaluation of historic growth patterns 
highlights what challenges and opportunities a region may face in encouraging 
and sustaining business development. It helps and supports the decision process 
in regional economic development planning while helping firms and residents in 
their location decisions.  

4.4.2  Preliminary Consideration 

The usefulness and appropriateness of the results of an economic base analysis 
and its analytical tools and techniques depend heavily on such factors as the 
choice of size of the study region, the selected benchmark region for comparison, 
the chosen measurement units or the economic indicators, and the level of detail 
used in the classification system of establishments. 

4.4.2.1  The Study and Benchmark Region 

While the definition of study region comes straight from the research question, the 
choice of a study region plays a crucial role in terms of availability of useful data 
and interpretation of the results of the economic base analysis. Usually, 
government agencies provide economic and social data at different geographic 
levels. Most commonly in the United States, data are provided at the national, 
state, and county level. The U.S. Census Bureau provides data on population and 
housing characteristics (e.g., Census 2000 summary file 3, SF 3) by census tract 
and block group. Economic data published by the U.S. Census Bureau’s 
Economic Census are available at the larger ZIP code level. The Bureau of Labor 
Statistics reports employment and wages in the Quarterly Census of Employment 
and Wages program at the county, metropolitan statistical area, state, and 
national levels. Annual income and employment data, published by the Bureau of 
Economic Analysis (BEA), are also available for counties, MSAs, states, and  
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the nation or specific BEA-defined economic areas, which usually are larger 
multi-county areas. By identifying the study region, attention should be paid to 
data availability, particularly, when applying the economic base concept at the 
community level. Tiebout  mentioned in his paper on community economic 
base analysis that practically any size area is appropriate for an economic base 
study. Further, he recommends study of the larger economic area, which contains 
the community of interest as part of the community economic base analysis. 
Results at the community level are more viable when accompanied by additional 
knowledge of the larger economic area. 

Besides the problem of data availability, the size of the study region must be 
considered in interpreting results from an economic base study. Smaller study 
regions generally have smaller economies and tend to be more specialized in fewer 
products compared with larger regions. For example, Boone County’s economy 
is smaller than the economy of the Cincinnati-Middletown Metropolitan Statistical 
Area  of which Boone County is a part. Further, the location of the Cincinnati/ 
Northern Kentucky International Airport in the county explains its specialization 
in transportation. This has two immediate implications for Boone County. 

First, the more a regional economy is specialized in the production of 
particular products, the more the region tends to import from the outside the 
region. Boone County is highly specialized in transportation and warehousing 
(e.g., NAICS sector 48 49 in Fig. 4.3). With a large share of the labor force 
employed in these industries, Boone County might not be self-sufficient in other 
sectors. It must import other non-transportation and warehousing goods and 
services as needed. Money leaving the region for imports reduces the level of 
intra-regional or non-basic economic activities resulting in a smaller multiplier. 
At the same time, this high degree of specialization in transportation and 
warehousing leads to large exports of these sectors’ services, boosting basic 
activities also leading to smaller multipliers (see also Fig. 4.2).  

Secondly, smaller regions usually have smaller multipliers. In this context, 
size can refer to the region, population, employment, and other indicators. 
Comparing Boone County with the nation, one would expect the nation to be 
self-sufficient in most aspects. A higher level of self-sufficiency means fewer 
imports and more non-basic activities—most of the money is captured by the 
nation. This higher intensity of intra-national activities leads to higher multipliers. 
Conversely, smaller regions, like Boone County, depend to a larger extent on 
imports, which decrease the amount of intra-regional activities and results in 
smaller multipliers. 

As we have already seen earlier, a common practice in economic base 

                                                       
 Charles Tiebout (1962), The Community Economic Base Study.
 The Cincinnati-Middletown Metropolitan Statistical Area includes fifteen counties in Ohio, Kentucky, 

and Indiana. Boone County is one of the seven Kentucky counties included in the Cincinnati-Middletown MSA. 
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analysis is using a benchmark region for comparison. A benchmark region is 
also widely used for determining the level of basic activities. Therefore, the 
choice and the size of the benchmark regions play crucial roles in the magnitude 
of the economic base multiplier and other outcomes of economic base analyses. 
Before deciding on a benchmark region, one should pay close attention to the 
purpose of the study. Does it make sense to compare Boone County with the 
nation? Or, would Kentucky or the Cincinnati MSA be the better benchmark 
region? In practice, smaller regions like counties are often compared with larger 
regions like MSAs or states. Usually, the smaller region is always an integral part 
of a larger benchmark region. It just would not make as much sense to compare 
Boone County with the state of California as it would to compare it to the state of 
Kentucky of which it is a part. Alternatively, one might call on the Cincinnati 
MSA or the Midwest as the benchmark region. It is important to recognize that 
each benchmark region has its own structural industry composition and its own 
strengths and weaknesses. By comparing Boone County with the Cincinnati MSA 
(a suburban-urban metropolitan area), one might draw different conclusions than 
from a comparison of Boone County to the state of Kentucky (which includes 
other metropolitan areas as well as rural areas).  

4.4.2.2  Economic Indicator or Units of Measurement  

There is no general rule as to which unit of measurement is the best for a 
particular situation. Each indicator has its strengths and weaknesses and is, by 
itself, insufficient to fully describe the state of a regional economy. In practice 
the choice of selecting the appropriate economic variable to use for the analysis 
is influenced by the availability of data. Often, the range of data on indicators 
available for smaller areas is limited.  

Employment is probably the most commonly used economic indicator in 
any regional economic analysis. This is partly because it is easy to conceptualize 
that 12,855 people were employed in the transportation and warehousing sector 
in Boone County in 2002. Whereas, it is more difficult to interpret a county’s 
economic activities when saying that its annual wage payments totaled 652.6 
million dollars for 2002. Its status as the most widely available economic data 
series also influences the choice of employment as an indicator. 

Although employment data are readily available through the Bureau of 
Labor Statistics, the Bureau of Economic Analysis, and the Census Bureau, as 
Table 4.3 indicates, the definition of employment is not necessarily the same 
among different agencies providing the data.  

Generally, employment data can be provided by place of residence or place 
of work. Employment by place of residence data takes into account where 
members of the work force live. It divides the region’s resident population into 
those in the labor force (those working or searching for work) and those not 
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Table 4.3  Total employment, Boone County, KY, 2001  

 Total Employment, Boone County, KY 
2001

Bureau of Labor Statistics (BLS)  
Quarterly Census of Employment and Wages 68,684 
Bureau of Economic Analysis (BEA)  
Local Area Personal Income 81,919 
Census Bureau  
County Business Patterns 55,444 

in the labor force. The population in the labor force is further subdivided into 
employed and unemployed. To be considered unemployed and in the labor force, 
one must be without a job and actively looking for one. Those outside the labor 
force are both without a job and not seeking employment. Referring back to 
Table 4.1, of the 64,033 persons sixteen years and older in Boone County, 46,791 
persons are in the labor force and 17,242 are not in labor force. Note that 
employment by place of residence does not necessarily match employment by 
place of work. Some people hold more than one job, particularly when counting 
part-time jobs. Others commute to work outside their region of residence. Some 
common and widely used sources for employment by place of residence data in 
the U.S. are:  

(1) The Census Bureau, Decennial Census, Summary File 3 (SF3) (http: 
//www.census.gov/Press-Release/www/2002/sumfile3.html);

(2) Bureau of Labor Statistics (BLS), Local Area Unemployment Statistics 
(LAUS) Program (http://www.bls.gov/lau/home.htm). 

Employment by place of work refers to the actual number of jobs in a 
geographic area. Employment is commonly categorized by establishment according 
to their primary type of activity. Unfortunately, the definitions of employment by 
place of work published by the Census Bureau, the Bureau of Labor Statistics, 
and the Bureau of Economic Analysis differ substantially among agencies as 
already indicated in Table 4.3. 

The Bureau of Labor Statistics and the State Employment Security 
Agencies (SESAs) cooperatively offer the Quarterly Census of Employment and 
Wages program.  Employment and wage data are available at the national, state, 
and county levels classified by establishment (disclosure restrictions may apply 
for confidentiality reasons). It includes workers covered by State Unemployment 
Insurance (UI) laws or federal employees covered by the Unemployment 
Compensation for Federal Employees (UCFE) program. Monthly employment 
counts every worker who received pay for the period that includes the 12th of 
each month. Quarterly wages include the complete compensation paid for the 
                                                       

 Source: http://www.bls.gov/cew/cewover.htm. 
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corresponding period. The statistics are incomplete in that they do not include the 
self-employed, proprietors, domestic workers, unpaid family workers, railroad 
workers covered by the railroad unemployment insurance system, and members 
of the armed forces. The BLS data do account for civilian government employees.  

Quarterly employment and wage data are available on the BLS website. To 
access these data, go to the Employment and Unemployment menu and select 
State and Local Employment. From this page you can access the Quarterly 
Census of Employment and Wages (QCEW). Detailed QCEW statistics on 
employment and wage series are available for 1975 2000 on the Standard 
Industrial Classification (SIC) basis and from 2001 forward on the NAICS basis. 
In addition, 1990 2000 data are available on reconstructed NAICS basis. To 
access Current Employment and Wages (CEW) from the BLS website, go to 
the Geography menu and select State and Local Employment. From this page, 
you will have access to the CEW data. 

The BEA makes employment and wage data available at the national, state, 
and county levels as part of its local area personal income estimates. The data are 
also available on the Regional Economic Information System (REIS) CD-ROM.
The BEA uses BLS data for its estimates and makes adjustments to account for 
employment and wages not covered, or only partially covered, by the State UI 
and UCFE programs. Among others, the BEA corrects employment and wages 
for the following establishments: farms, farm labor contractors, private 
households, private elementary and secondary schools, religious membership 
organizations, railroads, military, U.S. residents who are employed by 
international organizations and by foreign embassies, nonprofit organizations,
students and their spouses employed by colleges or universities, elected officials 
of the judiciary, interns employed by hospitals and by social service agencies, and 
insurance agents classified as statutory employees.

To access BEA data on Local Area Personal Income, Select State and 
Local Personal Income. From this page, access the Interactive Table and select 
Local Area Annual Estimates. Local Area Personal Income data include among 
others: (1) detailed county tables by NAICS industry for total full-time and 
part-time employment (series CA25) for 2001 forward, (2) detailed county 
employment by SIC industry (series CA25) for 1969 2000, and (3) wage and 
salary summary estimates from 1969 onwards (CA34). 

The Census Bureau publishes employment and payroll data in its County 
Business Patterns (CBP).  The economic censuses collect economic data every 
five years from Federal administrative records and from survey information of 

                                                       
 For more information: http://www.bea.gov/bea/regional/articles.cfm. 
 Source: http://www.bea.gov/bea/regional/articles/lapi2001/alternative_measures.cfm#N_4_. 
 Source: http://www.census.gov/epcd/cbp/view/cbpview.html. 
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business establishments. Employment data reported in the CBP are usually lower 
in magnitude (see Table 4.3) when compared with BLS data because the CBP 
data do not include most government employees who are part of the BLS data. 
They only include government employees working in government hospitals, 
depository institutions, federal and federally sponsored credit agencies, liquor 
stores, and wholesale liquor establishments. The CBP data further exclude some 
agricultural production employees and household employees. Nevertheless, the 
CBP data are more complete with respect to educational and membership 
organizations and of small nonprofit organizations in other industries. One last 
difference is that the CBP data report employment for the month of March 
whereas BLS employment is the average of monthly data. 

To get U.S. Census Bureau county business patterns data, select Business,
select County Business Patterns. Employment and payroll data are available: 

 at the county, state, national, ZIP, or MSA level on a NAICS basis for 1998 
forward and  at the county, state, national, or ZIP level on a SIC basis for 
1994 1997.

While employment is the most popular economic indicator, in terms of 
giving a complete picture of the economy of a region, it has some significant 
shortcomings:  

(1) Employment by place of work counts the number of jobs by establishment 
regardless if they are full- or time-part. Such figures may mask under-employment 
levels, skewing the real level of regional economic activity as some persons hold 
two part-time jobs or some persons only work seasonally.  

(2) Technological progress and human development lead to substantial 
productivity increases. As such, employment figures may not correspond to output 
levels. The introduction of computers in the production process, —for example, 
the computerization of a car manufacturing assembly line—may increased the 
amount of goods and services produced, while, at the same time, the labor force 
in that particular sector stagnates or decreases. 

(3) Measuring regional economic activity based on employment figures also 
does not account for government transfer payments and other non-job related 
income. Using only employment data, the level of economic activities in regions 
with higher levels of poverty, and therefore, higher levels of social security 
payments, is underestimated. 

Income and earnings data indicate the amount of money circulating in the 
regional economy rather than the number of persons employed. The data addresses 
some of the shortcomings of employment statistics described earlier by: 
(1) accounting for full-time, part-time, and seasonal employment, (2) recognizing 
the fact that different jobs are paid differently, and (3) including non-job related 
income sources. However, the interpretation of this data is less straight forward 
than that of jobs. The use of dollar values rather than job numbers means that one 
must pay particular attention to exactly what the dollar values represent. 
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Income is a good measure to use when a study concerns the region’s 
standard of living. It serves as the basis for calculating the per capita income, per 
family income, and per household income indicators. While the numerator—the
aggregated personal income—remains the same in all three measures, the 
denominator changes accordingly to population, number of families, and households 
respectively. There are two major sources for U.S. personal income data: the 
Bureau of Economic Analysis (BEA) and the U.S. Census Bureau. 

The BEA lists personal income by place of residence. The BEA defines 
personal income as:

earnings by place of work  
 personal contributions for social insurance  
  adjustments for residence
  net earnings by place of residence  
  investment (dividends, interest , and rent)  
  transfer payments (social security payments, pensions, welfare) 

personal income by place of residence 
It includes all sources of income—monetary and non-monetary (e.g., food 

stamps), but excludes individual social security contributions. Personal income 
as reported by the BEA converts earnings by place of work data into earnings by 
place of residence. As such it qualifies as an appropriate measure— together with 
local area cost of living—for a region’s quality of life. The personal income data 
by the BEA are available at the national, state, county and metropolitan statistical 
area level. Personal income by place of residence data (CA05) from 1969 2000 
are available under the 1987 SIC; from 2001 forwards, data are available under 
the NAICS. 

For median household income, household, family, and per capita income 
indicators, and poverty rates, the U.S. Census Bureau might be the right gateway. 
In contrast to the BEA definition of personal income, the Census Bureau’s money 
income definition excludes nonmonetary income sources and includes personal 
contributions for social insurance. 

Earnings data are available by place of work and indicate an industry 
sector’s contribution to regional income. Earnings by place of work are the 
largest contributor to personal income. Alternatively, earnings data are pub- 
lished by government agencies as wages, payroll, or earnings by industry. As we 
have already seen in the case of employment, there is no unique definition of 
earnings across government agencies. Although wages and payroll are similar 
concepts, the definitions as applied to compilation of data do not necessarily 

                                                       
 http://www.bea.gov/bea/regional/articles/lapi2001/intro.cfm.
 Adjusts regional earnings for the net inflow of earnings of inter-area commuters. For example, a person 

living in Boone County and working in Hamilton County, Ohio brings her earnings back home to Boone County. In 
contrast, persons that commute to Boone County for work leave the region with their earnings. 
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match. Usually, payroll is the more comprehensive definition for money com- 
pensation than wages. Ways and payroll are discussed below. 

The Bureau of Labor Statistics (BLS) publishes total and average wages 
under its Quarterly Census of Employment and Wages program.  The BLS 
defines wages according to when the compensation was paid, regardless of when 
services were performed. Included in total compensation payments are bonuses, 
stock options, severance pay, the cash value of meals and lodging, tips and other 
gratuities, and, if applicable, employer contributions to deferred compensation 
plans (e.g. 401(k) plans).  Average wages are defined as the ratio of total  
annual wages over annual average employment. Depending on annual average 
employment, the ratio of full-time to part-time employment plays a crucial role 
in the level of average annual wages. 

The BLS Current Employment Statistics (CES) program makes earnings of 
workers on non-farm payrolls available to the public.  Earnings data are 
derived from reports of gross payrolls based on the pay before deductions—such
as Social Security, unemployment insurance, withholding tax, bonds, and union 
dues—are taken.  They include overtime pay, shift premiums, and payments for 
holidays, vacations, and sick leave. Excluded are bonuses, commissions, tips, and 
payments in kind (the value of free rent, fuel, or meals).  

The BEA reports earnings by place of work and earnings by industry
together with personal income in its personal income by major source and 
earnings by industry series (CN05). The BEA defines earnings by place of work 
as the sum of:

   wages and salary disbursements  
    other labor income  
    proprietors’ income 

earnings by place of work
Wage and salary disbursements are the actual employers’ compensation, 

including bonuses, commissions, pay-in-kind, incentive payments, and tips. It is 
a measure of gross disbursements, measured before deductions, such as social 
security contributions and union dues. Other labor income mainly consists of 
employer contributions to employee retirement plans, private group health and 
life insurance plans, privately administered workers’ compensation plans, and 
supplemental unemployment benefit plans. Proprietors’ income includes the return 
for business owners from sole proprietorships, partnerships, and tax-exempt 
cooperatives. This includes profit or other compensation paid to proprietors or 

                                                       
 Source: http://www.bls.gov/cew/home.htm. 
 Source: http://www.bls.gov/cew/cewbultn02.htm. 
 Source: http://www.bls.gov/sae/home.htm.
 Source: http://www.bls.gov/opub/hom/homch2_b.htm. 
 Source: http://www.bea.gov/bea/regional/definitions/. 
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partners. Earnings by place of work are reported as an aggregate for each region. 
Earnings by industry, on the other hand, identify each industry sector’s 
contribution to regional income and as such give us more detailed information on 
a region’s strengths, weaknesses, and opportunities for future economic growth.  

The U.S. Census Bureau lists payroll statistics, together with employment, 
in its County Business Patterns (CBP). The Census Bureau defines payroll as the 
sum of salaries, wages, tips, commissions, bonuses, vacation allowances, sick-leave 
pay, employee contributions to qualified pension plans, and the value of taxable 
fringe benefits. It is measured before deductions, such as Social Security, income 
tax, or insurance, are made. Proprietors’ income is excluded. The CBP report the 
first quarter and annual payroll at the county, state, and national level.

There are many more units of measurement that can be used in an economic 
profile. For example, data measuring industry output—e.g., sales data—might be 
of particular interest for local governments in projecting tax revenues. Although 
sales data are conceptually straight forward and constitute an appropriate 
measure of regional economic transactions, they are used infrequently, as they 
raise the concern of double-counting. Industries sell goods and services to 
households, governments, and outside the region and receive payments in return. 
Industries also sell goods and services to other industry sectors in the region, 
called intermediate inputs. In order to avoid double counting, these inter-industry 
transactions within the region must be subtracted from the total reported sales; 
otherwise, they will inflate the level of regional economic activities. For instance, 
in the sale of motherboards and soundcards from a computer parts manufacturer 
to an establishment that assembles computers, the sales of the motherboards and 
soundcards to the assembly establishment do not count towards total regional 
sales as they do when measuring the gross state product (GSP). Otherwise, the 
value of these same computer components would be listed twice: once by the 
computer part manufacturer and once by the computer assembly plant. Only final 
sales to consumers are listed under this rubric to avoid double counting. Sales data 
will become of major importance when discussing the input-output framework in 
Chapter 5. 

4.4.2.3  The Level of Detail—the Economic Aggregation 

Since the 1930’s, economic data, such as employment and earnings by place of 
work have been collected, aggregated, and categorized in the U.S. following the 
SIC. Under the demand-oriented SIC, establishments are categorized according 
to their predominant type of economic activity. An establishment is a single 
economic unit engaged in the production process of goods and services. It can be 
a farm, a factory, or a grocery store. A company or an enterprise can consist of 
                                                       

 Source: http://censtats.census.gov/cbpnaic/cbpnaic.shtml. 
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more than one establishment. Industrial classification groups all establishments 
together based upon their major economic activity. 

The original SIC was developed in the United States during a time when the 
nation’s economic activities were dominated by manufacturing. To keep up with 
the economy’s changing industrial composition—the appearance of new 
industries and diminishing of others—the SIC has been revised frequently, most 
recently in 1987. In 1997, due to major changes in the structure of the economy, 
for instance, the emergence of advanced technology industries (e.g., wireless 
telecommunication, internet publishing, fiber optic cable manufacturing, and 
reproduction of computer software), the NAICS was introduced. Not only does the 
NAICS expand the number of individual industries from 1,004 in the SIC system 
to 1,170 in the NAICS, in contrast to the demand-oriented SIC system, the 
NAICS is based on an economic production-oriented conceptual framework. In 
this sense, the NAICS, groups establishments together that have similar processes 
producing goods and services regarding their use of material inputs, capital 
equipments, and labor rather than their similarity in output as in the SIC. 

The 1987 SIC is a hierarchical system. At the highest level of aggregation, it 
arrays the economy into eleven divisions, A through K (see Table 4.4). Divisions 
are divided into 83 two- digit major groups that are further subdivided into  

Table 4.4  The 1987 U.S. Standard Industrial Classification System(1)

Major
Division

1987 SIC 
Code

Industrial Sector 

A 01 09 Agriculture, Forestry, and Fishing  
B 10 14 Mining  
C 15 17 Construction  
D 20 39 Manufacturing  
E 40 49 Transportation, Communication, and Utilities  
 45 Transportation by Air  
 451 Air Transportation, Scheduled, and Air Courier  
 4512 Air Transportation, Scheduled  
 4513 Air Courier Services  

F 50 51 Wholesale Trade  
G 52 59 Retail Trade  
H 60 67 Finance, Insurance, and Real Estate (FIRE)  
I 70 88 Services  
J 90 97 Public Administration  
K 99 Nonclassifiable Establishments  

(1) Source: http://www.osha.gov/cgi-bin/sic/sicser5 and http://www.census.gov/epcd/naics/issues2. 
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416 three-digit industry groups. At the largest level of detail, the SIC systems 
covers 1,004 four-digit industries. 

For example, division E covers “Transportation, Communication, and Utilities” 
(SIC code 40 49). “Transportation by Air” (SIC code 45) is one major group 
within division E. Among others, it includes, at the three-digit level the industry 
group “Air Transportation, Scheduled, and Air Courier” (SIC code 451). At the 
four-digit or highest level of detail, this particular industry group 451 covers 
industries “Air Transportation, Scheduled” (SIC code 4512) and “Air Courier 
Services” (SIC code 4513). 

Classification of an economy into eleven divisions does not reveal much 
detail about individual industry activities. Breaking down divisions into major 
industry groups allows one to draw a more detailed picture of the regional 
economy. For smaller geographical areas, a more detailed break down which 
identifies industry groups or individual industries known to be located in the area 
may provide interesting insight into the local economy. For example, one would 
expect that Boone County, site of the Cincinnati/Northern Kentucky International 
Airport, would be highly specialized in air transportation. At the division-level, 
this specialization is not available, as air transportation is aggregated into the 
Transportation, Communication, and Utilities division. The two-digit level 
identifies Air Transportation as an individual industry group. More detailed 
information could then be included in an analysis at the three- and four-digit 
level. However, for reasons of confidentiality, this detailed level of information 
is not always readily available. 

Introduced in 1997, the NAICS shown in Table 4.5 has already seen a 
revision in 2002. As its name says, NAICS is the standard classification system 
in Canada, Mexico, and the United States. Like its predecessor, the SIC, the 
NAICS is of hierarchical structure. The total number of industries covered under 
the NAICS is 1,179. The NAICS manual of the Bureau of Labor Statistics 
identifies 20 sectors, 100 sub sectors, 317 four-digit industry groups, 725 five-digit 
NAICS industries, and 1,170 six-digit industries.  Structural differences between 
the NAICS and SIC systems are summarized in Table 4.6. 

The reorganization of the industries under the production-oriented NAICS 
gives the data greater economic meaning. Data produced under NAICS are more 
suitable than SIC data for calculating economic indicators that combine input and 
output measures, such as productivity, unit labor costs, and employment-output 
ratios.  Under the NAICS, the SIC divisions of Manufacturing and Services 
have been completely restructured. Additional sectors have been introduced to 
reflect the modern economy. For example, an information sector has been created 
covering Publishing Industries (formerly Manufacturing in the SIC), Broadcasting 
                                                       

 Source: www.bls.gov/cew/cewbultn02.htm. 
 Source: Development of the NAICS, http://www.census.gov/epcd/www/naicsdev.htm. 
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Table 4.5  The 2002 North American Industry Classification System 

2002 NAICS 
Code

2002 NAICS Title 

11 Agriculture, Forestry, Fishing and Hunting  
21 Mining  
22 Utilities  
23 Construction  
31 33 Manufacturing  
42 Wholesale Trade  
44 45 Retail Trade  
48 49 Transportation and Warehousing  

481 Air Transportation  
4811 Scheduled Air Transportation  

51 Information  
517 Telecommunication  

5172 Wireless Telecommunications Carriers (except Satellite)  
51721 Wireless Telecommunications Carriers (except Satellite)  

517211 Paging  
517212 Cellular and Other Wireless Telecommunications  

52 Finance and Insurance  
53 Real Estate and Rental and Leasing  
54 Professional, Scientific, and Technical Services  
55 Management of Companies and Enterprises  
56 Administrative and Support and Waste Management and Remediation 

Services  
61 Educational Services  
62 Health Care and Social Assistance  
71 Arts, Entertainment, and Recreation  
72 Accommodation and Food Services  
81 Other Services (except Public Administration)  
92 Public Administration  
99 Unclassified  

Table 4.6  NAICS and SIC structural differences  

Level of Detail         NAICS SIC 
Letter Division
Two-digit Sector Major Group  
Three-digit Sub-sector Industry Group  
Four-digit Industry Group Industry  
Five-digit NAICS Industry 
Six-digit U.S. Industry 
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and Telecommunications (formerly Transportation, Communication, and Utilities), 
Motion Picture and Sound Recording industries, Information Services and Data 
Processing, and Libraries (all formerly classified as Services). Hotels and Other 
Lodging, Eating and Drinking Places form the new Accommodation and Food 
Services industrial category. Wholesale and retail industries have also been 
redefined. Updates on the NAICS are scheduled on a five-year basis.  

Meanwhile, government agencies have completely converted the publication 
of economic data from the SIC code to the NAICS code. However, data prior to 
1997 are still listed under the SIC system. This means that economic time series 
analysis confronts the difficult task of matching data from two different 
classification systems. In order to allow users to compare the two systems, the 
U.S. Census Bureau publishes a 1997 NAICS and 1987 SIC correspondence 
table (http://www.census.gov/epcd/www/naicstab.htm). In 2002, the 1997 NAICS 
underwent its first major revision, in which six of the twenty sectors were 
substantially revised. Tables matching the 2002 NAICS to the 1997 NAICS, as 
well as the 2002 NAICS to the 1987 SIC system, are available at the Census 
website (http://www.census.gov/epcd/naics02/).

4.5  Economic Base Analysis Techniques 

So far we have examined a region’s economy by evaluating readily available 
economic indicators. We have evaluated the most recently available economic 
and socioeconomic indicators, observed them over time, and compared a region’s 
performance indicators to that of a benchmark region. We have discussed the 
economic base model as a way of conceptualizing the economic activity of a 
region. In this section, we will begin to apply analytical tools and techniques that 
fall under the category of economic base analysis. We will learn to analyze and 
describe the strengths and weaknesses of an economy, its specialization, and its 
level of diversity. Particularly where data availability constrains the use of more 
complex economic models, e.g., input-output or regional econometric models, 
economic base analysis techniques can become powerful decision making tools.  

In order to begin, we need to divide the economy into basic and non-basic 
sectors. Recall that the basic sector is the engine of economic growth and depends 
on economic conditions outside the region, and the non-basic sector supports the 
basic sector and depends largely on local economic conditions.  

4.5.1 The Survey Method  

Conceptually, the most straightforward approach of dividing an economy into a 
non-basic and basic sector would be to conduct an extensive business survey. 
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Surveying local establishments, for example through mail questionnaires or 
telephone interviews, on whether produced goods and services are sold locally or 
exported outside the region would be the most direct way to either classify their 
activities as basic or non-basic and should provide the most accurate method of 
categorization.

Despite its conceptual simplicity, the survey method is rarely used, for good 
reasons. First, a widespread business survey requires time, money, and trained 
stuff. Depending on the number of regional businesses, the effort of conducting 
the survey may not be justified when compared with the usefulness of the survey 
results. Second, the accuracy of the outcome might be questionable considering 
the sensitivity of businesses to the questions asked regarding employment and 
sales. Businesses may not be willing to participate, and a lowered participation 
rate may decrease the accuracy of the data.  

Instead of a full survey, sampling provides a means of classifying businesses 
with less effort. For larger areas with a vast number of businesses (the population), 
it is faster and more efficient to study a sample (subset of the population) instead 
of conducting a full census. When evaluating and studying the sample, we make 
inferences about the overall population while considering potential sampling errors. 
Stratified sampling, for instance, is one way to achieve an even representation of 
all regional businesses. Stratified sampling divides the population (e.g., all firms 
and businesses) into categories, or strata. For instance, we easily can divide 
businesses according to the North American Industry Classification System. 
Then, we draw a random sample from each stratum (e.g., agriculture, mining, 
utilities, and so on). The survey approach can further be simplified by taking into 
account that some businesses serve mostly the local market (e.g., local government), 
while others are purely export oriented (e.g., hotel and lodging). Pre-classification 
of some industry sectors will reduce the number of strata to those sectors that 
obviously serve entirely local or non-local markets.  

4.5.2 The Assumption Method  

The assumption approach is simple, quick, and inexpensive. The assumption 
approach simply assumes economic activities—industry sectors— as either being 
completely basic or completely non-basic. It is widely perceived that the 
Agriculture, Mining, Manufacturing, State and Federal Governments sectors are 
entirely basic activities and as such depend solely on factors outside the region. 
All remaining activities, basically the Utilities, Construction, Local Government, 
and service industries sectors, are assumed to be non-basic, depending only on 
local economic conditions. For Boone County, Table 4.7 demonstrates the use of 
the assumption method. 

Unfortunately, one can never clearly divide economic activities into completely 
basic or non-basic activities. Referring to Table 4.7, Transportation Equipment  
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Table 4.7 Assumption method, Boone County, KY, 2002(1)

NAICS
Code 2002 NAICS Title Total

Employment
Basic

Employment
Non-basic

Employment 
11 Agriculture, Forestry, Fishing and Hunting 79 79 
21 Mining  35 35 
22  Utilities  481 481
23 Construction 2,230  2,230 

238 Specialty Trade Contractors 1,569  1,569 
31 33 Manufacturing 10,360 10,360 

311 Food Manufacturing 1,498 1,498 
323 Printing and Related Support Activities 935 935 
326 Plastics and Rubber Products Manufacturing 1,770 1,770 
333 Machinery Manufacturing 1,545 1,545 
336 Transportation Equipment Manufacturing 1,317 1,317 

42 Wholesale Trade 5,166  5,166 
423 Merchant Wholesalers, Durable Goods 2,935  2,935 
424 Merchant Wholesalers, Nondurable Goods 1,965  1,965 

44 45 Retail Trade 8,724  8,724 
445 Food and Beverage Stores 1,114  1,114 
452 General Merchandise Stores 2,312  2,312 

48 49 Transportation and Warehousing 12,855 12,855 
481 Air Transportation 7,710 7,710 

4811    Scheduled Air Transportation 7,652 7,652 
492 Couriers and Messengers 2,236 2,236 
493 Warehousing and Storage 1,183 1,183 

51 Information 1,657  1,657 
511 Publishing Industries (except Internet) 1,156  1,156 

52 Finance and Insurance 4,506  4,506 
522 Credit Intermediation and Related Activities 2,249  2,249 

53 Real Estate and Rental and Leasing 934  934 
54 Professional, Scientific, and Technical Services 1,341  1,341 
55 Management of Companies and Enterprises 995  995 
56 Administrative and Support and Waste Mgmt. 4,233  4,233 

561 Administrative and Support Services 4,078  4,078 
61 Educational Services 267  267 
62 Health Care and Social Assistance 2,897  2,897 

621 Ambulatory Health Care Services 1,055  1,055 
71 Arts, Entertainment, and Recreation 489  489 
72 Accommodation and Food Services 5,821  5,821 

722 Food Services and Drinking Places 5,186  5,186 
81 Other Services (except Public Administration) 1,733  1,733 

811 Repair and Maintenance 943  943 
92 Public Administration 5,107 1,434 3,673 
92 Federal Government 1,161 1,161 
92 State Government 273 273 
92 Local Government 3,673  3,673 
99 Unclassified 97  97 
 Total 70,007 24,763 45,244 

(1) Source: Bureau of Labor Statistics, Quarterly Census of Employment and Wages, 2002
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Manufacturing is classified as basic. In particular, the 1,317 persons employed by 
establishments categorized under NAICS code 336 produce transportation 
equipment that is entirely exported outside the county. This assumption also means 
that all transportation equipment purchased by the larger Cincinnati / Northern 
Kentucky International Airport is imported from outside the county. This case 
clearly demonstrates that assuming all manufacturing industries are entirely basic 
will create substantial errors and ultimately lead to biased conclusions. Deciding on 
whether transportation equipment manufacturing should be classified as either 
basic or non-basic depends solely on the judgment of the researcher. In the case 
of Boone County, we will use the common practice of assuming that all 
manufacturing activities are basic sector activities. However, we must also 
acknowledge that in reality, the presence of the Cincinnati / Northern Kentucky 
International Airport, a consumer of transportation equipment, indicates that the 
assumption may ignore some locally consumed manufactured goods.  

In another example, we assumed Transportation and Warehousing (a service 
activity) to be a basic activity. Our assumption revises the common approach of 
assuming all service-related industries perform non-basic activities. We make 
this adaptation in recognition that the majority of travelers using the Cincinnati / 
Northern Kentucky International Airport are not from Boone County. Additionally, 
most of the incoming and outgoing freight does not stay or originate in the Boone 
County.

These two examples show that the common practice of assigning all 
Agriculture, Mining, Manufacturing, State and Federal Government activity to 
the basic sector raises the question of accuracy in the results. Although 
commonly assigned to the non-basic sector, many service sector can be mainly 
basic activities under certain cirtumstances. This shows that only very few 
industry sectors can be clearly categorized as either basic or non-basic and that 
the assumption method by itself is of limited use dividing an area’s economy into 
basic and non-basic activities. However, one useful application of the assumption 
method is to combine it with the survey method or as we will see later with the 
location quotient method. Identifying strata that are clear cut basic activities 
(such as Tourism, Hotel and Lodging) or non-basic activities (such as Local 
Government and Motion Picture Theaters) can substantially reduce the amount of 
survey work. Further, in-depth knowledge of the area’s firms and businesses can 
improve the accuracy of the assumption method. 

4.5.3 The Location Quotient Method  

The location quotient (LQ) method is probably the most popular and widely 
used economic base analysis technique. Location quotients are applicable when 
identifying an area’s industrial specialization relative to a benchmark region, 
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often the nation. In this section, we use Boone County, Kentucky, as the study 
region and compare its economy to the National economy. We will refer to 
Boone County’s economy as regional economy. Alternatively and as you will 
see in many other publications, the study region’s economy may often be referred 
to as local economy.

Tiebout  also named LQs coefficients of specialization. For instance, we 
already know that Boone County is specialized in Transportation and Warehousing. 
We will later confirm this preliminary conclusion by evaluating the location 
quotient of transportation and warehousing. Observing location quotients over 
time will give us some insight into whether a regional industry is losing ground 
or gaining in strength. For example, a vast shopping mall, developed in the late 
1970s in Florence, Boone County, attracts people from all over the Cincinnati 
area. By observing location quotients of the retail industry over time, we can 
look at whether the retail industry has developed into one of the economic 
driving forces (or specializations) of Boone County.  

In contrast to the previously described assumption method, where an 
industry sector is assumed to be either basic or non-basic, the location quotient 
allows industry sectors to be divided into basic and non-basic activities. The 
location quotient method compares an industry’s share of regional economic 
activity to the nation’s share of economic activity for that industry. Although 
employment is the most common measure of economic activity, income and 
earnings data are also frequently used. Using employment as an example, the 
location quotient compares the share of regional employment in industry i with 
the share of national employment in industry i.

4.5.3.1 Calculation of Location Quotients  

Location quotients are calculated at one point in time using the following formula: 

share of regional employment in industryLQ
share of national employment in industry

i i
i

e E i
e E i

    (4.38) 

where, in the case of employment, 
ie — regional employment in industry i;

e — total regional employment (all sectors); 
iE — employment in industry i of the benchmark region (i.e., the nation); 

E — total employment of the benchmark region. 
More specifically, the location quotient can be described as the ratio of an 

industry’s share of regional employment over its share of national employment. 

                                                       
 Tiebout, 1962: 47. 
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It must be noted that the results of the location quotient method are highly 
influenced by the choice of the benchmark region. Generally, a more self-sufficient 
benchmark region is a better reference region. Meaning that, for calculating location 
quotients, larger geographic areas such as states and the nation are preferred.  

The resulting location quotient may be interpreted in the following manner: 
(1) Location Quotients 1.0: ( / ) ( / ).i ie e E E  The region has a greater 

share of employment (or earnings, etc) in industry i than the benchmark region. 
At least part of a region’s employment in industrial sector i is engaged in basic 
activities. It is also assumed that for the region, industry i produces more goods 
and services than can be consumed locally, and therefore exports this excess 
production. The higher the LQ is, the greater the region’s specialization in this 
industrial sector. In this case, the regional industry i is comprised of a basic and 
non-basic employment. While we generally assume that all excess production is 
exported, we must be aware of special cases where the entire production can be 
considered being a basic activity. For example, an establishment producing 
windshields for an automobile manufacturer will deliver all the windshields to 
where the automobile manufacturer assembles the cars. This activity should be 
considered entirely basic, if the windshield manufacturer and car manufacturer 
are not located next to each other (i.e., within the same economic region).  

(2) Location Quotients 1.0: ( / ) ( / ).i ie e E E  The region’s share of 
employment in industry i is equal to that of the benchmark region. It is assumed 
that the region is completely self-sufficient and neither exports nor imports the 
goods or services of this industry. All employment is considered non-basic.  

(3) Location Quotients 1.0: ( / ) ( / ).i ie e E E  If industry i has a smaller 
share of employment than the benchmark region the region falls below the level 
of self-sufficiency and needs to import to meet local demand for that particular 
industry sector’s goods and services. All employment is considered non-basic.  

Location quotients for Boone County are summarized in Table 4.8. Before 
going into greater detail about what location quotients can reveal or tell us, some 
remarks about the assumptions and development of the data in summary 
Table 4.8 are necessary. Our goal is to divide a region’s economy into basic and 
non-basic activities, at a level of detail sufficient to identify the region’s 
economic specializations. First, we use the assumption approach and assign 
clear-cut industries to either the basic or the non-basic sector. In particular, we 
assign all employment in Agriculture (11), Mining (21), Accommodation (721), 
Federal Government (92) and State Government (92) to the basic sector, while 
Local Government (92) employment is considered to be entirely non-basic. 
Second, to capture more detailed information on basic activities we decide to use 
the three-digit classification level for all sectors that indicate basic activities. For  
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instance, manufacturing sub-sectors (e.g., three-digit level) that are basic 
activities or specializations of Boone County are listed individually. The 
remaining sub-sectors and sectors where data restrictions applied for reasons of 
confidentiality are all lumped together. In the case of manufacturing, they are 
labeled “Other Manufacturing”. Lumping all manufacturing sub-sectors into one 
higher manufacturing sector (e.g., two-digit level) not only leads to a loss of 
sectoral information, but in the case of Boone County would result in a lower 
estimate of basic employment in manufacturing.  

Now let us turn our attention to some specific location quotients and how to 
interpret them. For example, the Utility sector in Boone County has a location 
quotient of 1.488. The location quotient for utilities is calculated as 

utilities
481/ 70,007LQ 1.488

592,152 /128,233,921

This implies that Boone County’s utility industry also supplies neighboring 
counties with utilities. On the other hand, the county is far away from being 
self-sufficient in the provision of health care and social assistance as indicated by 
this industry’s location quotient of 0.396. 

For the vast shopping mall in Boone County with approximately 130 
specialty stores on over 924,000 square feet of retail space , we further break 
down the retail sector into its sub-sectors. Using the three-digit NAICS, it 
becomes apparent that Boone County is indeed specialized in retail activities 
commonly located in shopping malls, such as furniture and home furnishing 
stores (442), electronic and appliance stores (443), sporting goods, hobby, and 
music stores (451), and general merchandise stores (452). All of these sectors 
have location quotients of greater than one indicating that people from outside 
the country frequent these stores.  

This example further emphasizes the importance of going beyond the two- 
digit level of industrial classification. It is at the more detailed three-digit level of 
aggregation that we can immediately see Boone County’s strength in several retail 
sub-sectors and its shortfalls in some other retail sub-sectors. By considering 
only the more aggregated two-digit level of industrial aggregation, this particular 
piece of information is lost. Comparing Table 4.9 below, location quotients for 
Boone County using the two-digit industry classification, with Table 4.8, location
quotients for Boone County using the three-digit industry classification— indicates 
the loss of detail by using only the two-digit classification. Particularly for 
smaller areas with a relative small number of firms and businesses, the more 
detailed level of industrial classification reveals important information on the 

                                                       
 Source: http://www.tripsouth.com/shopping/ky-shopping.shtml. 
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area’s economic strengths, weaknesses, and opportunities for economic growth. 
Sometimes for small areas, however, data availability at the more detailed level 
(because of business confidentiality) becomes a limitation that hinders a more 
detailed economic analysis. 

The presence of the larger Cincinnati / Northern Kentucky International 
Airport is reflected by a location quotient of 25.161 for the air transportation 
sub-sector (NAICS 481). Again, this highlights the significance of a more 
detailed analysis at the three-digit level of industrial classification. Such 
information is not available using the two-digit level of industrial classification 
where we cannot distinguish between transportation and warehousing (NAICS 
48 49). The detailed classification helps explaining the presence of firms and 
businesses that clearly have a major contribution to the regional economy, such as 
the shopping mall in Florence and the Cincinnati / Northern Kentucky 
International Airport.  

In the next step, the location quotient can then be used to calculate basic or 
excess employment for an industry i as: 

11
LQi i

i

b e                      (4.39) 

where,
ib  area basic employment in industry i.

For instance, Boone County’s basic employment in machinery manufacturing 
(NAICS 333) is calculated as 

mach.mfg.
11 1,545 878

2.316
b

Out of a total of 1,545 employed in machinery manufacturing, 878 persons 
work to produce exports. Using the location quotient to derive export employment 
for location quotients smaller than 1.0 results in negative employment figures. 
This can easily be shown by evaluating the term 1/ LQi , which is larger than 1.0 
for LQ’s 1.0. For example, the construction industry has a location quotient of 
less than 1.0. Using the basic employment calculation results in: 

construction
11 2,230 1,420

0.611
b

Negative employment does not really mean anything in this context, but one 
could interpret the negative employment figure as the number of workers needed 
in industry i (e.g., the example construction) to become self-sufficient; or to have 
a location quotient of exactly 1.0. In the example of Boone County, we have left 
out all basic employment calculations for industries with location quotients of 
less than 1.0.  
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Estimation of basic employment 

Regional employment in industry i is the sum of basic and non-basic employment, 
or:

i i ie b n                       (4.40) 

Defining self-sufficiency by comparing a region’s economy with that of the 
nation, we can describe non-basic employment in industry i as:  

i
i

En e
E

                      (4.41) 

Where ( / )iE E  is the share of industry i in national employment; a measure to 
define self-sufficiency in industry i. Substituting Eq. (4.41) into Eq. (4.40) then 
results in an expression that allows us to calculate basic employment without 
using location quotients: 

i
i i

E
b e e

E
                    (4.42) 

Dividing both sides of the equation by iE  and rearranging the equation allows us 
to calculate export employment without using location quotients:  

i i i

i i i

b e E e
E E E E

                   (4.43) 

i
i i

i

e eb E
E E

                        (4.44) 

This term can be rearranged further:  

11 1
LQ

i i i i
i i i

i i i

e E e E e Eb e e
E E e E

      (4.45) 

Bringing it all together in one step, we thus can write:  

LQ 1.0i i i
i i i i

E e En e for n e
E e E

   (4.46) 

Dividing both sides of the equation again gives us the expression of the 
location quotient:  

1.0 LQi i
i

e E
e E

             (4.47) 
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Once we understand how the location quotient is derived and how it can be 
used to calculate basic employment in industry i, the assumptions and short- 
comings of the economic base techniques are easy to understand.

But before we discuss the assumptions of the location quotient approach, let 
us rewrite the location quotient formula as:  

LQ i i i
i

i

e E e e
e E E E

             (4.48) 

Rearranging the location quotient formula allows us to define the region’s 
consumption and production shares. The consumption share ( / )e E  is expressed 
as the region’s proportion of total national employment; the production share 
( / )i ie E  is determined as the region’s proportion of national employment in 
industry i. We now can conclude that the region is exporting its excess production 
if the production share exceeds the consumption share, or ( / ) ( / ).i ie E e E
Analogously, the region must import if its production share falls short relative to 
the consumption share, or ( / ) ( / ).i ie E e E  Identifying consumption and pro- 
duction shares will help us understand the assumptions and shortcomings of the 
location quotient approach and modification suggestions. In the remainder of this 
section, we will focus on the assumptions imbedded in the location quotient 
method and we will see how these assumptions affect the magnitude of the LQ 
and, thus, the calculated level of regional basic employment. The necessary 
information needed to modify the locations quotients in the examples is listed in 
Table 4.10. 

Table 4.10 Additional information of Modification of the Location Quotient  
Method, Boone County, KY(1)

 Boone County The Nation 
Employment in 2002 

Employment in Information Sector 1,657 3,364,485 
Total Employment 70,007 128,233,921 

Personal Income in 2001 (thousands of dollar) 2,702,447 8,677,490,000 
Wages in 2002 (thousands of dollar)   

Wages in Information Sector 59,580 188,758,526 
Total Wages 2,514,100 4,714,374,741 

(1) Sources: Bureau of Economic Analysis, CA05N data series; Bureau of Labor Statistics, quarterly census of 

employment and wages.

                                                       
 Tiebout (1962) criticized the shortcomings already in much detail in his The Community Economic Base 

Study, p.48. 
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4.5.3.2 Assumptions and Limitations of Location Quotients  

Assumption 1: Constant consumption pattern assumption 
Defining the regional consumption share as /e E —the region’s proportion of 
total national employment—implies that employees (used as a surrogate for 
consumers) in both the region and the nation exhibit equal consumption behavior. 
It simply means that the demand for health care services, going to movies, 
buying CDs, or going out for dinner is identical in the study region (Boone 
County) and the benchmark region (the nation).  

This is intuitively flawed; for example, as we would expect a region in 
Florida, with a large percentage of retirees to have a higher demand for health 
care services than the nation as a whole. On the other hand, we might expect the 
same Florida region to exhibit a lower demand for primary education than that of 
the nation. Regional differences in consumption patterns become even more 
obvious by considering where people go scuba diving, sailing, or winter skiing. 
There are more cross-county skiers in Vail, Colorado (a mountain resort area) 
than on the Keys in Florida (an area of island beach resorts). We would, therefore, 
assume that the demand for winter sport accessories would be higher in Colorado 
than in Florida. Alternatively, the number of persons owning a yacht is larger in 
Florida than in Colorado. Furthermore, wealth is not distributed evenly across the 
nation. Richer counties, such as suburban Westchester, New York outside of New 
York, City, probably have a higher demand for luxury items, such as jewelry or 
42 inch plasma TVs, than the rest of the nation.  

These examples clearly show that the demand for goods and services is 
area-specific and assuming an equal consumption pattern between a study region 
and its benchmark region is a potential source for errors. While there is no clear-cut 
solution for this issue, the literature  recommends replacing employment data with 
income data to estimate the consumption share in the location quotient formula: 

/ /e E y Y                        (4.49) 

where, y and Y are regional and national income by industry respectively. The 
rationale is that consumption is better reflected through income than through 
employment data. Rewriting the initial location quotient definition by using 
personal income, we can recalculate Boone County’s information location 
quotient inf(LQ )  as: 

inf inf
inf

1,657 3,364,485LQ 1.581
2,702,447 8,677,490,000

e E
y Y

              

(4.50)

                                                       
 Klosterman, 1990, Community Analysis and Planning Techniques, p. 138. 
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which clearly differs from the purely employment-based location quotient of 
0.902 (see Table 4.8), which is below the level of self-sufficiency. However, 
using income-based location quotient, Boone County now appears to be 
specialized in providing information services and exporting excess capacities.  

Assumption 2: Constant labor productivity assumption 
The production share term /i ie E  in the rearranged location quotient formula 
implies equal labor productivity—defined as the ratio of total output over the 
number of workers or the number of hours worked—across regions. For example, 
we can read this as one food service industry worker in Boone County generates 
the same amount of output as a worker does in any part of the nation. This is just 
never the case as. The output of the food service industry depends largely on the 
region’s wealth, the attractiveness of the region as a tourist destination, and the 
level of automation. Restaurants, for example, may wash their dishes by hand or 
use largely automated dish washers. Output is the same, namely clean dishes. But, 
the labor productivity (output per worker) is different for labor intensive versus 
capital intensive production. Again, the location quotient approach can be refined. 
Here, we are substituting earnings data (w) for employment data:

/ /i i i ie E w W                     (4.51) 

By doing so, we are taking for granted that the level of regional earnings is a 
better reflector of regional labor productivity than employment. Remember that 
wages and salaries are a large component of regional earnings. In the following 
example of Boone County, we substitute the industry-specific employment through 
the industry’s total annual wages implying that regional labor productivity is 
reflected in regional wage rates: 

inf inf
inf

59,580 188,758,526LQ 1.014
2,702,447 8,677,490,000

w W
y Y

           

(4.52)

It turns out that the location quotient for information in Boone County 
changes again significantly. The location quotient is now 1.014, indicating that 
the county is self-sufficient with respect to information services.  

Another approach of addressing the labor productivity assumption listed in 
the literature  is by using an industry-specific value added  parameter ( )iv :

                                                       
 Schaffer, 1999, Regional Impact Models, p. 10. 
 Issermann (1977), The Location Quotient Approach to Estimating Regional Economic Impacts, p. 38. 
 Value added is defined as the value of a firm’s output minus all the intermediate inputs purchased from 

other firms. It contains wages, interest, rent, profits, and indirect taxes. 
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/ ( / )i i i i ie E v e E                    (4.53) 

where iv  is calculated as the sector’s regional value added over its national value 
added. The idea is the same as before where we have replaced employment with 
earnings (e.g., using annual wages). Wages and salaries, which at least for labor- 
intensive industries is the largest contributor to value added, are a better way of 
accounting for regional labor productivity than employment. 

For both adjustments, the presumption is that regional wage rates reflect 
regional labor productivity. However, this is arguable as regional wage rates are 
also determined by regional differences in the cost-of-living. For instance, 
corresponding wage rates will reflect the higher cost of living in New York City 
as compared to Flagstaff, Arizona. Therefore, a university professor in New York 
City is likely to earn more than her colleague in Flagstaff so that she may afford 
the same standard of living. Now decide for yourself, is it appropriate to 
conclude that the professor in New York City is much more productive than her 
colleague in Flagstaff based on the difference in salaries?  

Assumption 3: No cross-hauling 
Cross-hauling describes the fact that a region simultaneously exports and imports 
the same goods and services. Obviously, some people in Detroit, home to 
General Motors, Chrysler and Ford headquarters, are driving Japanese, and 
German and other imported cars. Thus, we can conclude that, while Detroit 
exports its excess production of cars, it imports cars to meet local consumer 
preferences at the same time.  

The location quotient approach assumes that local demand is met first 
through local production. The region is assumed to import only if the region falls 
short of meeting all regional demand. Excess capacities are exported after all 
regional demand is satisfied through regional production. While conceptually
straight forward, there is little that can be done to offset the cross-hauling effects. 
In every industry sector where cross-hauling is common—basically all sectors 
that are not solely focusing on local demand—exports are underestimated and so 
is the level of regional basic activities. A common alternative is to do the 
economic base analysis using a more detailed level of industrial classification. 
The idea is that a higher level of disaggregation (e.g., four-, five-, or six-digit 
NAICS code) partly counterbalances for the possibility that exports and imports 
cancel at a highly aggregated level of (e.g., two- digit NAICS code). A good 
example to demonstrate this “offsetting effect” is the retail industry in Boone 
County (Table 4.11).  

At the two-digit level, retail trade in Boone County has a location quotient 
of 1.064. The region seems to be self-sufficient in that its residents purchase all 
goods and services offered by retailers locally. Additionally, basic employment  
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Table 4.11 Retail Trade, Boone County, KY  

NAICS
Code

2002
NAICS Title 

Area
Employment

( )ie

US
Employment

( )iE

Location
Quotient

(LQ )i

Basic
Employment

( )ib

Non-basic
Employment

( )in
44 45 Retail Trade 8,724 15,018,588 1.064 525 8,199 

445 Food and 
Beverage  
Stores

1,114 2,869,978 0.711 0 1,114 

452 General 
Merchandise
Stores

2,312 2,814,249 1.505 776 1,536 

of 525 persons is possible as nonresidents, e.g., people out-of-town, shop Boone 
County’s retail stores as well. 

At the three-digit level, it is a completely different story. Boone County is 
specialized in General Merchandise Stores (NAICS 452). The majority of 
employees fall into the non-basic employment category with a total of 1,536 
workers. The remaining 776 employees are counted under basic employment 
serving non-residents who like to shop in Boone County. At the same time, 
Boone County falls short of meeting the local demand for food and beverage 
stores, as the LQ of 0.711 indicates. This example illustrates the method’s 
dependency on the degree of aggregation of the data.  

At the two-digit level of industry classification, Boone County has a basic 
employment of 525; while at the three-digit level, basic employment in the 
General Merchandise Store sub-sector augments basic employment to 776. This 
is an increase of 47.8% by only considering these two selected sub-sectors. 
Accounting for all seven sub-sectors of Retail Trade listed in Table 4.8 would 
further increase basic employment. By doing this across all industry sectors for the 
county, you would find that basic employment figures are highly underestimated, 
which in return inflates the economic base multiplier. 

Assumption 4: Self-sufficiency of the benchmark region 
So far we have assumed that the benchmark region, e.g., the nation, is self- 
sufficient. This implies that the benchmark region consumes all of what is being 
produced and neither exports nor imports. Therefore, net national exports—de-
termined as exports minus imports—for any industry sector is assumed to be zero. 
But we all know that this is rarely the case, particularly for manufacturing 
industries. Consider, for example, that there are few places on this planet where 
we are not able to get a McDonald’s Hamburger and a can of Coca Cola. There 
are many other industry sectors that simultaneously export and import 
internationally, e.g., cross-hauling. A good example is automobile manufacturing. 
People all over the world drive American cars as well as domestically produced 
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autos. Many Americans also prefer imported cars, such as Mercedes and Porsche 
over Chevrolet and Lincoln. This leads to both an underestimation of basic 
employment in the nation and an overestimation of national non-basic 
employment.  

But what does this imply for the location quotient approach? The Printing 
Industry in the nation (NAICS 323) is a net exporter of its product, which is 
indicated by the fact that its exports exceed its imports.  With part of the 
industry’s output being sold overseas, many workers in printing are engaged   
in international export production, which in return overestimates the 
denominator pr /E E  in the location quotient formula:  

pr pr
prLQ

e E
e E

                 (4.54) 

Note that for the purposes of calculating regional industry’s location quotient, 
we assume that the benchmark region is self-sufficient in that sector and that we 
count only employment for national domestic consumption. But because national 
employment in printing pr( )E  includes both, non-basic and basic (international 

employment) employee, this overstates national employment in printing pr( )E . As 

a result, the denominator pr( / )E E  increases, causing the location quotient pr(LQ )  

to decrease. The bottom line here is that in the case of the printing industry, its 
national employment share is overestimated leading to an underestimation of 
regional basic employment in the industry.  

To demonstrate the impacts of exporting and importing, we have selected 
two manufacturing industries from Boone County, namely printing and related 
support activities (NAICS 323) and plastic and rubber products manufacturing 
(NAICS 326). For simplicity in remainder of this subsection, we will call these 
two sectors printing and rubber/plastic. Data on these sectors’ net export   
values and values of shipments are available through the International Trade 
Administration (ITA) of the U.S. Department of Commerce (www.ita.doc.gov). 
These trade data are compatible with the employment data as they were tabulated
following the NAICS concordance and are available down to the six-digit level. 
Value of shipments  covers the received net selling values free of board (f.o.b.) 
of all products shipped. The data and the adjusted employment figures are listed 
in Table 4.12.  

                                                       
 Source: International Trade Administration (ITA). 
 Source: http://quickfacts.census.gov/qfd/meta/long_58619.htm. 
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Table 4.12 National employment export adjustments(1)

NAICS
Code

2002 NAICS Title 
US

Employment
( )iE

US Net 
Exports

(million $)

Value of
Shipments
(million $)

US Non-basic
Employment 

(Non-basic )iE

US Basic 
Employment
(Basic )iE

323 Printing and Related
Support Activities 

707,566        724 100,792 702,483      5,083 

326 Plastics and Rubber
Products Manufacturing

846,766 1,142 170,717 852,430 5,664 

(1) Source: http://www.ita.doc.gov/td/industry/otea/industry_sector/tables_naics.htm.

One possible approach of addressing the self-sufficiency assumption of the 
benchmark region is to break down national employment in industry i into its 
basic and non-basic components:

basic non-basic
i i iE E E                  (4.55) 

Knowing the export volume of an industry sector will allow us at least to 
estimate the sector’s basic and non-basic activities (e.g., employment). In return 
we can adjust the national employment in industry i ( )iE by replacing it through 
the estimated non-basic national employment in this industry i.

non-basic
i iE E                    (4.56) 

Using the example of printing activities, we adjust national employment in 
printing pr( )E  as follows:  

basic
pr pr

net export in printing
value of shipments in printing

724707,566
100,792

5,083

E E

         

(4.57)
non-basic basic
pr pr pr

707,566 5,083
702,483

E E E

                    
(4.58)

In this context, net export’s share of total industry shipments gives us an 
approximation of how many persons are employed in the basic sector for the nation. 
Therefore, basic national employment in printing is estimated as total national 
employment in printing times the ratio of net export over value of shipments. The 
result indicates that 5,083 persons employed by the printing industry work for 
                                                       

 Klosterman, Community Analysis and Planning Techniques, p. 140. 
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export markets. We then subtract basic employment form national employment 
in printing pr( )E  and get the non-basic employment of  702,483. 

Finally, we can adjust the location quotient for printing in Boone County 
pr(LQ )  by replacing national employment in printing pr( )E  with national non-basic 

employment in printing  non-basic
pr( )E :

non-basic
pr pr

pr
935 702,483LQ 2.438

70,007 128,233,921
e E
e E

     (4.59) 

As a result, the location quotient in Boone County increases from 2.421 (see 
Table 4.8) to 2.438, which in return will increase the printing sector’s basic 
employment. The absolute change of 0.017 (0.7%) comes from the fact that a 
small portion of the value of shipments is exported (i.e., net export). The larger 
the share of net exports of the value of shipments, the larger the expected change 
in the location quotient and vice versa.  

We conclude this section with three more remarks. First, net export data, as 
used in the example, are available for manufacturing-related activities only. The 
reason is that most service-related activities are predominantly oriented towards 
the national market. For instance, Americans buy computers, clothing, and food 
items from China, but Americans will have a hard time buying health care or 
warehousing in China. Some exceptions to this more general rule are that 
communication, utilities, finance, and insurance services are traded to some 
extent between the United States and Canada. Some services in the United States 
are increasingly provided offshore by places like India, for instance, costumer 
services by phone.  

Second, in the case of a negative net export value—where imports exceed 
exports for an industry sector—the change in location quotient is the opposite of 
the above example. Conceptually, this means that nationwide there is not enough 
employment in industry i ( )iE  to satisfy all demand, which understates national 
employment in industry i ( )iE . In return this overestimates regional basic 
employment and inflates the location quotient in industry i. The plastic/rubber 
industry included in Table 4.12 is an example of an industry with a negative net 
export (e.g., 1,142). The location quotient  pl(LQ )  adjustment for plastic/rubber 

can be recalculated as: 

non-basic
pl pl

pl
1,770 852,430LQ 3.803

70,007 128,233,921
e E
e E

resulting in a decrease in the plLQ  from 3.829 to 3.803. As you can see, the 

direction of change for values of negative net exports is just the opposite of the 
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change for values of positive net exports.  
Finally, the four adjustment procedures we have discussed can be applied 

individually or cumulatively. For instance, using a more detailed level of 
industrial classification already increases the accuracy of the basic employment 
estimation. However, probably due to the tremendous increase in data requirements 
and computational complexity; in practice, few adjustments are actually applied 
to basic employment estimation.  

The benchmark region caveat 
An additional issue of which to be aware is the importance of the choice of 
benchmark region on the outcome of any economic base analysis. This choice 
defines the denominator in the location quotient formula, and, therefore, has a 
large impact on the magnitude of the location quotient and on the level of basic 
employment. To demonstrate this, we calculated the LQs  for manufacturing in 
Boone County using (1) the Nation and (2) Kentucky as benchmark regions. The 
results are summarized in Table 4.13.  

Table 4.13 Location quotient comparison by using alternative benchmark regions 

 Boone County Kentucky The Nation 
Manufacturing Employment 10,360 275,466 15,209,192 
Total Employment 70,007 1,717,978 128,233,921 
Location Quotients  0.923 1.248 

Using the nation as benchmark region, the location quotient for manufacturing 
mfg(LQ )  is calculates as: 

mfg
10,360 / 70,007LQ 1.248

15,209,192 /128,233,921

The alternative use of Kentucky as the benchmark region significantly alters 
the location quotient as the example below shows:  

mfg
10,360 / 70,007LQ 0.923

275,466 /1,717,978

As this particular case demonstrates, the choice of the benchmark region has 
a significant impact on the outcome for the location quotient. In particular, using 
the nation as the reference region, Boone County appears to be specialized in 
manufacturing with excess production assumed to be exported. Choosing Kentucky 
as reference region alters the outcome. In this case, Boone County appears not to 
be self-sufficient in manufacturing products and we would conclude that the 
county needs to import manufacturing products in order to meet local demand.  
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Despite the shortcomings of location quotients, they are still widely used 
simply because they are conceptually easy to understand, simple to apply, and 
require a minimum of time and effort to find the appropriate data. However, their 
ease in use can lead to tremendous misinterpretations and one must critically 
evaluate all calculated location quotients. In order to avoid the embarrassment of 
presenting erroneous location quotients, combining the assumption and the 
location quotient method can help identifying conceptual errors. Some industry 
sectors are more easily and accurately assessed using the assumption method as 
they clearly serve either the regional or nonregional markets. Regardless of the 
outcome of the location quotient method, adjustments should be made based on 
your specific knowledge of the local industry. Among others, sectors that are 
often pre-specified as either purely basic or non-basic are: 

local government non-basic. 
state and federal governments basic. 
hotel and lodging basic; but local conventions, weddings, flower shows, 

and other local events may be partly considered non-basic activities. 
real estate non-basic; but high growth areas may have location quotients 

greater than one. 
construction non-basic; but area’s with a larger population growth than 

observed nationwide can have location quotients greater than one. 
food services and drinking places non-basic; but predominantly tourist 

areas (e.g., Orlando, Florida) can be more basic than non-basic activities. 
tourist industry basic; but tourist locations also attract local visitors. 
The exact assignment of employment to either basic or non-basic activites 

depends much on your common sense. In the case of local governments it is 
probably not difficult to imagine that they serve only their local residents. On the 
other hand, you will not stay in a hotel in your hometown while your apartment 
is next door. Thus, hotel and lodging are usually entirely basic activities. More 
difficult is the task for food services and drinking places. Generally, we would 
assume that they serve primarily local customers. You most certainly will not 
open a restaurant targeting people out of town. However, there are some clear 
cases where the food services and drinking places can have a large basic 
component. Orlando, Florida, is one of the cities that mainly lives off of tourism. 
Assigning all food services and drinking places to the non-basic sector would lead 
to underestimate basic activities in Orlando. Another example would be Ithaca, 
New York, a small town with a large out of town student body attending Cornell 
University. There are a large number of restaurants and bars in the college town 
next to campus. Although the students live in Ithaca, many of them receive 
supported from their parents, with the money coming from outside of the town. 
Thus, some of the restaurants and bars may be classified as basic activities.  

We conclude this section with the understanding that location quotients are 
still very popular among planners as they allow a quick and inexpensive assessment 
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of an area’s economic strengths and weaknesses and opportunities for further 
economic growth. A solid knowledge of a region’s economy and on-site interviews 
can help to improve the location quotient method and avoid drawing incorrect 
conclusions.

4.5.4 Minimum Requirement Method  

The minimum requirement (MR) method, first introduced by Ullman and Dacey 
in 1960 , is very similar conceptually to the location quotient method. Rather 
than comparing a study region to the national or state economy, the minimum 
requirement method compares the study region to a set of similar comparison 
regions. Using employment as an example, the minimum requirement method 
compares a study region’s employment shares for industry i ( / )ie e  to the 
employment shares for the same industry i of a whole set of similar regions, 
based on a variety of selection criteria. Using selection criteria guarantees that 
these selected regions are suitable for serving as comparison regions.  

In the example, we have selected comparison counties using the following 
criteria:

(1) They must be comparable in population size to the study region, Boone 
County;

(2) They must be part of a larger metropolitan statistical area and, therefore, 
exhibit some urban characteristics;  

(3) They must be located in the Midwest. 
Following the selection criteria, we have identified six counties that we will 

use for comparison with Boone County to demonstrate the minimum requirement 
method. There is no specification for the number of areas needed for an adequate 
comparison. The general rule is: the more the better. Tiebout  lists this number 
as 100, but also mentions that this increases the possibility of including some 
mavericks counties that exhibit some unusual economic patterns because of 
peculiar regional circumstances.  

The minimum requirement method works as follows:  
(1) select several similar regions for comparison using a set of selection 

criteria (e.g., population size, location, part of a metropolitan statistical area, etc.). 
(2) calculate all industry sector’s employment shares for the study region 

( / )ie e  and all comparison regions ( / ).iE E
(3) identify the smallest industry employment share for each industry 

                                                       
 Edward Ullman and Michael Dacey. 1960. The minimum requirements approach to the urban economic 

base. In: Papers and Proceedings, Regional Science Association 6, pp. 175 194. 
 Tiebout, 1962, The community economic base study, p. 50. 
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i min min( / )iE E  among all regions, including the study region. The smallest 
industry employment share for each industry i min min( / )iE E  determines the level 
of non-basic employment ( )in  required to satisfy local demand for any of these 
regions.

(4) compute basic sector employment ( )ib  for the study region by using 
each industry’s minimum share min min( / )iE E  in the formula: 

min

min
i i

i
e Eb e
e E

                  (4.60) 

The similarity of the minimum requirement and the location quotient 
methods can be seen by writing the location quotient (LQ )i  using minimum 
employment shares min min( / )iE E  rather than national employment:  

min
MR

minLQ i i
i

e E
e E

                  (4.61) 

It is important to note that the employment ratio in the denominator 
min min( / )iE E  now refers to the region with the smallest employment share for 

that particular industry i and not to the nation or state as usually done in the 
location quotient approach. The identified “minimum shares” region produces 
just enough goods and services to meet local demand and as such does not export. 
In general, there are two possible outcomes:  

(1) The study region is the “minimum employment shares region”, such that:  

min

min
i ie E

e E

Therefore, there is no basic employment ( )ib  in industry sector i in the study 
region. Under these circumstances, the location quotient equals one MR(LQ 1)i ,
indicating that the study region is self-sufficient but has no excess production of i
for export. 

(2) The minimum employment shares region for industry i is identified as 

one of the selected comparison regions, or 
min

min
i ie E

e E
.

Our study region will have some basic employment ( )ib , and the location 
quotient MR(LQ )i  will be greater than one.  

Computationally, the minimum requirement method is easy to perform. 
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However, studies with large numbers of comparison regions create additional 
challenges. Imagine identifying dozens of comparison regions and collecting all 
the necessary employment data for each. For the purpose of demonstrating the 
minimum requirement approach, we compare Boone County with six selected 
counties in Kentucky, Indiana, and West Virginia. The selected counties are:  

Campbell County, KY   Hardin County, KY  
Daviess, County, KY   Clark County, IN  
Warren, County, KY   Cabell County, WV  
As indicated in Table 4.14, all comparison region counties meet the above 

selection criteria they are of similar population size, are part of a metropolitan 
statistical area, and are located in the Midwest United States. Table 4.14 further 
contains all employment data used for calculating the minimum employment 
shares. Unfortunately, in some counties employment figures are not disclosed for 
reasons of confidentiality (indicated as “D”), but are included in total county 
employment numbers.  

Having identified counties for comparison, in the next step, we calculate 
the employment shares for all industries: for Boone County ( / )ie e  and for all 
comparison counties ( / ).iE E  Employment shares are simply the ratio of 
industry employment ( and )i ie E  over total employment (e and E ) in a county. 
All employment shares are listed in Table 4.15. For instance, Clark County’s 
information sector’s (NAICS 51) employment share is calculated as:  

85 0.0056
15,190

iE
E

Next, for each industry i, we identify the smallest industry employment 
share min min( / )iE E , or the smallest number in a row. All minimum employment 
shares are highlighted in Table 4.15. For instance, the minimum employment 
share for retail trade belongs to Clark County at 0.1223 (1,857/15,190). We can 
interpret this minimum employment share as follows: for any of the counties 
listed in Table 4.15, a minimum of 12.23 percent of all employees are required to 
work in retail trade to meet local demand in any of these counties. Employees 
beyond this minimum employment share are assumed to serve non-regional 
customers and are therefore classified as basic employment. For Boone County, 
where 12.46 percent of the workforce is employed by retail trade, 12.23 percent 
are therefore assumed to be required for regional (non-basic) customers, while 
the remaining 0.23 percent serve non-regional (basic) customers.  

The minimum employment shares for each industry i min min( / )iE E  are listed 
in Table 4.16. They allow us to calculate the level of basic employment ( )ib  for 
the study region. For the calculation of basic employment in Boone County we 
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apply the formula: 

min

min
i i

i
e Eb e
e E

                  (4.60) 

For example, basic employment in manufacturing mfg(b —NAICS 31 33) 

for Boone County is calculated as:  

mfg (0.1480 0.1001) 70,007 3,353 b

All calculations can easily be carried out using spreadsheet software. However, 
attention must be paid to those sectors that are clearly (intuitively) either basic or 
non-basic. For Boone County, we classify federal and state governments as 
entirely basic, while local government is deemed an entirely non-basic activity. 
Understanding the region’s economy prior to classifying what industry sectors 
might be either completely basic or non-basic helps to avoid incorrect assumptions. 
Altogether, based on the minimum requirement method, 28,758 employees of the 
total workforce of 70,007 employees in Boone County are classified as basic, 
while the remaining 41,249 employees serve in non-basic activites.  

Like other methods described under the economic base analysis umbrella, 
the minimum requirement method has its shortcomings. The first and probably 
most significant criticism of the minimum requirement method is the absence of 
imports. Calculating basic employment ( )ib  for industry i as:  

min

min
i i

i
e E

b e
e E

                 (4.60) 

assumes that the study region never falls short of meeting local demand. In other 
words, the study region must never import goods and services. The minimum 
requirement approach allows only for two possible scenarios: 

(1)
min

min
i ie E

e E
, which implies a location quotient (LQ )i  of exactly 1.0. 

The study region is just self-sufficient and neither exports nor imports. 

(2)
min

min
i ie E

e E
, which results in a location quotient greater than 1.0. 

The study region therefore exports its excess production.  
Technically, the minimum requirement method does not account for the 

possibility of a location quotient (LQ )i  of less than 1.0, the only scenario under 
which the study region must import to meet local demand.  

Second, increasing the number of comparison regions and/or choosing a 
higher level of sector disaggregation inevitably decreases the magnitude of the 
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minimum shares, thereby increasing the level of exports or basic activities. The 
more regions are included among the comparison regions, the greater the possibility 
of including regions with almost no needs in certain industries. Without excluding 
the aberrant region’s minimum shares from the analysis, we basically reduce 
local needs for that industry to almost zero and overemphasize other regions’ 
export activities in that sector. Tiebout (1962), for instance, recommended 
excluding the lowest minimum share values from the analysis to avoid the fallacy 
resulting from regions with unusually low local demand for certain products.  

Third, the minimum requirement method should not be done in isolation 
from other economic base methods. Combining it with the assumption method 
helps to avoid calculating basic employment for sectors that are clearly oriented 
towards local markets only (e.g., local government) and vice versa.  

4.6 Evaluating Regional Economies Using the Economic 
 Base Multiplier and Shift-Share Analysis 

The last section of this chapter on economic base theory deals with its applica- 
bility for evaluating economic impacts and decomposition of economic changes. 
Economic impact studies usually assess regional economy changes in selected key 
variable, such as employment, income, or output, following an initial exogenous 
change. An example of an initial exogenous change, also referred to as an injection, 
exogenous inflow, or increase in basic activities, can be a local manufacturer 
receiving a lucrative contract that will significantly increase its export sales. The 
question in which economic developers are interested is how to estimate the total 
impact on, for instance, regional employment following a change in basic 
employment. The total impact on a region’s employment exceeds the original 
impact—the change in basic employment. This effect—also referred to as ripple-
effect—can be explained by the fact that an increase in export demand for a 
region’s goods and services will create additional economic activities beyond the 
initial exogenous inflow of spending. For instance, for an industry i to increase its 
output it also requires an increase of its own inputs. And part of these new inputs 
will come from non-basic sectors, which support basic activities. Technically, the 
economic base multiplier is a ratio measuring the stimulus and the cumulative 
multiplier effect following the initial stimulus. In the case of employment, the 
employment multiplier measures the expected total employment change in the 
region following a change in basic employment. The multiplier thus accounts for two 
effects: the initial stimulus, or direct effect, and the multiplier, or indirect effect.
                                                       

 For the time being we use a more simplistic approach by dividing the total effect into direct and indirect 
effects. In the following chapter on input-output analyses we will revise this statement and account for as many as 
three effects, namely the direct, indirect, and induced effect. 
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4.6.1 The Economic Base Multiplier  

The economic base model builds on the notion of an economic dichotomy. Every 
economy can be divided into two sectors: a basic sector which depends largely 
on conditions external to a study region and a non-basic sector which depends 
widely on conditions within the region. In a hypothetical framework consisting 
only of a basic sector and a non-basic sector, we assume that the basic sector is 
the driving force of the regional economy. Thus, increases in export activities 
will lead to economic development. From that, we can directly infer that the 
increases in basic activities ultimately lead to increases in non-basic activities and, 
therefore, to an overall increase of the region’s economic activities.  

For instance, an increase in export sales generates additional income—inflow 
of money—for the region. In return, part of this additional income is spent on 
regionally produced goods and services while the other part is spent on imports 
(e.g., leakages). The part of additional income spent locally, therefore, increases 
the level of regional economic activities, which in return generates new additional 
income, of which a part is again spent on regional goods and services and a part 
is spent on imports, and so on. This chain reaction of economic activities, the 
ripple-effect, following an exogenous injection is captured in its entity by the 
economic base multiplier. In this sense, the economic base multiplier is a 
measure of the entire level of economic activities following a stimulus in the 
regional basic sector. Whereby the magnitude of the economic base multiplier 
depends largely on the part of the (additional) income spent that remains within 
the region, which in return also depends directly on the leakage, i.e., the money 
leaving the region. 

Using economic base multipliers is thus one way of estimating economy- 
wide impacts following an exogenous injection. In this section, we will in particular 
discuss the two most commonly used economic base multipliers: the employment 
multiplier and the income multiplier.  

4.6.1.1 The Employment Multiplier  

The employment multiplier (EM) is defined as the ratio of total employment (e)
over basic employment (b) for a study region:  

total employmentEM
basic employment

e
b

                (4.62) 

where,

andi i
i i

e e b b

All it requires to calculate the employment multiplier is to estimate 
aggregate basic employment ( )b . This can be done using the assumption, location 
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quotient, or minimum requirement method. For Boone County, Kentucky, using 
the location quotient method we have estimated total basic employment ( )b  as 
24,478 (see Table 4.8). The employment multiplier (EM) for Boone County for 
the year 2002 can be calculated as: 

70,007EM 2.86
24,478

e
b

We can read the multiplier as follows: an increase in basic employment due 
to an increase in export activities of 1 person will lead to a total increase in 
regional employment of 2.86 persons. 

Although the multiplier is a single number, e.g., 2.86, it must be understood 
that it represents the ratio of total over basic employment. The multiplier is thus 
usable as a predictive tool for answering questions of the type: “If ... then...”.
For example, what happens to total regional employment if basic employment in 
retail trade increases because of an expansion of the Florence shopping mall?  

Based on the simple fact that total area employment (e) is the sum of basic 
(b) and non-basic employment (n), or: 

e b n                        (4.63) 

we can rearrange and rewrite the multiplier notation using simple algebra. In 
return this will provide us with more ways to interpret the multiplier result. One 
alternative way of rearranging the multiplier notation is: 

EM 1 1 1.86e b n n
b b b

             (4.64) 

The emphasis here is now on the distinction between direct and indirect 
effects. Clearly, the direct effect, or the initial change in basic employment, is 
represented by the ratio /n b , which equals one. This is not surprising, considering 
how we have defined the initial change in basic employment. If ten more retailers 
open stores at the Florence mall and create a total of 80 new jobs, all of which 
serve nonresidents, these 80 new jobs would thus represent the direct effect.  

Therefore, after subtracting the direct effect from the total multiplier value, 
what remains must be the indirect effect, or the multiplier effect. It is expressed 
as the ratio of non-basic employment (n) over basic employment (b), or /n b . It 
accounts for all of additional employment that will be created in the region 
following the initial increase of basic employment. The magnitude of the multiplier 
effects, thus, clearly depends upon the ratio of non-basic over basic employment. 
For the example of the 80 new basic retail jobs in the Florence mall it would 
imply that an additional 149 jobs would be created (e.g., 80 1.86 149). 

Tiebout showed how the ratio of non-basic over total area employment 
( / )n e —which in the Keynesian framework refers to the marginal propensity to 
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consume (mpc) —can be used to express the economic base multiplier. In the case 
of Boone County’s 2002 employment multiplier, we can rearrange the multiplier 
definition using employment as 

1 1 1 1 1EM 2.86
/ 1 mpc 1 0.651

e
e n nb b e

e e

      (4.65) 

Here, the ratio of non-basic employment to total employment ( / )n e  is the 
equivalent to the marginal propensity to consume locally produced goods (mpp), 
the economic base equivalent of the Keynesian marginal propensity to consume 
(mpc). Considering that the consumption of locally produced commodities is a 
non-basic activity, the ratio of non-basic over basic employment can be used as a 
proxy for the marginal propensity to consume locally produced goods (mpp). The 
outcome must, however, be the same as before. And in the case of Boone County, 
the employment multiplier indeed equals 2.86.  

Multipliers may change from year to year. We used data from one single 
year, namely 2002 in the calculation, therefore the multiplier refers to that 
particular point in time. For past and present years where data are readily available, 
we must recalculate basic multipliers for each year. The more challenging task, 
however, is to answer so-called “if ... then ...” questions, which often involves 
future projections. 

So far, we have repeatedly stated that the employment multiplier is the ratio 
of total over basic employment. Knowing the employment multiplier therefore 
means having, to some extent, knowledge of the regional economic structure, 
namely, how much employment is dependent on export demand versus how 
much employment serves local consumption. Consequently, projecting future 
employment using economic base multipliers calculated from historic 
employment data explicitly assumes that the future economic structure of an 
area’s economy remains unchanged. For short-term projections this assumption is 
quite reasonable as it takes usually several years for the whole economic 
structure to respond a change. For example, increasing basic retail employment 
in the Florence mall by 80 employees will not lead to a total employment 
increase of 229 jobs in the county within a few months. It will take time for the 
newly generated income to be re-spent locally and, in return, increase the need 
for more employment. Evaluating changes in total employment ( )e  following 
changes in basic employment ( )b  is thus one possible practical application of the 
employment multiplier.  Alternatively and in particular for regions demonstrating 
fast economic changes—for instance, fast employment growth—simple regression 
                                                       

 Klosterman (1990) also demonstrates how to estimate basic employment for long-term total employment 
projections using the constant-share method and an invariant historical multiplier (p. 189). 
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analysis provides the means to project the employment multiplier into the near 
future based on a series of historic employment multipliers.  Either way, we 
make assumptions about the future structure of the region under study as we 
choose an invariant employment multiplier or historic employment multipliers.  

Having referred to the problem of time in economic base analysis, we want 
to conclude this discussion by emphasizing that the employment multiplier 
notation used in this section does not include a time reference for two simple 
reasons: first, it keeps the notations simpler, and second we explicitly stated that 
the multiplier refers only to the year for which it is been calculated.  For instance, 
the Boone County employment multiplier is for the year 2002 as we have used 
2002 employment data to calculate it. The explicit conclusion from that is that 
the multiplier reflects the economic conditions for only this particular year.  

Referring once again to the hypothetical example of the 80 new basic retail 
jobs in the Florence mall, the economic base projection model using 2002 Boone 
County employment multiplier (EM) can be written as: 

EMe b                      (4.66) 

where, the symbol  refers to changes. Note that we are answering the so-called 
“If ... then...” question. If basic retail employment in Florence mall increases by 
80 employees due to more people from outside using the mall as a shopping 
destination, then the economic base theory tells us that the total employment (e)
in the area will increase by 229 jobs following this increase in basic employment, 
or:

EM 80 2.86 229e b

Whereby for this particular case, the direct effect is the initial stimulus— or
the 80 new basic retail jobs—and the indirect effect is the multiplier effect— or
the 149 additional jobs created in the region resulting from the initial stimulus. 
And of course, total effect is the sum of direct and indirect effect. Last we want 
to reemphasize that the initial employment change must occur in the basic sector 
which means that these 80 newly created jobs will serve people from outside the 
county using the mall as shopping destination.  

Although employment data are most widely used for calculating economic 
base multipliers, other economic data, such as wages, earnings, or income also may 
be suitable for estimating the basic activity level of a study region. Conceptually 
there is no difference to the basic multiplier using employment. For instance, the 
basic multiplier (BM) using wages can be expressed as:  

                                                       
 Schaffer (1999) recommends regression analysis for calculating marginal multipliers (p. 9). 
 Alternatively, the employment multiplier could be expressed as: EMt  where t refers to the year the data 

were collected. 
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total regional wagesBM
total wages in the basic sector

w
bw

            (4.67) 

4.6.1.2 The Income Multiplier (IM)

In a simplified world without governments, major regional spending is 
attributable to local consumption, local investment, and exports. The spending in 
these three sectors in return leads to income for local residents. The main 
assumption for deriving an income multiplier IM is that both exports (X ) and 
local investment (I ) depend on forces outside the region. We already stated 
earlier that exports clearly depend on external market demand and, as such, on 
economic conditions outside the study region. Local investment, at least in the 
short-term, also reflects outside forces, such as interest rates and outside investment 
opportunities. As a result, both exports and local investments are considered 
exogenous and, therefore, are not explained by the economic base model. 

Referring back to Fig. 4.1—the circular flow of income and expenditures—
there is a direct positive relationship between household income and local 
consumption. Generally, the higher people’s income is, the more they can spend 
either locally—on regional consumption—or non-locally—on imports or leakages. 
And, the higher the marginal propensity to purchase regionally produced 
products (mpp), the more they consume locally and, therefore, the higher the 
multiplier effect. Comparing the economic base multiplier to the Keynesian 
multiplier, we also made a cross-reference between the marginal propensity to 
purchase regional products (mpp) in the economic base model and the marginal 
propensity to consume (mpc) in the Keynesian model. While this is conceptually 
straight forwards, in the context of local income generation, we must refine the 
term marginal propensity to purchase regionally produced products (mpp).  

Zooming in on how income is generated in a regional economy we will find 
that the regional income level actually depends on two factors:  

(1) pcl: the propensity to consume locally captures how much of their 
income residents spend locally. Let us say for example residents in Boone County 
spend 80 percent of their income locally; pcl 0.80. The remaining 20 percent 
must be spent on imports.  

(2) ipls: the income propensity of the local sales dollar. Local firms and 
businesses can employ nonresidents or buy inputs from outside the region. Both 
cases represent a leakage where money is leaving the region. For example, an 
employee commuting from neighboring Hamilton County to Boone County for 
work increases the leakage as she will take her income back home. To complete 
the example of Boone County, we assume the ipls to be 0.8125.  

                                                       
 This section follows closely Charles Tiebout (1962), pp.58 61. 
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The income multiplier can then be defined as:  

1IM
1 (pcl ipls)

                    (4.68) 

where IM is the income multiplier. The product of pcl times ipls resembles the 
formerly determined marginal propensity to purchase regional products (mpp). 
For Boone County the income multiplier thus is calculates as:  

1IM 2.86
1 (0.8 0.815)

Tiebout (1962) in the 1960’s referred to the income multiplier as the simpler 
approach compared to the economic base multiplier. However, considering the 
Internet and today’s computing power, Tiebout’s statement might no longer hold. 
The ease of downloading employment, income, and earnings data from the 
Internet and the simplicity of deriving basic activities and economic base 
multipliers using spreadsheet software make the economic base multiplier a 
practicable tool for assessing economic impacts.  

4.6.1.3 Critics of the Economic Base Multiplier  

Every economic model is based on a set of assumptions. The big advantage of 
the economic base multiplier analysis are:  

(1) it builds on a conceptually simple economic framework,  
(2) it does not require a lot of training, time, or money to be carried out 

using a spreadsheet software,  
(3) it helps make more informed decisions about pursuing new economic 

development projects,  
(4) it emphasizes economic interdependencies, and  
(5) the availability of necessary data makes it an applied method that should 

be included in the tool box of every economic development planner.  
However, it also comes with shortcomings that one must keep in mind when 

using economic base multipliers:  
(1) First, for calculating employment multipliers we need to estimate total basic 

employment. Therefore, employment multipliers depend highly on the accuracy of 
the preceding basic employment estimation and inherit all assumptions built into 
the method used to estimate basic employment. For instance, the magnitude of 
the employment multiplier depends to a large extent to the choice of the 
benchmark region and the level of industrial detail. 

(2) The size of the regional economy itself is also crucial for the magnitude 
of the economic base multiplier. Generally, increasing sizes of regional economies 
lead to larger multipliers as the ratio of non-basic to basic activities ( / )n b
increases. Larger diversified metropolitan regions offer most commodities locally 
and, therefore, only rely to a small extent on exports. Outcomes are large economic 
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base multipliers, often in a magnitude beyond the point of plausibility. Contrarily, 
smaller and more specialized regions have smaller multipliers as they depend to a 
larger extent on exports.  

(3) Time plays a role as it takes years for the total multiplier effect to take 
place. 

(4) Multiplier analysis assumes the absence of supply constraints, which 
means that any increase in demand can be met through local production. Further, 
there are no changes in prices or the economic structure which could lead to a 
change in the ratio of non-basic to basic activities ( / )n b .

4.6.2 Shift-Share Analysis  

So far, the economic base analysis has primarily employed single year data. We 
have compiled a regional economic profile, have calculated basic economic 
activities, and have used this information in the economic base projection model 
to answer how total economic activities in the region are expected to change as a 
result of an exogenous stimulus in the basic sector. Contrary to this rather static
evaluation, shift-share analysis compares regional economic changes (e.g., 
growth or decline) for a selected time period to economic changes of a selected 
benchmark region. Shift-share analysis is a widely used economic base approach 
that assesses past observed growth or decline of an industry i between two points 
in time (e.g., ).t t n  It is a more dynamic approach as it uses data for two 
points in time. Generally, shift- share analysis can be done for any two points in 
time data are available. But unless the study focuses on understanding historic 
economic trends, more recent data should be used. Time periods of five to ten 
years are commonly used for most analyses. Important to note is that the outcome 
of the shift-share analysis can vary substantially by using a five-year period versus 
a ten-year period. The underlying idea here is that regional industry growth or 
decline may have several causes; some may be purely regional and some may 
reflect to a large extent state-or national economic trends. More specifically, 
shift-share analysis breaks down a regional industry sector’s change (e.g., growth 
or decline) into three individual components: national growth share (ns )i , industry 
mix share (im )i , and regional growth share (rs )i , and use this information to shed 
light into what made the regional economy grow differently from the reference 
region.

The first component compares regional economic growth in industry i to the 
general economic growth of the benchmark region—the national growth 
share (ng )i . The assumption is that overall observed economic growth in a 
benchmark region will inevitably be reflected in regional economic growth. For 
instance, given that Boone County is located in Kentucky an overall employment 
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increase in Kentucky for all industries combined is likely to positively influence 
employment growth in Boone County. In the case of using employment, the 
national growth share (ng )i  calculates the expected employment growth that would 
have occurred in Boone County’s industry i if this industry sector’s employment 
would have grown at exactly the same rate as combined employment in 
Kentucky. More formal, this can be written as:  

ng t t t n
i ie G                    (4.69) 

where,
ngi — the national growth share in industry i;

t
ie — regional employment in industry i in the year t;
t t nG — average growth rate for employment in the benchmark region for 

the time interval ;t t n
t — beginning year of the time period; 
n — number of years included in the time interval. 
A second component captures economic change attributable directly to the 

so-called regional industry mix (im )i . The aim of this component is to assess 
whether or not certain industries in the reference region grew faster or slower 
compared to overall regional growth of the reference region and to translate this 
observed difference in (employment) growth onto the corresponding industry 
sector in the study region. Outcome of this decomposition is to identify whether 
or not the study region specializes in industries that experience faster or slower 
than average growth in the reference region. For Boone County, industries with 
positive mix components thus will indicate regional specialization in industries 
that are growing at a faster rate than overall economic growth in Kentucky and 
vice versa. This observation is of importance as you might expect that a regional 
industry mix of state-wide fast growing industries will attribute more to regional 
growth than a regional industry mix of slow growing industries. The regional 
industry mix can be expressed as:  

im ( )t t t n t t n
i i ie G G                 (4.70) 

where,
imi — the regional industry mix share in industry i;

t t n
iG — growth rate for employment in industry i in the benchmark region 

for the time interval .t t n
The third component accounts for the difference in growth between the 

study and the reference regions that can be credited solely to regional factors—
regional growth share (rg )i . Some industries grow faster/slower in the study 
region than those in the benchmark region. In any case the regional growth share 
attributes the regional growth or decline to purely regional factors and as such 
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indicates regional economic strengths or weaknesses. The regional growth share 
evaluates a regional industry’s competitive situation within the larger economy 
of the reference region due to regional comparative advantages such as industrial 
clustering, infrastructure and resource availability, or non-unionized labor markets. 
The formal definition of the regional growth share is: 

rg ( )t t t n t t n
i i i ie g G                (4.71) 

where,
rgi the regional growth share in industry i;

t t n
ig growth rate for employment in industry i in the study region for 

the time interval .t t n
The outcome of adding these three components of growth together, see 

below, is the total growth (tg )i , which in turn is equivalent to the actual growth 
or decline of industry i in the study region, e.g., t t n

ig .

tg ng im rg

( ) ( ) ( )

( )

i i i i
t t t n t t t n t t n t t t n t t n
i i i i i i
t t t n t t n t t n t t n t t n
i i i i
t t t n
i i

e G e G G e g G

e G G G g G

e g

   

(4.72)

The choice of the benchmark region for a shift-share analysis is of major 
importance for the outcome of the analysis. Generally a larger benchmark region 
is chosen of which the local region is a part. The state or the nation is a common 
choice. Alternatively, a larger metropolitan region might be chosen if compatible 
with the motivation for the study. We choose Kentucky as benchmark region for 
the study for the following reasons:  

(1) Boone County lies in Kentucky; 
(2) Both the county and the state are very rural in character; 
(3) Many decisions influencing economic competitiveness follow political 

rather than regional boundaries. 
For instance, tax incentives and the provision of utilities and infrastructure 

follow political boundaries closely rather than regional boundaries across states. 
We could also use the nation as the reference region, particularly for industries 
underlying more national trends. One may argue that national trends are more 
influential for the economic performance than state or regional trends for industry 
sectors like transportation, biomedical research, telecommunication, and information 
services.  

The reminder of this section describes in detail how to break down total 
growth into three individual growth components for manufacturing industries in 
Boone County. Employment data for 1997 were converted from SIC to the 
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NAICS subject to data availability. However, no exact match is possible, 
particularly at the three-digit level; some data were not disclosed for reasons of 
confidentiality. Further, three-digit SIC sectors often split into two or more 
three-digit NAICS sectors. Consequently, the employment data in Table 4.17 
must be considered an approximation rather than a reflection of true employment 
trends.  

Table 4.17 Manufacturing employment data for Boone County and Kentucky(1)

Boone County
2002
( )t n

ie

Employment
1997
( )t

ie

Kentucky
2002

( )t n
iE

Employment
1997
( )t

iE

31 33 Total Manufacturing 10,360 12,332 275,466 314,528 

311 Food Manufacturing 1,498 1,265 23,551 23,613 

314 Textile Product Mills 365 295 2,714 9,593 

322 Paper Manufacturing 708 1,279 11,015 13,743 

323 Printing and Related
Support Activities 

935  1,488 13,554 16,614

325 Chemical Manufacturing 686 778 13,958 18,530 

326 Plastics and Rubber
Products Mfg. 

1,770 2,046 17,542 19,849 

333 Machinery Manufacturing 1,545 2,359 21,010 36,702 

336 Transportation Equipment
Mfg.

1,317 923 56,932 57,359 

N/A Other Manufacturing 1,536 1,899 115,190 118,525
Total area employment 70,007 59,540 1,717,978 1,657,494

  (1) Source: Bureau of Labor Statistics, Quarterly Census of Employment and Wages.

Employment data for Boone County and Kentucky were chosen for 1997 
and 2002. Total manufacturing employment is broken down into three-digit 
NAICS sub-sectors. The most significant sub-sectors are listed explicitly while 
all remaining sectors are lumped into Other Manufacturing. The first analytical 
step is to calculate absolute and percent employment changes for Boone County 
and Kentucky for the five-year period between 1997 and 2002. 

The growth rates listed in Table 4.18 basically provide all the information 
necessary for breaking down total growth (tg )i  into its three components. 
Absolute changes are calculated by subtracting employment in the later year from 
employment in the earlier year, or:  

t t n t n t
i i ie e e                    (4.73) 
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where,
t t n
ie absolute change in regional employment in industry i from 
;t t n

t
ie regional employment in industry i in year t;
t n
ie regional employment in industry i in year .t n

Table 4.18 Absolute and percent employment changes in Boone County and Kentucky  

  Boone County Kentucky 
Absolute Change
in Employment

( )t t n
ie

Growth
Rate

( ) / %t t n
ig

Absolute Change
in Employment

( )t t n
iE

Growth
Rate

( ) / %t t n
iG

31 33 Total Manufacturing 1,972 15.99 39,062 12.42
311 Food Manufacturing 233 18.42 62 0.26
314 Textile Product Mills 70 23.73 6,879 71.71
322 Paper Manufacturing 571 44.64 2,728 19.85
323 Printing and Related

Support Activities 
553 37.16 3,060 18.42

325 Chemical Manufactu-
ring

92 11.83 4,572 24.67

326 Plastics and Rubber
Products Mfg. 

276 13.49 2,307 11.62

333 Machinery Manufactu-
ring

814 34.51 15,692 42.76

336 Transportation Equip-
ment Mfg. 

394 42.69 427 0.74

N/A Other Manufacturing 363 19.12 3,335 2.81
Total Area Employment 10,467 17.58 60,484 3.65

Analogously, state-wide absolute employment changes are derived as: 
t t n t n t
i i iE E E                 (4.74) 

where,
t
iE — absolute change in state employment in industry i from ;t t n

t
iE — state employment in industry i in the earlier year t;
t n
iE — state employment in industry i in the later year .t n

For instance, the absolute employment change of 233 persons in food 
manufacturing (NAICS 311) in Boone County is calculated as:  

1997 2002 2002 1997 1,498 1,265 233i i ie e e
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Employment growth rates are calculated as: 

employment in later year employment in earlier year growth rate
employment in earlier year  

t + n t
t

(4.75)

In particular, we need three individual growth rates: 
(1) the overall growth rate ( )t t nG  for employment in the benchmark region:  

,
t n t

t t n
t

E EG
E

                 (4.76) 

(2) the growth rate ( )t t n
iG  for employment in the benchmark region by 

industry i:

,
t n t

t t n i i
i t

i

E E
G

E
                 (4.77) 

(3) and the growth rate ( )t t n
ig  for employment in the study region by 

industry i:
t n t

t t n i i
i t

i

e e
g

e
                 (4.78) 

where,
t
ie — regional employment in industry i in year t;
t n
ie — regional employment in industry i in year ;t n

t
iE — state employment in industry i at time t;
t n
iE — state employment in industry i at time ;t n
tE — aggregated state employment at time t;
t nE — aggregated state employment at time .t n

Using these growth rate formulas, we define the necessary growth rates for 
Boone County as follows:  

(1) the average growth rate ( )t t nG  for employment in Kentucky is 

1997 2002 1,717,978 1,657,494 0.0365 3.65%
1,657,494

G

indicating that total employment in Kentucky grew by 3.65% between 1997 and 
2002.  

(2) the growth rate ( )t t n
iG  for employment in Kentucky in food manu- 

facturing:
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1997 2002
food

23,551 23,613 0.0026 0.26%
23,613

G

meaning that employment in food processing establishments in Kentucky declined 
by 0.26% for the five year period.  

(3) and the growth rate ( )t t n
ig  for employment in Boone County in food 

manufacturing:  

1997 2002
food

1,498 1,265 0.1842 18.42%
1,265

g

showing that Boone County’s employment in food processing establishments grew 
by 18.42%.  

The decomposition of total growth (tg )i  into its three components, namely 
national growth share (ng ),i regional industry mix (im ),i  and regional growth 
share (rg ),i  is demonstrated below as a three-step procedure. While this task can 
easily be performed in one single table using spreadsheet software, for demon- 
stration purposes we show each individual component calculation individually in 
a separate table.  

4.6.2.1 National Growth Share Calculations  

What portion of change—either growth or decline—in regional employment in 
industry I (tg )i  can be explained through the observed trend in overall growth (or 
decline) of the benchmark region? In the case of Boone County it explains how 
much each industry sector might have grown (or declined) over the observed time 
span because of an observable positive or negative growth trend in Kentucky. 
More specifically, overall employment in Kentucky grew from 1997 to 2002 by 
3.65%. From this we might expect a positive spill-over on employment growth 
by industry in Boone County for this specific time period. The national growth 
shares (ng )i  are calculated by multiplying regional employment in industry i by 
the overall growth rate for the benchmark region, or:  

ng t t t n
i ie G                       (4.69) 

For example, the national growth share for food manufacturing food(ng ) is 
calculated as:  

foodng 1,265 0.0365 46

Food manufacturing employment in Boone County would have increased by 
46 persons for the time period from 1997 to 2002 if it would have followed the 
overall employment growth in Kentucky of 3.65% for this five-year period. As 
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Table 4.19 clearly shows, all national growth shares must be positive as 
Kentucky employment increased by 3.65%.  

Table 4.19 National growth share calculations, manufacturing industries, Boone County  

National
Growth
Share
(ng )i

Boone County 
Employment

1997
( )t

ie

Average
Employment
Growth Rate
in Kentucky

( )t t nG
311 Food Manufacturing  
314 Textile Product Mills  
322 Paper Manufacturing  
323 Printing and Related Support Activities 
325 Chemical Manufacturing 
326 Plastics and Rubber Products Mfg. 
333 Machinery Manufacturing 
336 Transportation Equipment Mfg. 
N/A Other Manufacturing 

46 1,265 0.0365
11 295 0.0365
47 1,279 0.0365
54 1,488 0.0365
28 778 0.0365
75 2,046 0.0365
86 2,359 0.0365
34 923 0.0365
69 1,899 0.0365

31 33 Total Mfg. National Growth Share      450 

4.6.2.2 Industrial Mix Share Calculations 

What portion of change—either growth or decline—in regional employment in 
industry i (tg )i can be attributed to the fact that industries in the benchmark region 
might grow faster or slower than the observed trend in overall growth (or decline) 
of the benchmark region? As a matter of fact, the average growth rate for 
employment in the benchmark region ( )t t nG  is only a summary measure. 
Individual industries usually do not exactly mirror this overall growth rate. Some 
industries grow faster, some grow slower, and others even show opposite trends, 
e.g., decline while total employment in the benchmark region increases. For the 
food manufacturing industry in Kentucky, we have observed a marginal decrease 
of 0.26% (e.g., 62 jobs) for the period from 1997 to 2002. With an overall 
employment growth in Kentucky of 3.65% this means that food manufacturing 
industries did not follow the overall economic growth. How does this difference in 
growth of 3.91% (e.g., 0.26% 3.65%) translate onto the food manufacturing 
industry in Boone County? The industrial mix component food(im )  is calculated 
by multiplying the study region employment by the difference in growth:  

im ( )t t t n t t n
i i ie G G                     (4.70) 
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For food manufacturing in Boone County, the industry mix share is 

foodim 1,265 ( 0.0026 0.0365) 49

Assuming an identical industry mix in Boone County to that in Kentucky, 
food manufacturing would have lost 49 jobs for the five-year period from 1997 
to 2002. As Table 4.20 indicates, all industrial mix shares are negative. We 
further see that Boone County’s manufacturing industries (31 33) would have 
lost a total of 2,691 jobs if there were no structural difference between the county 
and the state. 

Table 4.20 Industry mix share calculations, manufacturing industries, Boone County 

  Regional
Industry 

Mix
Share
(im )i

Boone
County 

Employment
1997
( )t

ie

Employment 
Growth
Rate by 
Industry 
( )t t n

iG

Average
Employment
Growth Rate 
in Kentucky

( )t t nG

311 Food Manufacturing 
314 Textile Product Mills 
322 Paper Manufacturing 
323 Printing and Related Support Activities
325 Chemical Manufacturing 
326 Plastics and Rubber Products Mfg. 
333 Machinery Manufacturing 
336 Transportation Equipment Mfg. 
N/A Other Manufacturing 

49 1,265 0.0026 0.0365
222 295 0.7171 0.0365
301 1,279 0.1985 0.0365
328 1,488 0.1842 0.0365
220 778 0.2467 0.0
312 2,046

1,095 2,359
41 923

123 1,899

365
0.1162 0.0365
0.4276 0.0365
0.0074 0.0365
0.0281 0.0365

31 33  Total Mfg. Regional Industry Mix 
Share

2,691

4.6.2.3 Regional Growth Share Calculations  

What portion of the change—either the growth or decline—in regional employment 
(tg )i  can be attributed directly to local factors and, as such, reflect the region’s 
competitive position in a particular industry i ? This share component measures 
to what extent the growth/decline of a specific industry i different from its 
state-wide counterpart. Employment in the food manufacturing industry in Boone 
County grew by 18.42%. The difference in growth in food manufacturing 
employment between the county and the state is translated directly into the 
regional growth share component using the formula: 

1997 1997 2002 1997 2002
food food food foodrg ( )e g G            (4.79) 



Chapter 4  Understanding Your Regional Economy—The Economic Base Theory

211

and results in: 

foodrg 1,265 0.1842 ( 0.0026) 236

While food manufacturing industries lost statewide employment, Boone 
County on the other hand shows a strong competitive position as indicated by a 
large positive regional growth share component of 236 jobs. Manufacturing-wide, 
Table 4.21 indicates that Boone County is very competitive in food manufacturing, 
textile product mills, chemical manufacturing, machinery manufacturing, and 
transportation equipment manufacturing.  

Table 4.21 National growth share calculations, manufacturing industries, Boone County 

Regional
Growth
Share
(rg )i

Boone
County 

Employment
1997
( )t

ie

Employment 
Growth Rate 
by Industry in 
Boone County

( )t t n
ig

Employment 
Growth Rate 
by Industry 
in Kentucky

( )t t n
iG

311 Food Manufacturing  
314 Textile Product Mills  
322 Paper Manufacturing  
323 Printing and Related Support Activities
325 Chemical Manufacturing  
326 Plastics and Rubber Products Mfg. 
333 Machinery Manufacturing  
336 Transportation Equipment Mfg.  
N/A Other Manufacturing 

236 1,265 0.1842 0.0026
282 295 0.2373 0.7171
317 1,279 0.4464 0.1985
279 1,488 0.3716 0.1842
100 778 0.1183 0.2467

38 2,046
195 2,359
401 923
310 1,899

0.1349 0.1162
0.3451 0.4276
0.4269 0.0074
0.1912 0.0281

31 33 Total Mfg. Regional Growth Share   269    

Adding the three components of growth together then results in total growth 
(tg )i as indicated in Table 4.22. For food manufacturing, total employment change 
is calculated as: 

food food food foodtg ng im rg
49 49 236
236

Breaking down employment data into three individual components helps to 
shed light on the reasons why some industries grew and while others declined 
between 1997 and 2002. For instance, machinery manufacturing is the biggest 
loser of manufacturing employment in Boone County with 814 jobs. The main 
reason for this tremendous job loss lies in the industry mix share component 
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Table 4.22 Total growth calculations, manufacturing industries, Boone County  

Boone
County

Employ-
ment
1997

National
Growth
Share

Regional
Industry

Mix
Share

Regional
Growth
Share

Total
Employ-

ment
Change

Boone
County

Employ-
ment 2002

31 33 Total Manufacturing  12,332 450 2,691 269 1,972 10,360
311 Food Manufacturing 1,265 46 49 236 233 1,498
314 Textile Product Mills 295 11 222 282 70 365
322 Paper Manufacturing 1,279 47 301 317 571 708
323 Printing and Related

Support Activities 
1,488 54 328 279 553 935

325 Chemical Manufactu-
ring

778 28 220 100 92 686

326 Plastics and Rubber
Products Mfg.  

2,046 75 312 38 276 1,770

333 Machinery Manufactu-
ring

2,359 86 1,095 195 814 1,545

336 Transportation Equip-
ment Mfg.  

923 34 41 401 394 1,317

N/A Other Manufacturing  1,899 69 123 310 363 1,536

(e.g., 1,095) or that statewide machinery manufacturing declined relatively by 
46.40% (e.g., 42.76% 3.65%) when compared to the total economy in 
Kentucky. Machinery manufacturing in Boone County increased its performance 
when compared with Kentucky as indicated by a positive regional share 
component of 195 jobs. In general, Boone County’s manufacturing industries 
gained in competitiveness (e.g., regional growth share of 269), took advantage of 
an overall aggregate employment change in Kentucky (e.g., national growth share 
of 450), but was not spared by a state-wide employment drop in manufacturing 
industries (e.g., industry mix component of 2,691). The overall county-wide 
employment loss in manufacturing amounts to 1,972 jobs.  

4.6.2.4 Summary 

While shift-share analysis is a relative straight forward method of analyzing 
changes in economic performance by comparing economic change in a study 
region to that of a larger reference region, it also relies on a set of assumptions. 

First, the choice of the benchmark region has a major impact on the outcome 
of the shift-share analysis. Industrial clustering and different comparative 
advantages of regions inevitably lead to differences in economic growth in 
general and for individual industries. For example, while employment grew in 
Kentucky by 3.65% between 1997 and 2002, at the national level employment 
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grew by 5.94% for the same time period. Thus using the nation as benchmark 
region will lead to different results and conclusions.  

Second, the choice of the time period is rather arbitrary and often heavily 
influenced by data availability. Going too far back in time may raise the question 
whether observed trends are still relevant in present contexts. On the other hand, 
shorter time periods are more likely influenced by unusual short-term economic 
fluctuations. As a general rule, time periods of five to ten years seem appropriate 
for most analyses. Change of industrial classification system, such as the 
replacement of SIC system by the NAICS in the United States, complicates 
shift-share analysis for the periods when data conversion from one to the other 
system is necessary.  

Third, like any other technique in economic base analysis it does not answer 
the question of why. The shift-share analysis helps to understand what happened 
and where it happened. It helps to identify strengths and weaknesses of local 
economies in comparison to larger benchmark regions. Unfortunately, it does not 
answer the question of why a regional economy has a comparative (dis)advantage 
over the benchmark region and what could be done to improve regional 
competitiveness and make a region more attractive for firms to choose it as their 
business location.  

Finally, the level of industrial aggregation will alter the outcome of the 
shift-share approach. In general, using more detailed levels of aggregation (e.g., 
3-digit or 4-digit NAICS) will provide more exhaustive results for understanding 
regional economic changes. Deciding for a less detailed level of industrial 
aggregation (e.g., 2-digit NAICS) runs the risk that valuable and important 
information on specific industry sectors is lumped together with other industries 
and as such lost for the analyst.  

Review Questions  

1. In order to make economic development policy recommendations, it is 
important to understand the regional economy, its markets and who the essential 
actors are. Describe the working mechanism of a local/regional economy as 
discussed in the chapter. Include all actors and markets.  

2. What is the theoretical foundation of the economic base theory? More 
specifically, how can the economic base theory be used as a conceptual framework 
for explaining regional economic growth?  

3. Explain in detail the importance of the benchmark (i.e., comparison) 
region for location quotients and shift-share calculations. What benchmark region 
would you choose for calculating location quotients and shift-share analysis for a 
county in California? Explain your answers.  
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4. The North American Industry Classification System (NAICS) was 
introduced in 1997. What are the major improvements of the NAICS over the 
1987 U.S. Standard Industrial Classification (SIC) system?  

5. What exactly does a location quotient identify? In other words, what 
would you use the LQ method for? Explain the assumptions and limitations of 
the location quotient method.  

6. Which should be larger, the location quotient of a small town or a large 
metropolitan area? Explain your answer.  

7. Name five typical basic businesses and five typical non-basic businesses. 
8. Briefly explain how the minimum requirement approach works.  
9. The employment multiplier is one way to predict economy-wide changes 

in employment following an increase in export demand. Briefly explain how you 
derive the employment multiplier and how it can be used. And more specifically, 
what is meant when referring to direct and indirect effects in multiplier analysis?  

10. Shift-share analysis breaks down economic growth/decline into three 
individual components. Identify and describe these three components of economic 
growth/decline.  

Exercises

Table 4.23 contains data on average annual employment for Metropolis, a 
hypothetical urbanized area for the years 1994 and 2004. In addition, Table 4.24 
shows employment data for a benchmark region, again for 1994 and 2004. The 
employment data are grouped according to the 2-digit 2002 North American 
Industry Classification System (NAICS) identifying a total of 20 industry sectors. 

Table 4.23 Annual average employment, Metropolis, 1994 and 2004  

2002 NAICS 
Code

2002 NAICS Title 
Metropolis

Employment
1994

Metropolis
Employment

2004
11 Agriculture, Forestry, Fishing and Hunting 20 30  
21 Mining 40 30 
22 Utilities 450 350  
23 Construction 2,350 2,900 
31 33 Manufacturing 6,000 4,700 
42 Wholesale Trade 2,750 3,100  
44 45 Retail Trade 8,400 8,300 
48 49 Transportation and Warehousing 1,850 3,300 
51 Information 1,800 2,050 
52 Finance and Insurance 4,300 5,050 
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Continued     

2002 NAICS 
Code

2002 NAICS Title 
Metropolis

Employment
1994

Metropolis
Employment

2004
53 Real Estate and Rental and Leasing 900 1,300 
54 Professional, Scientific, and Technical Services 2,900 4,100 
55 Management of Companies and Enterprises 350 1,500 
56 Administrative and Support and Waste Mgm.  3,500 5,200 
61 Educational Services 2,800 3,850 
62 Health Care and Social Assistance 5,050 7,200 
71 Arts, Entertainment, and Recreation 2,500 900 
72 Accommodation and Food Services 2,750 5,650 
81 Other Services (except Public Administration) 1,800 2,350 
92 Public Administration 3,800 4,100  
Total  54,310 65,960 

Table 4.24 Annual average employment, Benchmark Region, 1994 and 2004  

2002 NAICS 
Code

2002 NAICS Title

Benchmark
Region

Employment 
1994

Benchmark
Region

Employment 
2004

11 Agriculture, Forestry, Fishing and Hunting 13,000 15,000 
21 Mining 18,000 12,000 
22 Utilities 48,000 35,000 
23 Construction 203,000 254,000 
31 33 Manufacturing 1,081,000 1,023,000 
42 Wholesale Trade 223,000 248,000 
44 45 Retail Trade 616,000 673,000 
48 49 Transportation and Warehousing 140,000 200,000 
51 Information 114,000 129,000 
52 Finance and Insurance 198,000 225,000 
53 Real Estate and Rental and Leasing 62,000 73,000 
54 Professional, Scientific, and Technical Services 166,000 241,000 
55 Management of Companies and Enterprises 11,000 82,000 
56 Administrative and Support and Waste Mgm. 203,000 333,000 
61 Educational Services 358,000 414,000 
62 Health Care and Social Assistance 525,000 654,000 
71 Arts, Entertainment, and Recreation 163,000 70,000 
72 Accommodation and Food Services 249,000 415,000 
81 Other Services (except Public Administration) 148,000 179,000 
92 Public Administration 211,000 225,000 
Total  4,750,000 5,500,000 
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Using the data provided in these two tables, compile an economic profile for 
Metropolis showing the city’s economic specializations and identify growth 
patterns of its industry sectors. 

1. Use graphs to identify regional specialization by comparing Metropolis’s 
employment shares by industry with the employment shares of the benchmark 
region. In addition, make a graph that shows the employment growth or decline 
by industry sector.  

2. Calculate the location quotients (LQ) for all industry sectors. Based on 
the magnitude of calculated location quotients, identify the industry sectors in 
which Metropolis appears to be specialized. Do the identified industry sectors of 
specialization match the ones identified graphically? 

3. Using the location quotient method, identify basic employment for each 
industry sector and calculate the economic base multiplier. 

4. Assuming an increase in employment in transportation and warehousing 
by 250 new jobs, what is the projected increase in total employment in Metropolis? 

5. Do a complete shift-share analysis including calculations of national 
growth share, industrial mix share, and regional growth share. How much of total 
observed employment growth can be attributed to the local competitiveness of 
Metropolis?
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Chapter 5  Input-Output Analysis for Planning  
   Purposes 

5.1  Introduction to Input-Output Analysis 

The goal of this chapter is to introduce the fundamentals of input-output (I-O) 
analysis and its use in economic impact analysis and economic development 
planning. Input-output analysis has been around for decades in various disciplines 
of economics and is widely used by researchers, policy analysts, and practitioners. 
Applications of input-output analysis can be found in such economic sub-disciplines 
as agricultural, resource, environmental, transportation, energy, education, and 
tourism economics. More recently, input-output analysis has become a strong 
force in the field of planning and economic geography, reinforced by readily 
available commercial software and data packages. 

The first attempt at an accounting system, which led to today’s input-output 
tables, was undertaken by the French economist François Quesnay. In 1758, Quesnay 
published his “Tableau Économique” to explain the interrelationship of production, 
distribution and use of national wealth by means of tracing expenditures in a 
circular economic system—the “Tableau Économique”. Many scholars picked up 
on this idea of an accounting framework, including Adam Smith, David Ricardo, 
Karl Marx, and Leon Walrus, but it was Wassily Leontief who developed the 
input-output framework as we know it today. In his 1928 manuscript entitled 
“Die Wirtschaft als Kreislauf ” Leontief presented the economy as a circular 
framework and referred explicitly to cost items—the inputs—and return items—
the outputs. Research in the 1930s then led to his 1936 and 1941 publications, 
Quantitative input and output relations in the economic system of the United States
and The structure of American economy, 1919 1929, in which he introduced the 
analytical input-output framework and for which he was awarded the Nobel 
Memorial Prize in Economic Science in 1973.  Seventy years later, the principle 
idea of Leontief’s input-output framework remains the same.  

While there is much written on the input-output framework per say, textbooks 

                                                       
More on the evolution of input-output analysis can be found in: (1) Polenske and Skolka (1974), Introduction 

in Advances in Input-Output Analysis. (2) Stone (1986) in Readings in Input-Output Analysis: Theory and 
Applications, edited by Ira Sohn. (3) Kurz, Dietzenbacher, and Lager (1998), Introduction to Part I: Foundations 
of Input-Output Analysis. (4) Both of Leontief ’s 1928 and 1936 manuscript are included in Kurz, Dietzenbacher, 
and Lager (1998), Vol. I.
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pay little attention to how input-output analysis relates to economic base analysis 
and national economic accounting systems. In Chapter 4, we described the 
economic base framework as a simplification of the circular flow of income and 
expenditure framework which is widely used to describe an economy (Fig. 4.2). 
In particular, we saw that the economic base framework simplifies the portrayal 
of the economy on the final demand side (e.g., the right-hand side in the income 
flow diagram in Fig. 5.1 by distinguishing only between basic and non-basic 
activities).  

Figure 5.1 Flow of income and expenditure in an input-output framework 

To explain the input-output framework we begin, once again, with the circular 
flow of the income and expenditure diagram, focusing now on the firms and 
businesses or “industries”. As indicated in Fig. 5.1, the input-output framework 
takes a close look at the industries—their sources of income and how they spend 
it. In particular, the input-output framework records financial transactions of 
industries with respect to final demand consumption (e.g., household, investment, 
government, and export expenditures), their contribution to value added (e.g., 
wages, interest, rent, and profit), and their imports. The centerpiece of input- 
output tables, which makes them different from the national industry and products 
accounts (NIPA), is the explicit treatment of inter-industry transactions—also
referred to as intermediate inputs. While intermediate inputs are not counted 
towards the region’s gross regional product (GRP) (to avoid double-counting), 
the level of inter-industry transactions plays a main role in input-output analysis. 

The starting point for deriving input-output tables is the economic accounts 
of firms and businesses. The United Nations (UN) Statistics Division maintains a 
system of national accounts (SNA) including data for more than 200 countries. 
Following internationally used concepts and accounting rules, this system of 
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national accounts presents a comprehensive accounting system consisting of a 
coherent, consistent and integrated set of macroeconomic accounts, balance sheets, 
and tables.  Governments, including the United States, have well established 
national accounting systems to provide a coherent and comprehensive snapshot 
of the Nation’s economy. In the United States, the national economic accounting 
system has three major branches: (1) the national industry and products accounts,
which focus on the value and composition of national output and the distribution 
of income generated in its production; (2) the capital finance accounts (e.g., 
flow of funds accounts), which display the role of financial institutions in the 
transformation of savings into investment (e.g., changes in assets and liabilities); 
and (3) the input-output account, emphasizing the flow of goods and services 
among the producing sectors of the economy, the value added of each business, 
and the composition of final demand sales. The building blocks of each of these 
three branches of the national economic accounting system are the economic 
accounts of firms and businesses, namely: (1) the balance sheet, which shows the 
firm at one point in time; (2) the statement of income and retained earnings, 
focusing on net income for the period between balance sheets; and (3) the 
statement of change in financial position indicating the firm’s change in working 
capital. With this information at hand, production accounts can be derived, which 
must be balanced according to accounting principles.

As an example, the production account in Table 5.1 is set up for the industry 
sector transportation and warehousing, NAICS 48 49, based on information from 
business economic accounts. For simplicity, we will refer to it as transportation. All 
firms and businesses engaged in the production of transportation services are 
lumped together into one industry sector, namely transportation. As stated in 
previous chapters, Boone County is the home of the Cincinnati/Northern Kentucky 
International Airport, the main airport for the entire metropolitan region. According 
to airport administration, the airport served 22.5 million passengers in 2000, 
employs currently more than 15,000 people, and annually pumps an estimated 3.9 
billion dollar into the regional economy.

The production account identifies six industries—extraction, utilities, 
construction, manufacturing, transportation, and services. Each industry sector 
produces a unique commodity, labeled accordingly. Industries producing more 
than one commodity are labeled according to their main activity. Hence,  

                                                       
United Nations Statistics Division: http://unstats.un.org/unsd/nationalaccount/default.htm.
According to the United Nations Statistics Division, the production account “records the activity of 

producing goods and services as defined within the SNA. Its balancing item, gross value added, is defined as the 
value of output less the value of intermediate consumption and is a measure of the contribution to GDP made by 
an individual producer, industry or sector. Gross value added is the source from which the primary incomes of the 
System are generated and is therefore carried forward into the primary distribution of income account.” Source: 
http://unstats.un.org/unsd/sna1993/glossary.asp.

Source: http://www.cvgairport.com/airport/econimp.shtml
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Table 5.1 Production account for transportation and warehousing, Boone County, KY, 2001 
million $      

Uses Sources 
Purchases from:  Sales to:  

Extraction 0.01 Extraction 0.13  
Utilities 8.29 Utilities 3.93  
Construction 7.18 Construction 2.28  
Manufacturing 112.95 Manufacturing 21.32 
Transport 79.00 Transport 79.00 
Services 356.21 Services 19.27 

Value Added  Final Demand Sales  
Payments to households 583.64 Households 16.47 
Other payments 252.68 Governments 1.23

  Investment 8.01 
Imports 797.99 Exports 2,048.77 
Chargesagainst Gross Output 2,197.94 Gross Output 2,197.94  

financial services provided by manufacturing industries appear under manufacturing 
rather than under services. Another important feature is the treatment of 
investment spending in the production account. Investment, which also includes 
inventory adjustments, represents the purchase of domestic capital goods and 
appears in the input-output framework under final demand rather than as an 
intermediate demand transaction. For instance, a manufacturing plant’s purchases 
of equipment would be treated as a final demand activity even though the plant 
purchases the equipment from another firm. 

For simplicity, we limited our snapshot of the Boone County economy to six 
industry sectors. Six production accounts, one for each industry, are needed to 
get a complete picture of the entire local economy. Taking a closer look at the 
production account for transportation, we can identify three different charges 
against output (e.g., uses): (1) the consumption of transportation services from 
other industries or intermediate inputs; (2) value added payment to households 
and other sources (e.g., wages and salaries, rent, interest and profits); and 
(3) imports. Sales by transportation are listed on the right-hand side and include: 
(1) sales to other industries; (2) final demand sales to households, governments, 
and investment; and (3) export sales. Following accounting principles, the 
industry product account for manufacturing must be balanced. In other words, 
charges against output must equal output.  

In an economy consisting of only six industries, the input-output table can be 
derived directly from the six production accounts by combining the six production 
accounts into one single table—the input-output table. A highly disaggregated 
input-output table for Boone County is shown in Table 5.2. All data reported in 
the production account for transportation and warehousing, Table 5.1, appear in 
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the input-output table. What is reported in the production account on the left-hand 
side under uses now appears in the column labeled transportation. Analogously, 
the right-hand side of the production account appears unchanged in the row of 
the transportation industry.  

But rather than using production accounts for deriving the Boone County 
input-output table, we used a commercially available software and data package 
made available through the Minnesota IMPLAN Group, Inc (MIG, Inc), the 
developer of the IMPLAN® economic impact modeling system.  The Minnesota 
IMPLAN Group makes data available at the national, state, county, and ZIP code 
level, which makes input-output analysis a widely used economic impact analysis 
tool. Beginning with 2001, available input-output tables are NAICS based and 
contain as many as 509 individual industry sectors. Of course, for many smaller 
and more specialized local economies, all of the 509 industries might not be 
available. 

For Boone County, for instance, the data filed included 229 industries. In 
addition to the detailed inter-industry transactions, value added, and final demand 
components, IMPLANPro data files contain inter-institutional transfers, which 
allow expansion of input-output tables to social accounting matrices.  

5.2 The Input-Output Table  

Input-output tables derived from industry production accounts are the building 
block for a wide variety of planning and analysis purposes. Among others, their 
versatility is based on the fact that input-output tables are nowadays available for 
national, state, metropolitan, multi-county, and county-level economies in the 
United States. They can be constructed for single regions or to emphasize flows 
between regions as multi-region input-output tables. All input-output tables are 
similar in that they map the economy of interest at one point in time. The main 
focus of input-output tables is the interdependencies of industries—the
inter-industry transactions. Depending on the purpose they serve, input-output 
tables vary with respect to industry aggregation. Subject to data availability and 
the focus of the research, input-output tables may show various degrees of sector 
aggregation. In common, they represent a complete snapshot of the regional 
economy and include all industry transaction.  

Input-output tables can be described as a very inclusive set of industry 
accounts. They show all sales and purchases made by industries in one particular 
year. Reading across the rows identifies sales made by industries— the output—
                                                       

A detailed description of the IMPLAN Professional® Software and IMPLAN Data is available in the 
documentation “The IMPLAN Input-Output System” provided by the Minnesota IMPLAN Group, Inc. at: 
www.implan.com.
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and reading down the columns shows purchases made by industries—the inputs.
The left-hand side of the table shows the buying industries; the right-hand side of 
the table identifies final demand (Y ) from households (C), governments (G),
investment (I ), and exports (E). Horizontally, the input-output table distinguishes 
between processing industries in the upper part and industry payments in the 
lower part. Thus, conceptually, we can now divide the input-output table into four 
distinct quadrants. We use Table 5.2 to describe these four quadrants in more detail: 

Inter-industry transactions (upper left-hand quadrant). Industries sell 
goods and services to other industries—indicated by reading across the rows. 
Reading along the row, transportation sells goods and services worth $0.13 
million, $3.93 million, $2.28 million, $21.32 million, $79.00 million, and $19.27 
million to extraction, utilities, construction, manufacturing, transportation, and 
services respectively. Reading down the column shows industries buying from 
other industries. Putting it differently, reading down the column of industry 
sectors shows the use of intermediate inputs into the production process. Reading 
down the transportation column we see that transportation buys inputs worth 
$0.01 million form extraction firms, $8.29 million from utilities, $7.18 million 
from construction, $112.95 million from manufacturing, $79.00 million from 
transportation, and finally $356.21 million from services. The inter-industry 
transaction quadrant is the most important part of the input-output table and can 
contain as many as several hundred individual industry sectors.  

Final demand consumption (upper right-hand quadrant). Households, 
governments, investment, and exports are consumers of final products. This 
subsection of the input-output table focuses on local consumption pattern. In 
addition, it shows how much of the regional products are exported outside the 
region. For Boone County, most of the output of manufacturing and transportation, 
for instance, is exported with $1.56 billion and $2.05 billion, respectively. 
Construction is consumed primarily locally in the county by the investment 
sector ($298 million). The row totals show total output (X ) for each industry. It 
is also referred to as total receipts or total demand.  

Payments to the factors of production and foreign imports (lower 
left-hand quadrant). Payments to the factors of production—the value added—in the 
IMPLANPro framework consists of employee compensation, proprietary income, 
other property income, and indirect businesses taxes. Note that there are many 
ways in which value added payments can be reported. Some studies break value 
added down into wages, rent, interest, and profits. Other studies distinguish 
between labor, capital, and land. We decided to distinguish according to the 
ownership of the factors of production; namely households and other payments 
(e.g., governments and savings/investment). For instance, households receive 
payments from transportation services for the ownership of the factors of 
production worth $583.64 million. Other value added payments by transportation 
total $252.68 million. Finally, imports used by transportation amount to $797.99 
million. Income earned in Boone County by nonresidents is included in imports 
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and, as such, is excluded from factor payments. Explicitly accounting for net factor 
income to the rest-of-the-world means that the IMPLAN-based input-output table 
is based on GNP totals and not on GDP totals.  The column totals indicate total 
inputs (X ) for each industry. Therefore, it is also called “total outlays” per 
industry or “total supplies”. In an economic framework built on accounting 
principles, total inputs must equal total supplies. This means that the row and 
column totals are identical. 

Inter-institutional  transfers (lower right-hand quadrant). Inter-institutional 
transfers are an optional sub-matrix which includes all non-market transactions. 
Among others, this sub-matrix contains information of inter-governmental 
transfers, government transfers to households (e.g., social security payments), 
household tax payments, payments among households (e.g., payments for 
babysitters), and payments made by households and governments for 
commodities purchased outside the region. For instance, households in Boone 
County spent $685.09 million on products from outside the county and $1.00 
billion on other payments, mainly tax payments and household savings. However, 
non-market transactions are not the centerpiece of input-output analysis; and 
therefore, many input-output tables neglect inter- institutional transfers from their 
tables. Further, you may have already noticed that, while industry input equals 
industry output for each industry, the totals of payment rows do not match the 
totals of final demand columns. This is simply due to the fact that payments rows 
do not have matching columns and final demand column does not have matching 
rows (Table 5.2). There are only three payment sectors (e.g., households, other 
payments, and imports) while there are four final demand sectors (e.g., 
households, governments, investment, and exports). 

So far we have described the individual components of an input-output table. 
The input-output table contains information on each industry sector’s transactions 
in monetary units. In the example, all entries represent millions of 2001 dollars. 
With this information, we can trace how money flows through the economy. In 
particular, rows contain sales made by industries to other industries and final 
demand consumers, or income received by industries. Columns on the other hand 
show how industries spend their money—thus outlays—on intermediate inputs 
purchased form other industries and on payments to the factors of production and 
imports. The fact that the input-output framework reports value added and final 
demand consumption allows us to measure gross regional product in two 
different ways. 

                                                       
Gross domestic product (GDP) is a common measure of economic activity in a country. It is usually 

derived as: (1) the sum of household consumption, government expenditure, investment, and net exports 
(exports— imports). It refers to the level of economic activity within one country’s boundaries. (2) Gross national 
product (GNP), a second commonly used measure of economic activity, is derived by adding income to GDP earned 
by residents from abroad minus income earned by (non)residents leaving the country.
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First, we can measure gross regional product using the income approach or 
payments made by industries to the factors of production. Total income earned by 
the factors of production includes employee compensation, proprietary income, 
other property income, and indirect businesses taxes. In the Boone County 
input-output table, this is lumped together into the two sectors labeled 
“Households (H )” and “Other Payments (P)” in the lower left-hand quadrant of 
the table. This can be expressed as:  

value added GRP H P $3,892.77million           (5.1) 

where,
H — value added payments received by households in form of employee 

compensation, proprietary income, and other property income; 
P — value added payments received by other payments, i.e., government 

and investment, in form of employee compensation, proprietary income, other 
property income, and indirect business taxes. 

Thus, total gross regional product is the sum of all payments made by 
industries towards households (H ) and other payments (P) and equals $3,892.77 
million.  

Second, we can derive gross regional product using expenditures made by 
households (C), governments (G), investment (I ), and net exports (E M ). It is 
important to use net exports—by subtracting imports (M ) from exports (E)— to 
avoid overestimating the gross regional product. Remember, this is done because 
importing means purchasing commodities outside the region and, as such, money 
leaves the region and does not contribute towards the productive output of the 
region’s economy. This can be summarized as:  

real GRP ( )C G I E M $3,892.77 million        (5.2) 

where,
C — household consumption; 
G — government expenditures; 
I — investment expenditure; 
E — exports;
M — imports. 
Total gross regional product calculated on the expenditure side of the economy 

equals $3,892.77 million. For a balanced input-output table, the calculation of 
gross regional product, either on the income side or the expenditure side of the 
economy, must result in the same outcome, or value added GRP = real GRP.  

The level of total economic transactions indicated in the lower left-hand 
corner of the input-output table amounts to $20,277.52 million. The difference to 
the gross regional product (GRP) of $3,892.77 million can be explained in that: 
(1) intermediate demand ($2,166.29 million) and inter-institutional transfers 
($4,061.46 million) do not count towards GRP and (2) GRP is measured twice in 
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the input-output table: once, using the income approach, and second, using the 
expenditure approach. Another important observation is that due to the small size 
of the region, imports and exports play a comparatively large role in the region’s 
economic activity with $5,034.00 million. With the increasing size of the region, 
the importance of exports and imports is expected to decrease as more and more 
transactions will occur within the region.  

5.3 Deriving Input-Output Multipliers—The Economic  
 Model  

Up to now we have used the input-output table as a descriptive framework for 
describing the state of Boone County’s economy. We have seen that all table entries 
represent dollar values referring to transactions between and among industries, 
factors of production, and final demand consumers. While this sheds light onto 
inter-industry interactions, the use of factors by industries, and final consumption 
patterns, it does not answer questions of how changes in exogenous final 
demand ( )Y  impact economic activities in the region. For this reason, we will 
use the descriptive input-output framework to develop a predictive model for 
economic impact analysis. Economic impact analysis is one way of measuring 
economy-wide changes in, for instance, output, employment, and income 
following an exogenous stimulus through the final demand sector. This change 
can be measured by the increase in final demand for an industry’s products due to 
a new construction project or due to increases in exports. The fact that the 
input-output table presents the economy at one point in time is important for 
economic impact analysis. In this sense, economic impact analysis assesses how 
the economy as of today, will respond to changes in exogenous final demand. For 
instance, how will total output, employment, and income change, if final demand 
for a local business’s products increases by $1.5 million? In this section we will 
explore in more detail how to use multipliers derived from the input-output 
framework as a tool for economic impact analysis.  

The idea of the input output-multiplier is similar to that of the economic 
base multiplier. An increase in final demand consumption, let us say exports, 
would lead to an even larger increase of all economic activities due to the 
multiplying effect of the initial exogenous impact. More specifically, an input-output 
multiplier is a single number for each sector, which measures the total economic 
impact following a change in exogenous final demand on all endogenous sectors 
of the economy. It captures the ripple-effect or round-by-round effect initiated 
by the initial stimulus. The round-by-round effect describes the fact that an initial 
change in final demand will initiate subsequent rounds of income generation, 
spending, and re-spending in the economy. Ultimately, expected changes in all 
subsequent economic transactions—or the total effect in economic activities—are 
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therefore expected to be larger than changes from the initial stimulus alone. In the 
case of input-output models, final demand drives the economy.  

Before we derive different multipliers based on the input-output table, we 
need to specify some commonly used input-output terminology:  

Endogenous versus exogenous accounts: By default, all inter-industry trans- 
actions depend on regional economic conditions. Industries make their decisions 
in accordance with the economic environment of which they are part. Therefore, 
all industries are treated endogenously. Contrarily, government and investment 
decisions, at least in the short-run, are considered to be largely independent of 
local economic conditions and are therefore treated exogenously. In the same 
manner, exports are treated exogenously. As you will see later, it is common 
practice to lump all exogenous sectors together and label it final demand. For 
economic impact analyses, the important distinction is that as long as the initial 
stimulus originates from an exogenous activity, whether government, investment, 
or export sector, it would lead to the same result.  

Closing with respect to households: Households have an exceptional 
position in input-output analysis. On one hand, they clearly take the position of 
final demand consumers. On the other hand, households’ buying decisions clearly 
depend on their income earned, which in return directly relates to the level of 
regional industry activity. Thus, an initial stimulus which leads to an increase in 
industry output, at the same time results in an increase in household income. 
Given that part of the additional household income is spent locally, further 
increases in industry activities must result, and so on. Therefore, households are 
often treated endogenously like industry sectors. In input-output terminology, the
model is closed with respect to households.

Direct effect: measures only the initial immediate effects in output, 
employment, or income following an exogenous stimulus. For instance, export 
demand for manufacturing goods increases by $2 million. As an immediate result, 
output in the manufacturing sector will increase by $2 million to meet this 
change in final demand which is expressed as the direct effect. 

Indirect effect: measures changes in output, employment, and income, 
which subsequently follow the direct effect, and as thus are attributable to the 
round-by-round effect. It accounts for the fact that industries, in order to meet 
new final demand themselves, have additional outlays towards intermediate 
inputs and the factors of production (capital and labor payments) and require 
additional employment. In the example, the manufacturing sector has to buy 
additional inputs from other industries, pay additional salaries to households, or 
import additional goods in order to be able to produce the additional output 
worth $2 million.  

Induced effect: measures the portion of the total effect, which is attributable 
to the fact that households are endogenous to the system. The induced effect 
results directly from the fact that household income and spending increases due 
to the direct and indirect effects. 
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Total effect: sum of direct, indirect, and if applicable induced effects. 
Type  multipliers: derived from a conceptual framework which is open 

with respect to households—where households are treated exogenously. It 
accounts only for direct and indirect effects.  

Type  multipliers: derived from a conceptual framework, which is closed 
with respect to households. It includes direct, indirect, and induced effects.  

SAM multipliers: derived from a social accounting matrix which includes 
industries, factors of production, and institutions.  

5.3.1 The Open Model—Calculating Type Output Multipliers

Four factors in constructing the present input-output table are important to note. 
First, the input-output table is complete in that no transactions are missing, an 
important characteristic for building a predictive model for economic impact 
analysis. In addition, row and column totals must be balanced for all industry 
sectors. This implies that the regional economy is in a state of equilibrium where 
supply equals demand. Third, a decision has to be made whether households should 
be treated endogenously in a fashion similar to industries or remain exogenous as 
part of the final demand. In the algebraic example below of deriving output 
multipliers we treat households as exogenous which refers to type  multipliers; 
or the model is open with respect to households. Finally, we have revised the 
input-output table and combined all four final demand sectors into one aggregate 
sector labeled final demand. Table 5.3 below shows the revised input-output 
table used for setting up the economic impact model.  

The highlighted part of the industry transaction table indicates the 
endogenous account—the industries. Final demand is exogenous consisting of 
households, governments, investment, and exports. To obtain a general solution 
for the input-output model, we substitute data entries with algebraic variable 
notations as indicated in Table 5.4. The subscripts refer to the position in the table. 
Notational conventions in input-output analysis are usually easy to follow. 
Interindustry transactions are denoted as ijt , where i identifies the origin (from) 

and j the destination (to) of the output. For instance, 63t indicates a transaction 
between the service sector (6) as selling industry and the construction sector (3) 
as buying industry. The first subscript (i) denotes the row and ( j), the column. 
                                                       

For convenience we widely follow the IMPLANPro definition of type , type  multipliers throughout 
the remainder of this chapter. Note that the IMPLANPro type  multipliers are derived using complete household 
outlays. Contrary, many textbooks derive type  multipliers without accounting for household inter-institutional 
transfer payments. Therefore, household outlays are only partially accounted for. For the interested reader, 
Schaffer (1999) provides a review on multiplier concepts, names, and interpretations, p. 43 48.
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Table 5.3 Revised industry transaction table for Boone County, 2001 
million $         

Endogenous Exogenous Purchases by 

Sales by 
Extrac-

tion
Utilities

Construc-
tion

Manufac-
turing

Trans-
portation

Services
Final

Demand 
(Y )

Total 
Demand 

(X )

Extraction  0.63 0.02 0.08 12.43 0.01 0.80 7.35 21.32

Utilities  0.22 0.17 1.11 28.03 8.29 29.42 148.53 215.78

Construction  0.07 2.68 0.40 5.06 7.18 21.04 315.55 351.98

Manufacturing  1.41 2.85 44.65 378.25 112.95 106.77 1,845.74 2,492.60

Transportation  0.13 3.93 2.28 21.32 79.00 19.27 2,072.02 2,197.94

Services 2.15 6.62 65.88 325.70 356.21 519.31 2,635.69 3,911.55

Households (H ) 5.13 59.72 100.77 465.45 583.64 1,383.58 487.27 3,085.54

Other Payments (P ) 2.54 59.13 12.31 207.38 252.68 760.45 1,672.31 2,966.80

Imports (M ) 9.04 80.67 124.51 1,049.00 797.99 1,070.92 1,901.89 5,034.00

Total Input (X ) 21.32 215.78 351.98 2,492.60 2,197.94 3,911.55 7,024.88 20,277.52

Table 5.4 The algebraic transaction table 

Endogenous Exogenous Purchases by

Sales by 
Extrac-

tion
Utili-
ties

Construc-
tion

Manu-
facturing

Trans-
portation

Servi-
ces

Final
Demand 

(Y )

Total 
Demand 

(X )

Extraction 11t 12t 13t 14t 15t 16t 1Y 1X

Utilities 21t 22t 23t 24t 25t 26t 2Y 2X

Construction 31t 32t 33t 34t 35t 36t 3Y 3X

Manufacturing 41t 42t 43t 44t 45t 46t 4Y 4X

Transportation  51t 52t 53t 54t 55t 56t 5Y 5X

Services 61t 62t 63t 64t 65t 66t 6Y 6X

Households (H ) 1H 2H 3H 4H 5H 6H YH H
Other Payments (P ) 1P 2P 3P 4P 5P 6P YP P
Imports (M ) 1M 2M 3M 4M 5M 6M YM M
Total Input (X ) 1X 2X 3X 4X 5X 6X Y X

Total output is denoted as iX with i identifying the selling industry i. jX denotes 

total inputs bought by industry j—the column total. Next is iY , which identifies 
final demand by households, governments, investment, and the exports sectors. 

, ,j j jH P M denote payments by industry j towards households, other payment 

sector, and imports respectively. 
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Based on the information of the algebraic industry transaction table we can 
now define each industry’s output as the sum of all intermediate and final 
demand sales, which can be expressed as a set of linear functions, or: 

1 11 12 13 14 15 16 1

2 21 22 23 24 25 26 2

3 31 32 33 34 35 36 3

4 41 42 43 44 45 46 4

5 51 52 53 54 55 56 5

6 61 62 63 64 65 66 6

X t t t t t t Y
X t t t t t t Y
X t t t t t t Y
X t t t t t t Y
X t t t t t t Y
X t t t t t t Y

             (5.3) 

For instance, total output by transportation 5( )X  is the sum of intermediate 
demand ( 51t 56t ) and final demand 5( ).Y  In a second step we incorporate 
the industry sector’s production technology into the equation system. We already 
know that a sector’s total output ( )iX  equals its total input ( ).jX  In addition we 

know that reading down an industry’s column identifies all inputs necessary to 
produce an industry’s output. Putting it differently, reading down the column 
identifies an industry’s production function, consisting of intermediate purchases, 
payments to the factors of production (households and other payments), and 
imports. The general form of the Leontief production function can be expressed 
as:

1 2( , , , , , , )j j j nj j j jX f t t x H P M               (5.4) 

where n refers to number of total industries in the transaction table, six in this 
example. Using this information we now establish a fixed relationship between    
a sector’s input demand and its output. This is achieved through technical 
coefficients ( ),ija which are expressed as the ratio of an inter-industry transaction 

( )ijt  over the corresponding column total ( )jX , or: 

ij
ij

j

t
a

X
                      (5.5) 

These technical coefficients define the proportion of input requirements for 
an industry j with i denoting the selling industry. The calculation of these 
technical coefficients is rather trivial but has far-reaching implications. Technical 
coefficients in input-output analysis are fixed coefficients indicating that an 
industry’s input requirements change proportionally with a change in final demand 
for that industry. For example, an industry that increases its output by 20% will 
also increase all its inputs proportionally by 20%. The technical coefficients for 
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the example with six industries are calculated as:  

1611 12
11 12 16

1 2 6

2621 22
21 22 26

1 2 6

61 62 66
61 62 66

1 2 6

; ; ;

; ; ;

; ; ;

tt ta a a
X X X

tt ta a a
X X X

t t t
a a a

X X X

               (5.6) 

Once the fixed relationship between outputs and input requirements is 
established, we use this information and replace each ijt in the set of linear Eq. (5.3) 

by the corresponding ( ).ij ja X  For example, 11t can be expressed as 11 1( )a X

and so on. This step is necessary to reduce the number of variables in the linear 
set of equations. The original linear system in Eq. (5.3) consists of 48 individual 
variables. Using fixed technical coefficients reduces the number of variables by 36, 
leaving us with six exogenous variables—the policy variables—and six endogenous 
variables—the total outputs.  

1 11 1 12 2 13 3 14 4 15 5 16 6 1

2 21 1 22 2 23 3 24 4 25 5 26 6 2

3 31 1 32 2 33 3 34 4 35 5 36 6 3

4 41 1 42 2 43 3 44 4 45 5 46 6 4

5 51 1 5

X a X a X a X a X a X a X Y
X a X a X a X a X a X a X Y
X a X a X a X a X a X a X Y
X a X a X a X a X a X a X Y
X a X a 2 2 53 3 54 4 55 5 56 6 5

6 61 1 62 2 63 3 64 4 65 5 66 6 6

X a X a X a X a X Y
X a X a X a X a X a X a X Y

     (5.7) 

The next step is bringing all X ’s over to the left-hand side. The result is 
Eq. (5.8), a linear system in which the exogenous terms—the Y ’s—remain on the 
right-hand side, and the endogenous terms—the X ’s—are all on the left-hand 
side.

1 11 1 12 2 13 3 14 4 15 5 16 6 1

2 21 1 22 2 23 3 24 4 25 5 26 6 2

3 31 1 32 2 33 3 34 4 35 5 36 6 3

4 41 1 42 2 43 3 44 4 45 5 46 6 4

5 51 1 5

X a X a X a X a X a X a X Y
X a X a X a X a X a X a X Y
X a X a X a X a X a X a X Y
X a X a X a X a X a X a X Y
X a X a 2 2 53 3 54 4 55 5 56 6 5

6 61 1 62 2 63 3 64 4 65 5 66 6 6

X a X a X a X a X Y
X a X a X a X a X a X a X Y

   (5.8) 

Applying basic rules of matrix algebra allows further simplifications of the 
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linear system of six equations into one matrix and two column vectors:  

11 12 13 14 15 16

21 22 23 24 25 26

31 32 33 34 35 36

41 42 43 44 45 46

51 52 53 54 55 56

61 62 63 64 65 66

(1 )
(1 )

(1 )
(1 )

(1 )
(1 )

a a a a a a
a a a a a a
a a a a a a
a a a a a a
a a a a a a
a a a a a a

1 1

2 2

3 3

4 4

5 5

6 6

X Y
X Y
X Y
X Y
X Y
X Y

(5.9)

The first term on the left-hand side, the square matrix, collects all the 
technical coefficients. The dimension of the square matrix is six by six, referring 
to six rows and six columns, written as (6 6). The second term on the left-hand 
side is a column vector containing total outputs for each industry. Final demand 
is to the right of the equal sign, also in form of a single column vector. 

The square matrix can further be simplified by splitting it into two matrices 
of the same size. The matrix containing ones on the main diagonal and zeros 
elsewhere is the identity matrix, I. It is a multiplicative identity for matrices, in 
the same way as the number one is for real numbers. The second matrix is now 
the technical coefficient matrix containing the technical coefficients as defined in 
Eq. (5.5). The two column vectors with total output and final demand have 
remained unchanged. 

11 12 13 14 15 16

21 22 23 24 25 26

31 32 33 34 35 36

41 42 43 44 45 46

51 52 53 54 55 56

61 62 63 64 65 66

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

a a a a a a
a a a a a a
a a a a a a
a a a a a a
a a a a a a
a a a a a a

1 1

2 2

3 3

4 4

5 5

6 6

X Y
X Y
X Y
X Y
X Y
X Y

         

(5.10)

Some basic matrix algebra 

Matrix algebra is preferred whenever we deal with a larger system of linear 
equations. A matrix is a rectangular array of numbers. A matrix with m rows and 
n columns has the dimension m n and is called an m n matrix. The number in 
row i and column j of the m n matrix is the (i, j)th element in the matrix. A 
matrix is square if m n and rectangular if m n. The general form of a matrix, A,
with m rows and n columns is: 
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A
11 1

1

n

ij

m mn

a a
a

a a

An m 1 matrix is a column vector and a 1 n matrix is a row vector: 

m 1column vector: 

1

2

m

c
c

c

;    1 n row vector: ( 1 2 nr r r )

Addition
One can add two matrices A and B of the same size by adding the (i, j)th

element in matrix A to the (i, j)-th element in matrix B:

11 12 11 12 11 11 12 12

21 22 21 22 21 21 22 22

a a b b a b a b
a a b b a b a b

A B =

Subtraction
Matrix B is subtracted from matrix A by subtracting the (i, j)th element in 

matrix B from the (i, j)th element in matrix A:

11 12 11 12 11 11 12 12

21 22 21 22 21 21 22 22

a a b b a b a b
=

a a b b a b a b
A B

Subtracting matrix A from the identity matrix I:

11 12 11 12

21 22 21 22

11 0
10 1

a a a a
a a a a

I A

Multiplication
Scalar multiplication—multiplying the matrix A by a scalar s—means 

multiplying each number in the matrix by s:

11 12 11 12

21 22 21 22

a a sa sa
s s

a a sa sa
A

Matrix A can be multiplied by matrix B only if:  

the number of columns in matrix A(m) the number of rows in matrix B(m)

The dimensions of the matrices must satisfy: (n m) (m p) (n p)

11 12 11 12 11 11 12 21 11 12 12 22

21 22 21 22 21 11 22 21 21 12 22 22

a a b b a b a b a b a b
=

a a b b a b a b a b a b
A B
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Analogously, a matrix A can be multiplied by a column vector X:

11 12 1 11 1 12 2

21 22 2 21 1 22 2

a a x a x a x
=

a a x a x a x
A X

or, by a row vector Z:

11 12
1 2 1 11 2 21 1 12 2 22

21 22

( ) ( )
a a

z z z a z a z a z a
a a

Z A

Multiplying a matrix A by an identity matrix I replicates matrix A:

11 12 11 12

21 22 21 22

1 0
0 1

a a a a
a a a a

I A

Inversion  
Division in matrix algebra is defined as “multiplication by the reciprocal 

matrix” or matrix inversion. Multiplying a scalar by its reciprocal is one. This is 

analogous to multiplying a number by its reciprocal, for instance, 8 1
8

1. The 

same must hold for matrices and we can define the inverse as:  
1A A I

Applying the rule of matrix inversion allows solving linear equation systems 
like the input-output system as:  

1 1 1 1B X Y B B X B Y I X B Y X B Y

where:
B is a (m m) matrix and X and Y are two column vectors. 

Using matrix notation, the linear system of six equations can be expressed 
in a more simple form as 

( )I A X Y                       (5.11) 

where, I is a (6 6) identity matrix, A is a (6 6) technical coefficient matrix, X
denotes the total output vector, and Y is the final demand vector. A last step solves 
the system of linear equations for X. Using this economic model for measuring 
changes in total output ( X ) following a change in final demand ( Y ) requires 
solving the system in terms of X, or: 

1( )X I A Y                      (5.12) 

Honoring Wassily Leontief for his contribution to input-output analysis, 
(I A)–1 is also referred to as the Leontief inverse. Alternatively, this inverse 
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matrix is called output multiplier table or total requirements table; and as the 
example will show, it is the table with all input requirements necessary for each 
industry in the regional economy in order to meet any change in final demand. 

Now let us consider an arithmetic example using the Boone County input- 
output table. Today’s spreadsheet software packages provide all means for solving 
large linear equation systems. The starting point is the revised industry transaction 
table for Boone County, 2001, with six endogenous industry sectors and one 
exogenous final demand vector. From the revised industry transaction table for 
Boone County—Table 5.3—the first step is to calculate the technical coefficients by 
dividing each cell entry in the endogenous account of the table by its corresponding 
column total. The results are shown in Table 5.5, the technical coefficient table.  

Table 5.5 Technical coefficient table, Boone County, 2001 

 Extrac-
tion

Utili-
ties

Construc-
tion

Manufac-
turing

Trans- 
portation

Servi-
ces

Extraction 0.030 0.000 0.000 0.005 0.000 0.000 
Utilities 0.010 0.001 0.003 0.011 0.004 0.008 
Construction 0.003 0.012 0.001 0.002 0.003 0.005 
Manufacturing 0.066 0.013 0.127 0.152 0.051 0.027 
Transport 0.006 0.018 0.006 0.009 0.036 0.005 
Services 0.101 0.031 0.187 0.131 0.162 0.133 
Households (H) 0.240 0.277 0.286 0.187 0.266 0.354 
Other Payments (P) 0.119 0.274 0.035 0.083 0.115 0.194 
Imports (M) 0.424 0.374 0.354 0.421 0.363 0.274 
Total Input (X) 1.000 1.000 1.000 1.000 1.000 1.000 

For instance, 41a 0.066 and is calculated as: (1.41/21.32). We can read the 
information in the technical coefficients table as follows: for manufacturing 
(column 4) to produce one dollar worth of output, it needs to buy intermediate 
inputs worth 0.5 cents from extraction, 1.1 cents from utilities, 0.2 cents from 
construction, 15.2 cents from manufacturing, 0.9 cents from transportation, and 
13.1 cents from services. All together, manufacturing spends 30.9 cents on buying 
intermediate goods and services from other industries for every dollar worth of 
its output. An additional 18.7 cents is paid towards households, 8.3 cent towards 
other payments, and the largest outlay goes for imports, namely 42.1 cents. If you 
did your calculations correctly, total inputs equal one dollar. 

In the second step, we zoom in on the highlighted section of the technical 
coefficient table—the A matrix. We are now going to derive the (I A) matrix. To 
do so, we simply set up an identity matrix (ones on the main diagonal and zeros in 
all other cells) and subtract the A matrix from it. The result, the Leontief or (I A)
matrix, is shown in Table 5.6. 
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Table 5.6 Leontief or (I A) matrix, Boone County, 2001  

 Extrac- 
tion

Utili-
ties

Construc-
tion

Manufac-
turing

Trans- 
portation

Servi-
ces

Extraction 0.970 0.000 0.000 0.005 0.000 0.000 
Utilities 0.010 0.999 0.003 0.011 0.004 0.008
Construction 0.003 0.012 0.999 0.002 0.003 0.005
Manufacturing 0.066 0.013 0.127 0.848 0.051 0.027
Transportation 0.006 0.018 0.006 0.009 0.964 0.005
Services 0.101 0.031 0.187 0.131 0.162 0.867 

All cell entries, except the ones on the main diagonal, reappear from the A
matrix but now with a negative sign. Only the values on the main diagonal are 
positive. The first value, for example, is calculated by subtracting the technical 
coefficient 11( )a  from one, or: 0.970 1 0.030.

The last step is the inversion of the (I A) matrix. While smaller matrices—
2 2 or 3 3 matrices—can still be inverted by hand, for large input-output tables 
spreadsheet software packages provide the means for matrix calculations.  The 
outcome of the inverting the Boone County (I A) matrix is shown in Table 5.7. 
The (I A)–1 matrix, or the type output multiplier table, shows the 36 (e.g., 6 6)
partial multipliers. The column totals report the type output multipliers 
(OM )j  which in the example range from 1.099 to 1.421.  

What do output multipliers now tell us? An output multiplier for industry j
measures the total value of output in all industries required in order to meet a 
change in final demand ( )Y  in industry j of exactly one dollar. For instance, for 
construction to increase its output by one dollar, it requires extraction to increase 
its output by 0.1 cents, utilities by 0.7 cents, construction by 100.3 cents, 
manufacturing by 15.9 cents, transportation by 1.0 cents, and services by 24.2 
cents. The cell entries in the (I A)–1 matrix can be interpreted as partial 
multipliers. Partial because they only measure the change in output for one 
specific industry; e.g., services by 24.2 cents. The column total then refers to the 
type output multiplier; e.g., 1.421 for construction. Thus, in the case of 
construction, the total output in the region would increase by $1.42 in order to 
meet construction’s increase in output by an initial $1.00. The total effect of a 
change in final demand in construction worth $1.00 exceeds the initial stimulus 
by 42.1 percent. The initial change in final demand of $1.00 from the exogenous 
sector is captured by the direct effect. The indirect effect then measures the 
                                                       

We used Microsoft Excel: the matrix inversion feature is included in Lotus 1-2-3 help which can be 
found in the MS excel help menu. In Lotus 1-2-3 help, double-click first on data and second on matrix. You 
should then get the choice of matrix inversion or multiplication, either of which will be used frequently in 
input-output analysis. The use of the Lotus 1-2-3 help function is self-explanatory.
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additional economic activities worth 42 cents as a direct result of the initial 
change in final demand. The multiplier then can be defined as:  

            type output multiplier (OM )j
direct effect + indirect effect

initial stimulus
,

or

1
OM mult

n

j ij
i

                    (5.13) 

where,
OM j — type output multiplier, e.g., the total in column j in Table 5.7; 

mult ij — partial multiplier in row i and column j;
 n — number of industries; e.g., six in the presented example. 

Table 5.7 Total requirement table, (I A)–1 matrix, Boone County, 2001  

 Extrac-
tion

Utili-
ties

Construc-
tion

Manufac-
turing

Trans- 
portation

Servi-
ces

Extraction 1.031 0.000 0.001 0.006 0.000 0.000 
Utilities 0.013 1.001 0.007 0.015 0.006 0.009 
Construction 0.005 0.013 1.003 0.004 0.005 0.006 
Manufacturing 0.086 0.020 0.159 1.187 0.070 0.039 
Transportation 0.008 0.019 0.010 0.012 1.039 0.007 
Services 0.136 0.045 0.242 0.183 0.206 1.162 
Type Multiplier (OM )j 1.279 1.099 1.421 1.406 1.327 1.224 

As mentioned earlier, the fact that the total effect outnumbers the initial 
stimulus is commonly referred to as the round-by-round effect or ripple effect. 
The rationale behind the round-by-round effect is that the initial stimulus, which 
originates in final demand, leads to a chain reaction of economic activities. With 
final demand for one or more industry’s output increasing, these industries in 
return need to increase intermediate inputs, factors of production (e.g., household 
and other payments), and imports to be able to meet this new final demand. For 
instance, if the demand for manufacturing products increases, manufacturing in 
return needs to buy more intermediate inputs from all other industries. Next, all 
these industries require more intermediate inputs, factors of production, and 
imports to be able to deliver the extra demand coming from manufacturing. The 
idea here is that although the initial change in final demand occurs, as in the 
demonstration, in manufacturing only, the interconnectivity of industries amplifies 
the initial change in final demand. The bottom line is that the gross output 
requirements exceed the initial stimulus expressed by the output multiplier. 

One efficient way of demonstrating the round-by-round effect is by using the 
power series approximation of the Leontief inverse or the (I A)–1 matrix. Before 
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computing power allowed the inversion of large matrices, the power series 
approximation enabled analysts to approximate the (I A)–1 matrix without 
matrix inversion. From algebra we know that:  

2 3 4 51 1 ; for | | 1
1

a a a a a a
a

            (5.14) 

Using the principle of the power series approximation, we thus can invert 
the Leontief or (I A) matrix through a series of additions, or:  

(I A)–1 2 3 4 5 ; for | | 0I A A A A A I A       (5.15) 

The matrix can be inverted if the determined of the matrix | | 0I A . And 
the linear system of six Eq. (5.12) can be approximated as: 

2 3 4 5( )X I A A A A A Y             (5.16) 

Multiplying the final demand vector, Y, by the first term in the parenthesis, 
the identity matrix, I, accounts for the direct effect. Note that I Y Y simply 
reproduces the initial change in final demand—the direct effect. The consecutive 
terms in parenthesis signify the round-by-round effects following the initial 
stimulus—the indirect effect. 

To demonstrate the round-by-round effects, we simulate a construction project 
worth $1.0 billion in Boone County. That is, final demand for the construction 
industry increases by exactly that amount. Our type output multiplier for 
construction of 1.421 indicates that total economic activities in Boone County 
will amount to as much as $1.421 billion, or 

ConstOM 1.421 $1.00 billion $1,421 billionX Y       (5.17) 

where,
X — change in output; 
Y — change in final demand; 

ConstOM — construction type output multiplier. 
Using the power series approximation, we have calculated the initial stimulus 

plus the first five rounds. The results are listed in Table 5.8. For instance, the 
initial impact is calculated as X I Y, the first round is calculated as X A Y,
and so on. Generally, with each round the indirect effects decrease, as can be seen 
by the magnitude of the results in the output vectors (X). For better comparison 
we additionally put the results in changes in output per round in a summary 
table—Table 5.9. 

From Table 5.9 we see that change in output decreases significantly with 
each round from $324.99 million in the first round to a mere $0.82 million in the 
fifth round. After accounting for five rounds, the total change in output amounts 
already to the $1.421 billion as estimated in Eq. (5.17) using the type
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Table 5.8 Round-by-round effect calculation, Boone County, 2001 

Matrix
0.00 1 0 0 0 0 0 0
0.00 0 1 0 0 0 0 0

1000.00 0 0 1 0 0 0 1,000
0.00 0 0 0 1 0 0 0
0.00 0 0 0 0 1 0 0
0.00 0 0 0 0 0 1 0

X L Y

Matrix
0.23 0.02969 0.00007 0.00023 0.00499 0.00001 0.00020
3.14 0.01037 0.00080 0.00314 0.01124 0.00377 0.00752
1.13 0.00333 0.01244 0.00113 0.00203 0.00327 0.00538

126.85 0.06614 0.01318 0.
6.46

187.18

X A Y
0
0

1,000
12685 0.15175 0.05139 0.02730 0

0.00624 0.01820 0.00646 0.00855 0.03594 0.00493 0
0.10067 0.03068 0.18718 0.13067 0.16206 0.13276 0

2 Matrix
0.68 0.00123 0.00008 0.00068 0.00093 0.00029 0.00017
2.87 0.00185 0.00049 0.00287 0.00279 0.00195 0.00135
1.33 0.00093 0.00028 0.00133 0.00120 0.00114 0.00089

24.89 0.01563 0.00537 0.0
2.31

42.80

X A Y
0
0

1,000
2489 0.02777 0.01453 0.00881 0

0.00168 0.00101 0.00231 0.00250 0.00262 0.00124 0
0.02695 0.01111 0.04280 0.03979 0.03478 0.02325 0

3 Matrix
0.15 0.00012 0.00003 0.00015 0.00017 0.00009 0.00005
0.62 0.00040 0.00015 0.00062 0.00064 0.00044 0.00028
0.33 0.00021 0.00008 0.00033 0.00032 0.00025 0.00017
5.31 0.00342 0.00122 0.005
0.57
9.71

X A Y
0
0

1,000
31 0.00568 0.00348 0.00218 0

0.00037 0.00015 0.00057 0.00059 0.00043 0.00027 0
0.00625 0.00241 0.00971 0.00972 0.00724 0.00466 0

4 Matrix
0.03 0.00002 0.00001 0.00003 0.00004 0.00002 0.00001
0.14 0.00009 0.00003 0.00014 0.00014 0.00010 0.00006
0.07 0.00005 0.00002 0.00007 0.00007 0.00005 0.00003
1.16 0.00075 0.00027 0.001
0.13
2.17

X A Y
0
0

1,000
16 0.00122 0.00079 0.00050 0

0.00008 0.00003 0.00013 0.00013 0.00009 0.00006 0
0.00140 0.00053 0.00217 0.00222 0.00156 0.00099 0
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Continued     
5 Matrix

0.01 0.00000 0.00000 0.00001 0.00001 0.00000 0.00000
0.03 0.00002 0.00001 0.00003 0.00003 0.00002 0.00001
0.02 0.00001 0.00000 0.00002 0.00002 0.00001 0.00001

0.00016 0.00006 0.0000.26
0.03
0.48

X A Y
0
0

1,000
26 0.00027 0.00018 0.00011 0

0.00002 0.00001 0.00003 0.00003 0.00002 0.00001 0
0.00031 0.00012 0.00048 0.00050 0.00034 0.00022 0

Table 5.9 Comparison of round-by-round effects, Boone County, 2001  

  Industry 
Initial 

Stimulus 
Round 1 Round 2 Round 3 Round 4 Round 5 Total 

Extraction 0 0.23 0.68 0.15 0.03 0.01 1.10
Utilities 0 3.14 2.87 0.62 0.14 0.03 6.80
Construction 1,000 1.13 1.33 0.33 0.07 0.02 1,002.87
Manufacturing 0 126.85 24.89 5.31 1.16 0.26 158.47
Transportation 0 6.46 2.31 0.57 0.13 0.03 9.50
Services 0 187.18 42.80 9.71 2.17 0.48 242.35
Total Output 1,000.00 324.99 74.87 16.70 3.71 0.82 1,421.10

construction output multiplier. But additionally we see that besides construction 
itself, other main beneficiaries of the construction project would be services and 
manufacturing with increases in output of $242.35 million and $158.47 million. 
A final demonstration of the round-by-round effects is shown in Fig. 5.2, which 
shows how change in output levels off with increasing rounds. 

Figure 5.2 Round-by-round simulation, Boone County, 2001 
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The goal here is to derive a multiplier model usable for economic impact 
analysis. The solution is found in Eq. (5.12), which stated:  

1( )X I A Y                        (5.12) 

We can replicate the total output column (X) with the final demand for Boone 
County from the revised industry transaction table for Boone County, 2001,
Table 5.3. Multiplying the (I A)–1 matrix by the final demand column (Y ) from 
Table 5.3 must reproduce the total output column (X ). While this appears at first to 
be trivial, it nevertheless provides the means to double-check your calculations and 
matrix manipulations. For Boone County, we were able to replicate total output 
for each industry as indicated in Eq. (5.18). Meaning that the derived (I A)–1

matrix is the correct solution to the system of equations and, as such, can be used 
for economic impact analysis. 

1.031 0.000 0.001 0.006 0.000 0.000
0.013 1.001 0.007 0.015 0.006 0.009
0.005 0.013 1.003 0.004 0.005 0.006
0.086 0.020 0.159 1.187 0.070 0.039
0.008 0.019 0.010 0.012 1.039 0.007
0.136 0.045 0.242 0.183 0.206 1.162

7.35 21.32
148.53 215.78
315.55 351.98

1,845.74 2, 492.60
2,072.02 2,197.94
2,635.69 3,911.55

  (5.18) 

5.3.2 The Closed Model—Calculating Type Output Multipliers 

One of the important decisions in deriving the multiplier model for measuring 
economic impacts is whether or not to consider households as part of the 
endogenous account. Households, which own most of the factors of production, 
receive income from the industries in form of wages and salaries, self-employed 
income, rent, and dividends. In return, households spend a large share of their 
income on regional goods and services. Although household consumption is 
clearly a final demand activity, household buying decisions depend largely on 
their generated income, which is closely related to the level of economic activities 
in the region. For this reason, households are often included in the endogenous 
account and treated in the same manner as the industries.  

Calculating type output multipliers starts with including households in 
the endogenous account. This is done in the revised industry transaction table for 
Boone County in Table 5.10. Comparing the industry transaction table with 
households as endogenous (Table 5.10) to the industry transaction table with 
households as exogenous (Table 5.3) shows the inclusion of the household row (H)
and household column (C) into the endogenous account. Before, final demand by 
households (C) was part of the final demand column (Y). The sub-matrix used for  
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calculating the output multipliers extended by one row and one column to the 
dimension of 7 7—closing the model with respect to households.  

The multiplier derivation does not differ from the one demonstrated for the 
open model with households as part of the exogenous account. The only difference 
is that the linear system of equations now has seven instead of six individual 
equations. At this point we strongly recommend that you attempt to use the industry 
transaction table with households endogenous for Boone County (Table 5.10) 
and derive the 7 7 Leontief inverse or 1( )I A  matrix. If your calculations are 
correct, you should get the result as shown in Table 5.11.  

Table 5.11 Type output multipliers (OM2j)—total requirement matrix, Boone County  

 Extrac-
tion

Utili-
ties

Construc-
tion

Manufac-
turing

Trans-
portation

Servi-
ces

House-
holds(C )

Extraction 1.031 0.001 0.002 0.007 0.001 0.001 0.001 
Utilities 0.019 1.008 0.015 0.021 0.014 0.018 0.021 
Construction 0.006 0.014 1.004 0.005 0.006 0.008 0.003 
Manufacturing  0.116 0.049 0.197 1.214 0.104 0.079 0.093 
Transportation 0.012 0.023 0.014 0.015 1.043 0.011 0.011 
Services 0.302 0.205 0.455 0.338 0.397 1.384 0.522 
Households (H ) 0.404 0.387 0.516 0.375 0.463 0.538 1.267 
Type Output
Multiplier (OM2 )j

1.487 1.298 1.687 1.599 1.565 1.500 0.652 

Sum of Marginal  
Multipliers

1.891 1.685 2.203 1.974 2.028 2.038 1.919 

Although households are treated in the same way as industries during the 
arithmetical derivation of the total requirement table, special attention is required 
to interpret the results from the closed model. In particular, the marginal 
multipliers in the household (H ) row do not count towards the type  output 
multipliers (OM2 )j . The type  output multipliers (OM2 )j are represented as 

the column totals by summing only across the industry rows, or: 

1
OM2 mult

n

ijj
i

                     (5.19) 

where,
OM2 j — type  output multipliers, e.g., the industry total in column j in 

table 5.11; 
mult ij — partial multipliers from the 1( )I A  matrix; 
A — 7 7 technical coefficient matrix with households endogenous; 
n — number of industries; e.g., six in the example. 
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To differentiate between the open model and the closed model, we use a bar 
over the variable notation (e.g., A , mult ij ) whenever we derive type  multipliers 
from the closed model. By including households into the endogenous account of 
the transaction table one would clearly expect the magnitude of the output 
multipliers to go up due to a reduction of leakages. Part of the additional household 
income will be spent in the region and increase the volume of economic activities 
leading to larger type  output multipliers compared with type output 
multipliers. Table 5.12 shows a direct comparison between these two types of 
common output multipliers and the breakdown into their individual components. 

Table 5.12 Type and type  output multiplier comparison 

   Industry 
Type Output

Multipliers (OMj )
Type Output

Multipliers (OM2j )
Direct 
Effect 

Indirect
Effect 

Induced
Effect 

Extraction 1.279 1.487 1.0 0.279 0.208 
Utilities 1.099 1.298 1.0 0.099 0.199 
Construction 1.421 1.687 1.0 0.421 0.265 
Manufacturing 1.406 1.599 1.0 0.406 0.193 
Transportation 1.327 1.565 1.0 0.327 0.238 
Services 1.224 1.500 1.0 0.224 0.277 

(1) Type output multipliers are the sum of direct and indirect effects over 
the initial stimulus. For instance, the construction type output multiplier (OMConst)
is the sum of the direct effect of 1.0 and the indirect effect of 0.421.  

(2) Type output multipliers increase marginally in magnitude due to the 
inclusion of households in the endogenous account, referred to as induced effect.
Type output multipliers can alternatively be defined as:  

  type output multiplier (OM2 )

direct effect+indirect effect+induced effect
initial stimulus

j

The type output multiplier for construction (OM2Const) of 1.687 is therefore 
the sum of the direct effect of 1.0, the indirect effect of 0.421, and the induced 
effect of 0.265.  

We conclude this section on type output multipliers with a final remark on 
the column total of the total requirement table—the sum of all seven marginal 
multipliers—which in itself has no specific economic meaning. For instance, the 
column total reported for construction is 2.203. The difference from the type
construction output multiplier of 1.687 stems from the fact that the marginal 
multipliers for the households (H ) are not added to the type output multipliers 
(OM2 ).j  In the successive section we will define the marginal multiplier in the 
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household row as a type household income multiplier. It is important to 
recognize that the column sums of marginal multipliers have no significance in 
input-output analysis. 

5.3.3 Household Income Multipliers 

While much attention is paid in economic development to firms and businesses, 
households and household income are equally important. In the input-output 
framework, household income multipliers are one effective way of translating the 
change in final demand ( )Y  into new income received by households. The idea 
is the same as with output multipliers: how much will income received by 
households increase if, for instance, final demand for an industry’s output increases? 
Like output multipliers, household income multipliers can be broken down into 
direct, indirect, and induced effects. Analogous to the multiplier definition used 
for output, we define type  household income multipliers (HM )j  as based on 

direct and indirect output effects, while type  household income multipliers 
(HM2 )j include direct, indirect, and induced effects. The idea is that changes in 
final demand ( )Y  are followed by changes in output ( )X  which in return 
lead to changes in household income. Therefore, as you will see below, 
household income multipliers are also derived using the Leontief inverse matrix. 
For calculating type  household income multipliers (HM )j  we will use the 

1( )I A matrix from the open model with households exogenous; for calculating 
type household income multipliers (HM2 )j , we then use the 1( )I A matrix 

from the closed model with households endogenous.  
Now, let us take a closer look at the idea of how a change in final demand 

transforms into additional household income. The origin of any economic 
impacts is the exogenous account, or the final demand sector (Y ). Let us assume, 
for example, that investment demand—which is exogenous in the input-output 
framework—towards manufacturing products increases by $1,000. Of course, 
manufacturing responds to this increase in final demand ( )Y  and sells the 
demanded products. In other words, manufacturing immediately increases its 
output by $1,000—indicated by the direct effect. This change in output of $1,000 
is the trigger to a chain reaction of inter-industry transactions. But how does this 
initial stimulus finally translate into household income that can further be broken 
down into direct, indirect, and, if applicable, induced effects? We simply follow 
the chain of economic transactions. For manufacturing to increase immediate 
output by $1,000, it requires, in return, the purchase of additional inputs worth also 
$1,000. And, by looking at the technical coefficient table (Table 5.5), we can 
identify that the payments to households that would therefore increase by exactly 
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$187. This $187 increase represents the direct effect in household payments 
following the initial change in output of $1,000. It is important to understand that 
the initial stimulus ( )Y  is the same for calculating output and household 
income multipliers. What differs is that the direct effect in the case of household 
income multipliers is expressed only by the household (H ) row in the technical 
coefficient matrix. Table 5.13 shows the direct effects on household income for 
all six industries in the Boone County example.  

Table 5.13 Type and type  household income multipliers  

   Industry 
Type Household
Income Multipliers

(HM )j

Type Household
Income Multipliers 

(HM2 )j

Direct
Effect 

Indirect
Effect 

Induced
Effect 

Extraction 0.319 0.404 0.240 0.079 0.085 
Utilities 0.306 0.387 0.277 0.029 0.082 
Construction 0.407 0.516 0.286 0.121 0.109 
Manufacturing 0.296 0.375 0.187 0.109 0.079 
Transportation 0.365 0.463 0.266 0.100 0.097 
Services 0.425 0.538 0.354 0.071 0.113 

The calculations of type and type  household income multipliers (HM ,j

HM2 )j  are straightforward and based on the corresponding Leontief inverse

matrices 1( )I A  or 1( )I A , with the partial multipliers mult ij  or mult ij

respectively. 
Type household income multipliers (HM )j  are calculated as: 

1
HM mult ; where

n
i

j i ij i
i i

Hh h
X

            (5.20) 

where,
HM j — type household income multipliers; 

ih — technical coefficients from the A matrix for households, e.g., row 7 ;
mult ij — partial multipliers in row i and column j from the 1( )I A  matrix; 

iH — household payments by industry i from the industry transaction table; 

iX — output by industry i;
n — number of industries; e.g., six in the open model. 

                                                       
Another common variable notation for the technical coefficients in the household row is 1,n ia . In a 

matrix with n industries, it denotes the succeeding row, in this example, the household row.
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Type household income multipliers for Boone County, with six industries 
and households as exogenous, are calculated as:  

HM mult
n

j i ij
i

h (0.240 0.277 0.286 0.187 0.266 0.354 )             

1.031 0.000 0.001 0.006 0.000 0.000
0.013 1.001 0.007 0.015 0.006 0.009
0.005 0.013 1.003 0.004 0.005 0.006
0.086 0.020 0.159 1.187 0.070 0.039
0.008 0.019 0.010 0.012 1.039 0.007
0.136 0.045 0.242 0.183 0.206 1.162

                

(0.319 0.306 0.407 0.296 0.365 0.425)                             (5.21) 

Multiplying the row vector containing the technical coefficients for 
households with each column of the 1( )I A  matrix results in a row vector 
containing all six household income multipliers. The manufacturing household 
income multiplier mfg(HM ) , for instance, is calculated as 

mfgHM (0.240 0.006) (0.277 0.015) (0.286 0.004)

(0.187 1.187) (0.266 0.012) (0.354 0.183)
0.296

     
(5.22)

Following an increase in final demand for manufacturing industries mfg( )Y
in value of one dollar and as a result of direct and indirect effects, household 
income is expected to increase by 29.6 cent. Using an initial stimulus of a $1,000 
increase in demand for manufacturing products, would translate into a total 
additional household income of $296.  

Type household income multipliers (HM2 )j are calculated using the same 

logic. But now to account for households endogenously, we use the 1( )I A
matrix derived from the closed model. Mathematically, the type household 
income multipliers (HM2 )j  are expressed as 

1

1
HM2 mult ; where

n
i

j i ij i
i i

Hh h
X

            (5.23) 

where,
HM2 j — type  household income multipliers; 

ih — technical coefficients from the A  matrix for households; 
mult ij — partial multipliers from the 1( )I A  matrix; 
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iH — household payments by industry i from the transaction table; 

iX — output by industry i;
n — number of industries; e.g., six in the example; 
n 1 — household (H ) row; e.g., row seven in the example. 
In the case of Boone County, the type household income multipliers are 

calculated using a 7 7 matrix with six industries augmented by a household row 
and column:  

1

1
HM2 mult

n

j i ij
i

h  (0.240 0.277 0.286 0.187 0.266 0.354 0.043)         

         

1.031 0.001 0.002 0.007 0.001 0.001 0.001
0.019 1.008 0.015 0.021 0.014 0.018 0.021
0.006 0.014 1.004 0.005 0.006 0.008 0.003
0.116 0.049 0.197 1.214 0.104 0.079 0.093
0.012 0.023 0.014 0.015 1.043 0.011 0.011
0.302 0.205 0.455 0.338 0.397 1.384 0.522
0.404 0.387 0.516 0.375 0.463 0.538 1.267

              

(0.404 0.387 0.516 0.375 0.463 0.538 0.267)                           (5.24) 

Again, multiplying each element of the household (H ) row vector from the 
technical coefficient table by each column of the 1( )I A  matrix results in this 
particular industry’s type household income multipliers. For instance, 
manufacturing’s Type household income multiplier is 0.375. Thus, with 
households endogenous, an increase in final demand in manufacturing mfg( )Y
of one dollar would increase household income by 37.5 cents. Thus, an increase 
in final demand for manufacturing products, as in the example, of $1,000, would 
lead to total additional household income of $375.  

Table 5.13 summarizes all type and type household income multipliers 
and breaks down the multipliers into their individual effects, namely direct, 
indirect, and induced effects. From this comparison we conclude that changes in 
final demand for services have the largest impact on household income, while 
contrarily changes in final demand for manufacturing output has the smallest 
impact on household income. Another observation is that the calculated type
household income multipliers (HM2 )j  are identical to the industry entries in the 

household (H ) row in the type output multipliers (OM2 )j  matrix, Table 5.11. 

In practice this means that there is no need to calculate type household income 
multipliers (HM2 )j . For economic impact analysis, type multipliers, both output 
and household income, can always be taken directly from the Leontief inverse, 
the 1( )I A  matrix. 
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5.3.4 More on Input-Output Multipliers  

So far we have focused on two multipliers that can be derived from the input- 
output framework and used for economic impact analysis. Using these multipliers, 
we can answer questions on how total output for each industry is expected to 
change following an initial change in final demand. Additionally, household 
income multipliers measure how additional final demand would transform into 
additional household income. It is important to recognize that a change in final 
demand leads to an increase in industry output, which in return translates into 
additional income for households. After all, industries must increase their inputs 
to be able to meet the increase in final demand.  

Up to now we have considered cases where the economic stimulus originated 
in final demand. But this is not always the case. Imagine a scenario in which   
an existing firm announces that it expects its economic activities to increase 
significantly in the next year. In return this increase in economic activity will 
lead to additional payments of wages and salaries to households. Let us take an 
example of $1.0 million. Here, the initial stimulus will take place via the payroll 
rather than through final demand. The question one may ask is now: how does 
this expected change in the payroll stimulate the regional economy? The answer 
to this question can be found by using income multipliers.  

5.3.4.1 Income Multipliers  

Like household income multipliers, income multipliers (IM and IM2 )j j  measure 

additional industry payments to households following an exogenous injection. 
Household income multipliers translate changes in final demand into new 
household income via output. In contrast, income multipliers measure total change 
in household income through initial stimuli taking place in income that households 
receive. To be more specific, this estimated additional $1.0 million in household 
income will inevitably increase regional household consumption. In return, an 
increase in final demand by household translates into increases in industry output. 
Industries require more intermediate inputs, which lead to added inter-industry 
transactions, more household payments, and so on. Again, we have a chain 
reaction of economic activities; but with income multipliers, the starting point of 
the round-by-round effects is the initial estimated $1.0 million change in household 
income payments.  

Like output or household income multipliers, we have the choice of using 
an economic model which is open with respect to households—type —or which 
is closed with respect to households—type . The type income multipliers 
(IM )j  are defined as: 



Chapter 5  Input-Output Analysis for Planning Purposes

251

1

( mult ) HM
IM

n
i ij j

j
i j j

h
h h

                (5.25) 

where,
IM j — type income multipliers; 

jh — technical coefficients from the A matrix for households; 

mult ij — partial multipliers from the (I A)–1 matrix; 

HM j — household income multipliers; 

n — number of industries; e.g., six in the example. 
Analogously, the type income multipliers are defined as: 

1

1

( mult ) HM2
IM2

n
i ij j

j
i j j

h
h h

               (5.26) 

where,
IM2 j — type income multipliers; 

mult ij — partial multipliers from the 1( )I A  matrix; 

HM2 j — type household income multipliers. 

Thus, in the Boone County example, we can calculate the type income 
multiplier for manufacturing as:  

mfg
mfg

mfg

HM 0.296IM 1.586
0.187h

              (5.27) 

Continuing with the Boone County example, the type income multiplier 
for manufacturing is calculates as: 

mfg
mfg

mfg

HM2 0.375IM2 2.009
0.187h

              (5.28) 

Once again, and in accordance with other multipliers, we can break down 
the total multiplier effects into their individual components, namely direct, 
indirect, and, if applicable, induced effects. All income multipliers for Boone 
County are listed for comparison in Table 5.14. Note that, in the case of income 
multipliers, the direct effect of 1.00 accounts now for the fact that the initial 
stimulus leading to the round-by-round effect stems from an expected increase in 
household payments ( ).H

                                                       
Please note that all calculations were done in a spreadsheet. Recalculating individual multipliers might 

show some deviations from the results listed due to rounding.
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Table 5.14 Type and type income multipliers 

    Industry 
Type Income

Multipliers
(IM )j

Type Income 
Multipliers

(IM2 )j

Direct
Effect 

Indirect
Effect 

Induced
Effect 

Extraction 1.327 1.681 1.00 0.327 0.354 
Utilities 1.104 1.399 1.00 0.104 0.295 
Construction 1.422 1.802 1.00 0.422 0.380 
Manufacturing 1.586 2.009 1.00 0.586 0.423 
Transportation 1.375 1.742 1.00 0.375 0.367 
Services 1.200 1.520 1.00 0.200 0.320 

In the case of an estimated payroll increase of a manufacturing firm in 
Boone County of $1.0 million, total household income is expected to increase by 
$1.586 million when accounting for direct and indirect effects. The additional 
inclusion of households into the model augments the multiplier through the 
induced effects. For Boone County, this means that total household income 
increases to $2.009 million when using the economic model, which is closed 
with respect to households. 

5.3.4.2 Household Employment Multipliers  

Employment is another economic key variable that is given much attention in 
economic analysis. So far, all data, such as inter-industry transactions, output, or 
final demand, have been expressed in monetary values. The key for integrating 
employment, which is measured by the number of jobs per industry, is 
establishing a connection between jobs and output per industry. This is usually 
done by computing employment/output ratios, or:  

i
i

i

Ee
X

                       (5.29) 

where,
ie — employment/output ratio for industry i;

iE — employment for industry i;

iX — output for industry i.
The employment/output ratio ie  measures the number of employees per 

monetary unit worth of output. Using the employment ( )iE  data for Boone County 
together with the output data reported in the county’s input-output table (e.g., 
Table 5.2) we can calculate the employment/output ratios ( )ie  as demonstrated in 
Table 5.15 below.  
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Table 5.15 Employment/output ratios ( )ie , Boone County(1)

Industry   Employment ( )iE Output ( )iX (1) Employment/Output 
Ratio ( )ie

Extraction 852 21.32 39.97 
Utilities 313 215.78 1.45 
Construction 4,072 351.98 11.57 
Manufacturing 12,151 2,492.60 4.87 
Transportation 14,319 2,197.94 6.51 
Services 53,954 3,911.55 13.79 
Households 217 3,085.54 0.07 

  (1) Output is reported in million dollars.  

For instance, the transportation employment/output ratio ( )ie  of 6.51 indicates 
that for every one million dollars worth of output, the transportation service industry 
employs 6.51 people. Output in this example is reported in million dollars. The 
217 people reported under households refer to personal and home care aides only. 
The data on household employment are supplemented by data from the Bureau of 
Labor Statistics. Total output for households, as reported in table 5.15, refers to 
the sum of household income from industries, payments among households, 
government transfer, and dividends. In this sense, the employment/output ratio 
for households is the ratio of personal and home care aides over total income 
earned by households.  

Again, we first evaluate the expected change in employment following a 
change in output—stimulated by a change in final demand—as expressed by the 
type and household employment multipliers (LM j  and LM2 ).j

Type household employment multipliers (LM )j  are defined as: 

1
LM mult ; where

n
i

j i ij i
i i

Ee e
X

            (5.30) 

where,
LM j — type household employment multipliers; 

ie — employment/output ratio by industry i;
mult ij — partial multipliers in row i and column j from the (I A)–1 matrix; 

iE — employment by industry i;

iX — output by industry i;
n — number of industries; e.g., six in the example. 
The type household employment multipliers for Boone County using the 

open model are calculated as:  
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LM mult
n

j i ij
i

e (39.97 1.45 11.57 4.87 6.51 13.79) 

1.031 0.000 0.001 0.006 0.000 0.000
0.013 1.001 0.007 0.015 0.006 0.009
0.005 0.013 1.003 0.004 0.005 0.006
0.086 0.020 0.159 1.187 0.070 0.039
0.008 0.019 0.010 0.012 1.039 0.007
0.136 0.045 0.242 0.183 0.206 1.162

                       

(43.62 2.45 15.84 8.70 10.04 16.37)                                   (5.31) 

A hypothetical increase in demand for transportation services of one million 
dollars would, based on direct and indirect effects, lead to a total of 10 new jobs 
in the economy.  

Type household employment multipliers (LM2 )j  are calculated with house- 

holds being endogenous using the 1( )I A  matrix. They are expressed as follows:  

1

1
LM2 mult ; where

n
i

j i ij i
i i

Ee e
X

              (5.32) 

where,
LM2 j — type household employment multipliers; 

ie — employment/output ratio by industry i;
mult ij — partial multipliers from the 1( )I A  matrix; 

iE — employment by industry i;

iX — output by industry i;
n — number of industries; e.g., six in the example; 
n 1 — household (H ) row; e.g., row seven in the example. 
For Boone County, using a model closed with respect to households, the 

type household employment multipliers are calculated as: 
1

1
LM2 mult

n

j i ij
i

e  (39.97 1.45 11.57 4.87 6.51 13.79 0.07)             

1.031 0.001 0.002 0.007 0.001 0.001 0.001
0.019 1.008 0.015 0.021 0.014 0.018 0.021
0.006 0.014 1.004 0.005 0.006 0.008 0.003
0.116 0.049 0.197 1.214 0.104 0.079 0.093
0.012 0.023 0.014 0.015 1.043 0.011 0.011
0.302 0.205 0.455 0.338 0.397 1.384 0.522
0.404 0.387 0.516 0.375 0.463 0.538 1.267

                 

(46.16 4.88 19.07 11.05 12.93 19.74 7.94)                               (5.33) 
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Again, using the transportation industry as example, the employment 
multiplier now rises from 10.04 to 12.93 by additionally accounting for induced 
effects. Thus, an increase in demand for transportation of one million dollars 
would lead to an additional 13 jobs. For transportation, including inter-industry 
transactions would add 3.5 new jobs to the initial 6.5 new jobs. Including 
household transactions would add an extra 2.90 jobs per million dollar change in 
final demand. All type and type household employment multipliers are 
reported in Table 5.16 together with the direct, indirect, and induced effects.  

Table 5.16 Type and type household employment multipliers  

Industry     

Type Household
Employment 
Multipliers

(LM )j

Type Household 
Employment 
Multipliers

(LM2 )j

Direct
Effect 

Indirect
Effect 

Induced
Effect 

Extraction 43.62 46.16 39.97 3.66 2.53 
Utilities 2.45 4.88 1.45 1.00 2.43 
Construction 15.84 19.07 11.57 4.27 3.23 
Manufacturing 8.70 11.05 4.87 3.82 2.35 
Transportation 10.04 12.93 6.51 3.52 2.90 
Services 16.37 19.74 13.79 2.57 3.37 

5.3.4.3 Employment Multipliers  

Last in the long list of multipliers, employment multipliers evaluate how total 
employment would change if the initial stimulus does not come from a change in 
final demand for an industry’s output, but rather from a change in employment 
itself. For instance, employment multipliers may be used to predict the total effect 
on employment including round-by-round effects from an increase in economic 
activities at the Cincinnati/Northern Kentucky International Airport that would 
bring 1,000 new jobs in the region. For all cases where the initial stimulus 
originates in employment itself, employment multipliers measure the expected 
change in total employment when accounting for additional inter-industry and 
household transactions.  

Like output and income multipliers, type employment multipliers (EM )j

account for direct and indirect effects and are defined as: 

1

mult LM
EM

n
i ij j

j
i j j

e
e e

                 (5.34) 

where,
EM j — type employment multipliers; 
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ie — employment/output ratio by industry i;
mult ij — partial multipliers from the 1( )I A  matrix; 

LM j — household income multipliers; 

n — number of industries; e.g., six in the example. 
The corresponding type employment multipliers (EM2 )j  are defined as: 

1

1

mult HM2
EM2

n
i ij j

j
i j j

e
e e

               (5.35) 

where,
EM2 j — type income multipliers; 

mult ij — partial multipliers from the 1( )I A  matrix; 

EM2 j — type household income multipliers. 

The type and type employment multipliers for Boone County are listed 
together in Table 5.17 together with the direct, indirect, and induced effects. For 
cross-comparison with household employment multipliers listed in Table 5.16, 
the direct effect of 1.00 accounts for the fact that starting point for the 
round-by-round effect is an expected increase in employment ( ).E

Table 5.17 Type and type employment multipliers 

   Industry 
Type Employment 
Multipliers (EM )j

Type Employment 
Multipliers (EM2 )j

Direct 
Effect

Indirect
Effect

Induced
Effect

Extraction 1.092 1.155 1.00 0.092 0.063
Utilities 1.690 3.363 1.00 0.690 1.673
Construction 1.369 1.648 1.00 0.369 0.279
Manufacturing 1.784 2.266 1.00 0.784 0.482
Transportation 1.540 1.985 1.00 0.540 0.445
Services 1.186 1.431 1.00 0.186 0.244

The type and type employment multipliers for transportation are 
calculated as:  

transport
transport

transport

LM 10.04EM 1.540
6.51e

           (5.36) 

and

transport
transport

transport

LM2 12.93EM2 1.985
6.51e

          (5.37) 
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respectively. For the example of an increase in airport transportation employment 
of 1,000, we would expect total employment in the county to increase by 1,540 
when considering direct and indirect effects. The inclusion of induced effects 
increases the expectation to 1,985 new jobs. 

In this section we have derived numerous multipliers using the simplified 
input-output table for Boone County. All of these multipliers allow us to assess 
what would happen if, for instance, changes in exogenous final demand were 
expected. Using the corresponding multipliers thus allows us to evaluate changes 
in output and employment necessary to meet this change in final demand. Further, 
we can make some statements about how household income is expected to 
change. As we have seen, exogenous changes can occur through final demand, 
which in return can be translated directly into changes in output, income, and 
employment. Alternatively, changes in the economy may be expressed in terms 
of income or employment changes, for which we also have derived the 
corresponding multipliers. Independent of the origin of these economic stimuli, 
we have learned how using multipliers allows us to assess the economic impacts 
on output, income, and employment following these exogenous changes. 
Additionally, we have derived two different economic models: an open model 
that considers only additional inter-industry transactions, and a closed model that 
incorporates household transactions in the round-by-round effects. For a better 
comparison, we have prepared a summary table (Table 5.18) including all 
multipliers covered in this section.  

Table 5.18 Multiplier comparison and notational conventions 

Type Multipliers: Model 
open with respect to 

households

Type Multipliers: Model 
closed with respect to 

households
Leontief Inverse 1( )I A 1( )I A
Partial Multipliers mult ij  mult ij

Output Multipliers 
1

OM mult
n

j ij
i 1

OM2 mult
n

ijj
i

Household Income  
Multipliers 1

1

HM mult

mult

n
i

j ij
i i

n

i ij
i

H
X

h

1

1

1

1

HM2 mult

mult

n
i

ijj
i i

n

iji
i

H
X

h

N/A 1,HM2 multn jj

Income Multipliers 
1

( mult )
IM

HM

n
i ij

j
i j

j

j

h
h

h

1 ( mult )IM2

HM2

n
iji

j
i j

j

j

h
h

h
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Continued    

Type Multipliers: Model 
open with respect to 

households

Type Multipliers: Model 
closed with respect to 

households
Household Employment  
Multipliers 1

1

LM mult

mult

n
i

j ij
i i

n

i ij
i

E
X

e

1

1

1

1

LM2 mult

mult

n
i

ijj
i i

n

iji
i

E
X

e

Employment Multipliers 
1

mult
EM

LM

n
i ij

j
i j

j

j

e
e

e

1

1

multEM2

LM2

n
iji

j
i j

j

j

e
e

e

Several other multipliers can be derived from an input-output table. For 
instance, import requirements to meet a change in final demand can be estimated 
in a fashion similar to what has been done with income and employment. Import 
coefficients, defined as /i i im M X , are the starting point here. Instead of using 
income or employment, we simply use imports to calculate the necessary 
coefficients. Likewise the next step would be to multiply the row vector with 
import coefficients by the 1( )I A  matrix for the open model with household as 
exogenous or by the 1( )I A  matrix for the closed model with households as 
endogenous. The same principle can be applied to assess additional revenues for 
federal, state, or local governments. In this case, using government 
revenue/output ratios would link government revenues to the economic model in 
order to evaluate how changes in output might affect government revenues.  

5.4 Assumptions and Extensions of Input-Output Analysis 

Like any other economic model, the application of input-output to economic 
impact analysis depends largely on what assumptions are applied. While little 
can be done to overcome these assumptions, misinterpretations can be avoided 
by understanding these assumptions and how they affect the results:  

(1) Probably the most crucial assumption in traditional input-output analysis 
is that the economy is totally demand-driven. There exist no supply constraints 
for firms and businesses, meaning that each industry has enough excess 
production capacities to meet any increase in final demand. In particular, this 
assumption is likely to be unrealistic for evaluating larger economic impacts. 
Firms and businesses usually try to avoid larger unproductive capacities and, 
therefore, cannot meet any arbitrary increase in final demand.  
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(2) The technical coefficients ( )ija in the A-matrix are fixed. The underlying 
production function is linear and exhibits constant returns to scale. Remember, 
reading down the column in the A-matrix shows an industry’s production function, 
or the shares of intermediate inputs required. Fixed input coefficients imply that 
an industry’s input requirements always change in proportion with an increase in 
output. The direct implication of fixed technical coefficients is the absence of 
substitutability between inputs of production. As a result, marginal input coefficients 
are equal to average input coefficients. In the short-run, the equality of marginal 
and average input coefficients may not be of much significance to the outcome of 
the analysis. But in the long run, technological changes, the possibility of 
increasing returns to scale, price changes, and the international trade pattern can 
substantially affect the input mix so that the equality of marginal and average 
input coefficients may no longer hold. Therefore, input-output technical coefficients 
need to be updated periodically over time and any long-term economic projections 
based on the input-output framework have to be done with precaution. 

(3) Prices are constant without subject to change, making the input-output
model a fixed price model. Again, for short-run analyses the assumption of fixed 
prices is tolerable, but questions the suitability of input-output models for long- 
run purposes and/or for analyzing large economic impacts. This is of importance 
as price changes influence buying decisions for final and intermediate demand. 

(4) A last important shortcoming is that firms and businesses belonging to 
the same industry sector produce one homogenous product. As such, changes in 
the product mix of industries are not counted. For instance, many manufacturing 
firms maintain their own truck fleet. A manufacturing firm which uses its fleet to 
move its merchandise across the country is clearly providing a transportation 
service, but is accounted for under manufacturing.  

Clearly, the input-output framework is built upon pillars of assumptions, which, 
depending on the economic impact scenario, might constrain its applicability. 
Especially for evaluating long-run projects or particularly large exogenous changes, 
one might consider alternative evaluation methods, which relax some of the 
assumptions described above. For short-run analysis, however, input-output 
analysis provides a convenient and easy to use tool for answering questions of 
the type: what if ? But besides all its caveats, input-output analysis is a 
widely used method for assessing regional and industry-wide economic impacts.  

Part of the popularity of input-output analysis is its versatility in extending 
the descriptive and multiplier framework to very specific topics. Each is covered 
in the relevant input-output literature. Here, we focus briefly on some of the 
fields where input-output tables provide the necessary platforms for extended and 
more sophisticated analyses.  

Miller and Blair (1985) in their classical book—Input-Output Analysis:
Foundations and Extensions—show how the input-output framework can be used 
to trace energy uses and account for environmental pollution. Here, transaction 
tables provide the means for expanding the original idea of the input-output 
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framework by simply adding additional rows and columns to add additional 
information related to energy uses and pollutants. The Bureau of Economic 
Analysis (BEA), for instance, provides two satellite accounts, which are basically 
extended input-output accounts with focus on specific uses. The environmental 
satellite account adds an environmental dimension to the economic accounting 
system by linking the environment to production, income, consumption, and 
wealth.  In a similar fashion, the transportation satellite account tracks the 
various transportation mode ownership types. More specifically, in-house trans- 
portation captures all transportation activities by firms and businesses owning 
their own trucks while for-hire transportation accounts for all as transportation 
designated firms and businesses which are usually referred to in the input-output 
table as transportation industries.

Other utilizations of the input-output framework include inter-industry 
linkage analyses. An idea that originated in the 1950s  is the use of input- 
output tables to show linkages between industries to measure how one industry 
may stimulate other industries. Backward linkages identify how one industry 
stimulates other industries through the purchase of their inputs. It is defined as 
the ratio of purchase of intermediate inputs to the total value of inputs, or: 

BL
ij

i
j ij

ij

t
a

X
                   (5.38) 

where,
BL j — backward linkage of industry j;

ijt — inter-industry transactions between industry i and industry j;

jX — total inputs (supply) by industry j;

ija — technical input-output coefficients. 

We can see immediately that these total backward linkages are identical to the 
column sum of technical coefficients from the technical coefficients or A-matrix. 

Forward linkages provide a measure of how an industry stimulates other 
industries by selling its output to other industries. It is defined as:  
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where,
                                                       

http://www.bea.gov/bea/articles/NATIONAL/NIPAREL/1994/0494od.pdf.
http://www.bea.gov/bea/articles/NATIONAL/Inputout/1998/0498io.pdf.
Rasmussen, 1956; Hirschman, 1958; Chenery and Watanabe, 1958.
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FL j — forward linkage of industry j;

iX — total output (demand) by industry i.
Computationally, the derivation of total forward linkages for industries is 

very similar to calculating technical coefficients. But note the difference: instead 
of dividing the inter-industry transactions ( )ijt  by the column total ( )jX  and 

summing down the rows as we did to calculate technical coefficients, we divide 
the inter-industry transactions ( )ijt  by the row total ( )iX  and sum across the 

columns. Using row totals and summing across columns turns the input- output 
framework into a supply-driven economic model. The multipliers derived from 
this framework are referred to as input multipliers. While conceptually 
straightforward, it is questionable whether or not an economy can be presented 
conceptually as purely supply-driven.  

Another widely used application of the input-output framework is the 
identification of structural changes in economies. Comparing input-output 
tables, technical coefficients, and linkages over time allows one to determine 
whether or not an economy has undergone structural changes. For instance, one 
may identify whether the region following the nationally observed trend of 
moving towards service delivery. Recent research by Guo and Planting (2000), 
for instance, has shown that the influence of manufacturing industries has 
gradually decreased and that this decrease in influence can partially be attributed 
to an increase in leakages from U.S. imports. In their study, the authors used six 
input-output tables for the period from 1972 to 1996. They found that while the 
importance of manufacturing declined, construction, real estate, and service 
gained importance in the U.S. economy.  

So far, the discussion on economic impact analyses has centered on the 
input-output framework as originally introduced by Wassily Leontief. In the 
1970s, pioneer work by Richard Stone and subsequent work by Pyatt, Round, 
and Thorbecke extended the input-output framework into a social accounting 
framework (SAM ).  While the input-output framework focuses mainly on 
interrelationships between the producing sectors, industry outlays to the factors 
of production and final demand consumption, the SAM extends this industry- 
focused framework by adding socioeconomic transactions. Depending on the 
level of disaggregation of households and the factors of production, social 
accounting matrices allow additional welfare and poverty analyses by tracing 
income generation, income distribution and consumption.  

Conceptually, the SAM is also a square matrix that, for a period of time 
(usually one year), maps all economic transaction within a region. Like an 
input-output table, the rows depict inflows of money (e.g., income) and columns 

                                                       
Thorbecke, 1998.
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the outflows of money (e.g., expenditures). The major advantage of social 
accounting matrices over input-output tables is that the inclusion of 
socioeconomic transactions allows it to provide a more comprehensive snapshot 
of the economy. Table 5.19 provides a conceptual overview of the structure of a 
social accounting matrix which is broken down into four sub-accounts: production, 
factors of production, institutions, and trade.  

The production account remains conceptually unchanged from the input- 
output table. Reading down the columns indicates inputs, such as intermediate 
demand, payments to the factors of production (e.g., labor and capital), indirect 
business tax payments, and imports. Across the rows we can identify sales to 
other industries; final demand consumption composed of household, government, 
and investment demand; and exports.  

The main change from the input-output table is the inclusion of the factors 
of production as a separate account into the matrix. The input-output table 
already maps factor payments to capital and labor (in the Boone County 
input-output table, we have called it households and other payments). Reading 
down the factors of production columns, the SAM now traces exactly how these 
factor payments are distributed among the receiving institutions, namely 
households, governments, firms, and capital. The IMPLANPro SAM, for instance, 
breaks down households into nine distinct household groups according to their 
annual income. In this way, one can identify income received by low-income 
households in the form of wages, salaries, rent and interest. Using SAM multipliers 
allows the evaluation of potential policies with respect to changes in income for 
selected household groups.  

A third account covers institutions, which includes households, governments, 
firms, and capital. As in the input-output table these institutions map final 
demand consumption in the form of household, government, and investment final 
demand. The social accounting framework additionally maps inter-institutional 
transfers. The capital account row identifies, for example, savings from households, 
governments, and firms. Further, we can make out direct tax payments through 
households, transfer payments (like welfare and unemployment payments) and 
transfers between household groups.  

A last account—the trade account—then denotes regional trade activities. 
Depending on the level of detail required, a break down is possible between 
domestic (e.g., with the rest of the U.S.) and foreign trade (e.g., with partners 
outside the U.S.). Here, the SAM adds information to the usual industry exports 
and imports by including net foreign investment and household and government 
commodity trade and transfers. For instance, these transfers include household 
remittances and foreign borrowing through the local government. 

As with input-output tables there is no standard way of organizing the flow 
of income and expenditure within a social accounting framework. But regardless 
of how exactly incomes and expenditures are mapped or the level of disag- 
gregation, the social accounting framework becomes a valuable policy tool when 
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examining policies and planning measures that focus less on firms and business 
and more on the generation and distribution of income. Social accounting matrix 
multipliers prove to be useful for detailed evaluation of: (1) the generation of 
factorial income, (2) the distribution of these factor payments among the 
institutions, and (3) the inter-institutional transfers that follow exogenous changes. 
For instance, governments who often pay up front the cost of development 
projects can now evaluate how a specific project may stimulate the regional 
economy and how this stimulus can ultimately translate into additional tax 
revenues.

The derivation of the economic model derived from a social accounting 
matrix follows analogously the step-by-step procedure explained using input- 
output tables. Again, the starting point is the definition of what is included 
endogenously in the model and what remains exogenous. In the sample SAM 
above, we included households in the endogenous account while all other 
institutions and trade remain exogenous. A highly aggregated and partitioned 
SAM is shown in Table 5.20. 

Table 5.20 The schematic algebraic social accounting matrix  

Endogenous Accounts 
Exogenous
Accounts

Expenditures  

   Receipts Production
Factors of
Production

Households
Government,

Firms, Capital,
Exports

Totals 
Receipts

Production 11T 0 13T 1Y 1X
Factors of 
Production 21T 0 0 2Y 2X

Households 0 32T 33T 3Y 3X

Government,Firms, 
Capital, Imports 1O 2O 3O R 4X

Totals 
Expenditures 1X 2X 3X 4X

Transactions within the endogenous sub-accounts are labeled 11T  through 33T .

1 2 3, ,Y Y Y  are column vectors of exogenous injections from combined government, 
firms, capital, and exports account towards production, factors of production, and 
households respectively. Leakages from industries, factors, and households are 
accordingly denoted by 1 2,O O , and 3O . Inter-institutional transactions among 
the exogenous accounts are labeled R and finally, 1 2 3, ,X X X , and 4X  refer to 
both, total expenditures and total incomes.  

The step-by-step approach to solving the system of linear equations repre- 
sented by the schematic algebraic social accounting matrix follows exactly the 
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solution algorithm for the input-output framework, Eq. (5.3) (5.12). Accordingly, 
the final social accounting matrix multiplier model can be written in matrix 
notation as: 

1( )nX I A Y                     (5.40) 

where,

11 13

21

32 33

0
0 0 ,

0
n

A A
A A

A A

is the partitioned matrix of technical coefficients following the division into 
endogenous and exogenous accounts mentioned earlier. Thus, using the SAM 
multiplier model in Eq. (5.39) allows us to evaluate changes in industry output 
( ),X  payments to factors of production (e.g., labor and capital) and household 
income following an exogenous injection ( ).Y  The 1( )nI A  matrix is now 
referred to as the SAM multiplier matrix and the column totals represent the 
individual multipliers.  

For Boone County, Table 5.21 lists a six-industry social accounting matrix 
for the year 2001. Please note that in the social accounting framework all corres- 
ponding row and column totals are equal, including those of the factor account 
and the institutions. In addition, Table 5.22 lists the final Boone County SAM 
multiplier matrix derived from the Boone County social accounting matrix in 
Table 5.21. Of course, the magnitude of SAM multipliers must increase compared 
to regular output multipliers as a result of including the factors of production and 
households in the multipliers calculation. Comparing the total requirement matrices 
for the open and closed input-output models, e.g., Table 5.7 and Table 5.11, 
respectively, we recognize that the multiplier matrix shown in Table 5.22 includes 
rows/columns with the individual factors of production—employee compensation 
(EC), proprietary income (PI), and other property income (OPI)—and a total of 
nine rows/columns with the households grouped by annual income.  

Table 5.23 shows a comparison of type and type output multipliers with 
the corresponding SAM multipliers for the six industries example of Boone County. 
Accounting multipliers are consistently larger than output multipliers, ranging 
from 2.191 (Utilities) to 2.922 (Construction) in the six-industry economy. 
Further, SAM multipliers may increase by over 100 percent compared to 
type output multipliers. For instance, the SAM multiplier for transportation of 
2.692 represents an increase of 103 percent over the type transportation output 
multiplier of 1.327. Compared to the type transportation output multiplier of 
1.565, it still shows an increase of 72 percent. We can conclude that expanding 
the input-output framework to a social accounting matrix also results in a 
significant magnification of the multipliers.  
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Table 5.23 Output and SAM multiplier comparison, Boone County  

 Multipliers Percent Increase versus 

   Industry 
Type
Output

Type
Output

SAM
Type

Multiplier 
Type

Multiplier 

Extraction 1.279 1.487 2.413 88.70 62.30 
Utilities 1.099 1.298 2.191 99.40 68.78 
Construction 1.421 1.687 2.922 105.55 73.20 
Manufacturing 1.406 1.599 2.495  77.41 56.00 
Transportation 1.327 1.565 2.692 102.87 72.01 
Services 1.224 1.500 2.779 127.12 85.22 

This review of social accounting matrices and accounting multipliers is 
intended to briefly introduce further extensions of the input-output framework. 
While the derivation of SAM multipliers is analogous to the derivation of output 
multipliers, their interpretation and use for policy analyses requires training that 
goes beyond the understanding of input-output analysis. For the interested reader, 
we have listed some readings on social accounting matrices which should provide 
you with an entry point into the vast literature of the social accounting framework. 

We want to conclude this chapter by reemphasizing the tremendous oppor- 
tunities input-output analysis has to offer for planners in helping to understand 
the complexity of regional economies. Today, input-output is a valuable and 
readily available tool for economic impact analysis for answering questions of 
the type: what... if... ? In times of scarce resources, economic impact analysis 
using multipliers derived from input-output tables and social accounting matrices 
can provide the necessary means to make educated and informed decisions 
among different possible policy actions.  

Review Questions 

1. What is the significant improvement of the input-output framework with 
all its multipliers when comparing it to the economic base model and the economic 
base multiplier?  

2. Explain the importance of production accounts, i.e., the interindustry 
transactions, for setting up an input-output table.  

3. Describe in detail all individual components of a conceptual input-output 
table. Identify which of the sectors you would classify as endogenous and which 
as exogenous. What is the rational behind dividing the input-output table into an 
endogenous and an exogenous part?  

4. What is the intuitive explanation for an output multiplier? Using your own 
words, specify what is exactly meant with direct, indirect, and induced effects.  
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5. Express the calculation of type output multipliers using linear algebra 
(i.e., a system of linear equations).  

6. What is the conceptual difference between household income multipliers 
and income multipliers?  

7. Assume you have an input-output table that would include households (H )
and a government sector within the payment section, explain how you could 
conceptually derive a government revenue multiplier using information from the 
government sector.  

8. Explain in some detail what the expected outcome on the magnitude of the 
multipliers would be when you include “other payments” (P) into the endogenous 
part of the input-output table?  

9. Discuss how input-output tables and social accounting matrices and their 
multipliers can be a powerful tool for economic development strategies. 

10. Discuss the shortcomings of the input-output framework. 

Exercises

You are given a hypothetical input-output table for a small urban region. Data 
entries in Table 5.24 are in million dollars. The input-output table identifies: five 
industry sectors, two consuming sectors, i.e., households (C) and final demand 
(FD), and industry outlays to households (H ), other payments (P) and imports.  

Table 5.24 Hypothetical input-output table 

 Ind.1 Ind.2 Ind.3 Ind.4 Ind.5 
House-
holds
(C )

Final
Demand

(FD)

Total
Output

Industry 1 10 20 10 10 10 50 290 400
Industry 2 20 50 20 20 40 70 380 600
Industry 3 20 60 50 20 20 50 580 800
Industry 4 20 50 100 150 80 120 180 700
Industry 5 10 20 20 20 20 80 530 700
Households (H) 50 100 200 100 100 50 20 620
Other Payments (P) 100 100 200 100 200 50 100 850
Imports (M) 170 200 200 280 230 130 500 1,710
Total Input 400 600 800 700 700 600 2,580  

The use of a spreadsheet software program with matrix algebra functions 
will considerably help with these questions. In addition to calculating various 
types of multipliers, you will assess economic impacts following an exogenous 
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stimulus. In particular, we are assuming that final demand (FD) for industry 2 
will increase annually by as much as $20 million dollar, due to an increase in 
export activities of a local firm. Please answer the following questions: 

1. Calculate the type output multipliers. How would output for each 
industry sector change if final demand for industry 2 would increase by $20 
million dollars?  

2. Calculate the type output multipliers. Again using this exogenous 
stimulus, how would industry output change when households are treated 
endogenously?  

3. Derive the type household income multipliers (HM2 ).j How is 
household income expected to change following the $20 million dollar injection? 

4. Calculate the type household employment multipliers (LM2 )j  and 
estimate total changes in employment following the exogenous stimulus?  

5. Using “Other Payments” (P) as a proxy for government revenues in form 
of indirect business taxes, derive a type government revenue multiplier and 
project potential future government revenues from the $20 million dollar increase 
in export activities in industry 2.  
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Chapter 6  Land Use Analysis 

As we discussed at the beginning of the book, the four planning analyses covered 
in this book answer questions related to “Who”, “What to do”, “Where” and 
“What connection.” Land use analysis studies where and what types of human 
activities are taking place. Most human activities, such as employment, recreation, 
or residence, are linked to land. A land use study is one way of understanding 
those activities. A land use study may also focus on the land itself. Different 
activities may place different requirements on land and their impacts also vary. 
Through land use analysis, we can understand if a piece of land is suitable for a 
given activity. Also, we can understand the consequences of human activities and 
how they change the landscape. 

At a conceptual level, land use refers to the human activities on land. 
Clawson and Steward (1965) realized the confusion of concepts about land and 
distinguished land data as:  

(1) Location: All land is registered to a spatial coordinate system. Different 
data about a piece of land can be related to the land location, through which 
multiple data can be associated. 

(2) Activity: This refers to the purpose, or use, of a piece of land. 
(3) Natural qualities: The surface and subsurface characteristics and vegetative 

cover are examples of natural qualities. 
(4) Improvements: This refers to the human modification of the land, such 

as leveling, filling drainage and building structures. 
(5) Intensity of land use: The amount of activity per unit of area is measured 

as intensity. 
(6) Land tenure: This refers to the ownership of a piece of land. 
(7) Land price: This reflects the land market activity. 
(8) Interrelations: This aspect recognizes that no piece of land stands alone. 

For example, the access to a piece of land may affect the activity on it. 
(9) Interrelations: The activities on land are closely related to other activities, 

such as employment, income investment etc. 
We will soon see that the distinctions specified by Clawson and Steward 40 

years ago are still valid today. Burley (1961) pointed out the confusion and 
clarified the meaning of land use. He traced the original definition of land use 
back to the definition provide by Sauer  as the use to which the entire land 

 Sauer, C.O. Mapping the Utilization of the Land, Geographical Review, Vol. 8, 1919, p.48. Cited in (Burley, 
1961). 
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surface is put. According to Burley, land use consists of two interrelated 
phenomena— land cover and land utilization. Land cover describes the natural 
and human altered land surface on which activities takes place. Land utilization, 
on the other hand, describes the action on the land. This clarification is 
significant since most land use studies consider both. Naturally, a certain type of 
land use is normally associated with specific types of land cover. On the one 
hand, human activities are limited by the setting and on the other hand, human 
activities alter the land cover. This connection is the basis for the designation of 
land use types from interpretation of land cover characteristics. 

Because of the close connection between land and human activities, land 
use analysis is called upon in an area where a change is expected. If there is no 
human desire to develop an area, there is no need for land use analysis. The 
purpose of land use analysis is to help answer questions such as “What should be 
built?”, “Where should it be built?”, “When and how should it be built?” and 
“What impact will it generate?”. The reason these are important questions is that 
the goal of land planning is to produce good communities. Although there is much 
to be debated about what constitutes a “good” community among the stakeholders, 
they all need land use analysis to provide a base for their reasoning.  

Kaiser et al. (1995) have identified three major types of institutional 
stakeholders, in addition to planners, who have an interest in land. The market 
group includes land owners, developers, builders, realtors, and bankers. Their 
interest in land is to seek profit. They will need land use analysis to help identify 
the land where land use changes can generate profits. The government group 
includes elected and appointed government officials who are charged with making
land use changes that meet the public’s interest. They need land use analysis to 
produce knowledge about which the types and locations of land use change can 
lead to a well-built environment. The third group includes stakeholders who have 
special interests, such as environmental preservation, economic development, or 
farming. They also need land use analysis to evaluate the potential impact on 
their interests.  

In short, land use analysis is a set of tools that helps to understand: (1) how 
land is currently used; (2) what land use changes can be made in accordance to a 
set of rules; and (3) what are the impacts of land use changes. Within this context, 
we will discuss two types of land use analysis in this chapter. The first type 
describes land use patterns and distributions within a study area. The second type 
determines the developability a proposed land use. Both of these analyses are 
based on the spatial variation of land characteristics. Consequently, people have 
different preferences when they make decisions about what to do with a piece of 
land. The difference is reflected in the various land uses. Therefore, the foundation 
of land use analysis is land classification, which reflects such variation. Only 
after a study area is divided into smaller land parcels with different uses can we 
analyze and compare different human activities. In this chapter, we will first 
explore the relationship between land use and human activities. Then, we will 
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discuss ways of classifying land uses, which is followed by the analysis of land 
use distribution patterns and land developability. 

6.1 Land Use and Human Activities 

The prevailing consideration for land management has an anthropocentric basis. 
Land value is often a reflection of its direct usefulness to humans. In land use 
analysis, human activities can be divided into three major categories—residential 
(where people live); employment (where people work); and others (non-residential 
and non-employment activities). The importance of land to human activities is 
reflected in the interaction between the two. As shown in Fig. 6.1, on the one 
hand, land provides resources for meeting human demand, such as space, materials, 
and energy. For example, a manufacturing plant must have a piece of land large 
enough for buildings and production lines. A person must intake water regularly. 
Therefore, a human settlement must be close to surface or underground fresh 
water resources. The history of human settlements around the world is full of 
such evidence. This represents the material and energy flow from land to humans. 
On the other hand, human activities modify the nature of the land. These changes 
of physical characters and composition of land have the purpose of supporting 
human activities. For example, people clear natural vegetation to plant crops for 
food, to build houses for shelter, to level hills or dig tunnels for roads. Also, 
people add chemicals to farm fields and lawns and, dispose municipal waste in to 
the ground. 

Figure 6.1 Human-land relationship 

People can easily see the benefit of withdrawing resources from land and 
modifying land. After a new road is built people can start to enjoy the improved 
travel right away. On the other hand, it is less obvious and more difficult for 
people to realize that the changes on land can actually harm people. For example, 
the increased area of impervious surface as a result of a new road may contribute 
to loss of property and human lives in a storm event. Increased water 
consumption due to growing population and higher consumption rates may lead 
to the shortage or exhaustion of water resources in a city. However, it is difficult 
to link such damage to any particular development. It is often the result of an 
accumulation of many development activities. Even though such linkage can be 
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established in some cases, the problem may occur long after the development is 
completed. As such, many unpleasant consequences of poor development are 
readily and frequently observed around the world. To ensure high quality land 
development that maximizes benefits and minimizes damage to humans, 
urbanization and its accompanying development require careful planning. 

The previous discussion is based on the idea that only people are valuable and 
non-human species have value only as means to meet human needs. An alternative 
perspective is the biocentric view, which says that non-human species are valuable 
in and of themselves, regardless of their use to humans. Meanwhile, humans 
have moral obligations to recognize and respect their values. These two schools 
of thought affect how an individual considers the benefit and impact of a 
particular development. Those who take the biocentric view may differ on which 
species are worthy of people’s consideration (Ortolano, 1997). Discussion of 
those philosophical differences goes beyond the scope of this book. However, 
there is no argument that people’s activities are different and different land uses 
exist to support the variety of human activities. The methods of analysis to be 
presented in this book can be used in any research to advance the knowledge of 
human-land relationship. 

Intensity is a measure of human activities, which is related to the number of 
people at a place and what they do there. The kind of human activities at a place 
determines the resource demand and alteration to the land. Some human 
activities do not need a lot of resources from land and require minimal change to 
the natural environment. For example, parks are where people go to enjoy nature. 
The only changes to the land to provide access and vital needs, such as drinking 
water and sanitation. People walk and play in a park, these activities do not 
require a great deal of resources and do not generate much waste. If the park land 
is converted for agricultural activities, the slope may be leveled, drainage ditches 
may be installed and chemicals, such as fertilizers and pesticides may be applied. 
If the land is converted to a residential area, houses and roads will be built and 
utility and power lines will be installed. During the process, the landscape may 
be altered and part of the land surface will be covered with pavement. 

Construction of an office or commercial complex would require the 
replacement of all natural vegetation with concrete structures below and above 
ground. While the demand for water, electricity and other resources for a park 
may be little, a manufactory would requires more resources to support the 
production activities. People may build a narrow street to provide access to a 
residence while access to a commercial area requires more and wider streets.  

In general, land use changes tend to lead to higher intensity levels. For 
example, land in its natural condition is less intensive than residential land 
because the vegetation land cover is converted to buildings and streets. 
Commercial or industrial land uses are more intensive than residential land use. 
For example, in its early days, farming was one of Boone County’s primary 
activities along the 70 kilometer portion of the Ohio River. Now, 34% of the 
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County is for agriculture and 31% for various development activities, including 
residential, industrial, commercial, and institutional uses. 

In addition to land use types, the number of people on a given land can 
affect the intensity level of human activities. Taking Boone County as an example, 
there were about 1,500 people when the county was officially established in 1799. 
Two hundred years later, on the same 666 square kilometer land area, the County 
population has increased to 85,991 (U.S. 2000 Census). This results in higher 
intensity of human activities.  

Urbanization, which is part of the comprehensive phenomenon of societal 
change, manifests human history (Gilbert and Gugler, 1981). To a large degree, 
urban functions have determined the physical features of land. Using the United 
States as an example, we can describe urbanization in four phases that reflect the 
transition of urban functions. In general, the intensity of human activities has 
been increasing along with urbanization.  

The first phase is the pre-industrial era, dating from the late 17th century to 
1820. There were two types of cities formed—political centers where the 
administrative sovereign lived and commerce and finance centers where 
agricultural surplus were assembled, traded and redistributed (Melosi, 1980). 
People gathered in those cities for security, or to exchange goods, services and 
ideas. Cities became markets for agricultural products and subsequently locations
for supplementary industries such as flour milling and ship-building. Those cities
became economic, political and cultural centers. The population of cities in the 
pre-industrial era was relatively small compared to that in the later era. For 
example, at the beginning of the eighteenth century, 7,000 people lived in Boston, 
the largest city in the U.S. New York City housed 5,000 people (Nash, 1997). The 
physical size of the cities was also small. The core of urban areas was normally 
related to walking distance. 

The second phase of urbanization started as early as 1820 when industrial 
cities emerged as the dominant urban form. During the beginning of the industrial 
revolution, cities were concentrated with manufactory that helped to significantly
increase the nation’s prosperity. New cities such as Pittsburgh, Cleveland and 
Milwaukee began to experience rapid growth and vast economic prosperity. Some 
old cities, such as Boston and Philadelphia, also attracted major industries. The 
value added by manufacturing increased ten-fold in the half-century, almost 
trebling the increased value of farm products (McKelvey, 1963). For the most 
part, proximity to large cities meant the difference between economic success 
and failure. The increasing use of machines reduced the need of the farming 
labor. The excess farm workers had moved to cities for better job prospects and 
opportunities. In short, the industrial revolution attracted people to cities. Along 
with the urban population increase, industrial activities took more land, extracted 
more resources, and discharged more pollutants. Some of the pollutants resided 
on land. The result was an increase of human activities, which led to more land 
being built. Due to the nature of the industrial process, industrial cities experienced 
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environmental challenges posed by rapid large-scale industrialization and 
urbanization that were never experienced before, such as overcrowded tenements, 
congested traffic, poor health, smoky skies, wastes, polluted waterways, and noise 
(Melosi, 1980).  

The third urbanization phase started about 1920 as a product of accelerating 
technological revolution, such as electric power, the automobile, and the telephone. 
In this phase, technological revolution made it possible to diffuse people and 
industry over a much wider area (Hauser and Schnore, 1965). Manufacturing plants 
in cities were moved to rural/suburban areas, as well as to cities in less developed 
regions. The original industrial cities have been transformed from centers of local 
significance to the core of much larger metropolitan areas functioning as centers 
of the regional, national, and world economics. In central cities, financial 
institutions and service sectors, such as retail, office, restaurants, government, 
education, medical care, etc., gradually replaced manufacturing industries. As the 
urban areas grew outward, more land was converted to roads and buildings. 

The fourth phase started about the third quarter of the 20th century. The 
unique feature that separates this phase from previous phases is that by now 
urban population stopped increasing while areas with urban services kept 
expanding. Many service sectors, such as government offices, business offices, 
schools, and medical care moved to suburbs. Meanwhile, the need for face-to-face 
transaction and for centrally located office space had diminished (Lampard, 
1983). The difference between urban population and rural population in suburbs 
became fuzzy. Someone working in an urban center may live 50 kilometers away 
in a suburb with all the services that used to only available in urban areas—
telephone, electricity, tap water, sewerage service, garbage pickup, neighborhood 
parks and entertainment. While some cities remained service and financial centers, 
many other cities, especially central cities, were left with hollow areas of abandoned 
buildings and contaminated land. 

The increasing number of towns within or beyond metropolitan boundaries 
manifests this pattern. What is commonly known as the “Edge City” phenomenon 
(Garreau, 1988) has given rise to the creation of a new urban landscape 
characterized by the loss of sense of place and identity, the rise of urban sprawl, 
and, particularly, office development. According to Garreau (1988 (p.5)), “by the 
mid-1980s, there was far more office space in Edge Cities around America’s 
largest metropolis, New York, than there was at its heart—midtown Manhattan”. 
The impact on land from this phase was more related to the type of activities than 
to the population density. Take the American dream—single-family home as an 
example. We have seen the increase of the size of new houses in the Cincinnati 
area. Houses built in the early 1900s are about 1,500 square feet. Most recently 
built houses in the suburbs are larger than 3,000 square feet. This phenomenon is 
translated to more land needs that support the same number of people. The 
additional land can only be found by converting more farmland and woodland. 
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Kelbaugh (2002) asserts that urban sprawl reflects the historical propensity 
of Americans to depend on expansion, growth, and start-over somewhere else as 
a way to solve difficult problems. With abundant space and resources, Americans 
feel no reason to crowd together in small dwellings in tightly packed cities. 
Automobiles are now deeply rooted in American culture. Together with the 
extensive publicly funded highway system, people are willing to drive alone 
much farther to live in large houses. 

The American style of urbanization has resulted in many changes to land. 
Those changes have put more pressure on increasing land use intensity. In order 
to maintain the desirable life standards, people make more changes to and 
withdraw more resources from land. Along with the rapid urbanization in the 
world, resource consumption has been rising faster than population growth. One 
example is in the United States, the amount of urban land has increased faster 
than the urban population growth rate as a result of residents and businesses 
moving to “Green fields” in the suburbs and leaving inner city land behind as 
“Brownfields” or abandoned land. The pressures for more land are even greater 
in developing countries where population growth rates are higher. Urban growth 
has taken prime agricultural and forest land. When less land is available to 
accommodate the increased demand, development takes more land in less desirable 
areas, such as steep slopes, floodplains, and wetlands. 

A review of the human history reveals the increased intensity of human 
activities. This leads to the importance of land use planning, which should help 
guide urban development to be more environmentally friendly while providing 
adequate land for urban activities. Currently, the demand for resources and land 
has increased to a point such that humans need to be concerned about resource 
and land availability. Within this context, land use analysis helps examine land 
developability based on feasibility and impact of a particular use of land. In short, 
land developability analysis reviews what requirements a proposed human 
activity imposes for a site, the capacity of land to support such proposed use, and 
the impact and compatibility of such use to existing uses on surrounding land. 
Both feasibility and impact must be determined from physical, economical, and 
political aspects. In order to conduct such land analysis, the first step is to 
classify land into categories that are reflective of different land uses for various 
human activities. 

6.2 Land Classification  

The principal concept of land classification is to separate human activities of 
different intensity levels. Normally, land classes are ranked from low to high 
intensity for human activities. There are several different approaches of land 
classification. The most common approaches are based on ownership, structure, 
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ground coverage, or use of land. Sometimes a single land classification may use 
more than one of those features. 

Harland Bartholomew (1955) first adopted a land use classification in the 
early 1950s. Bartholomew applied a two-level land classification system (Table 6.1). 
At the first level, one category is vacant land and the rest are developed land. Some 
of the developed land categories are publicly developed and others are privately 
developed. Some of the categories are further divided at the second level. 

Table 6.1 Bartholomew land use classification  

           Level 1         Level 2 
Residential  Single-family homes 

Two-family homes
Multiple dwellings (apartments) 

Commercial 
Industrial Light industry 

Heavy industry 
Public and Semi-public Schools, churches, hospitals, 

institutions, golf courses, etc. 
Public Parks 
Railroads 
Streets
Vacant Land  Undeveloped or agricultural 

   Source: Lovelace, 1993 

Bartholomew developed his classification system based on a land survey 
approach using large-scale land plat maps. The rationale for Bartholomew’s land 
classification was to set up a simple system that can be standardized for data 
collection and comparison. When more detailed data became available, the 
system was made more complex (Lovelace, 1993), such as using ownership to 
separate the developed land. Within each ownership category, the system groups 
land by the use types. We can tell that a piece of land can be classified from a 
field survey and review of ownership data. 

The Standard Land Use Coding Manual (SLUCM) published by the Bureau of 
Public Roads and the Urban Renewal Administration in 1965 introduced a 
land-use classification based on the Standard Industrial Classification (SIC) 
system (Urban Renewal Administration and Bureau of  Public Roads, 1965). 
This coding system uses numeric digits that match the SIC codes to identify 
land-use activities. Table 6.2 lists some examples of land use classes. There are 
nine one-digit categories, 67 two-digit categories, 294 three-digit categories and 
772 four-digit categories. 
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Table 6.2 The SLUCM land use activity classification 

1 Residential units 
11 Household 
12 Group quarters 

121 Rooming and boarding houses 
122 Membership lodgings 
123 Residence halls or dormitories 

1231 Nurses homes 
1232 College dormitories 
1239 Other residence halls or dormitories, NEC 

124 Retirement homes and orphanages 
125 Religious quarters 
129 Other group quarters, NEC 

13 Residential hotels 
14 Mobile home parks or courts 
15 Transient lodgings 
19 Other residential, NEC (Not elsewhere coded) 

2 Manufacturing 
21 Food and kindred products—manufacturing 

211 Meat products—manufacturing 
2111 Meat packing—manufacturing
2112 Sausages and other prepared products—manufacturing 

3 Manufactuing 
31 Rubber and miscellaneous plastic products—manufacturing 

311 Tires and inner tubes—manufacturing 
312 Rubber footwear—manufacturing

3120 Rubber footwear—manufacturing 
4 Transportation, communication, and utilities 
5 Trade 
6 Services 
7 Cultural, entertainment, and recreational 
8 Resource production and extraction 
9 Undeveloped land and water area 

Source: URA and BPR, 1965 

Additional digits are used to represent ownership and structure type. Table 
6.3 lists the ownership and structure coding systems. In addition, the system also 
uses a set of one-digit auxiliary categories to link certain significant auxiliary 
functions and the parent activities they serve. For example, an automobile 
parking area for a meat packing plant (2111) would be coded as 2111-5.  

281



Research Methods in Urban and Regional Planning

Table 6.3 SLUCM ownership and structure coding systems  

A. Coding system for identifying ownership  
1 Public  

11 Federal  
12 State  
13 County  
14 Township  
15 Municipal  
16 Special district  
19 Other publics, NEC  

2 Private  
20 Private  

B. Coding system for identifying structures containing household units  
1 Single-family structure  

11 Single units—detached
12 Single units—semi attached  
13 Single units—attached row  

2 Two family structure  
3 Multifamily structure  
4 Converted structures  
5 Mobile homes  

51 Mobile homes—on permanent foundation  
52 Mobile homes—not on permanent foundation  

9 Nonresidential structures  
90 Nonresidential structures  

Source: URA and BPR, 1965 

Anderson et al. (1976) developed a four-level hierarchical classification 
system. The Anderson Classification System is a land-cover-based classification of 
land uses. The first-level of categories include nine land use types: urban or built-up 
land; agricultural land; rangeland; forest land; water; wetland; barren land; tundra; 
and perennial snow or ice. These multiple levels allow a uniform classification in 
large areas at the first level, such as nationwide, and at the same time, permits 
flexibility at the third and fourth levels to meet particular needs at a local level. 
Table 6.4 illustrates the first two levels of classification. 

The Anderson Classification System was designed to use with remote sensing 
images. Different land use/covers reflect light differently, from which one can 
distinguish one type of land use from another. In the image interpretation process, 
the correlation of reflections and the land use types are statistically established. 
The image interpretation is often supported with field survey. The spectrum of the 
characteristics of a particular land cover is analyzed and categorized. Any other 
land that shares the same characteristics will be classified in the same group. 
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Table 6.4 Level  Anderson land use/land cover classification  

Level Level
1 Urban or built-up land 11 Residential 

12 Commercial and services  
13 Industrial  
14 Transportation, communications, and utilities  
15 Industrial and commercial complexes  
16 Mixed urban or built-up land  
17 Other urban or built-up land  

2 Agricultural land 21 Cropland and pasture  
22 Orchards, groves, vineyards, nurseries, and  

ornamental horticultural areas  
23 Confined feeding operations  
24 Other agricultural land  

3 Rangeland 31 Herbaceous rangeland  
32 Shrub and brush rangeland  
33 Mixed rangeland 

4 Forest land 41 Deciduous forest land  
42 Evergreen forest land  
43 Mixed forest land 

5 Water 51 Streams and canals  
52 Lakes  
53 Reservoirs  
54 Bays and estuaries 

6 Wetland 61 Forested wetland  
62 Non-forested wetland 

7 Barren land 71 Dry salt flats. 
72 Beaches 
73 Sandy areas other than beaches 
74 Bare exposed rock 
75 Strip mines quarries, and gravel pits 
76 Transitional areas 
77 Mixed barren land 

8 Tundra 81 Shrub and brush tundra 
82 Herbaceous tundra 
83 Bare ground tundra 
84 Wet tundra 
85 Mixed tundra 

9 Perennial snow or ice 91 Perennial snowfields 
92 Glaciers 

Source: Anderson et al., 1976  

Since remote sensing data can cover large areas, land classification based on 
such data is often prepared for large areas. For example, the National Land Cover 
Data (NLCD) developed in early 1990s are interpreted from the Landsat Thematic 
Mapper data, using Level II Anderson classification scheme. 
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In 1994, the Research Department of the American Planning Association 
assisted Federal agencies in updating the 1965 Standard Land Use Coding Manual. 
The outcome of the project was a set of Land-Based Classification Standards 
(LBCS) that classify land uses. Expanded from the 1965 SLCUM, LBCS is a 
multi-dimensional and multi-scale hierarchical land use classification model. The 
five dimensions are activities, functions, building types, site development character, 
and ownership. The land use classes for each dimension are defined at different 
levels. These multiple dimensions allow users to have precise control over land-use 
classifications.  

The activity dimension directly describes human use of land. Table 6.5 is 
the first-level activity-based LBCS land classification. The class name defines 
the types of human activity that occur on land. People live on land classified as 
residential activity and shop on land classified as shopping, business, or trade 
activity. All transportation-related activities are in category 5000, travel or 
movement. The activity category 6000, mass assembly of people, includes 
activities associated with mass assembly, such as sports or entertainment. 
Abandoned buildings and vacant lots are examples included in the activity 
category 9000, no human activity or unclassifiable activity.  

Table 6.5 Land  Based Classification Standards—Activity Dimension 

Code Description   
1000 Residential
2000 Shopping, business, or trade 

2100 Shopping  
2110 Goods-oriented shopping 
2120 Service-oriented shopping 

3000 Industrial, manufacturing, and waste-related 
4000 Social, institutional, or infrastructure-related 
5000 Travel or movement 
6000 Mass assembly of people 
7000 Leisure
8000 Natural resources-related
9000 No human activity or unclassifiable activity 

Source: http://www.planning.org/lbcs/standards/view.htm 

The class can be further divided to reflect the variation of the same activity
class. There are three second-level classes under residential activity—1100 for 
household activities, 1200 for transient living, and 1300 for institutional living. 
The household activities include those activities associated with single-family, 
multifamily, or town houses, etc. Activities associated with hotels, motels,  
tourist homes, bed and breakfast, etc. are part of the transient living class.    
The institutional living class is for residential living activity associated with 
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dormitories, group homes, barracks, retirement homes, etc. Some classes may 
expand to the third or fourth level. For example, service-oriented shopping  
(2120) is part of the shopping class (2100) under shopping, business, or trade 
activities (2000). 

The function dimension reflects the economic function or type of 
establishment on land, regardless of the activities occurring on the land. One 
establishment may have multiple activities while serving one economic function.
This economic function would then be used to classify land. Table 6.6 lists the first 
level function used in the LBCS land classification. The 1000 category includes 
residence or accommodation functions. Homes, apartments, as well as hotels are 
examples of this category. The 2000 category covers commercial functions, such 
as sales and services. The manufacturing and wholesale trade category, 3000, 
represents production functions in plants, factories, or mills. The 4000 category 
includes the land area where the major function is for transportation, 
communication, information, and utilities. The establishments with functions 
related to cultural, entertainment, and recreation are in the 5000 category. Many 
of the institutional functions, such as education and health care, are included in 
the 6000 category. The 7000 function category refers to establishments changing 
land surface, such as construction and demolition services. Establishments that  

Table 6.6 Land Based Classification Standards—Function Dimension 

1000   Residence or accommodation functions 
2000   General sales or services 
3000   Manufacturing and wholesale trade 
4000   Transportation, communication, information, and utilities 

4100 Transportation services
4200 Communications and information

4210 Publishing
4220 Motion pictures and sound recording  
4230 Telecommunications and broadcasting
4240 Information services and data processing industries

4241 Online information services
4242 Libraries and archives
4243 News syndicate 

4300 Utilities and utility services 
5000 Arts, entertainment, and recreation 
6000  Education, public admin., health care, and other inst 
7000 Construction-related businesses 
8000  Mining and extraction establishments 
9000  Agriculture, forestry, fishing and hunting 

Source: http://www.planning.org/LBCS  
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extract natural resources (minerals and natural gas) are in the 8000 function 
category and all establishments related to farming, forestry, fishing and hunting 
are in the 9000 category. 

Similar to the activity dimension, the function dimension classification may 
have up to four levels. Table 6.6 illustrates how a library is classified in the 
four-level function classification. The first-level function class is transportation, 
communication, information, and utilities (4000). The second-level function class, 
communications and information (4200), contains four third-level function classes. 
Information services and data processing industries (4240) is the last one. Under 
the 4240 class, a library belongs to libraries and archives (4242). 

The structure dimension reflects structure types on land. Table 6.7 illustrates
the first level classification for the structure dimension. All buildings for residential 
usage are in the Residential buildings category (1000). Buildings for commercial
usage are in the 2000 category. The 3000 category includes buildings where 
people gather such as theaters, sports stadium, airport terminal, churches, or 
convention centers. Other types of buildings are places where people may 
congregate, such as schools, hospitals, libraries, or museums, and are included in 
the 4000, “Institutional or community facilities” category. The 6000 category 
covers many utility and other non-building structures. A highway interchange, 

Table 6.7 Land Based Classification Standards—Structure Dimension 

Code Description
1000 Residential buildings 

1100 Single family building 
1110 Detached units
1120 Attached units

1121 Duplex structures 
1122 Zero lot line, row houses, etc. 

1130 Accessory units
1140 Townhouses
1150 Manufactured housing

1200 Multifamily structures 
1300 Other specialized residential structures 

2000  Commercial buildings and other specialized structures 
3000  Public assembly structures 
4000  Institutional or community facilities 
5000 Transportation-related facilities 
6000  Utility and other non-building structures 
7000  Specialized military structures 
8000  Sheds, farm buildings, or agricultural facilities 
9000 No structure 

Source: http://www.planning.org/lbcs/standards/view.htm  
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water-supply pump station, dam, levee, power plants, landfill facility, or com- 
munication towers are examples in this category. Military and defense related 
structures are classified in the 7000 category and agricultural structures are in the 
8000 category. A place without structures, however, having specific functions 
and activities, should be in the 9000 category—“no structure”. Golf courses are 
such an example. 

There can be up to four levels of sub-categories for the structure dimension. A 
single family building (1100) class is one of the three second-level classes under 
the residential buildings class (1000). This class can be further classified, such as 
detached units (1110), attached units (1120), or manufactured housing (1150). 
Duplex structures is one of the fourth level classes under attached units. This 
dimension is independent to the actual activities on the land. If a neighborhood 
convenience store is operating in a residential building, the classification of the 
Structure dimension would still be in the residential building class. 

The site development dimension refers to the physical character of the land. 
Table 6.8 lists the first level site development dimension classification. Category 
1000 includes any area that is not yet developed, such as an open space. The 
2000 category is for site that is under construction. All developed sites are in 
categories 3000 through 7000. Farm land is in the 3000 category. Non-farming 
sites without buildings, such as a landfill site or a parking lot, are examples of the 
4000 category. Sites with non-building structures are in the 5000 category. For 
example, roads are considered to be developed land, although there are no building 
structures on them. With the site development dimension, roads are classified as 
the “Developed site with roads, train tracks, and other linear structures” (5300), 

Table 6.8 Land Based Classification Standards—Site Development Dimension  

Code       Description  
1000       Site in natural state  
2000       Developing site  
3000       Developed site—crops, grazing, forestry, etc.  
4000       Developed site—no buildings and no structures  
5000       Developed site—non-building structures  

    5100 Developed site with landscaped or ornamental features  
    5200 Developed site with billboards, signs, etc.  
    5300 Developed site with roads, train tracks, and other linear structures  

6000       Developed site—with buildings  
7000       Developed site—with parks  
8000       Not applicable to this dimension  
9000       Unclassifiable site development character 

Source: http://www.planning.org/lbcs/standards/view.htm  
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which is a second-level class under the first-level class of Developed site—
non-building structures (5000). Sites with building structures are in the 6000 
category. Parks have a separate category (7000) regardless if there are buildings 
or structures, developed or undeveloped. A site that cannot be classified in any of 
the other categories in this dimension is assigned to the 8000 category, while a 
site is in the process to be classified is temporarily assigned to the 9000 category.  

The ownership dimension reflects the ownership of the land. In general, 
properties are owned by the private, public, and nonprofit sectors, or may be jointly 
owned. Table 6.9 contains the first-level class for the ownership dimension. Based 
on this dimension, privately owned properties are in the 1000 category and 
publicly owned properties are in the 4000 and 5000 categories. The 5000 
category is for special government agencies, such as a port authority or water 
district. All other properties are in other categories. The 2000 category includes 
the properties that have easement restraint. An easement refers to a land owner 
who does not have the sole right of use of the property. For example, a public 
easement on a private property means that the public can use property that is 
privately owned. A leased property is under the 3000 category, if the owner and 
the tenant are in different ownership categories. An example would be a private 
establishment that leases a publicly owned property. Properties owned by 
nonprofit organizations are in the 6000 category. The 7000 category includes joint
ownership of different public agencies and the 8000 category includes joint 
ownership of public and private entities. The 9000 category covers all other land 
where ownership may not be determined. Like other dimensions, the ownership 

Table 6.9 Land Based Classification Standards—Ownership Dimension 

Code    Description
1000    No constraints—private ownership  
2000    Some constraints—easements or other use restrictions  
3000    Limited restrictions—leased and other tenancy restrictions  
4000    Public restrictions—local, state, and federal ownership  

4100 Local government  
4110 City, Village, Township, etc. 
4120 County, Parish, Province, etc. 

4200 State government  
4300 Federal government  

5000    Other public use restrictions—regional, special districts, etc. 
6000    Nonprofit ownership restrictions  
7000    Joint ownership character—public entities  
8000    Joint ownership character—public, private, nonprofit, etc. 
9000    Not applicable to this dimension 

Source: http://www.planning.org/lbcs/standards/view.htm  
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can be classified at different levels. For example, city owned land categorized as 
City, Village, Township, etc. (4110) under the Local government, is part of the 
first-level class, Public restrictions—local, state, and federal ownership (4000). 

The multi-dimension classification approach helps to accurately categorize 
the use of land with any single dimension. For example, a doctor’s office in a 
residential building can be classified as a: 

(1) Social, institutional, or infrastructure-related activity (activity dimension 
4000);  

(2) General sales or services function (function dimension 2000);  
(3) Residential buildings structure (structure dimension 1000);  
(4) Developed site—with buildings (site development dimension 6000);  
(5) No constraints—private ownership (ownership dimension 1000). 
The purpose of the LBCS system is to support planning applications at 

different geographical scales or different emphasis. At the neighborhood scale, the 
land coding schemes applied are site specific. That is, a local-based classification 
scheme is adopted to best describe the land use for a given site. Depending on the 
purpose, the land classification can be related to any of the five dimensions. At 
the citywide or countywide scale, normally land-uses are classified for each land 
parcel. This scale level is the closest to the 1965 SLUCM. At the Regional scale, 
the land classification is to support regional coordination and planning. Currently 
a uniformly applicable system is not yet available. At the state scale most 
classification is used for resource management and coordination of regional 
development.  

6.3 Land Database and Land Mapping  

Before computers became available, land use data were normally stored as hard 
copy maps and narrative descriptions. Typically, parcel map books are the basis 
for land use data. Most local agencies use parcel plat maps to describe the location 
and dimension. Each parcel is labeled with a unique property identification
number (PIN). A parcel map book contains PINs, ownerships, structures, land 
use types, property values, and other data for the listed parcels. To know the 
features of a parcel, a user first locates the parcel on a map, gets the PIN for the 
parcel, and looks at the associated data record.  

6.3.1 Land Database 

The computerized land database follows a similar style as its paper counterpart. 
The early land database contained graphics of land parcels. Lines were used to 
portray the property boundaries and each parcel was labeled with its PIN. A 
separate file contained the descriptive data of the parcels in tabular format. A 
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user followed the same procedure of using paper maps to find parcel data. The 
difference is that the search can be done with computer files.  

Most likely, a land database is a relational database. A relational database 
consists of multiple tables. In the tables, data records are stored as rows and each 
column, also called field, of the table represents one variable. As shown in Table 
6.10, the first row of a table contains variable names. The table has two columns. 
The first column, LUCODE, represents the land use code and the second column, 
DESCRIPTION, contains land use classification names associated with the land 
use code. Looking at the first record in the table, we can tell that the letter “A” 
represents Agriculture use. 

Table 6.10 Table of land use description  

LUCODE DESCRIPTION 
A Agriculture
SF  Single family residential 
C Commercial
W Water 
MF Multi-family residential 
LI Light Industrial 
HI Heavy Industrial 
VA Vacant

The power of a relational database is that any two tables can be related to 
each other with a key field. A key field is a variable in a table which contains 
values representing special characters of the records in the table. Once the key 
field value in a table matches the key field value in a different table the 
relationship of the two tables is established. There are four different relationship 
types between two tables: 

(1) One-to-one, 
(2) Many-to-one, 
(3) One-to-many, 
(4) Many-to-many. 
Along with the development of Geographic Information Systems (GIS), the 

land database has been improved to a more integrated stage. A GIS database 
internally connects two parts—a graphic component (map data) and an attribute 
component (tabular data) with a one-to-one relationship. In a one-to-one 
relationship the key fields in both tables have unique values. Therefore, the one 
key value (representing one record) in the first table has, at the most, one 
matching key value (one record) in the second table. You may image that the two 
components of a GIS land database as two separate tables. Each map feature is 
stored as one record in the map table, which contains geometric description of the 
feature. There is a companion data table that contains other descriptions of the 
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map features. This data table is also called an attribute table. The connection 
between the two tables is established through a key variable in the two tables. 
This key variable is normally called the feature identifier field. Each map feature 
is assigned a unique identifier and for each unique identifier in the map data table, 
there is a record in the attribute table having the same identifier. As shown in 
Fig. 6.2, the parcel map data contain a key variable, PIN, for each parcel. A 
separated table stores data describing parcel features, such as land use code. The 
two tables are linked through a one-to-one relationship using the PIN field. 
Therefore, we can tell, from the two tables, that the land use code for the parcel 
with a PIN of 52002920074 is “C”. 

Figure 6.2 Parcel map and its attributes 

The many-to-one relationship represents a case that the key field in the first 
table may have duplicated values while the key field in the second table has 
unique values. Consequently, the multiple records in the first table that have the 
same key value can be linked to one unique key record in the second table. Only, 
based on the one-to-one relationship shown in Fig. 6.2, a user may not know the 
meaning of the letter “C” in the data attribute table. Therefore, we need to link 
the data table to the land use description table (Table 6.10).  
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Figure 6.3 displays a two-step relation of three tables to derive land use 
description for each parcel. The table on the left represents a map file of parcels. 
It contains two variables—the identifier, PARCELID, and a variable, AREA, for 
parcel size data. The table in the middle is stores land use codes for the parcels. It 
also contains a PARCELID variable and a land use code variable, LUCODE. The 
table on the right contains descriptions of the land use codes used in the middle 
table. The key fields connecting the left and middle tables are the PARCELID 
variables while the key fields connecting the middle and the right tables are the 
LUCODE variables. 

Parcel Map Land Use Table Land use description Table 

PARCELID AREA PARCELID LUCODE LUCODE DESCRIPTION 

52002510072 37404 52002510072 C A Agriculture 

52002520147 4118 52002520147 MF SF Single family 

52002920017 7635 52002920017 C C Commercial 

52002920018 21334 52002920018 C W Water 

52002920032 50226 52002920032 C MF Multi-family residential

52002920033 35491 52002920033 C LI Light Industrial 

52002920034 37510 52002920034 C HI Heavy Industrial 

52002920035 62175 52002920035 C VA Vacant

52002920074 20767 52002920074 C 

52002930017 69025 52002930017 LI 

52002930075 4638 52002930075 LI 

Figure 6.3 Relational database tables 

Once the two key variables that link the three tables are identified, we can 
navigate the tables to find out the land use for each parcel. Comparing the left and 
middle tables, we can tell that the land use code for the first parcel (PARCELID
“52002920074”) is “C”. When we further look for “C” in the LUCODE column 
in the last table, we can see that “C” represents “Commercial” land use. Therefore, 
we know that the land use for parcel “52002920074” is commercial. In this 
example, the connection between the middle and right tables is many-to-one 
relationship.  

Tables in a relational database can be joined to form a single table. After the 
land use table (the middle table) is joined to the Parcel Map table (the left table) 
using the PARCELID as the key variables, the land use code (LUCODE) for each 
parcel is appended to the right of the original parcel map table. Then we can use 
the LUCODE as the key variable to join the Land Use Description table to the 
Parcel Map table. The end result is that each record (a parcel) in the Parcel Map 
table has a land use description (Table 6.11).  
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Table 6.11 A joint parcel level land use description table  

PARCELID AREA LUCODE DESCRIPTION 
52002510072 37404 C Commercial
52002520147 4118 MF Multi-family residential 
52002920017 7635 C Commercial
52002920018 21334 C Commercial
52002920032 50226 C Commercial
52002920033 35491 C Commercial
52002920034 37510 C Commercial
52002920035 62175 C Commercial
52002920074 20767 C Commercial
52002930017 69025 LI Light Industrial 
52002930075 4638 LI Light Industrial 

The one-to-many relationship is a case that the key field in the first table has 
unique values and the key field in the second table has duplicated values. One 
record in the first table can therefore be connected to multiple records in the second 
table with matching values. Figure 6.4 illustrates a case of on-to-many relationship. 
From the previous discussion we know that land use classification often has 
multiple levels. In the left table in Fig. 6.4, the LUCODE values represent the 
first-level land class. The table on the right includes the second-level land use 
classes stored in the column labeled as “CLASS”. The key field connecting the 
two tables is LUCODE. The one LUCODE value in the first table may have 

Land Use Description Table Land Use Sub-class Table 
LUCODE DESCRIPTION LUCODE CLASS
A Agriculture A 100
SF Single family residential A 101
C Commercial A 102
MF Multi-family residential C 410
LI Light Industrial C 422
HI Heavy Industrial C 435
VA Vacant HI 210

HI 220
HI 230
HI 240
HI 250
HI 260
LI 340
MF 530
MF 550
SF 510
VA 500
VA 508

Figure 6.4 One-to-many relationship 
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multiple matches in the second table. For example, the agriculture category has 
three secondary classes, labeled 100, 101 and 102. 

The last type, many-to-many relationship, is the most complicated case in 
that both key fields may have duplicated values. As a result, one record in the first 
table may be linked to multiple records in the second table and one record in the 
second table also may be linked to multiple records in the first table. In planning 
studies, we often need to analyze land use distribution with other variables such 
as population distribution. Population data are normally summarized by census 
tract. We may expect that one census tract can have more than one land use type 
and, at the same time, one land use type may appear in multiple census tracts. This 
represents an example of many-to-many relationship between the census tract table 
and the land use table. In a relational database, the many-to-many relationship 
needs special treatment. One approach is to create a connecting table with two 
key fields. The first key field is used to connect to the first table and the second key 
field is used to connect to the second table. In this case, census tract name is the first 
key field and land use type is the second field. Figure 6.5 illustrates this example.  

Census Tract Table Connecting Table Land Use Description Table 

TRACT SQKM TRACT LUCODE LUCODE DESCRIPTION 

701 4.6 703.04 A A Agriculture 

702 4.2 703.04 SF SF Single family residential

703.01 11.8 703.04 LI C Commercial 

703.04 39.8 703.04 SF MF Multi-family residential

703.05 5.8 703.04 C LI Light Industrial 

703.06 11.0 703.04 LI HI Heavy Industrial 

703.07 19.7 703.04 VA VA Vacant

703.08 10.0 703.05 VA

703.09 7.6 703.05 VA

704.01 65.1 703.05 A

704.02 74.8 703.05 A

705.01 21.5 703.05 LI 

705.02 156.7 703.05 SF

706.01 95.3 703.05 SF

706.03 53.8 703.05 C

706.04 84.0 

Figure 6.5 Many-to-many relationship 

The advantage of a relational database is its flexibility. Tables are added, 
maintained and edited separately. The change of one table can be reflected in 
other tables through the connections. This can keep the small database size and 
substantially reduce the maintenance effort. The three tables in Fig. 6.4 and the 
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one table (Table 6.11) contain the same amount of data. In the three-table option, 
land use description is stored once in a separate table. If there is any need to 
change the description, we can simply modify one record. For example, if we 
detect a spelling error in Commercial we can easily change it to “Commercial”. It 
will require much more effort to make the similar change in the one-table option. 
This storage efficiency becomes more important if there are multiple parcel files 
using the same data. Such an example is that several municipalities in a county 
adopt the same land use classification. In a relational database, while there are 
individual parcel data tables for the municipalities, only one land use description 
table is needed, which can be joined to any one of the parcel tables. 

6.3.2 Land Data Sources 

There are multiple ways of collecting land use data. Field survey is the most 
direct approach of collecting land use data. In a field survey, land surveyors 
identify the major landmarks and measure the relative location of lines and areas in 
reference to the landmarks. The product of a field survey is essentially a map of 
points and lines representing land features to a scale. 

When the object of a survey is a property boundary, the map produced is 
called a cadastral data file. Cadastral data describe the location and extent of a land 
parcel, normally expressed as direction and distance from a nearby landmark. In 
the United States, cadastral data are the legal description of land parcel. In preparing 
cadastral data, surveyors measure the land and review the history of land use and 
legal ownership documents. Generally, cadastral data are the basis for taxation.  

Remote sensing data have become common as the source of land use data. 
The data are land surface imageries captured by satellite sensors. Different land 
surfaces have different reflections of energy, which are shown on the imageries 
as different spectrums. Remote sensing specialists analyze and identify certain 
spectrum characteristics for a known land use. Knowledge obtained from such an 
analysis is then applied to a larger area to classify land surface by interpreting 
satellite images. Most land uses from remote sensing data follow the Anderson 
land use classification system.  

Building permits are a common data source for land use. Local governments 
issue building permits for new developments. A building permit specifies the type 
of intended use for the structure from which the type of land use can be derived. 

6.3.3 Land Mapping 

Land mapping is used to present the spatial distribution of land classes. Using 
different colors, a land use map can display the location and size of each land use 
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type and the spatial relationship of different uses. Throughout the years of land use 
classification, color standards have been adopted in communications and 
presentations. Although there are variations, the following color scheme is 
commonly used (Table 6.12).  

Table 6.12 Example of a land use mapping color scheme  

    Color              Land Use 
Light green  Agricultural 
Yellow Residential 
Red Retail and commercial 
Purple Industrial
Pink  Institutional and public facilities 
Green Recreational 
Gray  Transportation 
Dark green  Natural
Blue Water

The Land-Based Classification Standards System adopts a color coding 
system for each dimension. Table 6.13 lists the color assignment for the first- 
level class in the five LBCS dimensions. Land use mapping provides a visual 
presentation of the spatial distribution of land uses. While making maps we need 
to be careful of the consistency of color presentation. Same color may appear 
differently on different presentation media, such as print or computer screen. 
You should try to use the RGB (Red, Green, Blue) or hexadecimal values for 
accurate color assignment. Another issue related to the color land use map is 
color differentiation of a map. There are nine colors only for the first-level class. 
If we are using the second-level classification there will be many more colors 
required. The LBCS document suggests the use of color ramp. That is, the color 
is defined by the first-level category and the secondary categories use different 
shades for the same color.  

Table 6.13 LBCS color assignment  

Dimension Code   Color Name     RGB Value RGB Code Hex 
Activity 1000 Yellow RGB(255,255,0) FF00FF
Activity 2000 Red RGB(255,0,0) FF0000
Activity 3000 Purple RGB(160,32,240) A0F020
Activity 4000 Blue RGB(0,0,255) 00FF00
Activity 5000 Gray RGB(190,190,190) BEBEBE
Activity 6000 Dark slate gray RGB(47,79,79) 2F4F4F
Activity 7000 Light green RGB(144,238,144) 9090EE
Activity 8000 Forest green RGB(34,139,34) 22228B
Activity 9000 White RGB(255,255,255) FFFFFF
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Continued     
 Dimension Code Color Name     RGB Value RGB Code Hex 
Function 1000 Yellow RGB(255,255,0) FF00FF
Function 2000 Red RGB(255,0,0) FF0000
Function 3000 Purple RGB(160,32,240) A0F020
Function 4000 Gray RGB(190,190,190) BEBEBE
Function 5000 Light green RGB(144,238,144) 9090EE
Function 6000 Blue RGB(0,0,255) 00FF00
Function 7000 Dark cyan RGB(0,139,139) 008B8B
Function 8000 Purple4 RGB(85,26,139) 558B00
Function 9000 Forest green RGB(34,139,34) 22228B
Ownership 1000 Beige RGB(245,245,220) F5DCF5
Ownership 2000 Blue RGB(0,0,255) 00FF00
Ownership 3000 Blue4 RGB(0,0,139) 008B00
Ownership 4000 Light green RGB(144,238,144) 9090EE
Ownership 5000 Dark green RGB(0,100,0) 000064
Ownership 6000 Olive drab RGB(107,142,35) 6B238E
Ownership 7000 Gray RGB(190,190,190) BEBEBE
Ownership 8000 Black RGB(0,0,0) 000000
Ownership 9000 White RGB(255,255,255) FFFFFF
Site 1000 Light green RGB(144,238,144) 9090EE
Site 2000 Beige RGB(245,245,220) F5DCF5
Site 3000 Bisque3 RGB(205,183,158) CD9EB7
Site 4000 Wheat4 RGB(139,126,102) 8B667E
Site 5000 Tan4 RGB(139,90,43) 8B2B00
Site 6000 Brown4 RGB(139,35,35) 8B2323
Site 7000 Forest green RGB(34,139,34) 22228B
Site 8000 Light gray RGB(211,211,211) D3D3D3
Site 9000 White RGB(255,255,255) FFFFFF
Structure 1000 Yellow RGB(255,255,0) FF00FF
Structure 2000 Red RGB(255,0,0) FF0000
Structure 3000 Purple RGB(160,32,240) A0F020
Structure 4000 Blue RGB(0,0,255) 00FF00
Structure 5000 Gray RGB(190,190,190) BEBEBE
Structure 6000 Gray52 RGB(133,133,133) 858585
Structure 7000 Pink RGB(255,192,203) FFCBC0
Structure 8000 Forest green RGB(34,139,34) 22228B
Structure 9000 White RGB(255,255,255) FFFFFF

Source: http://www.planning.org/lbcs/standards/colorcodes.htm  

6.4 Land Suitability Analysis  

As we discussed earlier, the intensity levels of different human activities vary. It 
is important for a sustainable society to be able to retain those human activities 
for a very long time. Different human activities require different land uses. It is 
unrealistic to restrict one type of land use in favor of the other everywhere. 
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Therefore, we need to allocate different land uses in a way that will support one 
type of land use while respecting other uses. Land suitability is a factor to be 
considered in land use allocation. The meaning of suitability is that a piece of 
land has the required feature to support a proposed land use, considering social, 
physical, spatial, and economic factors.  

6.4.1 The Eight-Step Land Suitability Analysis 

In general, different factors considered in a land suitability analysis fall into one of 
three categories: (1) physical constraints, such as slope, soil, groundwater aquifers, 
and flood plains; (2) access, such as distance to roads, surface waters, sewer lines, 
or water lines; and (3) costs and benefits of the development. New developments 
could impact the physical environment or human society, such as an aquifer, a 
wildlife habitat, or historical sites. Land suitability analysis is a systematic 
procedure for examining combined effects of a related set of factors that an 
analyst assumes to be the important determinants of locational suitability (Kaiser 
et al., 1995). Specifically, a land suitability analysis examines selected land 
characteristics to determine the level of suitability, and ranks available land 
accordingly. The most suitable land will be used for development first. The 
selection of land characteristics is normally a judgment of the person in charge of 
the study. Those characteristics are represented with a set of factors. In general 
the process follows the following eight steps:  

(1) Select a land use type for analysis; 
(2) Select factors to be considered and attribute values of each factor; 
(3) Determine a score for each factor attribute;  
(4) Weigh the factors; 
(5) Calculate a composite score from the attribute values and weight it for 

each factor; 
(6) Rank the combined scores to establish suitability levels; 
(7) Identify available land based on existing land uses; 
(8) Compare with comprehensive plan, zoning or other land use controls that 

further remove unavailable land. 
A land suitability analysis should be conducted for each land use proposed 

for the future. As we discussed before, different land uses require different land 
conditions and pose different impacts to the land and surrounding areas. These 
differences are reflected in the land suitability analysis. In order to decide land 
suitability, multiple factors are combined into a composite value. Two aspects are 
considered during this process. The first is the suitability score for each individual 
factor. After a score range is decided, a score can be assigned based on the 
attribute of a factor to reflect the suitability level. The more suitable, the higher 
the value is. The second is to weigh each factor based on its relative importance 
level, compared with other factors. The weighed total of scores, which is also 
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called a composite score, is the final suitability score for the site. Everything else 
equal, the site with a higher composite score should be developed prior to the site 
with a lower composite score. We will use the Boone County data to work 
through an example of land suitability analysis. 

Step 1 Select a land use type for analysis  

A land suitability analysis focuses on one type of land development at a time. 
Normally, the development can be grouped as commercial, industrial, or residential 
use. When there is more than one land use type in the analysis, a suitability 
analysis of each land use type will be conducted. In the end, a preference order 
needs to be developed for areas suitable for multiple uses. As an example, we will 
use residential development in the following discussion. The same approach can be 
applied to any land use types.  

Step 2 Select factors to be considered and attribute values of each factor 

The purpose of a land suitability analysis is to analyze the physical and locational 
attributes of land in relation to a particular land use. Based on such analysis, the 
location for future land use in a study area can be identified so as to increase 
economic benefits with minimum degradation of environmental quality. 

The factors considered here are those that can help us decide on the priorities 
for land development. Some factors are related to the physical conditions that may 
determine the impact of the proposed land use to the area or to the development 
itself. Other factors reflect the demands posed by the proposed development. The 
factors could also be related to the costs and benefits of the proposed land use. 
Examples of factors commonly included in land suitability analysis are floodplain, 
aquifer, soils, slope, wetland, habitat, distance to streams, special landmarks (for 
instance historical buildings), transportation (e.g., streets and railroads), and utility 
services (e.g., sewer and water).  

Land suitability analysis is a systematic procedure for examining the combined 
effects of a related set of factors that the analyst assumes are the important deter- 
minants of locational suitability (Kaiser et al., 1995). There is no uniformly 
applicable list of factors. We need to review the local situation and engage in 
discussions with the stakeholders in order to determine which factors should be 
included in the land suitability analysis. For illustration purposes, we will use 
five factors. They are slope, floodplain, soil features related to construction, 
distance to sewer lines, and distance to highways. 

The slope factor is one of the main determinants for future land uses. For 
instance, flat land is the most desirable land for an industrial land use. It may 
become unsuitable for industrial uses if the slope is greater than 5%. The slope 
also affects road construction. The higher the road class, the lower the allowable 
maximum grades (Marsh, 2005). A slope greater than 25% will be the least 
desirable place for any kind of construction, based upon three considerations. 
The first is related to construction cost. The steeper the slope, the higher the 
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construction cost is. When the cost exceeds a certain amount, it makes the 
development economically unfeasible. The second is related to the safety of land 
use. A structure built on steep slope may not be stable because of erosion or land 
sliding, which may cause property damage or become unsafe for humans. The 
third is related to the impact of surrounding areas. For example, a steep slope may 
increase runoff and soil loss, which could affect the environmental quality in 
downstream areas.  

Protection of property and people from natural environmental hazards such 
as flooding is a major consideration in development decisions. A floodplain defines 
areas that may be affected by a storm statistically reoccurring on at a given 
frequency. For example, a 100-year flood plain delineates the areas that will be 
affected by a storm of the possibility of occurring once every 100 years. Any 
structures built on a floodplain may alter the water flow during a storm event. 
The structures themselves may also be damaged. Therefore, land development 
within a floodplain should be avoided. To encourage communities to adopt 
measures for reducing flood damage, the Federal Emergency Management Agency 
(FEMA) provides a National Flood Insurance Program (NFIP) to residents and 
business owners voluntarily adopting and enforcing floodplain management to 
reduce future flood damage. In general, floodplain management includes zoning or 
special-purpose floodplain ordinances (http://www.fema.gov/fima/floodplain.shtm). 

To further encourage communities to go beyond the NFIP minimum 
requirements, FEMA has created a Community Rating System (CRS, http: 
//www.fema.gov/nfip/crs.shtm), a voluntary incentive program. The goals of 
CRS are to reduce flood loss, to facilitate accurate insurance ratings and to 
promote awareness of flood insurance. FEMA offers discounted NFIP premium 
rates 5%~45% to local communities participating in one or more of 18 creditable 
activities, organized under four categories: (1) Public Information, (2) Mapping 
and Regulations, (3) Flood Damage Reduction, and (4) Flood Preparedness.  

Soil is a factor that has multiple effects on the suitability of a proposed land 
use. In less populated areas, septic systems are often used for individual homes to 
dispose of human waste. If soil does not drain well, it is not suitable for septic 
systems. In a septic system, the septic tank collects the solid portion of the waste 
and the liquid flows to a drainage field where water seeps through the soil. 
During the process, the soil absorbs and filters wastewater. Therefore, the water 
will be purified before it eventually reaches the groundwater aquifer. If the soil 
does not have good permeability, such as clay soils, the wastewater will not be 
able to drain through the soil easily. Consequently, the septic system will not be 
able to handle the human waste without an outflow. Soil with good drainage is 
preferred for development. Another aspect of the soil features related to develop- 
ment is the suitability for construction. Certain types of soil restrict building 
construction because of their slope or wetness.  

Accessibility refers to considering whether the proposed land use is 
compatible with adjacent land uses and whether it has adequate access to services, 
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such as transportation (streets, railroads and ferries), utilities (water or sewer 
lines), recreation (parks and recreational facilities), and education (schools). In 
populated areas, most municipalities have installed sewerage systems to collect 
wastewater and transport it to centralized treatment plants. The treatment plants 
are connected to individual houses through a network system that consists of 
different sized pipes. Normally, a sewerage system follows the gravity force. The 
cost of accessing the sewerage system is directly related to the distance of the 
sewerage network. Consequently, the area within the service area will have 
higher preference. Quality residential land developments must have access to the 
network of supporting infrastructure and community facilities (Kaiser et al., 
1995). Areas closer to the facilities are more likely to be developed before the 
more remote areas. The last two factors we will consider in the Boone County 
example are sewer and water service areas and distance to major roads.  

Step 3 Determine the score for each attribute of each factor 

Once the factors are determined, their attributes need to be determined. Attributes 
of a factor reflect its variation, which may be measured at any of the four levels 
of measurement—nominal, ordinal, interval, or ratio. For example, the floodplain 
data are at the nominal level, with two values—inside or outside the 100-year 
floodplain. The soil data regarding construction suitability has three values at 
ordinal level—severe, moderate, and slight, referring to the level of limitations a 
type of soil posted on construction. The slope measured in degrees is an example 
of ratio level of measurement. The slope can be any numerical value between 0 
and 90 degrees. The sewer service factor is measured as inside or outside a sewer 
service district. The distance to major roads is measured as kilometers.  

The idea of a suitability analysis is to review relevant factors together, which 
requires a unified measurement of different factors. In order to link suitability to 
a factor, the relationship between the suitability measurement and the original 
factor attributes must be established. Scores, which are the suitability 
measurement, should always be at the interval level using a few manageable 
values. A higher score corresponds to a higher level of suitability and a lower 
score represents a lower level of suitability. The first step of measuring 
individual suitability is to decide the lowest and highest possible scores. For 
example, the scores can be any values between 1 and 5. A score of 0 reflects the 
least suitable use and a score of 5 indicates the most preferable use. A land with a 
score of 4 can be interpreted as twice as suitable as the land with a score of 2. 
Table 6.14 is an example of the land suitability scores for the factors used in the 
Boone County case study.  

Assigning scores is one of the most challenging tasks in land suitability 
analysis due to the subjective nature of the process. First, the original attributes 
need to be reclassified or ordered. As shown in Table 6.14, the slopes are 
measured as continuous values, which need to be reclassified into four categories. 
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Table 6.14 Land suitability scores for a residential development  

Factor    Attribute Score
Slope „ 5% 5

5% „ 15% 4
15% „ 25% 2

25% 1
Floodplain Inside 100-year floodplain 1

Outside 100-year floodplain  5
Soil classified based on Slight  5
restrictions to construction Moderate  3

Severe 1
Sewer service district Inside the district  5

Outside the district  2
Distance to major roads „ 1 kilometers  5

1 „ 2 kilometers  4
2 „ 5 kilometers 3

5 kilometers  2

The two values of the floodplain factor must be arranged in an order to reflect the 
level of suitability. Second, scores are assigned to the reclassified factor values. 
Although the process is subjective, some approaches may be more reliable than 
others. A simple way is for the analysts, who conduct the study, to and assign 
scores based on the best knowledge available about the factors. This approach is 
subject to the challenge of validity. 

Another approach is to involve professionals, citizens, decision makers and 
other stakeholders in the score assignment process. One method often 
recommended to implement this approach is the Delphi method. The Delphi 
method recognizes human judgment as a legitimate and useful input. The 
literature has shown that the method can help to translate scientific knowledge 
into an informed judgment on evaluating and analyzing decision options 
(Linstone and Turoff, 1975). Experts (or stakeholders) work corroboratively 
towards a common problem. During the process, participants can clarify the issue 
and the reasoning process, as well as increase the understanding of other 
participants’ positions (Buckley, 1995). To avoid an individual dominating a 
group meeting, the Delphi method keeps all the responses anonymous 
(Scheele, 1975). A facilitator collects input from the participants and presents 
results statistically. From the summary, participants can review information and 
judgment from other participants. After that, the participants are asked to offer 
their input again, during which an individual may alter or revise his/her views. 
The facilitator then summarizes the results again for review. Although the Delphi 
method does not require participants reach a consensus on the issue, this process 
may be repeated until the participants feel they have obtained a useful result for 
their objective (Linstone and Turoff, 1975). The Delphi method addresses the 
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following concerns in decision-making:  
(1) Representative: Individual bias is a fact. Nobody can be completely 

objective in reaching a decision due to human nature and the knowledge of 
individual processes. The Delphi method collects input from a wide range of 
participants representing different groups, each having different priorities, concerns, 
and values.  

(2) Dominating personality: It is a common concern in group discussions and 
the decision making process that one or a few participants dominate the outcome. 
By preserving the anonymity of participants, individuals only expresses their 
opinions through questionnaire responses.  

(3) Consensus building: As diverse as participants may be, they share a 
common goal—to identify land development that maximizes benefits and 
minimizes costs. They are willing to have an open mind, listen to each other, and 
adjust their opinions during the process. The facilitator collects and statistically 
summarizes the responses. The participants then build on the similarities and 
resolve the differences in another round of responses. 

Step 4 Weigh the factors 

In this step, the relative importance of each factor is reflected in the weights 
assigned to each factor. The simplest weighing system assumes all factors are 
equally important; therefore, an equal weight will be assigned to each factor. 
When some factors are more important than others, those factors will be assigned 
a higher weight. Consequently, other factors will have a lower weight. When 
weights are expressed as percentages, the total of all weights must be 100%. This 
requirement ensures that the final composite score derived from the factors will 
have the same data range as each factor.  

Using Table 6.15 as an example, the most important factor in determining 
residential land suitability is slope and the least important factor is distance to 
roads. The weight for slope is 30% and the weight for soil is 15%. Therefore, the 
slope factor is treated twice as important as the soil factor.  

Table 6.15 Weights of land suitability factors  

Factor Weight
Slope 30%
Floodplain 20%
Soil classified based on restrictions to on-site septic systems 15%
Sewer district 25%
Distance to major roads 10%

Different individuals or groups are very likely to rank the importance of 
factors differently. One group may think that the slope factor is most important 
while another group may think that distance to utility service is even more 
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important. The process of assigning weights is similar to the process of assigning 
scores. The Delphi method can be used to allow participants to go through 
several iterations until they reach an agreement of weights.  

Step 5 Calculate a composite score from attribute value and weight for  
               each factor 

After assigning factor scores and weights, we can calculate the composite 
suitability score using the following formula.  

i iS s w                       (6.1) 

where, the composite score, S, is the sum of the product of the individual weight, 
, and the score,iw is for each factor, i. For example, consider a piece of land with 

a slope of 20% outside the 100-year floodplain 1 1( 2, 0.3s w ) s2( 5, 2 0.2)w
and within the sewer service district . The soil has moderate 
restrictions to building site development and the major roads 
are two kilometers away . The composite suitability score for 
this land would be calculated as: 

3 3( 5, 0.25s w )
)

)
4 4( 3, 0.15s w

5 5( 4, 0.1s w

(slope score slope weight) (floodplain score floodplain weight)
(sewer score sewer weight) (soil score soil weight) (highway score
highway weight), that is,  

S (2 0.3) (5 0.2) (5 0.25) (3 0.15) (4 0.1)

    0.6 1 1.25 0.45 0.4 3.7 

Step 6 Rank the combined scores to establish suitability levels  

Once composite scores are calculated for each piece of land, the land can be 
compared and ranked based on scores. The highest scores will be the most 
suitable land for the proposed use and the lowest scores will be the least suitable 
land. The suitability scores can be used as a guide for land use decision-making. 
A possible classification is shown in Table 6.16. The most suitable land has a 
value above 4 and the least suitable land has a value of 0.  

Table 6.16 Land suitability classification  

Composite score  Land suitability class 
0 1 Least suitable 
1.1 2 Less suitable 
2.1 3 Moderate suitable
3.1 4 More suitable 
4.1 5 Most suitable 
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With the scores and values we used in the example, the lowest possible 
scores for the five factors are: 1 for slope, 1 for floodplain, 1 for soil, 2 for sewer 
service district and 2 for distance to major roads. Therefore, the minimum possible 
composite score is:  

    S 1 0.3 (slope) 1 0.2 (floodplain) 1 0.25 (soil) 2             

0.15(sewer) 2 0.1(roads) 0.3 0.2 0.25 0.3 0.2 

          1.25

This means that no land in this study will be classified as least suitable. The 
worst possible case will be in the less suitable category, a composite score 
between 1.1 and 2. This result is because none of the factors has a minimum 
score of 0. The minimum score for “the distance to major roads” is 2 and other 
minimum scores are 1.  

Step 7 Identify the available land based on existing land use  

Unless development occurs in an area never touched by humans, it will require a 
conversion from an existing use, which has to meet certain people’s needs, to the 
proposed use. As discussed before, land uses vary in intensity. It is rare that a 
land use with higher intensity is changed to another use with less intensity. In 
general, different land uses can be ranked based on human impact. Undeveloped 
land, such as forest area or barren land, is the area where human impact is the 
least. Consequently, the new development would most likely occur on undeveloped 
land. Within the intensity scale, farming is less intense than residential use; 
therefore, farmland can be treated as available land for residential development. 
We would normally not convert a higher intensive land use to a lower intensive 
land use. From the existing land use data, we can identify those land parcels 
where the proposed land use is not appropriate or not desirable. For example, in 
Boone County, only open space, agricultural, and woodland areas can potentially 
be changed to residential use. After the land suitability is compared with the 
available land, we can quickly focus attention on areas that are suitable and 
available for future residential land development.  

Step 8 Constraints with comprehensive plans, zonings or other land use 
               controls to further remove unavailable land  

Comprehensive plans, zonings, and/or other regulations specify the permitted 
uses in an area. Unless there is a zoning change of zoning, future residential 
development can only be considered in permitted areas. Additional constraints 
may exist based on existing land uses or other physical conditions. For example, 
if certain areas are designated for conservation purposes, no residential 
development will be allowed there. In the Boone County example, let’s assume 
that no residential development should be placed within 400 meters of major 
highways. Excluding the areas not residentially permitted from the suitable and 
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available land, we will derive the final areas that can be considered for future 
residential development. The next section discusses the implementation of land 
suitability analysis with Geographic Information System (GIS) tools. 

The land suitability analysis is a process of comprehensively considering 
multiple factors used to eliminate areas where future development should not be 
considered. In addition, for areas where future development is permissible, land 
suitability analysis helps rank them in terms of future development preference. 
The benefit of land suitability analysis in planning is built upon these two 
outcomes. The unsuitable land will be excluded from consideration of future 
development. For areas that are suitable for new development, the more suitable 
land will be considered prior to the less suitable land. 

6.5 GIS-Based Land Suitability Analysis  

The legendary landscape architect and city planner Ian McHarg (1920 2001) 
recognized interaction between humans and the environment and advocated for 
the consideration of the environment in land use decisions. In his landmark book, 
Design with Nature (McHarg, 1969), McHarg illustrated a new method to support 
such consideration—overlay analysis. In the example of a road construction 
project in Staten Island, New York, McHarg considered social benefits and cost 
factors such as historic, water, forest, wildlife, scenic, recreation, residential, 
institutional, and land values. A series of maps were prepared, one for each factor, 
with transparencies and magic markers. The colors and gray tones reflected an 
ordinal scale. The darkest areas were the areas of greatest social benefits and the 
lightest areas were the areas of greatest social costs. These maps were drawn on 
transparencies as individual layers. The layers were put on top of other layers on 
a light projector. The final product is a composite layer of different tones 
reflecting different social benefits and costs at different locations. This composite 
layer provides the basis for identifying areas where a future road can provide  
the most social benefits. McHarg emphasized that the product must be a 
comprehensible and complete representation of the study area. McHarg’s method 
has become the foundation of GIS overlay analysis.  

Two types of GIS analysis, raster based and vector based, can be used to 
implement this overlay process. In raster-based analysis, the overlay is 
accomplished through a cell-based calculation. With vector based overlay analysis, 
all factors are saved as polygon layers. Those polygons are then intersected 
together, two at a time, until all the factors are included in the final layer. The 
vector based overlay procedure will create many intermediate layers. As the 
number of factors increase, the intersected data layers will have many small 
polygons, which may take a long time to process. Therefore, a raster-based 
analysis is generally preferred. One important consideration in a raster analysis is 
cell size. The larger the cell size, the faster the process, however, the resolution is 
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lower. If we reduce the cell size, the process is significantly slower. The choice 
of cell size is based on the resolution requirement and the size of the study area. 
You must select the cell size that provides enough resolution and that also allows 
you to complete the analysis for the study area within a reasonable time frame.  

After the factors to be considered in land suitability analysis for a particular 
land use type are determined, we can use GIS to prepare a data layer for each 
factor. We used ArcGIS, a product of ESRI, Inc. (Redlands, CA), to illustrate the 
process with the raster GIS overlay functions. Many other commercial and non- 
commercial GIS software packages can be used in land suitability analysis, based 
on the raster or vector data model. In a GIS based land suitability analysis,    
the factors are treated as individual layers. The scores for the classes of each    
layer are the layer values. The land suitability at a location is determined by 
accumulating the scores from all of the layers, and then multiplying the weight 
for each layer.  

6.5.1 Data Preparation  

In order to perform the overlay analysis, the layers must be developed. Conversion 
and other management functions are necessary to make the layers in raster format. 
A raster format data layer represents a study area with uniformly distributed grids. 
The grids, also called cells, have a fixed size. The cells are arranged in rows and 
columns. The location of a cell is defined by a row number and column number, 
which represents the row and column intersecting at the cell. The cell size 
determines the resolution of the data layers. To be comparable among the layers, 
different layers should have the same cell size. In addition, the data layers should 
be in the same projected coordinate system.  

6.5.1.1 Slope Layer  

A slope is defined as the difference in land surface elevation divided by the 
horizontal distance between two points on the land. In a raster based data file, the 
slope of a cell is the steepest downhill slope of a cell. It is calculated by determining 
the largest elevation difference between a cell and an adjacent cell of lower 
elevation and dividing it by the distance between the centers of the two cells. The 
result is expressed as a percentage. A slope can also be expressed as an angle. 
Any cell can have up to eight adjacent cells. Four of them share the borders and 
four meet at diagonal corners. Figure 6.6 illustrates the spatial arrangement of 
cells. The number in each cell represents the elevation of the cell in meters. In 
this illustration, only the three cells in the bottom row have elevations lower than 
the center cell, therefore, the steepest slope is from the center cell to one of the 
three cells. If the cell size in this illustration is 30 m, the distance between the 
center cell and cell below it would be 30 m, and the distance between the center 
cell and the two cells at the corner of the bottom row would be 30 2 42.4. 
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Therefore the slope from the center cell to the lower left cells would be:  

Left cell   1/42.4 0.024 or 2.4%  
Middle cell  2/30 0.067 or 6.7%  
Right cell   5/42.4 0.118 or 11.8%  

Therefore, the steepest slope is facing the southeast corner, from the center 
cell to the lower right cell.  

350 360 355

345 345 350

344 343 340

Figure 6.6 Illustration of adjacent cells 

Elevation data represent the height of land surface. Land surface is a 
continuous field, which can only be approximated. There are many different types 
of elevation data. Among them, two major types are commonly used.  

The vector format elevation data include elevation contour lines or elevation 
points. An elevation point is a location defined by x and y coordinates and a z
value for elevation. The contour lines connect points of the same z values so the 
elevation along a line is always the same. In an area with significant elevation 
change, the contour lines are placed close to each other. In an area where land 
surface is flat or with little variation, the contour lines are far apart. The vector 
based elevation data can also take the form of a Triangulated Irregular Network 
(TIN). TINs represent a surface as a set of irregular triangles. Elevation values 
are associated with each node of triangles. The lines connecting those nodes are 
called edges. 

The second type is raster format elevation data which contain elevations as 
cell attributes. A variation of the raster elevation data is the Digital Elevation 
Model (DEM), which contains evenly distributed sampling points. There is an 
elevation value at each sample point. 

An elevation grid is needed to create the slope grid. If the input elevation 
data are not in the raster grid format, a conversion is required. Several ArcGIS 
functions are available for converting other formats to the raster data format. For 
example, the DEM to Grid function can convert DEM format to raster format. 
Launch ArcToolBox, go to the Conversion Tools, click Import to Raster, then 
double click the DEM to Grid function. Select the DEM file as input file and give 
a name to the output raster file.  

If the original data are in the vector format, the 3D Analyst extension is 
required to create a Triangular Irregular Network (TIN) from the vector lines or 
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points. You will first launch ArcMap and add the 3D Analyst extension. Add the 
contours and elevation point files as layers to ArcMap. From the 3D Analyst 
toolbar, select the Create/Modify TIN option, then select the Create TIN From 
Features option. In the dialog box, select the input vector files and specify the 
height source field for each file. Make sure to give the output TIN name and 
click OK to proceed. After the process is completed and the TIN file is added to 
ArcMap automatically, select the Convert/TIN to Raster option from the 3D 
Analyst toolbar. In the dialog box, specify the input TIN and the output raster 
grid name. Click OK to proceed. The elevation grid from the process will be 
added to ArcMap automatically. To create a slope grid from an elevation grid, 
select the Surface Analysis option from the Spatial Analyst toolbar and select 
Slope from the pull-down list. Specify the input elevation grid, give a name to the 
output slope grid, and select the slope unit as percent. Click OK to proceed. After 
the process is completed, a slope grid is created and added to ArcMap (Fig. 6.7). 

The final step of preparing the slope factor layer is to convert the slope grid 
to a slope score grid. From the Spatial Analyst toolbar, select Reclassify. Select 

Figure 6.7 Boone County slope map 
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the slope grid as the input file, and specify four categories for the reclassification. 
Using Table 6.14 as the guide, enter the category range for the classification and 
give the corresponding score. Enter the output grid name and click OK to 
proceed. The result is a grid whose values are the slope scores (Fig. 6.8). 

Figure 6.8 Map of slope scores 

6.5.1.2 Soil Layer 

The second layer, soil data are normally in vector format using polygons to 
represent different soil types. In the United States, the U.S. Department of 
Agriculture Natural Resource Conservation Service (NRCS)  continuously 
conducts field soil surveys and publishes them to the Soil Survey Geographic 
                                                       

U.S. Department of Agriculture Natural Resources Conservation Service (NRCS), http://www.nrcs.usda.gov.
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(SSURGO) Database. The SSURGO database contains the most detailed soil 
data normally found in county soil survey books. The soil data are available in 
several formats that can be used directly in ArcMap. Each soil type is labeled 
with a soil symbol.  

In addition to the map data, NRCS has prepared county level tables of soil 
features. Two tables that are especially relevant to a land suitability analysis are 
the tables for on-site septic systems and building construction. Those tables can 
be linked to the soil map by matching the soil symbol. Figure 6.9 is a soil type 
map with the associated table regarding soil restrictions to construction. The soil 
graphic data contain soil symbol and shape for each soil polygon, which are 
shown on the map. The first column of the soil table contains one record for each 
soil symbol. The second column is the soil characteristics for the soil type.  

Figure 6.9 Soil map and the soil constraint table related to construction 

Once the tables and the soil map file are ready we can use ArcMap to create 
the soil layer. The procedure has three steps. In the first step, the soil characteristics 
table is joined to the attribute table of soil map data with the join by attributes 
function. From the Join Window, select the soil characteristics table and soil 
symbol as the join field. Click OK to join the two tables. Then the soil score 
lookup table is joined to the map attribute table with the same procedure, using 
soil characteristics as the join field. Finally, the vector soil layer is converted to a 
soil score grid. From the Spatial Analyst Tool Bar, select Convert then Feature to 
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Raster using the score field as the raster grid values. Click OK to start the 
conversion. After the process is completed the soil score grid will be added to 
ArcMap. Figure 6.10 is an example of the map of soil suitability scores.  

Figure 6.10 Map of construction related soil suitability scores 

6.5.1.3 Floodplain and Sewer Service District Layers  

The Federal Emergency Management Agency produces a series of maps showing 
areas subject to flooding, such as Flood Hazard Boundary Maps (FHBMs), Flood 
Insurance Rate Maps (FIRMs). Many communities also have maps showing the 
floodplains. Sometimes the maps are in hardcopy, though digital maps have 
recently become more common. Once vector polygon floodplain data are obtained 
or digitized, a new field can be added to store the suitability scores for the 
floodplain layer. From the Spatial Analyst Toolbar, select Convert then Feature to 
Raster using the score field as the raster grid values. Click OK to start the 
conversion. After the process is complete, the floodplain score grid is added to 
ArcMap. Figure 6.11 is the map of floodplain scores in Boone County. 

Similarly, scores for sewer and water service can be assigned to the polygons, 
representing service districts. Raster data layer of service scores can then be 
created as shown in Fig. 6.12. 

6.5.1.4 Distance to Roads Layer  

To create the distance to roads suitability score, a data layer of major roads is 
required. Most communities have developed roads as part of the baseline 
database. With such a file, we can use the GIS Buffering function to create 
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Figure 6.11 Map of floodplain scores in Boone County 

distance buffers to roads and reclassify the buffers to reflect the distance classes 
for different suitability scores. To create the buffer, click the distance option 
from the Spatial Analyst Tool Bars, select the Straight Line option. Select the 
street layer as the Distance to layer, the cell size and the output raster layer name, 
and then click OK to proceed. A new layer showing the continuous distance to 
streets is created and added to ArcMap. Following the distance classification in 
Table 6.14, we can reclassify the distance into 4 groups by executing the 
Reclassify option from the Spatial Analyst Toolbar. From the Reclassify window, 
click the Classify… button to specify the number of classes for the output layer. 
Then the appropriate break values are entered for the classification. After 
clicking the OK button, you will see that the new classes are assigned accordingly 
in the Reclassify window. Corresponding scores for individual distance classes 
are then entered to proceed with the process. Figure 6.13 displays the map of 
distance to roads scores. 
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Figure 6.12 Map of sewer service scores in Boone County 

6.5.2 Calculate Composite Scores  

By now we have prepared all five suitability factor layers. In the next step, those 
layers are used to create a composite suitability layer. This process is implemented 
with raster map algebra calculation. Map algebra calculates a cell value based on 
the values of other layers for the cells representing the same location. Such an 
overlay analysis can easily derive the cumulative effects of multiple layers. 
Weights for the factor layers can be simply incorporated into the formula. As 
shown in Fig. 6.14, the center cells have values representing the scores for the 
individual factors at the location. The weights for individual layers are shown in 
parentheses. The value for the center cell in the composite layer is calculated 
from the individual cell values and weights for the layers. 
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Figure 6.13 Map of distance to highway scores 

Figure 6.14 Illustration of map algebra 
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To implement this calculation with ArcMap, select the Raster Calculator
from the Spatial Analyst Toolbar, and enter the following formula:  

[slope] 0.3 [floodplain] 0.2 [sewer] 0.25 [soil] 0.15 [roads] 0.1 

Click the Evaluate button, a composite suitability layer is created and  
added to ArcMap. The composite score for the cell in the above formula is 3.4. 
The final task is to reclassify the composite scores into groups, as shown in 
Table 6.16. Figure 6.15 displays a suitability analysis result for Boone County 
data. This map clearly shows where land is suitable for residential development 
and where land is not suitable based on the scores and weights assigned in this 
chapter.  

Figure 6.15 Map of composite land suitability 
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6.5.3 Delineation of Developable Land  

However, not all of the land is available for residential development. Some of the 
land has already been developed which should not be converted to future residential 
land. Some of the areas are not permitted for residential land development. 
Figure 6.16 displays areas where land is available for residential development. 
The constraints for land availability are derived from existing land uses to 
indicate currently undeveloped (open space or woodland) land or farmland. Other 
constraints may be imposed by government rules or regulations as a way to guide 
where development may go. Figure 6.16 also displays a map of the land that is 
permitted for residential development in accordance to the zoning regulations. 
We can clearly see that the zoning requirement further limits where the future 
residential development may take place. 

Figure 6.16 Available land and permitted land for residential development 

Combining the three layers—land suitability, land availability and permitted 
land, we can derive the land that may be considered for future residential 
development. Those areas which are shown in Fig. 6.17 and represent the 
developable land that is suitable for residential development, currently is not 
developed, and is permitted by the zoning regulations. The map can be derived 
from three layers with GIS overlay functions. For example, in ArcMap, one may 
select GeoProcessing Wizard from the Tool menu bar, choose the “Intersect 
two layers” and click Next. In the next window, specify the two layers and the  
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Figure 6.17 Map of developable residential land 

output layer name. Click OK to execute the process. A new layer is added to 
ArcMap, which only has the areas available and permitted for future residential 
land development. The final product is produced after this new layer is overlaid 
with the land suitability layer. Since the land suitability layer is in raster format, 
the overlay process is different. Select Option from the Spatial Analyst Toolbar. 
For the mask option, select the intersected available-permitted layer from the 
pull-down list. Click OK to finish. A mask functions is like a cookie cutter. Any 
areas outside of this mask will not be included in output file. Use the Raster
calculator to calculate a new layer from the suitability layer. Because we have 
set up the intersected layer as the mask, the new land suitability layer is limited 
to the available and permitted land only. When a residential development decision 
needs to be made, only those areas suitable, available, and permitted should be 
considered. Among those areas, the most suitable area should have priority over 
the less suitable land. 
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6.6 Impact Analysis  

We will conclude this chapter with a brief discussion of impact analysis of land 
development. The impacts of land development should be analyzed with a systems 
approach. A human settlement is a dynamic system that demands additional 
resources than the natural condition. The process of creating and maintaining the 
settlement leads to various types of impacts.  

When we examine what is affected, the impacts could be on humans or on 
the environment. There are various social, economic, or cultural impacts of human 
development. People’s needs are the driving force for most land development. 
Land development modifies the existing land use, which normally increases the 
intensity of human activities and land value. This happens often as we see that 
farm land is converted to residential, industrial or commercial uses. The human 
impact may be that land owners and developers get profit from the land 
development and the buyers get to the use the land as they want. Along with the 
development, the characteristics of the area may be changing as well. The fast 
expansion of urban areas around the world is such an example. The land 
development often results in the change of social dynamics and life style. It is not 
uncommon to read in the newspaper that in fast growing areas, residents 
complain about the smell from nearby farms and that the tractors move too slowly. 
Farmers who want to stay in farming complain about the difficulty of maintaining 
a business; some may be under extreme pressure to sell their land.  

Environmental impacts refer to the degradation of quality in water, air, and 
land as a result of land development. Many of the by-products of human activities 
are the sources of environmental pollution. For example, water quality reflects 
the physical, biological and chemical status of a water body. Surface water such 
as streams, lakes, and estuaries are typically diverse and biologically productive 
environments in their natural form. It has been recognized that the quality of 
receiving waters is affected by human activities in a watershed via point sources, 
such as wastewater treatment facilities, and non-point sources, such as runoff 
from urban area and farm land. Industrial waste water may contain chemicals 
that do not exist in natural water. The application of fertilizers, pesticides and 
herbicides to lawns and farm fields may increase the concentration of nutrient or 
chemical concentrations in the water after a storm event. Physical and chemical 
factors, such as temperature, suspended solids, PH, nutrients, and chemicals 
determine the presence, abundance, diversity, and distribution of aquatic species 
in surface waters. The concept of biological integrity refers to the condition with 
little or no human impacts (Angermeier and Karr, 1994). Therefore, those water 
bodies that have been impacted by human activities to various degrees would 
demonstrate changes in biological integrity. Countries like the United States have 
set up policies to restore and maintain the integrity of the Nation’s waters. To 
achieve this goal, we must limit the land use impacts on waters to maintain water 
integrity, that is, the capability of supporting and maintaining a community of 
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organisms comparable to that of a natural habitat (Karr and Dudley, 1981).  
The impacts of land development are also reflected in the change in demand 

for resources, such as water, minerals, and energy; or for services such as schools, 
fire protection, sewage treatment, or garbage removal. For example, a change from 
farm land to residential use will significantly increase the number of people on 
the land; therefore, the demand for resources and services will increase as well.  

The human and environmental impacts can vary in terms of spatial extent. 
Some impacts are limited to the development site. For example the land value may 
increase substantially after development. An urban heat island is another example, 
which refers to the high temperature in urban area, as a result of a high proportion 
of paved land and the extensive use of air conditioners. The development impacts 
also can go beyond the site boundary. One such example is the induced traffic 
from development. After a site is developed, for example, as residential or 
commercial use, there will be traffic coming and leaving the site. The roads 
connecting to the site will experience an increase in traffic volume. If the 
increased volume exceeds the design volume of the roads, we will expect traffic 
congestion to occur on those roads. People living in other areas and using the 
same roads will experience increasing difficulties when traveling. 

It has been well documented that increased imperious surface in urbanized 
areas can significantly increase the risk of flooding because of the reduced 
infiltration and increased amount and flow rate of runoff. Communities downstream 
from a development site may be at higher risk of flooding damage.  

Land development impacts may also vary along the temporal dimension. 
Some of the development impacts may be seen immediately and some other 
impacts will only appear in the future. For example, residents may experience the 
convenience of shopping as well as the traffic congestion after a retail development 
is completed in nearby area. Land and groundwater contamination from a gas 
station may become evident many years after the gas station is closed. The effect 
of such contamination may last much longer than the period of time the gas 
station was in operation.  

The land development impacts can easily have a chain effect. The addition 
of nutrients into lakes may cause excess algae growth. Fertilizers applied on land, 
such as residential lawn, golf course, or agricultural fields can reach surface water 
body. The dissolved mineral nutrients, such as phosphorus and nitrogen, stimulate 
the growth of aquatic species and increase the organic mass in the water body. 
The consequence is the depletion of dissolved oxygen and the mortality and 
replacement of aquatic species. 

Environmental impacts may lead to social and economic impacts. The urban 
sprawl phenomenon in the United States clearly demonstrates such effect. Once a 
real property is developed, used, and abandoned, the expansion, redevelopment, or 
reuse of the property may be complicated by the presence or potential presence 
of pollutants. Most such properties are in the urbanized areas. Two consequences 
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are common as developers and investors stay away from those properties: The 
urban areas lose taxes, population, jobs, and prosperity. At the same time, much 
of the undeveloped land is developed. Land use efficiency is low at the edge of 
urban areas because of the waste of land and infrastructure (Bertaud, 1994). As 
people move out the center cities much land is converted to highways, people 
spend longer times commuting to work. Such development patterns are called 
urban sprawl. A critical consequence of reliance on highways as a principal 
means, of transportation is pollution from motor vehicles. The increasing air 
pollution elevates health problems, such as asthma, lung cancer, and premature 
death. A recent study sponsored by the U.S. Federal Transit Administration 
shows that “[urban sprawl] has thwarted mass transit development, separated rich 
and poor, caused unnecessary travel, consumed fragile land, and generated 
excessive public expenditures” (Burchell et al., 2002).  

There are many different approaches to quantify various impacts. Environ- 
mental impact analysis focuses on locally significant environmental quality, such 
as the alteration of wildlife habitat, the increase of soil erosion, the type and 
amount of pollutants discharged to local surface or ground water and emissions 
to air, or the increase of storm water runoff.  Traffic impact analysis calculates 
the traffic volume associated with a proposed development, which in turn to 
assess the carrying capacity of the existing roads. If the existing roads cannot 
support the proposed development, additional roads will be required in order to 
avoid traffic congestion. The impact to traffic will be the subject of the next chapter. 

Detailed discussion of land use impact analytical methods goes beyond the 
scope of this book. Kaiser et al. (1995) propose two land use analytical approaches 
that serve a good example of the foundation for impact analysis. A “carrying 
capacity analysis” method is used to identify the maximum amount development 
without causing a breakdown of a natural or artificial system. A “committed 
lands analysis” is a method used to identify areas where the benefits of a 
proposed development exceed costs of the development. These two methods 
analyze the impact of a proposed development. The carrying capacity refers to 
the extent to which the land can support the proposed use. The rationale behind 
the carrying capacity is that the actual intensity level of a suitable land use 
development may vary. For example, a land suitable for residential development 
may be developed as low density or high density, consequently the impact of the 
land development would be different. Since there are more people on a high 
density residential land than a low density residential land, the former will have 
greater impact on the land. Examples of the impact may be the demand for water,
if there is enough water resource to support the development, or the demand for 
roads, if the road network can support the added traffic from the residential 
                                                       

Community Guide to Development Impact Analysis by Mary Edwards (http://www.lic.wisc.edu/ 
shapingdane/facilitation/all_resources/impacts/analysis_intro.htm). Accessed May 2005. 
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development. Other examples of impact may be the amount of runoff from the 
new development can be safely drained or the pollution generated from the 
development does not degrade the receiving water.  

The committed land analysis reviews the benefit and cost related to a 
proposed development. Land development requires services such as water, sewer, 
school, and transportation. Although the development pays for the service 
sometimes the cost to provide the service may be higher than the revenue 
generated from the development. Let’s compare two similar developments one in 
an area supported by an existing sewer line and the second requires building a new 
line. The cost for the second development will certainly be higher than the first. 
If both developments can provide enough revenue for the sewer service, 
economically it makes sense to commit to any of the developments, although the 
first development will be more efficient than the second development. If the cost to 
provide the sewer service is higher than the revenue from the second development, 
we should not commit to the second development. The purpose of committed 
land analysis is to identify the suitable land development that the benefit of 
development exceeds the cost. Kaiser et al. (1995) gave an example of the cost 
and revenue comparison. If the new development requires water service for 150 
families and the charge for using the service is $50 per year per family, the total 
annual revenue from the 150 families will be $7,500. If the costs for expanding 
the water service lines are $30,000 per kilometer, the revenue associated with the 
development in the first year can support the expansion of service of 250 meters.  

Another factor in land use development is the consideration of the 
compatibility of a proposed land development with existing land uses in the 
surrounding area. For example, industrial use in the middle of a residential area 
is not considered as compatible use. The compatibility consideration recognizes 
that the affect of human activities on a piece of land may cross the parcel 
boundary. Such impacts may be reflected in many aspects, such as environmental, 
economic, traffic, services, or aesthetics. 

The impact analysis aims to assess and compare impacts of various 
development alternatives to the community by comparing the asset addition and 
the accompanied cost. A desirable development should minimize the fiscal, 
environmental, social, and traffic impacts; help to maintain or create the 
community characters desired by the residents: and efficiently use the available 
capacity of existing infrastructure, or be able to bring benefits to justify the 
expansion of existing infrastructure.  

This chapter introduces two major types of land analysis: land classification 
and land suitability analysis. Land classification is the base of describing human 
activities on land, which makes it possible to analyze the spatial distribution and 
relationship of land uses. Built upon the knowledge gained from land classification, 
we can assess the compatibility and impacts of different land uses. Like any other 
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classifications, the purpose of classification is to use a discrete number of classes 
to describe a real world phenomenon. This is necessary to be manageable, and at 
the same time, introduces errors. The classification is a process that requires 
individual judgment. Different operators may derive different classes, especially 
in the case of mixed uses. Also, there is sometimes no clear boundary between 
adjacent and different land uses. However, the nature of land classification 
requires artificial separation of uses. 

The land suitability analysis as presented in this chapter is primarily based 
on the impacts of a proposed land use. From the land suitability analysis we can 
identify the use that is most suitable for the land. Sometimes, a site that is 
suitable for development if reviewed in isolation may become unsuitable if 
reviewed in conjunction with the surrounding land uses. For example, a new 
commercial development on a piece of suitable land may introduce too much 
automobile traffic. For the site to be properly functional, it may be necessary to 
widen the existing roads or to build new roads. There may not be suitable land to 
accommodate road expansion. However, this problem is not considered in the 
original land suitability analysis.  

Review Questions 

1. Why is land used differently by humans? 
2. What are the characters that separate one type of land use from the other?  
3. What is the purpose of land classification? 
4. The two land classification systems that are used widely are the Anderson 

land classification system and the Land-Based Classification Standard (LBCS) 
system?  

5. Why do we say that a GIS land use database is a relational database?  
6. Why do we need to assign scores to different factor attributes in a land 

suitability analysis?  
7. What does the factor weighting do in land suitability analysis?  
8. Make a list of five different factors you may use in a land suitability 

analysis. Justify your choice by explaining the importance of each factor.  
9. Describe the function of constraints in identifying available land for future 

development.  
10. What is the next step after land suitability analysis?  

Exercises

1. Conduct a literature review on an issue that is related to land development, 
such as urban sprawl, brownfield development, traffic congestion, farm land 
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protection. Use the issue to illustrate the human-environment relationship. Why 
is it important to consider resource consumption and land developability?  

2. Look for land use maps or documents describing land uses of your city or 
town at different times in history. Prepare a series of hard copy land use maps, 
using the Anderson classification. If the land use classes in the data differ from 
the Anderson classification system, use your judgment to convert the classes. 
Prepare a detailed description of the final land use map, including the class 
description, classification approach, and data sources. If time permits, create a 
land use database using any GIS software. The description will be part of the 
data dictionary.  

3. Compare the historical land use maps and describe the chronological land 
use change. What are the connections between the spatial distribution of land 
uses and the development of the place?  

4. Zoom in to a few blocks in your city or town and follow the Land Based 
Classification Standards to prepare a set of first level land use classifications for 
activities, functions, building types, site development character, and ownership.  

5. The most challenging and controversial tasks in land suitability analysis 
is to identify factors to be included in analysis, assign scores and weights to the 
factors. Assume there is a development proposal in your community (It can be 
residential, commercial, or industrial development; which ever you think would 
help the community). Organize a group of students to complete the tasks using 
the Delphi method. Each will represent a different stakeholder group in the 
community (i.e., developers, investors, residences, special interest groups, 
government officials). Make sure you think and act as the group you represent. 
One person acts as the facilitator. Your goal is to reach a consensus on the factors, 
scores and weights, taking as many rounds as needed. Make notes along the 
process. After the exercise, the get together as a group and compare notes. 
Summarize your experience of the exercise. 
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The most critical challenge for transportation engineers and planners is the 
dynamic feature of a transportation system, both spatially and over time. 
Transportation facility and traffic volume are constantly affecting each other. 
Unlike housing development, where a house or an apartment is built for one 
family and the demand for housing can be met by building more houses, roads 
are built and shared among travelers. On any particular road, bad traffic indicates 
that more people are traveling on the road than has capacity to handle. One 
common practice to improve traffic conditions is to increase the road capacity, 
such as adding a new lane to an existing road. However, this increased capacity 
can effectively relieve the traffic congestion only for a short period. More people 
start to enjoy the easy travel from the road expansion and soon the traffic 

Chapter 7  Transportation Analysis 

Transportation analysis is the last part of the four planning analytical methods 
covered in this book. Various economic activities for a given population in an 
area occur at different locations, which are associated with different land uses. The 
interaction of those activities requires a network to connect places for moving 
people and goods. The function for such a system is the focus of transportation 
analysis. Transportation analysis provides the basis for transportation planning. 
Transportation planning is a process of finding feasible alternatives and com- 
ponents of a transportation system to support human activities in a community. A 
transportation system consists of many different subsystems to accommodate 
different modes of transportation. Transportation is a broad category which 
includes air, water, and land transportation systems. The land-based system 
includes motor vehicles, pedestrians, bicycles, and rail and public transits. In 
addition to the modes of transportation, a transportation system consists of 
networks such as roads, and supporting facilities, such as traffic lights.  

A comprehensive plan can give indication of the future land uses in a 
community. Transportation planners estimate the amount of traffic associated 
with the planned land use allocation, the options of travel modes, the alternative 
routes, and the required roadway features to support the estimated traffic volume. 
During the process of evaluating the various transportation alternatives required 
to meet the future demand, planners must consider community characteristics, 
available funds, environmental impacts, and other factors. Transportation engineers 
design appropriate transportation systems to support a community’s desired mobility. 
For example, after traffic volume increases and congestion occurs in a community, 
a transportation engineer can design additional roadway lanes needed to accom- 
modate the additional traffic volume while maintaining the original travel speed. 
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congestion occurs again. The theory of induced traffic explains this phenomenon 
as the increases in the carrying capacity of a road attracts more vehicle traffic to 
the road (Norland, 2001).  

People’s travel choices can be summarized as the time of departure, travel 
mode, and route. Many people travel to work within a short time period, called 
morning rush hours. Because many work places are close to each other in areas 
such as Central Business Districts (CBD), traffic volume tends to increase on 
roads that lead to the work places. People may choose to drive private cars or 
take public transit to work. People’s decisions regarding the three choices are 
often based on the comfort level, convenience, flexibility, privacy, and travel 
time. In the United States, the majority of the travelers drive private vehicles for 
those reasons. The trend in China shows similar pattern as automobiles become 
affordable to more and more people. Although effort has been made to have 
different work hours, the nature of business determines the vast majority of 
businesses will have similar working hours. Once on the road, travelers normally 
want to reach their destination quickly. This leads to the route choice as the only 
major factor affecting the traffic volume. Travelers can easily switch routes on the 
way. Radio stations in many metropolitan areas report road traffic conditions and 
suggest alternative routes.  

Assume a CBD is connected by a highway and a local street, more people 
would choose the highway in order to avoid traffic lights and to able to travel at 
higher speeds. As more people get on the highway, the vehicle moving speed will 
decrease. Eventually, there will be no difference in travel time between traveling 
on a highway and the local streets, which indicates that traffic has reached 
equilibrium. 

Now assume a new lane is added to the highway to solve the highway 
congestion problem, the immediate outcome is that travelers on the highway will 
be able to move faster. However, people who travel on the local streets realize 
that they may travel faster on highway and, consequently, switch their route to 
the highway. As a result of this switch, the travel speed on the highway will 
decrease. If this is the only consequence we may still expect that the new lane 
has relieved the traffic congestion to some degree. In reality, those who use 
public transit may realize the highway improvement switch to driving private 
vehicles. And those who leave to work earlier or later than their preferred time to 
avoid congestion may switch back to their normal time. This switch of routes, 
modes, and time is called “triple convergence” (Downs, 2004). According to the 
triple convergence principle, increasing the roadway capacity does not alleviate 
traffic congestion during the rush hours unless the roadway capacity is increased 
to the level that can accommodate all the traffic, which is spatially and 
financially impossible for many metropolitan areas. In short, the net affect of 
roadway improvement is that the improved travel condition induces more trips 
during the rush hours. This dynamic phenomenon presents a big challenge to 
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transportation planners.  
Detailed discussion of transportation engineering and transportation planning 

goes beyond the scope of this book. Students who are interested in further study 
should look into transportation courses offered in planning and transportation 
engineering programs. The goal of this chapter is to introduce the fundamental 
concepts and calculations in transportation analysis. You will be able to understand 
the travel demand modeling and its applications in planning.  

7.1 Basic Concepts in Transportation Analysis 

Let us begin by reviewing some terms commonly used in transportation analyses, 
using Fig. 7.1 as an example. A transportation study analyzes the traffic conditions 
on road networks. A road network is a special application of the “network flow 
problems”, which is part of linear programming theory. The mathematical base of 
network analysis is to determine a static maximal flow from one point to another 
in a network, subject to capacity limitations of the network (Ford and Fulkerson, 
1962). A road consists of multiple segments and one road connects to other roads 
at intersections. The collective features of each road segment represent the 
overall traffic conditions in a region. 

Figure 7.1 Illustration of a street network 

A street network refers to all the surface roads that are connected to each 
other and to different places of human activities. A street network consists of 
segments and nodes. A network may be a real geometric representation of 
roadways or straight lines connecting the nodes.  
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A node is an intersection where two or more streets are connected or the end 
of a street. For example, in Fig. 7.1, four street intersections are labeled as nodes 
1 through 4.  

A segment is a line connecting two nodes. The traffic on a segment remains 
same and may only change from one segment to another. Figure 7.1 shows four 
complete segments (labeled as 920,1070,1019, and 1131).  

A link is a segment associated with direction. If we use letter L to represent 
a link, the link from node i to nod j is often represented as .A one-way street is 

represented as a link with only one direction. A link representing a two-way 
street will have traffic data for two opposite directions. Therefore, a street 
network segment may be represented as and

ijL

ijL jiL . A link is the smallest unit of 

analysis in transportation studies. Many of the basic features of a street network 
are associated to links. Variables normally describe link-based traffic include 
design capacity, design speed, number of lanes, traffic volume, and actual travel 
speed.

A chain is a series of connected links directed the same way. The travel 
from a node i to a node j may go through a link or a chain of links.  

A study area is divided into areas, instead of points. Those areas are called 
Traffic Analysis Zones (TAZs). A traffic analysis zone is delineated as the 
smallest area of the study region. Although there may be numerous residential 
locations in a TAZ, to include each location in the model would be rather 
cumbersome in practice. Therefore, travelers within a TAZ are treated in the 
same way as an aggregated group (Oppenheim, 1995). Although people living in 
the same TAZ may access to the street network at many different nodes, 
transportation studies treat all traffic from a centroid of the zone. Traffic 
generated from a TAZ or end at a TAZ is connected to street networks through 
one or more connectors. One end of a connector is a node on the street network. 
The other end is the centroid of a TAZ. Connectors may not be real roads. Figure 
7.2 illustrates TAZs and their connectors to the street network. 

A trip is normally the focus of a transportation analysis. It represents the 
path people make from one place to another, for instance, from home to office. One 
type of trip is a vehicle trip—the number of automobile trips traveling in a 
transportation system. Another type of trips is a person trip—the number of 
people traveling through the transportation system. When there is more than one 
passenger in a vehicle it becomes necessary to distinguish the two. In this case, 
an estimation of number of people per vehicle is required to convert person trips 
to vehicle trips. 

The two places connecting a trip are called trip ends. Trip ends can be 
further divided into two categories when trip direction is considered. The trip end 
at the beginning of a trip is called origin and the trip end at the end of a trip is 
called destination.
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Figure 7.2 Traffic analysis zones and a traffic network 

Travel Time Index measures the additional time for a peak hour trip when it 
is compared with the same trip during non-peak hours. It is expressed as the ratio 
of the peak hour trip time and the non-peak hour trip time. For example, the trip 
from my house to office takes 40 minutes during the peak hours and 25 minutes 
during non-peak hours. The travel time index is 40 / 25 1.6.

Traffic flows between TAZs are normally expressed in an origin-destination 
(O-D) matrix. Table 7.1 illustrates an O-D matrix for a study area of four TAZs. 
Reading horizontally, the matrix shows that the traffic volume generated from 
Zone 1 is 11,774, among which 4,340 trips go to other parts of the same zone. 
Three other numbers represent the trips from Zone 1 to Zones 2, 3 and 4. For 
example, 3,180 trips go from Zone 1 to Zone 2. Reading vertically, the matrix 
shows the number of trips ending in each zone. For instance, 8,220 trips originate 
in Zone 2 and end in Zone 1. Numbers in the last column are trips that start from 
each origin zone. Numbers in the last row represent trips ending in each 
destination zone. The matrix shows that Zone 1 generates fewer trips than the 
other three zones. Zone 2 receives more trips than other zones. This could be an 
indication that Zone 2 may be dominated by industries or shopping centers that 
make Zone 2 the major employment center. 
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Table 7.1 An O-D matrix for a hypothetical study area of four TAZs  

To 
From

1 2 3 4 Total Trip Origins

1 4,340 3,180 1,769 2,485 11,774 
2 8,220 16,493 5,804 10,525 41,042
3 4,954 6,287 6,828 5,179 23,247
4 8,989 14,727 6,691 20,347 50,754

Total Trips 26,502 40,687 21,092 38,536 126,817

Design capacity is the maximum number of vehicles that can pass the end 
of a link within a given time period without causing traffic delay. It is measured 
as number of vehicles per hour, such as 1,000 vehicles per hour. 

Design speed is the maximum travel speed for a given link when there is no 
delay . A design speed reflects the function of a road and is normally limited by 
physical, social, economic, and aesthetic conditions. For example, the design 
speed of a link on steep slope is usually lower than the design speed of a road on 
flat land due to safety concerns. The design speed is also related to road functions. 
A local road passing through residential areas is likely to have a lower design 
speed than a highway. In Fig. 7.1, link 1070 has larger design capacity and faster 
design speed than link 1019. This is an indication that link 1070 represents a 
major road while link 1019 represents a local road. 

Number of lanes represents the lanes available for travel. The number of 
lanes can be the total lanes for both direction or be counted by the travel direction.  

Volume is the actual number of vehicles going through the link within a 
given time period. The volume can be measured as daily volume (24-hours) or 
one-hour volume. The one-hour volume is usually used to represent the traffic 
during peak hours.  

Average Daily Traffic (ADT) represents the typical daily traffic volume for 
a link. In transportation planning analysis, traffic volume data are normally 
collected during a long period in order to calculate ADT. The daily traffic can 
further be divided into weekday and weekend volume.  

Average Peak Hour Traffic (PHV) can be calculated when traffic data are 
collected only during peak hours on multiple days and the average is calculated 
from the data.  

Vehicle occupancy is the number of people traveling together in one mobile 
vehicle. It is normally calculated as the number of travelers divided by the 
number of traveling vehicles in a geographic area such as a traffic analysis zone, 
or a region.  

                                                       
A Policy on Geometric Design of Highways and Streets, American Association of State Highway and 

Transportation Officials, Washington, DC 1994.
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In transportation analysis trips are normally classified by trip purpose based 
on the location of the origin and destination.  

(1) If one of the trip ends is home and the other trip end is a workplace, the 
trip purpose is defined as home based work (HBW). A typical HBW trip is the 
trip from home to work in the morning or going home from work in the evening.  

(2) If one of the trip ends is home and the other trip end is not a workplace, 
the trip purpose is home-based-non-work (HBNW). Sometimes this trip 
purpose is called home based other (HBO). When a family goes to a restaurant 
for dinner, the trip purpose is qualified as HBO.  

(3) If neither of the two trip ends is home, the trip is defined as Non-home
based (NHB) purpose. A good example of a NHB trip is for a person to go 
shopping at lunch break. One trip end is the office and the other trip end is the 
store.

(4) Two trips between two trip ends (back and forth) are called a round trip.
For example, a person goes to work from home in the morning and returns home in 
the evening will count as one round trip, consisting of two trips.  

(5) The above discussed trips can be called simple trips. As the trip making 
behavior becomes more complex, people may make intermittent stops on a trip. 
Trip chaining is the succession of trip segments (Hensher and Reyes, 2000).  

Figure 7.3 illustrates the different trip terms. It shows three round trips. The 
round trip on the left consists of two HBN trips. The round trip in the middle has 
two HBW trips. The trip from WORK to BANK then HOME is an example of 
trip chain. The round trip on the right is made up of two NHB trips. 

Figure 7.3 Illustration of trips 

7.2 Overview of Transportation Analysis  

In general, transportation planning consists of two tasks. The first task is to 
estimate the traffic flow based on population and economic activities. Human 
activities are normally reflected in land use composition. The second task is to 
evaluate the social, economic, and environmental impacts of transportation projects. 
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Traffic demand analysis (freight and passenger) aims to derive the traffic 
volumes of a traffic network. The volumes are calculated from a set of 
origin-destination matrices related to a proper traffic analysis zone subdivision. 
Computer models are often developed to simulate traffic demands. Most of these 
types of models work best on a corridor or regional scale for planning purposes. 
They are not designed for estimating traffic volume on a particular street.  

The purpose of a traffic impact analysis is to identify the traffic-related 
consequences of a proposed development, such as a new commercial center. 
Normally, the outcome of the analysis is recommendation for minimizing 
undesirable impacts. In order to do so, the analysis will determine specific traffic 
volumes associated with a proposed development, the capacity of existing 
transportation systems to absorb additional traffic volumes, the significant traffic 
impacts, and possible mitigation measures for those impacts. The traffic impact 
study results are used to identify and assist in the design of specific transportation 
improvements required for a project. These improvement requirements are 
normally incorporated into the conditions of the project approval.  

While transportation project is intended to improve mobility, it also incurs 
implementation costs. The comparison of costs and benefits of different alternatives 
is often used as the basis for selecting a desirable course of action. A commonly 
used measure is the ratio of benefits to costs (B/C ratio). If the ratio of a project is 
greater than one, the project is expected to have greater benefits than costs. 
Everything else being equal, the project with the higher ratio would most likely 
be the preferable choice.  

The challenge of a cost-benefit analysis is the measurement of cost and 
benefit. Costs may be monetary or non-monetary. The costs to build or maintain 
a street are an example of monetary costs. The costs incurred from automobile 
accidents and congestion are examples of non-monetary costs. In addition, a 
transportation project may affect the land use pattern, air quality, and quality of 
life in the surrounding areas, which may also be non-monetary costs and/or 
benefits. Examples of benefits include increased efficiency of the transportation 
system, positive economic development impacts, and increased real estate values. 
In general, a Benefit-Cost Analysis (BCA) identifies alternative projects that 
have positive net social benefits and then selects one from the list as the preferable 
choice. The final selection could be solely based upon the net benefit or other
additional considerations. What can complicate the Benefit-Cost Analysis is that 
the costs and benefits may be short-term or occur over time.  

7.3 Street Classification 

Streets have two functions—providing access and facilitating movement. Both 
functions are critical for an effective transportation system. Access refers to 
connecting the points of interest to the street network. Movement means that one 
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can travel fast along a street. Streets with good access are easy to get on and off. 
Such a street does not allow high-speed travel. Streets with good movement have 
limited number of access points; so, traffic can move uninterrupted. Most of the 
time, a street is normally designed to have one primary function. Some streets are 
designed to move vehicles quickly and efficiently from one point to another; 
others are connecting to as many places as possible. At one extreme, a street used 
for fast moving vehicles has limited access, such as express highways. Local 
streets are at the other extreme, which connect to individual buildings and have 
low travel speed limits. This allows the transportation system to provide 
connections to places of human activities with a safe and smooth traffic flow. 

Street classification is a method that reflects the various street functions. A 
local municipality may use a variation of this general street classification system 
to accommodate the specific local circumstance. In general, a street classification 
consists of the following categories: 

Expressways or freeways (movement  access): The most important 
function of expressways or freeways is to provide rapid vehicular mobility 
between cities and major attractions. The access of these roads is limited to major 
regional destinations, such as airports, large shopping malls, or hospitals. The 
limited number of access points allows automobile travel at high speeds without 
much interruption between origin and designation. An expressway traveling 
through a city only has a few exits for connecting the city and the transportation 
system and with minimal delay for the through traffic.  

Arterials (movement access): The primary function of arterial streets is still 
to provide a high degree of vehicular mobility. However, this class of roads can 
connect more areas to a transportation system within an area, such as a city or a 
town. Once a vehicle gets on an arterial, the purpose is to enter to an express 
highway within a short distance or travel to a place that is not too far away. 
Because of its emphasis on mobility, these streets should be designed to maintain 
high traffic capacity.  

Collectors (movement access): Access and mobility are equally important 
for collector streets. The access refers to linking the interior of an area to the 
transportation system by providing a short travel to the nearest arterial streets. 
One example of the consideration of movement is the left turn lane and restricted 
turning movements.  

Local streets (movement access): Local streets primarily provide a high 
degree of access. Vehicles are constantly merging or leaving traffic along streets, 
as well as containing pedestrian crossings. Another feature of local streets is on- 
street parking. Easy access to local streets is much more important than fast 
vehicle movement. In fact, most local streets impose low travel speed limits. 

The U.S. Census Bureau developed a street classification system as part of 
its Census Feature Class Code (CFCC), based on the U.S. Geological Survey 
(USGS) classification code in the DLG-3 file. The CFCC is a hierarchical 
three-character system for linear features. The first character, A, is used for roads. 
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The second character is a number representing the major street category. The 
third character, also a number, describes sub-categories for each major category. 

Table 7.2 displays the major CFCC Road categories. For example, A1 
represents a “Primary highway with limited access”. In this category, A11 is a 
“Primary road with limited access or interstate highway, unseparated”; and A12 
is the “Primary road with limited access or interstate highway, unseparated, in 
tunnel.” Most of the street classifications were field verified by census staff 
during field operations or through the use of aerial photography or imagery. 

Table 7.2 Major Census Feature Class Code road categories 

CFCC Category Description
A0—Road With  
Category Unknown 

Source materials do not allow determination of the road 
category 

A1—Primary Highway 
With Limited Access 

Interstate highways and some toll highways, which are 
accessed by way of ramps and have multiple lanes of traffic. 
The opposing traffic lanes are divided by a median strip 

A11 Primary road with limited access or interstate highway, 
unseparated 

A12 Primary road with limited access or interstate highway, 
unseparated, in tunnel 

A13 Primary road with limited access or interstate highway, 
unseparated, underpassing 

A14 Primary road with limited access or interstate highway, 
unseparated, with rail line in center 

A15 Primary road with limited access or interstate highway, 
separated

A16 Primary road with limited access or interstate highway, 
separated, in tunnel 

A17 Primary road with limited access or interstate highway, 
separated, underpassing 

A18 Primary road with limited access or interstate highway, 
separated, with rail line in center 

A2—Primary Road  
Without Limited  
Access

Nationally and regionally important highways that do not have 
limited access as required by category A1. It consists of 
highways that connect cities and larger towns. A road in this 
category must be hard-surface (concrete or asphalt). It has 
intersections with other roads, may be divided or undivided, 
and have multi-lane or single-lane characteristics 

A3—Secondary and 
Connecting Road 

Highways that connect smaller towns, subdivisions, and 
neighborhoods. The roads in this category are generally 
smaller than roads in Category A2, must be hard surface 
(concrete or asphalt), and are usually undivided with single- 
lane characteristics. These roads usually have a local name 
along with a route number and intersect with many other roads 
and driveways 
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Continued    
CFCC Category Description

A4—Local, 
Neighborhood, and 
Rural Road 

Roads for local traffic with a single lane of traffic in each 
direction. In an urban area, this feature is a neighborhood road 
and street that is not a thorough-fare belonging in categories 
A2 or A3. In a rural area, this is a short-distance road 
connecting the smallest towns 

A5—Vehicular Trail Usually a one-lane dirt trail, and is found almost exclusively in 
very rural areas 

A6—Road with  
Special Characteristics 

Roads, portions of a road, intersections of a road, or the ends of 
a road that are parts of the vehicular highway system and have 
separately identifiable characteristics 

A7—Road as Other 
Thoroughfare

Roads used by bicyclists or pedestrians, and is typically 
inaccessible to mainstream motor traffic except for private- 
owner and service vehicles 

Source: U.S. Census Bureau. 2004.  

The street classification reflects the variations of road functions. The physical 
characteristics of streets in different categories vary significantly. The major 
function of roads in the A1 class is movement. Therefore the roads are wide and 
have limited access, such as the expressways. The length of streets between exits 
is long. This is consistent with people that use the A1 class streets for long 
distance travel, such as between cities. Travelers do not need to make frequent 
stops and speed is the major concern. Compared to the A1 class, roads in the A4 
category are used more provide access than movement. Travel speed is less of a 
concern for people traveling on roads in the A4 category. The primary purpose of 
using these roads is to get to the point of interest. The connection to residential, 
commercial and work places is provided through local streets. Those streets are 
the most widely dispersed and span to every place of human activities. Each 
lower category street feeds traffic to the higher category streets. The need for 
higher category streets is less since there are fewer areas to be connected.  

7.3.1 Level of Service  

The travel quality of a road is normally expressed with the measurement of level 
of service (LOS). In the United States there are six LOS categories represented 
by the letters “A” to “F”, where A is for the best traffic condition and F, the worst. 
In general, the LOS system reflects a user’s actual travel experience in relation to 
desired travel condition. It can be used to measure different modes of transportation, 
such as automobiles, bicycles, pedestrians, and public transit. Although the scale 
system may be similar for all transportation modes, the measurement varies. Even 
for the automobile traffic alone, different measurements are normally adopted for 
highways and urban streets. 
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It should be noticed that LOS measures the quality of traffic flow, or the 
levels of congestion. Although traffic can be by automobile, bicycle, or public 
transit, the discussion below is specific to automobile traffic. In designing a street, 
traffic engineers use LOS as the base for selecting design parameters.  

7.3.1.1 Highway Level of Service  

Highway LOS is calculated according to the volume/capacity ratio as shown in 
Table 7.3.

Table 7.3 Highway level of service classification  

LOS Volume/Capacity Ratio   Description (TRB, 2000) 
A Less Than 60% Free-flow operation 
B 60% to Less Than 70% Reasonably free-flow 
C 70% to Less Than 80% Flow at or near free-flow speed 
D 80% to Less Than 90%  Borderline unstable 
E 90% to Less Than 100%  Operation at capacity 
F 100% or Greater  Breakdown

Level-of-service A represents free-flow operations. A traveler can travel at 
the designed speed almost completely unimpeded. The distance between vehicles 
is large enough for the motorist to feel comfortable. The effect of minor incidents 
can be easily absorbed. 

Level-of-service B describes a condition in which a motorist still can 
experience reasonably free flow at free-flow speeds. Although slightly restricted, 
the ability to maneuver and level of comfort are still high and minor incidents do 
not cause much delay.  

Level-of-service C is the lowest level in which a motorist can move at, or 
close to, the free-flow speed. The ability to maneuver is noticeably restricted. 
Drivers may feel tense while driving due to the additional vigilance required for 
safe operation. Although minor incidents can still be absorbed, local deterioration 
in service will be substantial. 

Level-of-service D depicts a condition in which motorists can experience 
reduced travel speeds. The ability to maneuver is severely limited. Drivers may 
start feeling uncomfortable physically or psychologically. The network has little 
capacity to absorb minor incidents. 

Level-of-service E is a condition in which traffic is at its design capacity. 
There is no room for any disruption of traffic flow. A simple lane change may 
significantly affect the traffic. The level of maneuverability is extremely limited 
and driving is no longer a comfortable experience. Serious breakdown with 
extensive queuing can result from minor incidents. 

Level-of-service F describes a condition of breakdowns in the traffic flow. 
Queuing and congestion are the norm for LOS F. The traffic flow exceeds the 

338



Chapter 7  Transportation Analysis

design capacity. There is almost no ability to maneuver and no one will feel 
comfortable driving. 

In planning and designing a transportation network, transportation authorities 
set up LOS standards for each roadway segment, which specify acceptable LOS. 
It is critical to set up adequate LOS standards. Achieving a better level of service 
normally costs more for construction and maintenance. It may also require more 
land to be committed to transportation. In order to maintain the level of movement 
that matches the development level of a community within the affordable budget, 
planners and decision makers must carefully select a proper LOS for new 
transportation, as well as improvement of the existing transportation system. For 
example, the designation of LOS can be the basis for establishing a traffic impact 
mitigation fee system to provide “fair share” funding for transportation 
improvements. The level of service can also be used as environmental impact 
review criteria that provide a basis for accepting, modifying, or denying a proposed 
development. 

7.4 Travel Demand Modeling  

A travel demand model is used to forecast the transportation arrangement. 
Because of the difference of various conditions, such as those discussed in the 
land suitability analysis, human activities in an area are not evenly distributed. 
Certain areas may not be suitable for all types of development. For those areas that 
can support development, some may be more suitable for industrial development, 
while other areas are more suitable for residential development. In addition to the 
natural condition, the layout of existing land uses also determines the potential 
for future development. For example, it would normally be considered inappropriate 
to build a factory in a residential area. The outcome of the suitability and 
compatibility considerations is the uneven distribution of human activities. 
Certain areas are predominately for residential uses, some for commercial uses, 
and some for industrial uses. Such distribution makes it necessary for people to 
travel among different areas using the transportation system. In addition to the 
connections, the demands for carrying capacity and other facilities, such as 
parking, vary spatially and temporarily. The trips to and from a factory may have 
morning and afternoon peaks while such patterns may not exist for trips to a 
shopping mall.  

In order to estimate the traffic associated with different human activities, a 
region is divided into TAZs and the TAZs are connected to the transportation 
network. TAZs are the smallest unit of analysis in travel demand modeling. Two 
general rules are normally used in delineating TAZs: 

(1) A zone should be bounded by the transportation network or natural 
boundaries, such as rivers.  
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(2) The zone boundaries enclose a relatively homogeneous area in terms of 
land use characteristics and traffic conditions and separate the areas that are 
different. TAZ boundaries may follow community or neighborhood boundaries. 

The study area where a travel demand model can be developed must be 
small enough so that people are likely to travel between all zones within the area. 
At the same time, the study area must be large enough so that the trips crossing 
the study area boundary can be ignored. A metropolitan region is normally used 
as a study area.  

Although there are different travel demand models using different variables, 
the application of travel demand modeling in general contains the following six 
components, normally arranged in a sequential order:  

(1) Specify the regional population and economic activities for the study 
area. This component focuses on what is expected to occur in the study area. The 
population and economic analysis methods discussed in Chapters 3 5 are used 
to determine the characteristics of human activities.  

(2) Allocate these population and economic activities to each TAZ based on 
land uses. All human activities concerned in this context require the use of land. 
The methods discussed in Chapter 6 are used to identify and allocate land for 
human activities specified in the first component. Traffic Analysis Zones are the 
smallest areas used to summarize human activities. 

(3) Choose a proper model structure and relevant variables to be included in 
the travel demand model. This process is called model specification. Modelers 
analyze the trend and special features of the study area and construct a model that 
describes the connection between human activities and the traffic demand. Such 
a model incorporates the most important variables in establishing the connection. 
In addition, model specification also determines how those variables are used to 
quantify the connection. 

(4) Use the travel demand model to calculate traffic flows between TAZs. In 
this component, the travel demand model is used to calculate the traffic from one 
TAZ to another. The total traffic can be summarized by the modes of transportation 
and different routes that connect the TAZs. 

(5) Collect actual traffic flow data and calibrate the travel demand model for 
the study area. The purpose of calibration is to adjust model structure and/or 
parameters in order to match model outputs with observed data. A model is only 
useful if its prediction matches the observed data. In this component, the travel 
demand model is fine tuned with real world data.  

(6) Use the calibrated travel demand model to predict traffic flows for 
different growth scenarios. After the model calibration, the travel demand model 
is believed to be capable of predicting traffic for a given human activity scenario. 
Additional predictions may be derived from the traffic forecast, such as travel 
time and travel costs, street alignment and construction costs, and other social, 
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economic, and environmental impacts. The modeling results are used to support 
decisions about different alternatives. 

Traffic planners and engineers spend a considerable time and resources to 
design a model and to analyze issues related to the structure, parameter and 
application of travel demand models. The rest of the Chapter introduces the 
general components of travel demand models. Although not all planners need to 
develop or operate a travel demand model, it is important for planners to understand 
how a travel demand model establishes the connection between human activities 
and traffic.  

This travel demand modeling covers major travel behaviors that affect 
travelers’ decisions on choice of traveling, destinations, transportation modes, 
and travel paths. The modeling process consists of four individual parts, commonly 
referred to as the four-step travel demand forecast modeling process. 

(1) Trip Generation: Forecast the number of trips originated from and attracted 
to each TAZ.  

(2) Trip Distribution: Allocate the trips within and between the TAZs. 
(3) Mode Choice: Divide trips among different modes of travel. 
(4) Trip Assignment: Assign the trips to different routes connecting the 

TAZs. 
These four steps were developed in the 1950s and 1960s. Since then, although 

the four components are kept intact, many significant modifications have been 
made to the models in response to the advancement of understanding travel 
behavior by modelers (Chang and Meyers, 1999).  

7.4.1 Trip Generation 

As we discussed earlier, a trip is defined as a connection between an origin (O) 
and a destination (D). Consequently, trip generation is a process to determine the 
number of trips from and to a particular site or area.  

Trip generation establishes the connection of transportation analysis to 
demographic analysis and economic analysis (Gazis, 2002). The subject of 
transportation analysis is how people travel. The number of trips generated in a 
zone depends on the zone’s population. In general, the more people, the more 
trips expected. In addition, people with different characteristics travel differently. 
One observation from various studies shows that people with higher income 
levels tend to travel more than those with lower income. A young aged person 
who is not permitted to drive will have to ride with someone else in a private 
vehicle or use transportation modes other than the private vehicle. The 
demographic analysis discussed in Chapter 3 gives the base for estimating trip 
generation.

Some people may travel for the purposes other than to reach a destination. 
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For example, one may want to get in his/her car to be alone for awhile. However, 
the majority of trips have an origin and a destination. The destination is closely 
related to the trip purposes, such as to go to work, to shop, to dine, or to entertain. 
All those human activities are closely related to the economics of a region. The 
availability of employment opportunities can determine the number of people 
who travel to work. The type and size of retail stores can affect the number of 
people who travel to shop. Understanding the economic activities in a TAZ can 
help estimate the number of trips that may end in the zone.  

As we discussed in Chapter 6, most human activities require the use of land. 
A region is divided into different pieces of land that are associated with different 
human activities. Majority people do not live and work in the same place, 
although the number of people who do so may increase. With advances in 
technology, such as high speed internet connection, people may work at home. 
However, majority of the jobs will still require face-to-face interaction in a 
traditional work-place. The inventory of land uses, therefore, provides the base 
for estimating trip generation. For example, the Institute of Transportation 
Engineers publishes trip generation rates for different land use types. The trip 
generation rate can be calculated as daily trips or peak hour trips. Trip generation 
rate are presented as vehicle trips or person trips. A vehicle occupancy variable 
can be used to convert the two rates: 

TGv TGp / VO                     (7.1)  

where,
TGv — vehicle trip generation rate; 
TGp — person trip generation rate; 
VO — vehicle occupancy rate. 
As shown in Table 7.4, trip generation rate can be calculated for a particular 

site. Depending on the type of land use, trip generation rates may be expressed as 
number of trips per employee, number of trips per unit land area (i.e., trips per 
acre), or number of trips per occupied dwelling unit. The ITR report also separates 
the trips by direction—entering or exiting the site. These trip generation rates are 
normally derived from observed data, using regression analysis. 

The origin and destination are normally represented as Traffic Analysis 
Zones. After a study area is divided into TAZs, the amounts of different land use 
types in each zone can be determined. There are two components of estimating 
trip generation and both are closely related to TAZ-level land uses. Trip production 
refers to the number of trips that originate from a TAZ. Trip attraction reflects the 
number of trips that end in a TAZ. The combination of trip production and trip 
attraction is the outcome of trip generation analysis. People’s travel behaviors 
vary for different trip purposes. To improve the accuracy of trip estimation, the 
trip generation analysis is usually done separately for different trip purposes. 
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The TAZ-based trip generation is calculated in two steps. In the first step, 
TAZ-based trip productions are calculated. Then TAZ-based trip attraction rates 
are estimated. The attraction rates reflect the relative attractiveness of a TAZ in 
relation to other TAZs in the study area. 

The difference between trip production/trip attraction and trip origin/trip 
destination is worth noticing. An individual trip has two ends, one end is the trip 
origin and the other end is the trip destination. Trip production and trip attraction 
refer to aggregated trips associated with traffic analysis zones, rather than 
individual trips. This distinction is important and becomes the basis of trip 
generation studies. Furthermore, trip production is only related to residential land 
in a zone. That means, only the TAZs having residential land can produce trips. 
Trips can be attracted by both residential and non-residential land uses.  

Figure 7.4 illustrates the difference of trip origin-destination and trip 
production-attraction. The graphic represents a three-zone area. Zone A is 
residential only and Zones B and C only have non-residential land uses. Assume 
a person who lives in Zone A goes to Zone B to work. After work the person goes 
shopping in the same zone (Zone B) and then to a take-out restaurant in Zone C 
before going back home in Zone A. There are total of four trips. Zone A and 
Zone C each has one trip origin and one trip destination and Zone B has two trip 
origins and two trip destinations. For Trip 1, which starts from Zone A and ends 
at Zone B, Zone A is the origin and Zone B is the destination. For Trip 2, which 
starts from Zone B and ends in Zone B, Zone B is both the origin and the 
destination. The origin for Trip 3 is Zone B and destination is Zone C. For Trip 4, 
Zone C is the origin and Zone A is the destination. 

In a trip generation study, trip direction is ignored and all trip productions 
are only associated with residential land use. Therefore, in the three-zone example 
in Fig. 7.4, only Zone A, the zone with residential land use, can be associated 
with trip production. Zone A can also attract trips. The other two zones are only 
associated with trip attraction, not trip production. In the simplified example of 
four trips shown in Fig. 7.4, all four trips are treated as being produced in Zone A. 
Zone B and Zone C attract two trips, respectively. No trips are generated in either 
Zone B or Zone C.  

This certainly introduces errors. For example, Trip 2 does not start from 
Zone A, nor does it end in Zone A. However, there is no residential land use in 
Zone B, Trip 2 is still treated as if it is produced in Zone A. In addition, the 
model assumes that there are no trips being generated in Zone B and attracted to 
Zone C. This limitation is attributed to the practical operation of a travel demand 
model. Only with such assumption is it feasible to simulate the traffic. Another 
reason for such model design is that trips generated from workplaces are much 
smaller than the trip production from residential land. In addition, most TAZs 
contain residential and non-residential land, which helps to hide the problem. 
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Figure 7.4 Difference of trip origin-destination and trip production-attraction 

7.4.1.1 Trip Production  

A common practice of estimating trip production from a TAZ is based on variables 
related to population in the zone. The most commonly used variable is number of 
households. It should be emphasized that the trip production is more complicated 
than simply house counting. For example, households with automobiles are more 
likely generating more vehicle trips than households without an automobile. 
Households of higher incomes generally make more non-work related trips (for 
example, shopping) than lower income households. The following list contains 
some of the variables commonly used in calculating trip production. Not all of 
them need to be considered in a single model. In fact, many of these variables are 
correlated and should not be included in the same model.  

Workers per household. Workers are the most likely people who travel. 
The more workers in a household the more trips will be made.  

Number of households. Trips are generated by residents. The more 
households in a zone the more trips will be made.  

Family income. Costs are associated with travels. The higher the family. 
income, the more trips will be made.  

Number of automobiles available. People with a car likely travel more 
than those without a car.  

Education level. People’s travel behaviors may vary depending on the level 
of education. 

Family size. It is likely that large families travel more than smaller sized 
families.  

Family’s age distribution. People at different ages levels travel differently. 
For example, school aged children and retirees are not likely to travel to work. 

Number of occupied dwelling units. The dwelling unit occupancy rate is 
an indicator of the number of residences. With the same dwelling units in a zone, 
the more occupied dwelling units, the more trips that can be expected from the zone. 
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Dwelling unit type. Home ownership is normally an indicator of family 
income. 

Residential density. The residential density on one hand reflects the 
number of residents in a zone. The more people living in a zone the more trips 
are expected to be generated in the zone. On the other hand, residential density 
may reflect people’s living style and travel pattern. For example, a high density 
area has more public transit services than a low density area. 

Two methods are used most often in estimating trip production from traffic 
analysis zones.  

The first method uses aggregated zonal characteristics. The trip production 
of a zone is the dependent variable and independent variables are those in the list 
above or zonal summary statistics derived from them. The following formula 
illustrates an example of the functional relationship between the number of trips 
produced by zone and three zonal independent variables.  

Trip Production f (median family income, residential density,     
mean number of automobile per household)        (7.2) 

Regression analysis is a common approach to specifying the formula. After 
zonal variable data for the entire study area are collected, linear regression analysis 
is applied to derive the coefficients for the prediction model. A major concern of 
this type of trip production model is that the overall zonal characteristics may not 
accurately reflect the driving forces of trip production. In other words, the 
number of trips generated from a zone is not necessarily related to the aggregated 
zonal variable values. For example, Fig. 7.5 shows the family income distribution 
for two hypothetical zones.  

There are 387 and 349 families in each zone, respectively. The median 
family income values for the two zones are quite close. If all other independent 
variables also are similar, an aggregated model using median family income as 
an independent variable would predict that the two zones produce similar number 
of trips. However, the family income distribution as shown in Fig. 7.5 reveals the 
difference between the two zones. Family income in Zone 1 spreads a much 
wider range than that in Zone 2. If the rationale behind the model is that family 
income affects people’s travel behavior, the trips produced in the two zones are very 
likely different. However, the aggregated model is unable to reflect the difference. 

The second method, cross-classification method, addresses this deficiency 
by classifying zonal households into categories based upon socio-economic 
characteristics. Trip generation rates are then developed for each individual category. 
The rationale of this method is that households with similar characteristics are 
likely to have similar travel patterns. Therefore the trips generated for each 
individual household category should be calculated separately. The trips from 
different household categories are added together to provide a more accurate 
estimate of zonal trip generation. 
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Figure 7.5 Family income distribution in two hypothetical traffic analysis zones 

Normally, no more than three to four variables such as family size, 
automobile ownership, or household income, are used in household classification. 
Each variable has a few discrete categories. The cross-classification method 
requires much more data than the zonal method. For example, if four variables 
are used in household classification and each has three categories, there would be 
34 81 household categories in a zone.  

The following formula is an example for calculating trip generation for 
families of different household income categories: 

p
1,

( i i
i n

T r H )                      (7.3) 
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where,
pT — trips generated; 

i — household category; 
n — number of household categories; 
ir — trip production rate for household category i;

iH — number of households in category i.
Data used in trip generation can be obtained from government agencies or 

field surveys. In the previous chapters, we have discussed land use data and 
census data. Those data are often used for estimating trip generation. It may take 
considerable effort to collect data for the study area. Once relevant data are 
collected, regression analysis is a common tool used to derive the trip production 
rate for each category. Trip production rates from similar cities or regions can be 
used if no local data are available.  

The following example illustrates that the amount of person trips per 
household is based on the number of households classified by household income. 
In addition, the distribution of trip purpose varies by household income level. As 
shown in Table 7.5 households in the lowest income groups make fewer trips 
than the higher income group. 

Table 7.5 Number of person trips per day by trip purpose and by household income  

Income Level: $1,000

Personal Trips Per Day  
Per Household by Trip Purpose 

„ 15 15 25 25 35 35 45 45

Home based work (HBW) 0.443 0.873 1.260 1.867 2.766
Home based non-work (HBNW) 2.283 2.593 2.643 2.826 3.022
Non-home based (NHB) 1.423 1.567 2.092 2.604 3.241

The person trips by household income category are calculated as: 

PT = Nhh · PTPH                   (7.4) 

where,
PT— person trips
Nhh— number of households
PTPH— person trips per household. 
For example, Table 7.6 shows that there are 352 households in the first 

household income category („ $15,000), the daily HBW person trips produced 
by those households are estimated as: 

352 0.443 156 
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Table 7.6 Trip production by household income and trip purpose  

15 15 25 25 35 35 45 45     Total 
Number of  
Households 352 478 491 892 543 2,756

Person Trips Automobile
Occupancy

Vehicle 
Trips

HBW
Person Trips 

156   417   619 1,665 1,502 4,359 1.37 3,182

HBNW  
Person Trips 

804 1,239 1,298 2,521 1,641 7,502 1.81 4,145

NHB
Person Trips 

501   749 1,027 2,323 1,760 6,360 1.43 4,447

All Purposes 18,222 11,774  

The number of daily HBW person trips produced by the 543 households in 
the last household income category ( $45,000) is calculated as: 

543 2.766 1,502 

Similar calculations can be made to the other household categories. Using 
the number of households by category in Table 7.5, the total HBW person trips is 
calculated as the sum of trips in all household categories: 

p
=1,

( )

=352 0.443 478 0.873 491 1.260 892 1.867 543 2.766
156 417 619 1,665 1,502
4,359

i i
i n

T r H

The result shows that 4,359 daily home-based-work person trips are expected 
from this zone. The same calculation can be made for other two trip purposes. 
The results shown in Table 7.6 are a total of 7,502 person trips for the home- 
based-non-work purpose and the trips that belong to the non-home-based trip 
purpose are 6,360.  

Another variable—vehicle occupancy—is needed to convert person trips into 
vehicle trips. This information is normally collected at the local level. In general, 
the vehicle occupancy for work-related trips is lower than other trips because it is 
more likely for people to travel alone to work. Table 7.6 includes illustrative 
vehicle occupancy values for different trip purposes. Using the vehicle occupancy, 
we can then calculate the vehicle trip production for the zone as follows:  

HBW vehicle trips 4,359 / 1.37 3,182  
HBNW vehicle trips 7,502 / 1.81 4,145  
NHB vehicle trips 6,360 / 1.43 4,447  
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From the result, we can see the impact of vehicle occupancy on the vehicles 
on the road. Because people are more likely to travel together for trips from 
home to non-work places than the trips not starting from homes, the HBNW 
vehicle occupancy is greater than that of NHB. Although more people travel for 
the HBNW purpose (7,502) than the NHB purpose (6,360), there are fewer 
HBNW vehicle trips (4,145) than the NHB vehicle trips (4,447).  

7.4.1.2 Trip Attraction  

Trip attraction predicts the number of trips to be attracted to (end in) each zone. 
The attractiveness of a zone is related to the size and type of land uses that are 
the destination of trips. The majority of such land uses are non-residential land, 
such as stores, offices, libraries, etc. The trip attraction is normally expressed as 
the number of vehicle trips per household or per unit area of non-residential land 
use. In addition to the zonal characteristics, the number of trips attracted to a 
zone is related to the attractiveness of other zones in the region. All trip attracting 
zones in a region compete for the number of trips produced in the region. Zones 
that are more attractive will attract more trips than the zones that are less 
attractive.  

For example, Table 7.7 lists trip attraction rates for residential and some 
non-residential land uses. For the residential land use, the trip attraction rate is 
expressed as number of trips per household. The value of “0.079” in Table 7.7 
means that each household can attract 0.079 HBW vehicle trips per day. This can 
be explained as on average, each 1,000 households can attract 79 trips from home 
to work. An example of HBW trip to a residence is a nurse who leaves home to 
take care of a patient at the patient’s home.  

Table 7.7 Daily vehicle trip attraction rates  

Trip Purpose 
Type of Activity    

HBW HBNW   NHB 
Households (unit) 0.079 0.518 0.302
Retail (sq km) 155.7 560.0 467.6
Basic (sq km) 131.9 84.3 93.8
Service (sq km) 112.3 64.3 126.6

The vehicle trip attraction rates associated with non-residential land uses are 
functions of the land use type and the size of land uses. The values in Table 7.7 
are the per unit area trip attractions by different land use types. The table shows 
that retail trade sector is more attractive than basic or service sectors. Similar to 
the residential land, the trips attracted by different nonresidential land can be 
divided into different trip purposes. For the retail land use, the rate of home- 
based work trips (155.7, those who work in retail stores) is lower than that of home 
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based non-work trips (560.0, those who come to stores from home to shop).  
Similar to trip generation, data required for calculating the trip attraction 

rates can be obtained from government agencies or field survey. The types and 
amount of different land uses by traffic analysis zone can be derived by 
overlaying the TAZ and land use data (as discussed in Chapter 6). The number of 
households is usually part of the census data regularly collected. Once the data 
are collected, regression analysis is a common tool used derive the trip attraction 
rate for each land use category. When local data are not available, trip attraction 
rates from similar cities or regions can be used.  

The HBW vehicle trips attracted to a zone is then calculated as:  

TAHBW_H Nhh RTAR                  (7.5) 

where,
TAHBW_R— home-based work vehicle trip attractiveness of the zone by  

households;
Nhh— number of household in the zone; 
TAR_R— trip attraction rate by households. 
The HBW trips attracted by retail are calculated from the size of retail land 

use and the retail trip attraction rates.  

TAHBW_NR A_NR TAR_NR                (7.6) 

where,
TAHBW_NR— home-based work vehicle trip attractiveness of the zone
A_NR— non-residential land use size in the zone
TAR_NR— trip attraction rate of the non-residential land use. 
Table 7.8 lists an example of the types of land use that attract trips for a 

zone. The unit for the residential land is the number of households and the units 
for other land uses are square kilometers. The HBW vehicle trips attracted to the 
zone by the 2,756 households in the zone are calculated as:  

HBW trip attractiveness number of households residential trip attraction rate 
2,756 0.079  
218  

For example, the HBW trip attractiveness of the zone is:  

HBW trip attractiveness = size of retail land use retail trip attraction rate 
= 14.53 155.7  
= 2,263  

The trips attracted by different land uses can be calculated in the same 
fashion. The results are included in Table 7.8. The last row shows the total vehicle 
trip attractiveness of the zone.  
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Table 7.8 Trip attractiveness by trip purpose  

Trip Attractiveness Land Use Size 
HBW HBNW NHB Total 

Households (unit) 2,756 218 1,428 832 2,478
Retail (sq km) 14.53 2,263 8,138 6,796 17,197
Basic (sq km) 5.51 727 464 517 1,708
Service (sq km) 1.92 216 123 243 582
Total 3,424 10,153 8,388 21,965

After the same procedure is applied to all the zones in the study area, a trip 
production and attraction table is constructed. The following tables are the results 
for a hypothetical study area of four TAZs. From the number of households by 
income level in Table 7.9 and trip production rates in Table 7.5, we can calculate 
the trip productions by income level, as shown in Table 7.10.  

Summarizing the trip generations by income level in Table 7.10 we can 
derive the person-trips by purpose, which is displayed in the left portion of Table 
7.11. The vehicle occupancy ratios are then used to convert the person-trips to 
vehicle-trips. The bottom row of Table 7.11 shows the total trips produced in 
each zone. From the result, we can see that Zone 4 produces many more trips 
(50,754) than other zones.  

The trip attraction by zone is calculated using the trip attraction rates in 
Table 7.7 and the land use by zone for the study area, in Table 7.9. The results are 
displayed in Table 7.12. Table 7.12 is an expansion of Table 7.8. The total trip 
attraction summarized by trip purpose and zone is included in Table 7.13.  

Table 7.9 Trip production data by traffic analysis zone 

Number of Households by Zone and Income Level 
Zones

Income Level  
(1,000 dollars) 

1 2 3 4

15 352 141 70 70
15 30 478 239 598 956
30 45 491 4,419 2,946 7,365
45 60 892 1,427 714 1,784

60 543 2,715 1,086 1,810
Total 2,756 8,941 5,414 11,985 

Land Use by Zone 
Zones

Land Use  1 2 3 4

Households (unit) 2,756 8,941 5,414 11,985 
Retail (sq km) 14.53 12.10 8.62 10.19
Basic (sq km) 5.51 14.20 7.38 14.19
Service (sq km) 1.92 2.73 1.63 2.57
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Table 7.13 Trip attraction by trip purpose  

Number of Vehicle-Trips Produced by Trip Purpose and Zone 
Zones

Trip Purpose 1 2 3 4 Total 

HBW 3,423 4,771 5,853 4,695 18,741
HBNW 10,154 12,783 16,719 13,278 52,934
NHB 8,388 10,038 13,130 10,043 41,599
Total 21,964 27,591 35,703 28,016 113,274 

For trip generation modeling, the number of trips produced must be compared 
with the observed trips to select independent variables (predictor variables) and 
the parameters that connect them to the trip generation. 

7.4.2 Trip Distribution  

The purpose of the trip distribution process is to allocate the trip productions and 
trip attractions. “To allocate” means to specify where the trips generated from a 
particular TAZ will go. From Tables 7.11 and 7.13, we can see that Zone 1 
produces 11,774 trips and attracts 21,964 trips. However, we don’t know where 
the 11,774 trips produced at zone 1 end and where the 21,964 trips attracted by 
zone 1 originate. Trip distribution analysis addresses this question. The rationale 
behind the trip distribution is quite simple. The trips between any trip production 
zone, i, and trip attraction zone, j, are a function of the number of trip 
production, iP , the trip attraction, jA , and the effort associated with the travel 

between the two zones, . is normally expressed as the costs or time taken to 
travel from the production zone to the attraction zone. The equation below is a 
formula for calculating the trip distribution between the two zones, .Such an 
equation is called gravity model.  

ijW ijW

ijT

i j
ij

ij

P A
T C

W
                       (7.7) 

where,
i — the zone of trip production;  
j — the zone of trip attraction; 
ijT — number of trips produced in Zone i and attracted to Zone j;

iP — number of trips produced in Zone i;

jA — number of trips attracted to Zone j;

ijW — the impedance between Zones i and j;
C — constant. 
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The formula is named after Newton’s law of gravity, which states that the 
attractive force between any two bodies is directly related to the masses of the 
bodies and inversely related to the distance between them. In the case of a trip 
distribution, the attractive force is the number of trips between two zones, the 
masses are the trip production and attraction, and the distance is the impedance 
factor between the two zones. Accordingly, large numbers of trip productions or 
trip attractions increase the number of trips any two zones, while higher impedance 
factors reduce the trip volume. Conceptually, the gravity model is straightforward. 
The challenge in applying the model is to assign proper values to the impedance, 
W, and the constant, C.

As we discussed before, the travel demand model assumes there is a balance 
between the total trip production and attraction. This means that trips produced in 
Zone i must equal to the total of all the zones that receive trips that originated in 
Zone i. That is,  

i
j

ijP T                           (7.8) 

The implication is that all zones compete for the trip production, iP , based on 
the zonal attractiveness and impedance. For a study area of n zones, the balance 
can be expressed as: 

1, 1,

i j
i ij

j n j n ij

P A
P T C

W
                   (7.9) 

Therefore, the constant C can be derived as: 

1,
1 j

j n ij

A
C

W
                      (7.10) 

Replacing the constant C, in the trip distribution formula Eq. (7.6), we get: 

1,

j

ij
ij i

j

ijj n

A
W

T P
A

W

                    (7.11) 

The relative attractiveness of Zone j regarding the trips produced in Zone i
is expressed in the bracketed term, which is related to the attractiveness and 
impedance from all other zones.  

The impedance, , reflects the level of difficulty when traveling between 

the two zones. Normally, it is related to the physical condition of roadway 
network, distance, cost of travel, or time of travel. The model developer must 

ijW
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make a decision as to what factors to use for deriving the impedance. As an 
example,  can be a function of travel time between Zone i and Zone j. The 

impedance increases as the travel time increases: 
ijW

a
ij ijW t                         (7.12) 

where,
t — travel time; 
W — impedance; 
a — a constant.  
Assume the constant, a, for the four-zone study area is 0.5. If we know the 

travel time as shown in Table 7.14, we can calculate the impedance, . For 
example, the travel time within Zone 1 is 5 minutes, the impedance for trips 
inside Zone 1 is: 

ijW

0.5
11 11 5 2.2aW t 4

The travel time from Zone 1 to Zone 4 is 25 minutes, the impedance from 
Zone 1 to Zone 4 is calculated as:  

0.5
14 14 25 5aW t

Table 7.14 lists the complete calculation of impedance for all possible travel 
options. From the table we can see that the travel time between Zones 3 and 4 is 
the longest of all ( minutes). Therefore, the impedance between the two 
zones has the highest value ( ).

34 30t

34 5.48W

Table 7.14 Travel time and impedance matrix  

Travel Time, ijt

To 
From

1 2 3 4

1 5 15 20 25
2 15 6 20 15
3 20 20 7 30
4 25 15 30 8

Impedance, ( 0.5)a
ij ijW t a

To 
From

1 2 3 4

1 2.24 3.87 4.47 5.00
2 3.87 2.45 4.47 3.87
3 4.47 4.47 2.65 5.48
4 5.00 3.87 5.48 2.83
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Continued
Friction Factor, 1/ij ijF W

To 
From

1 2 3 4

1 0.45 0.26 0.22 0.20
2 0.26 0.41 0.22 0.26
3 0.22 0.22 0.38 0.18
4 0.20 0.26 0.18 0.35

You probably have noticed that we have changed the question from finding 
to finding and a. The travel time, , can be obtained from historical record. 

The constant, a, is an empirical parameter and its value needs to be estimated and 
adjusted against observed trip data.  

ijW ijt ijt

Normally, a friction factor, , which is the inverse of the impedance, ,

is used in the trip distribution formula to reflect people’s wiliness to travel between 
zones

ijF ijW

1/ij ijF W                        (7.13) 

Considerable effort is spent in transportation modeling finding an appropriate 
function for friction factor. Equations (7.12) and (7.13) are included only as an 
example. The friction factor values may be specifically chosen to take into 
consideration such things as a major barrier between zones or, a toll to cross a 
bridge. Regardless the form of equations, a friction factor represents the 
likelihood of trips between any two zones. For example, two zones that are close 
to each other and connected by an express-way will have higher friction factor 
value than another pair of zones that are far apart. If two zones are so far apart 
that no one is willing to travel between the two, the friction factor value will be 
zero. Placing  in Eq. (7.13) into Eq. (7.12) we can derive the gravity model for 

zonal traffic:  
ijF

1,
( )

i j ij
ij

j ij
i n

P A F
T

A F
                     (7.14) 

This model shows that the amount of traffic between two zones is proportion 
to the number of trip produce in Zone i, the trip attraction of Zone j and all other 
zones, and the friction factor between all possible pair of zones.  

In reality, travel decisions more complete than the trip production, trip 
attraction, and impedances. Studies have shown that many other factors affect 
people’s travel behavior, such as age, income, gender, vehicle ownership, or 
availability and quality of public transit services (Hensher and Reyes, 2000; 
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Taplin and Min, 1997; Turner and Grieco, 2000). As a common practice, trip 
forecast model developers use a set of inter-zonal socioeconomic adjustment 
factors, , and include them in the gravity model. The U.S. Department of 

Transportation has summarized the following rationales for the necessity of 
including  in the gravity model (USDOT, 1985).  

ijK

ijK

First, the gravity model assumes that the trip purpose determines travel 
pattern. Consequently, the largest proportion of HBW tips will be allocated to the 
closest zones (small friction) with largest employment establishments (large trip 
attraction). However, different jobs require different skills and employ certain 
members of work force.  

In a similar manner, some zones are more likely to have jobs and housing 
for certain income levels. For example, people who work at grocery stores may 
have quite different incomes than those who work in corporation headquarters in 
central business districts. In the United States, they are not likely to live in the 
same neighborhoods.  

Last, the friction factor in the gravity model is developed for the entire study 
area. For example, it implies that travel time and the cost of travel have the same 
affect to people’s travel behavior. This assumption does not consider the different 
responses to the impedances. For example, the travel cost may affect people 
differently, depending on their income level. Assume a city is implementing a 
congestion fee on rush hour highway travels. Low income people may be unable 
to allocate their limited resources to pay for the congestion fee, and consequently, 
unable to use the highway. Those who can, and are willing to pay for the fee, will 
be able to travel on less a congested highway.  

In practice, it is too difficult to collect accurate data to allow further 
stratification of employment opportunities and residents. However, the model 
may not be valid without considering these factors. With the limited knowledge 
of these factors, they are included in one adjustment factor— . The gravity 

model Eq. (7.14) is then revised as:  
ijK

1,
( )

i j ij
ij ij

j ij
i n

P A F
T K

A F
                   (7.15) 

The K factors can be added during model calibration to incorporate effects 
that are not previously captured. Those effects can be interpreted as the extent to 
which the trips can be increased or decreased because of these unaccounted 
factors. Because of the complexity of those factors, it is difficult to estimate their 
values. A common practice is to derive K factors in the model development 
process. The process of developing travel models is also called calibration,
during which the model estimations is compared with observed data. Various 
parameter values are adjusted until the model output satisfactorily matches the 
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observation data.  
This Eq. (7.11) shows that the trips between a production Zone, i, and an 

attraction Zone, j, increase as the trip production or trip attraction increases. 
When the friction factor increases (for example, as a result of an improved road 
condition the travel time is shortened), the trips are expected to increase between 
the two zones. If the friction factor decreases as a result of congestion that leads 
to longer travel time, the trips between the two zones will decrease. If the 
socioeconomic factors can lead to more trips between two zones, the value 

will be greater than 1; otherwise, the value will be less than 1.  
ijK

ijK
To illustrate the use of the trip distribution model, let us ignore the effect of 

all other socioeconomic factors. That is, The equation becomes the 

formula:  

1.ijK

1,
( )

i j ij
ij

j ij
i n

P A F
T

A F

The computation of trip distribution can be completed in three steps as 
shown in the following tables. From the zonal attractiveness jA  of Zone j and 

friction factor between the Zone i and Zone j, , we can calculate the adjusted 

attractiveness of Zone i to Zone j,
ijF

j ijA F . As shown in Table 7.15, the 

attractiveness of Zone 1 to Zone 1 is calculated as: 

21,946 0.45 9,823 

The attractiveness of Zone 1 to Zone 2 is: 

27,591 0.26 7,124 

Similarly, we can calculate the attractiveness of Zone 1 to Zone 3 and 
Zone 4: 

Zone 1 to Zone 3: 17,851 0.22 3,992  
Zone 1 to Zone 4: 28,016 0.2 5,603 

The last column in Table 7.15 represents the total of attractiveness of a Zone 
i to all zones in the region. For Zone 1, the value is calculated as: 

1( )j j
j

A F 9,823 7,124 3,992 5,603 26,542 

Similarly, the trip attractiveness of all zones regarding Zone 2 is calculated as: 

2( j j
j

A F ) 5,671 11,264 3,992 7,234 28,160 
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Table 7.15 Product of trip attraction and friction factor, j ijA F

To 
From

1 2 3 4 ( )j ij
j

A F

jA 21,964 27,591 17,851 28,016
1 9,823 7,124 3,992 5,603 26,542
2 5,671 11,264 3,992 7,234 28,160
3 4,911 6,170 6,747 5,115 22,943
4 4,393 7,124 3,259 9,905 24,681

The values in Table 7.15 reflect the impact of the two factors on the zonal 
attraction. The product j ijA F  means that more attractive zones (with higher jA ’s) 
are likely to attract more trips. Meanwhile, as travel from the zone of production 
to the zone of attraction becames easier (or more convenient), (higher ), more 
trips will be attracted to the zone of destination.  

ijF

Two more steps are required to calculate the actual number of zonal trips. In 
the first step, the values in Table 7.15, j ijA F , were multiplied by the vehicle trip 

production from the production zone iP  (the last row in Table 7.11 and included 
as a column in Table 7.16). The result is saved in Table 7.16. For example, the 
value for Zone 2 to Zone 3 (i 2 and j 3) is calculated as:  

2 3 23 41,042 3,992 163,825,554P A F

Table 7.16 Individual trip production distribution, i j ijP A F

To 
From

1 2 3 4 iP

1 115,656,054 83,879,411 46,999,480 65,973,213 11,774 
2 232,753,561 462,289,433 163,825,554 296,879,765 41,042
3 114,176,871 143,425,300 156,855,154 118,909,560 23,247
4 222,957,961 361,572,162 165,419,628 502,727,054 50,754

When the value for a trip destination Zone j is divided by the total 
attractiveness from this zone and all other zones in terms of a trip production 
Zone i, ( )j ijA F , the result is the actual trip distribution from Zone i to Zone j.
Table 7.17 displays the trip distribution results for the four-zone illustration. 

Comparing the sums of trips ending in Zone j — ij
i

T Table 7.17 — with the 

original trip constant productions— iP , Table 7.16—we can see that the row totals, 
i.e., the trip end productions, remain constant. This shows that the number of 
trips produced is not related to the travel condition. 
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Table 7.17 Trip distribution  

To 
From

1 2 3 4 ij
i

T

1 4,358 3,160 1,771 2,486 11,774 
2 8,265 16,416 5,818 10,542 41,042
3 4,977 6,251 6,837 5,183 23,247
4 9,034 14,650 6,702 20,369 50,754

ij
j

T 26,634 40,477 21,128 38,580 126,817

( )ij i j ij j ijT P A F A F

The advantage of the gravity model is its simplistic form. The calculation is 
straightforward. For a trip generation zone, the higher the trip production, the 
more trips will originate from the zone. A zone that produces more trips is 
expected to have more trips to other zones than another zone that produces fewer 
trips. Similarly, a zone that has higher trip attractiveness will accept more trips 
than another zone that attracts fewer trips. The larger the friction factor between 
any two zones will lead to more trips traveling between the two zones. The 
challenge of the model in practice is that it only uses two parameters,  and  to 

represent travel choices. The lack of behavioral basis to explain how individuals 
or households decide their travel destinations is the drawback of the method.  

ijF ijK

7.4.3 Mode Choice  

The third step of the travel demand model is to estimate the proportion of 
travelers using different modes of transportation. There are many alternative 
modes available for an individual to travel from one place to another, such as 
driving alone or with someone else, walking, taking the train, bus, taxi, riding a 
bicycle, etc. Many variables may affect an individual’s mode choice. If you take 
a few minutes to list the reasons you used for choosing particular travel modes 
for different activities last month, you may have a long list. Of course, you may 
also find your choices were quite limited. There are so many places in the United 
States, especially in suburban areas, where there is no public transit. It is quite 
common to see many streets without sidewalks. People in those areas are forced 
to drive to travel, even to get the Sunday morning paper. Do you remember how 
desperate you were last time your car broke down?  

The variables affecting mode choice can be organized into three categories—
traveler, trip, and transportation system. Traveler characteristics include variables 
such as automobile ownership, income, number of workers per household, and 
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the place of living and place of work. The University of Cincinnati is in uptown 
Cincinnati. Many students who live on or near campus simply walk to school. As 
a commuter campus, there are also many students who commute everyday. They 
take buses, drive private vehicles, or ride bicycles to school.  

The second category of factors affecting mode choice refers to the journey 
characteristics, such as the trip purpose, length of trip, place of origin and 
destination, or time of day the trip is taken. If we do not count those who just 
want to take a ride for the fun of travel, people travel with a purpose. Different 
trip purposes may determine how to travel. For example, although I can ride my 
bicycle to work, I would not be able to do so to take two small children to the zoo. 

The third category of variables affecting mode choice is related to the 
characteristics of the transportation system. Those variables may include travel 
costs, time taken for the travel, comfort level of travel, convenience, reliability, 
and security of different modes. An individual makes his/her decision on travel 
mode after comparing the characteristics of different travel modes. For example, 
a raise in the bus fare may induce people who ride buses to switch to driving 
private vehicles. After an increase in the parking fee, some people who currently 
drive to work may switch to other modes.  

Even though mode choice is individually based, the mode choice model 
estimates the aggregated number of trips associated with each of the possible 
transportation modes. The outcome of mode choice model is the percentage of 
travelers using each available travel modes. There are many different ways of 
calculating the mode choice. One approach is to use a diversion curve, which 
illustrates the split of two modes. Figure 7.6 illustrates a hypothetical mode 
choice diversion curve. It compares public transit with private automobiles using 
travel time as the variable. The horizon axis is the ratio of transit-to-auto travel 
time ratio. A value of 1 represents that there is no difference of travel time for 
transit or auto travel. When the transit is faster than driving, the ratio would be 
less than 1. The ratio would be greater than 1 if it is faster to drive than using the 
transit. The vertical axis represents the proportion of transit trips. According to 
the diversion curve in Fig. 7.6, about 47% of travelers would use transit if the 
travel time is the same for transit and driving private vehicles (the solid line). If 
the transit travel time is 3/4 of the automobile travel time, the number of travelers 
who use transit equals to those driving private vehicles. 

The diversion curve approach is simple to use. However, one curve is unable 
to reflect the vast number of variables that may affect travelers’ mode choices. 
One approach to improve the method is to stratify trips using some of the important 
variables, such as trip purpose, income level, or cost of travel. One diversion 
curve is developed for each stratified group. For example, 160 diversion curves 
were used in Washington, D.C., USA (Wright, et al., 1997). 

Another option is to apply a utility function for each possible mode of 
transportation. A utility function measures the degree of satisfaction (or cost if  
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Figure 7.6 An illustrative mode choice diversion curve 

negative) that is associated with each mode choice. The market share of all mode 
choices is then calculated based on the utilities. This approach is based on the 
assumption that travelers make rational choices between available modes. That is, 
a traveler selects the mode with highest utility value if he/she has access to 
perfect information about each travel mode.  

To develop a utility function, we must first decide the relevant independent 
variables to include in the model. Those variables should reflect the three 
categories previously discussed: characteristics of travelers, journeys, and 
transportation system. One example of the traveler characteristics is age. The 
utility of private vehicles by elderly or underage travelers is limited since they 
will have to use public transit or travel with others who can drive. Trip purpose 
and trip destination are examples of the journey characteristics. Easy and mostly 
free parking of large shopping malls in the outskirts of American cities attract 
many customers away from downtown areas. The transportation system 
characteristics are the most common variables to be included in the utility 
functions. The modes associated with shorter travel times, lower costs, or more 
convenience are likely have high utility. Sometimes an independent variable may 
be derived from other variables. As we discussed before, travel costs may have 
different effects depending on a traveler’s income level. A ratio of travel cost to 
the traveler’s income level may be the variable included in the utility function 
(Papacostas and Prevedouros, 2001). In this example, travel cost is a 
transportation system variable and income level is a traveler variable. 

The utility function is typically expressed as a linear weighted sum of the 
independent variables ( ). The effect of variables not specified in the 1, , nX X
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model is included in the constant item, . The general form of the utility 
function with n variables is: 

0a

0 1 1 2 2 n nU a a X a X a X              (7.16) 

where,
U — the utility of the transportation mode; 

0a — constant; 

1a — weight for the first variable; 

2a — weight for the second variable; 

na — weight for the nth variable; 

1X — the first independent variable; 

2X — the second independent variable; 

nX — the nth independent variable. 
For a study area with k types of transportation modes, one utility function is 

established for each mode:  

1 01 11 11 21 21 1 1

2 02 12 12 22 22 2 2

0 1 1 2 2

n n

n n

k k k k k k nk nk

U a a X a X a X
U a a X a X a X

U a a X a X a X

           (7.17) 

Any of the factors mentioned before (traveler, trip, and transportation 
system variables) may be independent variables. A major task in developing the 
utility functions is the selection of independent variables, which goes beyond this 
book. Let’s assume a set of mode choice utility functions for two modes of three 
independent variables are developed. The two mode choices are private vehicle 
and public transit. The three independent variables are cost of travel, travel time, 
and comfort level.  

1 11 21

2 12 22

0.03 0.02 0.015 0.04
0.035 0.025 0.02 0.05

U X X
U X X

31

32

X
X

          (7.18) 

where,
kU — the utility, k 1 for private vehicle travel and k 2 for public transit 

travel; 
1kX — the cost of travel in cents per kilometer, k 1 for private vehicle 

travel and k 2 for public transit travel; 
2kX — the travel time in minutes, k 1 for private vehicle travel and k 2 for 

public transit travel; 
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3kX — the comfort level, k 1 for private vehicle travel and k 2 for public 
transit travel. 

You may notice that the coefficients for travel cost and travel time are 
negative and for comfortable level is positive. The sign of the coefficients reflect 
the change direction of the independent variables. The negative value implies 
that as the value of the independent variable increases, the utility will decrease. 
In the case of travel cost and travel time, people will tend to use the travel mode 
that costs less and uses less travel time. For the third variable, people will give 
the travel preference to the mode that is more flexible.  

Values for three independent variables are given in Table 7.18. The travel 
cost is measured as cents and the travel time is measured in minutes. Both 
variable values may be collected from actual data. The comfort level reflects the 
travelers’ opinion and may be derived from a survey. In this example, the comfort 
level for automobile travel is twice as much as the transit travel.  

Table 7.18 Hypothetical variable values for a utility function  

Travel Mode 
Travel Cost ( 1X )

(cent)

Travel Time ( 2X )

(min)
Comfort Level ( 3X )

Private Vehicle (1) 100 20 10
Public Transit (2)  60 40  5 

Inserting the variable values into Eq. (7.16), we can calculate the utility for 
private vehicle and public transit: 

1 11 21

2 12 22

0.03 0.02 0.015 0.04
0.03 0.02 100 0.015 20 0.04 10
0.03 2 0.3 0.4
1.9
0.035 0.025 0.02 0.05
0.035 0.025 60 0.02 40 0.25 5
0.035 1.5 0.8 0.25
2.05

U X X

U X X

31

32

X

X

It is worthwhile to point out that the utility-based mode choice model 
calculates the probability of travelers selecting each travel mode. This is due to 
the fact that travelers cannot be informed perfectly about the travel modes and the 
decision making process for a traveler to select a travel mode cannot be perfectly 
modeled. In the mode choice model, there are many ways to establish the 
relationship between proportion of travelers using each travel mode and its utility. 
One such model is the Multinomial Logit (MNL) model.  
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According to the MNL model, the probability that mode choice k is made 
under the assumption of utility maximization is the fraction of the total utility. 
This probability is expressed as:  

Prob(k)

1

exp( )

exp( )

k
n

k
k

U

U
                (7.19) 

where,
Prob(k) — the probability of mode k being selected; 

kU — the utility value for mode k;
n — total number of mode choices.  
Using this model, we can calculate the probabilities associated with the two 

traffic modes in the previous example. We first need to calculate exp . For 
the private vehicle travel, k

( )kU
1,

exp( )1U exp ( 1.9) 0.150 

for public transit, k 2,

exp( )2U exp ( 2.05) 0.129 

then,  

exp( )1U exp( )2U 0.150 0.129 0.279 

From Eq. (7.19) we can calculate the probabilities for the two modes as:  

For the private vehicle, Prob(1) 0.150 / 0.279 0.537 53.7% 
For the public transit, Prob(2) 0.129 / 0.279 0.463 46.3%    

The model result shows that the market share for private vehicle in this case 
is 53.7% and the pubic transit share is 46.3%. Use of the multinomial logit model 
ensures that the sum of trips allocated to all modes of transportation always equal 
to the total trips.  

The multinomial logit model demonstrates that the probability of choosing 
one transportation mode depends on the utility of the mode and other available 
modes. The effects of a mode on all other modes are equally distributed, which is 
far from reality. For example, a trip maker is more easily to switch between a bus 
and an express bus than from riding a bus to driving a vehicle. To address this 
uneven effect, researchers have developed nested logit models to expand the 
MNL model (Koppelman and Wen, 1998; Hensher and Greene, 2002). In a 
nested logit model, travel modes that are similar are grouped together to form a 
composite mode choice, which is compared with other mode choices. Figure 7.7 
gives an example of a three level nested logit structure.  
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Figure 7.7 A three-level nested logit structure 

The probabilities are calculated from the top level then down to the lower 
level. At each level, the MNL model solution method is used. For the nested logit 
structure in Fig. 7.7, the MNL model at first level has three choices. The probability 
for private vehicle is: 

Prob(Pv) Pv

Pv Pt B

exp( )
exp( ) exp( ) exp( )

U
U U U

           (7.20) 

For public transit,  

Prob(Pt) Pt

Pv Pt B

exp( )
exp( ) exp( ) exp( )

U
U U U

           (7.21) 

For bicycle,  

Prob(B) B

Pv Pt B

exp( )
exp( ) exp( ) exp( )

U
U U U

           (7.22) 

At the second level there are two sets of MNL models. For the private 
vehicle model the probability of driving alone is:  

Prob(Da|Pv) Da

Da Cp

exp( )
exp( ) exp( )

U
U U

                (7.23) 

Prob(Cp|Pv) Cp

Da Cp

exp( )
exp( ) exp( )

U
UD U

             (7.24) 

The probabilities in Eqs. (7.23) and (7.24) are called conditional probabilities. 
That is, the probability of driving alone among those trip makers who use private 
vehicles. To calculate the unconditional probability of driving alone, we need to 
use the following formula: 

Prob(Da) Prob(Da|Pv) Prob(Pv)              (7.25) 

The unconditional probability of car pooling is calculated with the following 
formula: 
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Prob(Cp) Prob(Cp|Pv) Prob(Pv)              (7.26) 

Similarly, the probabilities for bus and light rail modes are calculated with the 
following formulas.  
Bus:

Prob(Bus|Pt) Bus

Bus Lr

exp( )
exp( ) exp( )

U
U U

             (7.27) 

Light rail:  

Prob(Lr|Pt) Lr

Bus Lr

exp( )
exp( ) exp( )

U
U U

             (7.28) 

The unconditional probability of bus mode can be derived from the probability 
for public transit and the conditional probability for bus: 

Prob(Bus) Prob(Bus|Pt) Prob(Pt)             (7.29) 

and the unconditional probability of light rail mode is calculated from the formula 
below: 

Prob(Lr) Prob(Lr|Pt) Prob(Pt)              (7.30) 

At the third level, probabilities for local bus and bus rapid transit can be 
calculated in the same fashion. The following formulas show the conditional and 
unconditional probabilities for the two travel modes: 
Local bus—conditional probability:  

Prob(Lb|Bus) Lb

Lb Brt

exp( )
exp( ) exp( )

U
U U

            (7.31) 

Bus rapid transit—conditional probability:  

Prob(Brt|Bus) Brt

Lb Brt

exp( )
exp( ) exp( )

U
U U

            (7.32) 

Local bus—unconditional probability:  

             Prob(Lb) = Prob(Lb|Bus) Prob(Bus)

 = Prob(Lb|Bus) Prob(Bus|Pt) Prob(Pt)             (7.33) 

Bus rapid transit—unconditional probability:  

  Prob(Brt) = Prob(Brt|Bus) Prob(Bus)                     

                                     = Prob(Brt|Bus) Prob(Bus|Pt) Prob(Pt)         (7.34) 
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7.4.4 Trip Assignment  

The trip assignment model is concerned with trip-makers’ choice of route 
between all zones, after the origin-destination matrix for a network has been 
constructed. The result is the traffic volume on specific road links that make up 
the network. There are many possible route choices to travel from one zone to 
another. The concept of “Impedance” plays an important role in estimating 
vehicular traffic assignments on a roadway network. Impedance, similar to that 
discussed in trip distribution, is normally related to travel time and travel cost: 
the longer the trip or the higher the cost, the larger the impedance for the trip 
along that path. One criterion for trip assignment is to minimize the impedance 
by assigning trips to different routes. Most trip assignment models are based on 
one of two theories of minimizing the impedance (Gazis, 2002).  

(1) An individual trip maker chooses the route that has the minimum 
impedance.  

(2) The average journey impedance for all users is minimized. 
The first theory indicates that the route choice is to minimize the individual 

traveler’s impedance (user optimal) while the second theory is to minimize the 
collective impedance for all travelers (system-optimal). Using travel time as an 
example, a model may assign travelers to different paths in a way that each 
traveler takes the shortest time to travel from the trip generation zone to the trip 
attraction zone. Alternatively, a model may assign travelers to different routes in 
a way that the summation of travel time of all travelers is minimized. Studies 
have shown that the two optimizations are not satisfied at the same time. That is, 
a user-optimal solution will not lead to a system-optimal solution (Gazis, 2002). 

In reality, the decision of travel route is much more complicated than simple 
optimization. The travel conditions on the routes are likely different. For example, 
the distance when traveling on local roads may be shorter than on a highway; 
however, one may travel faster on the highway. Someone may still be willing to 
travel on the highway even if it will take a little longer time and distance. On the 
other hand, someone may try as much as possible to avoid traveling on the 
highway. The trip assignment procedure identifies relevant variables that affect 
travelers’ path choices and predicts how route decisions are made based on 
certain assumptions, e.g., shortest path.  

We should be able to realize, from our own experience that, it is very hard to 
predict which route people may choose to travel from one place to another. Many 
factors may affect choice on any given day. Nevertheless, there are some 
variables that are most relevant to people’s choice. The trip assignment procedure 
of a travel demand model uses those variables to predict the possibilities of 
people choosing a particular path. Examples of such variables are travel time, 
travel distance, traffic lights, the width or number of lanes, travel volume, etc.  

The level of service is normally used to estimate the impedance for private 
automobile travel. To estimate the impedance for transit travel, the travel time is 
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normally estimated for different segments, such as time spent in-vehicle, waiting 
for a vehicle, walking to the transit stop, or transferring to another vehicle. 
Different weights may be applied to the time segments to reflect people’s 
tolerance level of the time spent. For example, spending 10 minutes on a bus will 
have a different affect than walking 10 minutes to a bus stop on a person’s choice 
of which way to travel.  

The simplest trip assignment model is the “all-or-nothing” method (Wright, 
et al., 1997). According to this method, all trips between any two zones are 
assigned to the route with minimum travel time or minimum cost. If two routes 
have same travel time, the trips are equally split between the two routes. No 
matter how many other paths are available, no traffic is assigned to them. The 
traffic volume on any path is the total of the zonal traffics going through the 
route. If the objective is to minimize the cost of travel, the solution is called 
minimum cost route (MCR) algorithm (Oppenheim, 1995).  

Figure 7.8 uses the four-zone example to illustrate the trip assignment using 
the “all-or-nothing” method. There are eight links connecting the four zones. One 
intersection, A, connects all four zones. The numbers in the oval box indicates 
the link number and travel time. Let’s use the trip distribution result shown in 
Table 7.17. Among different ways of traveling between Zone 1 and Zone 2, the 

Figure 7.8  “All-or-Nothing” trip assignment 
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path of the shortest time connects the two zones through Intersection A. 
Therefore, all 3,160 trips from Zone 1 to Zone 2 are assigned to the two links (3 
and 4) from Zone 1 to Intersection A then to Zone 2. Similarly, the 8,265 trips 
from Zone 2 to Zone 1 are assigned to the two links (4 and 3) from Zone 2 to 
Intersection A then to Zone 1. The shortest path between Zone 2 and Zone 3 also 
goes through Intersection A. This path then carries the 5,818 trips from Zone 2 to 
Zone 3 (Links 4 and 5) and 6,251 trips from Zone 3 to Zone 2 (Links 5 and 4). 
The total trips along Link 4, from intersection A to Zone 2 are then calculated as 
summation of the trips from Zone 1 and trips from Zone 3: 

Total trips on Link 4 from Intersection A to Zone 2 3,160 6,251
5,271 14,682 

Similarly, the trips on Link #6 are a combination of trips from Zone 1, Zone 
2 and Zone 3 to Zone 4. Other links that are not on the quickest path, such as 
Link #1 and Link #8 on the other hand, are not assigned any trips. 

Apparently, this method does not consider many other variables affecting 
traffic, nor does it even consider the capacity of any single road. To address these 
problems capacity restraint methods have been developed. According to capacity 
restraint methods, the travel time is a function of the volume and capacity of 
roadways:

t = f (V, C)                     (7.35) 

where,
t — travel time on a link; 
V — trip volume; 
C — roadway capacity. 
The initial impedance such as travel time is estimated at the free flow 

condition. As trips are assigned to road links, the travel time on some links, where 
the volume exceeds the design capacity, will increase. During the trip assignment 
process, the initial travel time on all links is calculated and an arbitrary portion of 
the trip volume (such as 20%) is assigned to the links with the minimum travel 
time. Then, the travel time on those links are updated to reflect the impact of the 
assigned travel volume. Based on the updated travel time, new minimum-travel- 
time links are identified. Another arbitrary portion of trip volume is assigned to 
the links with the new minimum travel time. This process is repeated until all 
traffic volumes are assigned.  

Equilibrium assignment is another type of traffic assignment method. This 
method can simulate the fact that people may choose a different route to avoid 
traffic congestion. When trips are assigned to a roadway link, the volume 
associated with the link is therefore increased. As a result, the volume/capacity 
ratio for the link will increase. Because the trip assignment is based on the ratio, 
the likelihood of assigning additional trips to this link is reduced. The method 
seeks the trip assignment that every traveler uses paths that minimize the objective 
function, such as travel time.  
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Diversion methods also can be used in trip assignment. Similar to its use in 
mode choice, a diversion method allocates trips between two possible paths. The 
proportion of trips assigned to a path is a function of the ratio of the impedance 
of the alternative path over its impedance: 

a(1/( / ))i iP f W W                    (7.36) 

where,
iP — proportion of trips assigned to path i;

aW — impedance of the alternative path;  

iW — impedance of path i.
Figure 7.9 illustrates a diversion curve for two alternative paths, using travel 

time as the impedance. The x-axis represents the ratio of the travel time, R:

1 2/R T T                         (7.37) 

where,
R — the travel time ratio; 

1T — travel time for path 1; 

2T — travel time for path 2. 

Figure 7.9 Diversion curves for trip assignment 

The y-axis is the proportion of the trip volume on path 1. The curve shows 
that when the travel time on the two paths is the same, R 1, about forty percent 
of trips are assigned to path 1. As R increases from the equal time point, the 
travel time on path 1 is greater than that on path 2, the proportion of trips on path 
1 decreases. As R decreases from the equal time point, the travel time on path 1 is 
less than that on path 2, the proportion of trips on path 1 therefore increases. The 
model shows that the more savings of travel time on a particular path, the higher 
proportion of trips is expected.  
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The last words about the travel demand modeling are that once the structure 
of a model is developed, it must be calibrated. The calibration process is to 
compare the output of the travel demand model with surveyed traffic data, using 
different parameter values (coefficients). Statistical tests are used to find the set 
of parameters that can best match the model output with empirical data. Before a 
calibrated model can be used, it must be validated. Model validation is a process 
of comparing the modeling out with a dataset that is independent from the data 
used for model calibration. The model validation process tests the model structure 
and the theories behind it by demonstrating its ability to replicate actual traffic 
patterns (Edwards, 1999). In order to provide meaningful prediction, a model 
should only be used after it is validated.  

7.5 Critique and Limitations  

This chapter introduces the basis of transportation analysis. In particular, the 
four-step travel demand model describes the traffic features of a transportation 
system. The trip generation step produces zonal trip production and attraction, 
which determines the amount of traffic expected to occur in the study region. The 
challenge in this step is that the estimation of trip production and attraction is 
based on population characteristics and the types of land use. This calculation 
may introduce errors because it may not represent other important factors 
affecting people’s travel behavior. Two shopping centers of the same size, 
however, with different stores which carry different merchants and different 
brands, may attract people with different travel behaviors. In addition, data used 
in the model may not accurately reflect reality. For example, in the United States, 
the Bureau of Census is the main source for population data. Census data are 
summarized at a given area, such as census tract. It becomes a difficult task to 
know where people live in a census tract. A common practice is to assume people 
are evenly dispersed within a census tract. We know this is not correct. One 
improvement is to limit people to residential land. This can be done once the land 
use data are available. However, it can be complicated if there is residential land 
with different densities. There is no single standard procedure to allocate a total 
population to different residential land densities. 

Another limitation of the trip generation is the assumption that all trips 
originate from the place of residence. We already know that there are non- 
home-based trips. The traffic demand model cannot assign trip generation to a 
non-residential zone. For example, it is common to observe heavy traffic during 
lunch time in a commercial district. These trips will either be ignored or be 
assigned to one or more residential zones.  

The trip distribution model allocates trip production and trip attraction 
among zones in the study area. One problem, which could be potentially serious, 
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is the assumption that no traffic will go across the study boundary. With the 
increased travel distance by automobiles it is not uncommon for people to travel 
long distance, either to go outside the study area or to enter from outside. The 
model will not be able to catch this portion of traffic.  

The third piece of travel demand model is the mode choice or modal split 
model. It divides trips into different modes of transportation. The current models 
simulate the choices based on the characteristics of travelers, the trip types,   
and the service quality of different modes. It could be difficult to assess the 
performance of a transportation system after introducing a new travel mode since 
the factors affecting travelers’ mode choices are quite localized, which makes it 
difficult to use study results from other places.  

Trip assignment is the last step in the travel demand model. The procedure 
allocates the trips of different modes to all available roads. The challenge here is 
that the model must be sensitive to the dynamic changes of the roads. Travelers 
normally choose the paths based on the level of service of the roads. Their 
choices will affect the traffic volume on the roads, which in turn affects the level 
of service. This looping nature often requires that the trip assignment modeling 
has to be completed in multiple iterations.  

The travel demand model applies a linear sequence of the four steps. The 
trip generation model produces the number of trips from each traffic analysis 
zone (TAZ). The trip distribution model allocates the trips to all the zones. The 
mode choice model divides the trips among available travel modes. For each 
mode, there are normally multiple routes connecting two zones. Therefore, the 
trip assignment model further allocates the trips between the origin and 
destination zones in each travel mode to available routes. Hereby, the model 
assumes that travelers make rational decisions based on the perfect knowledge of 
traffic analysis zone characteristics, available travel modes, and possible routes. 
However, this may not reflect reality. For example, travel time is dependent on the 
travel volumes and traffic congestion can change the friction factors used in the 
travel demand model. To accommodate the change, a travel demand model has to 
run under the revised parameter values. However, the impact of congestion on 
the parameters may not be clear.  

A travel demand modeling process does not have to go through these four 
phases linearly. For example, trip distribution is about where people go, which 
could very well be affected by the available modes of transportation or the paths 
connecting the zones. Rosenbloom (1988) summarized the four most common 
combinations of the four steps. The sequence of trip generation, trip distribution 
and trip assignment is the same for all four types of combination. The difference 
is where in the decision process the mode choice is made. 

The Type combination represents a circumstance where a trip maker’s 
decision of making a trip is directly related to the availability of different travel 
modes. For example, there has been increased traffic in Chinese cities with the 
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increase of automobiles. Assume that an individual who normally takes the bus 
to work now drives a car. This individual may decide, on the way home, to drive 
to a place where she has never been because it is not easily accessible by bus. 
This represents an additional trip that is a result of the availability of the 
automobile as a mode of transportation. In a different example, in an American 
city where public transportation has been significantly improved, residents, 
especially those who do not drive, may make more trips. Similarly, the decision 
to make those trips is related to the availability of transit service.  

The Type combination reflects a situation that once an individual decides 
to make a trip, the choice of trip destination is affected by the availability of 
transportation modes. For example, trips generated can be split into automobile 
and transit modes before trip distribution. Assume there are two shopping centers 
with similar merchants. One is easily accessible by bus with no parking space 
and the other has numerous parking spaces, however it is not close to any bus 
stops. Where an individual goes shopping is pretty much determined by his/her 
access to a car or bus. This type is only applicable in an area where transit takes a 
substantial portion of traffic.  

The Type combination differs from the first two types in which a trip 
maker decides where to go in conjunction with considering the available mode 
choices. The available modes may affect trip distribution. For example, whether 
or not individuals own a car may influence their decision on where to buy 
groceries.

According to the Type combination, the modes of transportation do not 
affect trip distribution. It represents a situation in which a traveler decides on the 
transportation mode to use after deciding where to go.  

With the travel demand model, a planner can assess the effect of policies and 
programs on travel demand, the performance of a new or proposed transportation 
facility, and impacts of a proposed development on traffic. Two primary applications 
of the traffic demand modeling is Transportation Control Measures (TCM), 
which is designed to reduce vehicular travel, and Congestion Management 
Program (CMP), which intends to reduce congestion on the highway network by 
coordinating land use, air quality, and transportation planning. CMP may provide 
incentives or implement strategies to affect people’s behavior and transportation 
choices. For example, highway congestion can be alleviated by minimizing 
single occupancy drivers. Incentives could be provided for people to take the bus 
or carpool. Although the highway capacity is not increased, the existing capacity 
is better utilized through a planned process of moving more people.  

Researchers have significantly improved the travel demand model since its 
inception. The behavioral potential has been formalized and their operations are 
supported by powerful techniques of mathematical programming (Oppenheim, 1995). 
There are many computer software packages performing the four-step process of 
traffic demand modeling. Although these models require a large amount of data, 
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including the roadway links, traffic volume, road capacity, and origin-destination 
tables, the simulation of different scenarios and planning alternatives can be 
completed quickly.  

One caution of using travel demand modeling results is that the model is 
designed for transportation planning purposes. Therefore it is most suitable for 
analyzing general traffic patterns in a large area, such as a metropolitan area. The 
traffic volume on a particular road normally does not reflect the real traffic 
volume. At least two reasons for the discrepancy can be attributed to the model 
structure. First, the model simulates an average condition, typically, morning or 
afternoon peak hours or daily average. The second cause is related to the trip 
distribution. The model requires that the zonal trip productions and attractions be 
linked to road network through a limited number of nodes. Therefore, all trips 
from one traffic analysis zone (TAZ) may be directed to one or two nodes. In 
reality, people in the same zone may take different roads for travel. If the needs 
arrive for a more detailed and realistic understanding of traffic on a particular 
road, readers may refer to other transportation books about the micro level traffic 
models.  

Review Questions 

1. Assign trip purpose to each of the trips shown as lines in the diagram. 
How many trips and how many trip ends have you identified?  

2. Describe the purpose of street classification.  
3. Describe the concept of level of service. What are the six level of service 

classes? 
4. What is a travel analysis zone (TAZ)? What are the two general rules in 

delineating TAZs?  
5. What are the four steps in the travel demand modeling process? What is 

the purpose of each step? What is the outcome from each step?  
6. What is the fundamental of the Gravity model?  
7. What is a friction factor ? How does it affect the trips between Zone i

and Zone j ?
ijF
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8. Describe the assumption in the trip distribution model that the total amount 
of trip generation must equal to the amount of trip attraction.  

9. What is a Diversion Method? How is it used in mode choice model?  
10. What is the “All-or-Nothing” trip assignment?  

Exercises

1. Your instructor will give you a map showing the streets in a portion of the 
place you live. You will follow the Census Feature Class Code (CFCC) road 
category scheme shown in Table 7.2 to classify the streets. Allow yourself some 
time to visit the roads. Prepare a map of the street classification.  

2. Download the household income data by census tract for a U.S. County 
of your choice from the U.S. Census Bureau web site (http://www.census.gov/). 
Then you will download the census tract map files (i.e., in ArcGIS shapefile 
format) from the same website. You look for the link to TIGER files. TIGER, 
which stands for Topologically Integrated Geographic Encoding and Referencing 
system, is a file format the U.S. Census Bureau used for geographic data. Use the 
data and the trip generation rates in Table 7.5 to calculate the home-based-work 
person trips. Then you will make a map showing the spatial distribution of the 
Home-Based Work (HBW) trips. Describe the spatial distribution of the HBW trips.  

3. Use the same data in exercise 2 to complete the calculation for Home- 
Based-Non-Work (HBNW) and Non-Home-Based (NHB) trips for the county. 
Use the automobile occupancy data in Table 7.6 to calculate the vehicle trips for 
each trip purpose.  

4. The attached spreadsheet file, ex7_4_trip_distribution.xls (Fig. 7.10) 
contains a simplified gravity model for trip distribution of a 3-zone area:  

1,
( )

i j ij
ij

j ij
i n

P A F
T

A F
                     (7.14) 

where,  is friction factor and is calculated by combing formulas 7.12 and 

7.13:  
ijF

a
ij ijF t                         (7.38) 

The shaded cells in the spreadsheet represent the data or parameters you may 
change. They are travel time between a pair of zones, , trip production for 

each zone,
ijt

iP , trip attraction for each zone, jA , and the constant for calculating 

friction factor, a.
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Figure 7.10 A 3-zone trip distribution gravity model 

Perform the following tasks:  
(1) Open the spreadsheet file and make sure to understand the calculations.  
(2) Copy and paste the entire model, Cells A1 F26 to Cell H1. Now you 

have two identical models side by side. Change any one or several of the trip 
production values in Cells F4 F6 and compare the new trip distribution in Cells 
C23 F26 with the original trip distribution in Cells J23 M26. Describe the 
difference.  

(3) Change any one or several of the trip attraction values in Cells C7 E7 
and compare the new trip distribution with the original trip distribution. Describe 
the difference.  

(4) Change the constant, a (Cell F9), for instance, let a 2, and compare the 
new trip distribution with the original trip distribution. Describe the difference.  

(5) Summarize your understanding of the gravity model.  
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5. Figure 7.11 illustrates a hypothetical street network. The network has 8 
nodes (101 to 108) and 9 links (1 to 9). The travel time on each link are listed in 
Table 7.19. Identify the shortest trip from node 101 to node 107. Assume the trip 
distribution from node 101 to 107 is 1,000, assign trip volume to each link sing 
the All-Or-Nothing assignment approach. 

Figure 7.11 Example street network 

Table 7.19 Travel time and volume 

Link No. Travel time (min) Link No. Travel time (min) 
1 5 6 13
2 12 7 4
3 4 8 10
4 6 9 10

5 5
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The previous chapters dealt with the four areas of planning analysis separately 
while repeatedly emphasizing the connections between them. This chapter will 
further illustrate these connections through a hands-on exercise. 

Planners have long realized the close relationship between these different 
planning areas—the Lowry model, for example, was developed in the 1960s to 
allocate population and economic activities to different land uses. The fundamental 
feature of the Lowry model is that human activities in a region are the result of 
basic sector economic activities. Figure 8.1 is a graphic illustration of such a 
process. Once an existing basic sector establishment is expanded or introduced to 
a region, the increased employment can be calculated. The increased population, 
as well as the additional services needed for the increased population (e.g. retail), 
can also be calculated. The service sector employment will then lead to a further 

Figure 8.1  Illustration of the Lowry model 
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increase in population, which in turn, leads to more demand for services. Therefore, 
the process is repeated until there is no significant increase in population. At that 
point, a new equilibrium has been reached.  

The Lowry model includes three economic sectors—basic, household and 
retail (Krueckeberg and Silvers, 1974). The land use categories are established 
accordingly. Although not explicatively shown in the diagram, new economic 
activities and new households are allocated to one of the three types of land    
uses in various zones in the region. Depending on the location of activities, the 
requirement for transportation network will also be determined. For example, in 
the Lowry model, the service sector is further divided into neighborhood, local, 
and metropolitan facilities. People’s willingness to travel varies, depending on 
the service categories. A large department store may attract people from long 
distances while an elementary school normally only serves people living in the 
immediate neighborhood.  

Several planning text books have emphasized on various computer applications 
in planning. Examples are earlier work by Brail (1987), Klosterman (1990) and 
Cartwright (1993), as well as the more recent work by Huxhold et al. (1997) and 
Kaiser et al. (1998) on GIS applications. We agree with Cartwright’s (1993) 
summary that the advantages of spreadsheets are that they are easy to program 
and easy to modify and therefore, a user may can be more likely to understand 
how a model works. The rest of the chapter continues to use Boone County as a 
study area. Since the purpose of this exercise is to illustrate various analytical 
procedures, several assumptions are made to simplify the calculations. We will use 
spreadsheet and ArcGIS for most of the calculations. Once you understand the 
modeling process, you will be able to operate commercial software for a large 
area with greater amount of data. 

8.1  Case Study One: 20-Year Population Projection  

Chapter 3 introduced several different methods of projecting population, such as 
trend extrapolation methods, which simply extend observed historical trends into 
the future by using regression techniques. Additionally, the more complex 
cohort-component method was discussed, which divides total population into age 
cohorts and then projects these cohorts into the near future by using mortality, 
fertility, and migration rates. In the following exercise, we will project the 
population in Boone County into the year 2020 using the cohort-component 
method. All calculations have been done using spreadsheet software (Microsoft 
Excel) and all individual steps will be described in detail.  

Before starting the calculations, it is worthwhile to reemphasize that the 
accuracy of the projection is highly dependant on the rates used. While the 
calculations are rather straightforward, accurate rates can often be a challenging 
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task to determine. In particular, the cohort-component method needs survival 
rates, fertility rates, net migration rates, and the sex ratio at birth. These rates are 
more likely to be available for large regions. If the rates are not available for your 
study area, you may use a larger reference area that encompasses your study area. 
For example, if rate data are not available for Boone County, Kentucky rate data 
can be used since Boone County is part of the Commonwealth of Kentucky. 
From Chapter 3, we know that the 2000 rates for Boone County are made 
available through the Kentucky State Data Center (KSDC) at the University of 
Louisville. The KSDC survival rates, fertility rates, and net migration rates are 
gender-specific and cover 5-year periods. Therefore, we will make the population 
projection in 5-year increments.  

The sex ratio at birth is obtained from the CIA World Fact Book for the 
United States.  It is important to note that this sex ratio represents a national 
average and may lead to significant calculation errors if the sex ratio in Boone 
County is much different from the national average. We should always try to 
derive the rates with local data.  

All discussions regarding the Boone County cohort-component projections 
refer to the spreadsheet file “cohort.xls” (Fig. 8.2). The spreadsheet file “cohort.xls” 
contains a total of five worksheets. Four worksheets represent a 5-year population 
projection of Boone County: worksheet P00 05 contains the 2000 2005 Boone 
County population projection, and worksheets P05 10, P10 15, and P15 20 
contain the projections for the 2005 2010, 2010 2015, and 2015 2020
periods, respectively. Each spreadsheet has three parts and is constructed 
identically to show the cohort-component calculations for a five- year period.  

We start the 2000 2020 Boone County cohort-component projection by 
projecting the 2000 population to the year 2005. As displayed in worksheet 
P00 05, table 1 (Cells A2 through J25, e.g., A2: J25), contains the necessary 
survival rates, fertility rates, net migration rates, and sex ratio. More specifically, 
Cells A7: A25 indicate the 2000 population cohort breakdown by age, which 
applies to the female and male components of the model. Cells C7: E25 contain 
the survival rates, net migration rates, and fertility rates for the female age 
cohorts. Cells G7: H25 contain survival rates and net migration rates for the male 
age cohorts. The sex ratio is stored in Cell J7.  

The second part of the P00 05 worksheet contains all the projections for 
the female population, shown in Cells A29 through N54. Analogously, Cells A56 
through N82 contain the projections for the male population cohorts. Each column 
is labeled according to its content and numbered sequentially (see Fig. 8.3). For 
example, Column 1 is the age cohort and Column 2 contains the 2000 population. 
We will refer to the column number in following discussions. For a detailed 

                                                       
http://www.odci.gov/cia/publications/factbook/print/us.html.
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Figure 8.2  The cohort-component rates in spreadsheet format 

Figure 8.3  The female cohort-component model for Boone County, KY, 2000 2005

description on this data, please refer back to Chapter 3. But before we describe in 
more detail the individual calculations of a cohort-component model, we want to 
emphasize that there is no one correct way of setting up a cohort-component 
model in a spreadsheet. The sample Boone County model is designed for simplicity 
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by placing all the cohort-specific calculations in the same row. This means that 
column 1 has the age for a specific cohort in the year 2000, the beginning of the 
projection period, and column 14 in the same row has the age for this cohort five 
years later in 2005, the end of the projection period. One difference from the 
model described in Chapter 3 is that we have added a row above the 0 4 cohort, 
which now contains the projected number of newborns for the 2000 2005 period. 
At the end of this period, these newborns make up the first 0 4 age cohort in 
2005. Columns 2 to 5 contain the survival rates, net migration rates, and fertility 
rates from Fig. 8.1, respectively.  

Column 6 contains the adjusted fertility rate, which is the average of two 
consecutive fertility rates. For example, the adjusted fertility rate for the 10 14 
age cohort in cell F37 is calculated as the arithmetic mean of the fertility rates for 
the 10 14 age cohort and the 15 19 age cohort stored in cell E37 and cell E38, 
respectively. Thus, the adjusted fertility rate for the 10 14 age cohort (cell F37) 
is calculated as:  

(E37+E38)/2 (0.0524+0.3916)/2 0.2220 

The adjusted fertility rates for other age cohorts (except the last one) are 
calculated in the same way. For the last cohort (40 44 age), the adjusted fertility 
rate is half of the fertility rate.  

Column 7 contains the projected surviving population, which is calculated 
as the population in the Year 2000 (the beginning year of the time period, 
column 2) multiplied by the survival rate (column 3) for the same age cohort. For 
example, the surviving population of the 0 4 age cohort, cell G35, is calculated 
as:

B35 C35 3,347 0.9975 3,339 

where, cell B35 is the 2000 population and c35 is the survival rate, both for the 
0 4 age cohort.  

You may simply copy and paste the formula in cell C35 to all other cells in 
column 7 for the surviving population in other age cohorts. 

Column 8 shows the number of deaths in the 5-year period for each age 
cohort. All deaths, except the first cohort of newborns, are calculated as the 
difference between the population in Year 2000 (column 2) and the surviving 
population in Year 2005 (the end of the 5-year period, column 8). For example, 
the value for the 0 4 age cohort in cell H35 is calculated as:  

B35 G35 3,347 3,339 8

Column 9 is the number of net migrations within the 5-year period, which is 
the product of the 2000 population (column 2) and the net migration rate (column 4). 
For the 0 4 age cohort, the net migration in cell I35, is calculated as: 

B35 D35 3,347 0.2130 713
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The “at risk” female population, used to calculate births, is reported in 
column 10. You may notice that the calculation is only for the female population 
at reproductive ages, 10 44. The population is calculated as the 2000 population 
minus half of the deaths and plus the net migration. For example, the population 
in the 10 14 age cohort in cell J37, is calculated as:  

B37 (0.5 H37) I37 3,309 (0.5 5) 71 3,377 

The number of births is then calculated as the product of the “at risk” female 
population and the adjusted fertility rates, as shown in column 11. For instance, 
the number of births to the first female cohort at risk (10 14) is calculated and 
stored in cell K37 as:  

J37 F37 3,377 0.2220 750 

The total number of newborns is calculated and saved in cell K54 using the 
spreadsheet function, as: 

SUM(K34:K52)

There is only one value in column 12 in cell L34. It is the number of female 
newborns, which is calculated from the total births in cell K54 and the sex ratio 
in cell J7. The formula is: 

K54/(1 J7) 6,283 / (1 1.05) 3,065 

Column 13 stores the projected population in 2005, the ending year of the 
period. The first age cohort (0 4) in 2005 in cell M34 lists the number of all 
surviving newborn females for the period 2000 2005 and is calculated as: 

L34 C34 3,065 0.9934 3,045 

where, L34 is the female newborns and C34 is the survival rate for the newborns. 
Now we can calculate the number of newborn deaths and save the result in cell 
H34 as:  

L34 M34 3,065 3,045 20

For the remaining cells in column 10, the projected population in 2005 is 
calculated as the sum of the surviving population plus net migration. For example, 
the 0 4 age cohort in 2000 will become the 5 9 age cohort in 2005, shown in 
cell M35, 

G35 I35 3,339 713 4,052 

After we complete the rest age cohorts, we can get the total female population 
and save it in cell M54: 

SUM(M34:M52)
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The value, 50,187, is the projected female population in Boone County in 
2005. 

The calculation for the male cohort component is similar to the female 
calculation, except that there is no need for calculations in columns 5, 6, 10, and 
11, as, needless to say, men cannot give birth. The live male birth, stored in cell 
L62, is calculated as:  

K54/[1 (1/J7)] 6,283 / [1 (1/1.05)] 3,218 

The total projected male population in 2005, 49,266, is stored in cell M82.  
Now we have completed the 5-year projection. In the next worksheet, 

P05 10, all of the data is setup similarly. All the calculations follow the same 
procedure. The only additional step necessary is to fill in the 2005 projected female 
population in cells B35 through B52 and the projected male population in cells 
B65 through B82 in the worksheet. For example, the 0 4 age cohort female 
population (cell B35) is derived from the 2005 population projection: 

“P00 05”!M34

The last two age cohorts for the projected population is 85 90 and 90 .
These two cohorts need to be added together and saved in the 85 cohort as the 
beginning year population for the next projection. For example, cell B52 is the 
85 female age cohort, is calculated as: 

“P00 05”!M51 “P00 05”!M52 

Cell M51 in worksheet P00 05 contains the projected 2005 85 89 age 
female population and cell M52, the 90 female population.  

The rest of the projections for the 2005 2010 are exactly the same as the first 
2000 2005 period projection. We may notice that the survival rates, fertility rates, 
net migration rates, and sex ratio are all the same. This reflects the assumption that 
those rates will remain constant during the projection period. This assumption is 
a necessity since we do not have estimates of future rates, only the rates from the 
year 2000. Keep in mind that this assumption of constant rates may introduce errors.  

The P15 20 worksheet stores the final population projection in 2020. The 
female projections are in cells M34 to M52, and male projection, in cells M64 to 
M80.  

We will conclude this section describing how to make population pyramids
in Microsoft Excel. Generally, there are two ways of doing this: using the 
population data from the cohort-component model as we did previously, or using 
population as percentages. The latter is recommended if you are making 
comparisons with populations of other areas. In the exercise illustrated below, we 
will use the actual population data to construct a population pyramid.  

Population pyramids are graphical presentations, usually double bar graphs, 
showing the sex-age structure of populations. They can be easily done within 
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minutes using spreadsheet software. The starting point for a population pyramid 
is population data for one year, categorized by sex and age. In order to correctly 
label the population pyramid, you should also label all columns and rows 
accordingly. For instance, female and male are column headers in our example 
and the age-cohorts in five-year intervals are the row labels. To be able to have a 
meaningful “zero” in the pyramid with females to the left and males to the right 
on the graph you need to have the female population in negative numbers (see 
Fig. 8.4). 

Figure 8.4  Spreadsheet setup for population pyramid, Boone County, 2000 

Next, select the data for both females and males, including all sex and age 
category labels. In our example, simply select cells A4 through c22. Under 
Insert select Chart and a chart wizard will appear. Select Bar from the Standard 
Types tab and then select Clustered Bar on your right under Chart sub-type 
(Fig. 8.5).  

You now follow the subsequent steps 2 4 until you finish the chart. Of 
course, you can customize your chart accordingly, but if not, you should get a 
chart that looks exactly like the one shown in Fig. 8.6.  

The final step is to format the chart to get a visually appealing population 
pyramid. To do so, click on the vertical axis, right-click, and select Format Axis.
On the Patterns tab, set Major tick mark type and Minor tick mark type to None
and set the Tick mark labels to Low (Fig. 8.7). 
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Figure 8.5  The bar chart type selection for a population pyramid 

Figure 8.6  The “raw” population pyramid 

The data series needs to be formatted in order to delete the gaps between the 
horizontal bars. To do so, double-click on either data series, or you can move the 
cursor over the bars, right-click and select Format Data Series. You should get a 
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dialog box labeled Format Data Series. Within the options window, make the 
following adjustments: set the Overlap to 100 and the Gap Width to 0 (Fig. 8.8). 

Figure 8.7  Formatting the vertical axis 

Figure 8.8  Formatting the data series 

For formatting the horizontal axis, move the cursor over the horizontal axis, 
right-click and select Format Axis. Within the Numbers dialog tab, select the 
Custom number format on the left and the 0.0 Type on the right. This will eliminate 
the negative signs for the female numbers (Fig. 8.9).  
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Figure 8.9  Formatting the horizontal axis 

Technically, you are done making the population pyramid. The appearance 
of the population pyramid can be improved by modifying the chart options. For 
instance, you can change colors, change the labeling, remove the grid, etc. In our 
example, we got rid of the grid lines, we labeled the pyramid (e.g., population, 
female, male), and we colored the chart. The outcome produces a population pyra- 
mid that can be printed or copied and imported into other documents (Fig. 8.10).  

Figure 8.10  The final population pyramid for Bone County, KY 
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8.2  Case Study Two: Household Allocation  

The population projection in Case Study One shows that the population of Boone 
County is expected to increase by 63,860 people. The land suitability analysis 
can provide a guide for determining if there is enough land to accommodate such 
growth, and if so, where would be the proper locations for the new residential 
development?  

In allocating new households, it can be assumed that the proportion of new 
households in each census tract is related to the relative development potential of 
the tract. This assumption reflects the belief that the new residential development 
tends to grow outward from existing residential land. If an area has high-density 
development currently, it will likely remain high-density in the future. The 
development potential is the product of 2000 residential density and the available 
residential land, shown in the following formula:  

Rd Rai iP i                       (8.1) 

where,
iP — the residential development potential for census tract i;

Rdi — residential density in census tract i;
Ra i — available land for residential development in tract i.

The relative potential for a tract in a region of n tracts is then calculated as:  

1,
Pr /i i

i n
iP P                       (8.2) 

where,
Pri — the relative residential development potential for tract i;
n — total number of tracts in the region. 
With , residential land demand can be allocated to each census tract 

proportionally. If the total amount of residential land demand is X, the residential 
land allocated to census tract i will be calculated as: 

Pri

PriR X i                         (8.3) 

A hypothetical example is used here to illustrate the process. Each census tract 
requires several calculations:  residential density,  available residential 
land, Pr  relative residential development potential, and finally, 

Rd ,i Ra ,i

,i ,iR  residential 
land to be developed.  

From the U.S. Census web site, the 2000 census tract level population for 
Boone County can be downloaded. From the Census Bureau’s home page 
(www.census.gov), click the American FactFinder, then choose the Data SETS
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to access Census 2000 Summary File 3 (SF 3) data. The census data are aggregated 
at different geographical levels, such as nation, state, region, county, census tract, 
and census block group. We will select the Census Tract level and download 
variable P1, total population.  

Figure 8.11 is a map of the 16 Boone County tracts. There are many sources 
in the United States where you can get census tract boundary census files, such 
as the U.S. Census Bureau’s Topologically Integrated Geographic Encoding and 
Referencing (TIGER) file. Special software is required to use the TIGER/Line 
files. Most Geographic Information System (GIS) software packages have the 
function to convert TIGER files to GIS data files. Many local governments have 
census tract boundary files that are much more accurate than TIGER files. 

Figure 8.11  Boone County census tracts 

Population data for the 16 census tracts are shown in Table 8.1. The first 
column lists the census tract name. The downloaded population data are stored in 
the second column. The third column is the size of census tracts measured in 
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square kilometers. We may simply calculate population density for each census 
tract with the formula: 

D P /A                        (8.4) 

where,
D — population density, in persons/square kilometer; 
P — population, in persons; 
A — area, in square kilometer. 

Table 8.1  Population density by census tract 

Tract    Population
(persons)

Area
(square

kilometers)

Density 
(persons/square

kilometers)

Residential
Land

(square
kilometers)

Residential
Density 

(persons/square
kilometers)

701 6,751 4.6 1,456 2.3 2,913
702 6,173 4.2 1,472 2.3 2,704
703.01 5,012 11.8 423 2.1 2,420
703.04 2,769 39.8 70 3.0 925
703.05 5,175 5.8 897 3.0 1,721
703.06 9,360 11.0 848 5.1 1,818
703.07 4,521 19.7 229 4.1 1,093
703.08 4,811 10.0 483 4.3 1,113 
703.09 4,735 7.6 619 4.8 990
704.01 3,464 65.1 53 8.3 417
704.02 6,602 74.8 88 11.2 590
705.01 9,297 21.5 432 8.0 1,169
705.02 4,263 156.7 27 14.3 298
706.01 2,330 95.3 24 7.7 303
706.03 8,170 53.8 152 14.2 574
706.04 2,558 84.0 30 8.1 317
Total 85,991 666 129 103 835

For example, the population density for census tract 701 is:  

D = 6,751 / 4.6 = 1,467 persons/square kilometers 

The density calculation results are stored in the fourth column in Table 8.1. 
However, there is a problem in the density calculation we just completed, 
because it does not consider land use. In fact, it is reasonable to assume that 
people only live on a portion of the census tract that is classified as residential 
land. Therefore, a more accurate calculation would be to identify the residential 
land in each census tract and calculate the population with the formula below: 

res res/D P A                         (8.5) 
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where,
resD — population density, in persons/square kilometer; 

P — population, in persons; 
resA — residential land area, in square kilometer. 

In order to calculate res ,D it is necessary to know the amount of residential 
land in each census tract. The Boone County Planning Commission has prepared 
an existing land use data file in ArcGIS shapefile format. The amount of 
residential land can be determined by overlaying the land use shapefile with the 
census tract shapefile to derive the existing land use by census tract. The 
following paragraphs describe the procedure.  

Launch ArcGIS and add the existing land use shapefile. We first need to 
know what categories in this file constitute residential land uses. By opening the 
land use file’s attribute table, we can see that the “TYPE” field contains the land 
use symbol and the “USE” field has the description of the land uses (Fig. 8.12).  

Figure 8.12  Attribute table of land use data 

The ArcGIS “summarize” function can produce a table showing the unique 
land uses. We will create such a table with the following operations. 

With the attribute table of land use open, right-click on the field title, TYPE
and select the Summarize option. Click the + sign in front of the field USE and 
check First (Fig. 8.13). This will include the “USE” field in the output table. 
Specify the output table name and location and click OK to proceed.  
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Figure 8.13  The “Summarize” function interface 

The output land use type table is shown in Fig. 8.14. We can see that there 
are 14 different land use types. Among them, four are residential land uses:  

(1) HSD—High Suburban Density Residential, 
(2) RD—Rural Density Residential, 
(3) SR—Suburban Density Residential, and, 
(4) UD—Urban Density Residential. 

Figure 8.14  The output table of the “Summarize” function 
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Now we are ready to select the residential land from the existing land use 
data layer. From the Selection menu choose the option Select By Attributes.
A selection window pops up. Enter the selection that includes the four residential 
land uses, as shown in Fig. 8.15. 

Figure 8.15  Selecting the existing residential land 

Click Apply to proceed. Now you can see in the map window that the 
residential land uses are highlighted. Right mouse click the land use layer and 
select Data then Export Data to save the residential land use as a new shapefile. 
Name it “Residential” (Fig. 8.16).  

Figure 8.16  Exporting the existing residential land to a new file 
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The next step is to identify the census tracts where those residential land 
uses are located. This can be done with the GIS “Intersect” function. We will 
need to add the census tract layer to ArcMap. Then click the ArcToolBox button 
to show the ArcToolBox window. Under the Analysis Tools, click the + next to 
Overlay and select the Intersect tool. Add census tract and residential land use 
to the input feature list. Specify the name and location of the output file 
(Fig. 8.17). Click OK to proceed. In the output data file, a census tract ID is 
assigned to each residential land.  

Figure 8.17  GIS “Intersect” function 

Figure 8.18 illustrates the intersect function process. Part A shows the 
boundaries of three census tracts. Part B displays where the residential land in   
the area. After the residential land is intersected with the census tract, the tract ID 
is added to the land use data. As shown in Part C the corresponding census tract 
ID becomes part of the land use data layer.  

In order to calculate the size of residential land in each census tract, we use 
the ArcMap Summarize function and select the option to sum the “Shape_ Area” 
field. Save the output as “sum_res_tract.dbf ”. Then we can convert the size in 
square feet to square kilometers.  

The fifth column in Table 8.1 stores the residential land area by census tract. 
We can see that the residential area only takes a small proportion of the each 
census tract’s land area. For example, residential land is less than one-tenth of the 
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Figure 8.18  Illustration of intersection 
(a) Part A: census tract;  (b) Part B: residential land;  (c) Part C: residential land by census tract

land area in census tracts 706.04. Census tract 703.09 has the highest proportion 
of residential land, which takes about 60 percent of the area. Consequently, the 
residential density calculated using residential land, is much higher than the 
density that is calculated with the whole census tract area (see Table 8.1). These 
revised residential density values are closer to the reality.  
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In Chapter 6, we created a land suitability map for Boone County. The land 
suitability analysis generates four categories for future residential land use. In 
order to calculate the amount of land suitable for development in each census 
tract, we need to overlay the residential land suitability data layer with the census 
tract data layer. Again, we can use “Intersect”, the GIS overlay function to assign 
census tract ID to each land polygon.  

Launch ArcToolBox. From the Analysis Tools, select Overlay and then 
Intersect. For the Input Features, add Tract and Suitability. Specify the name and 
location of the output feature file. Click OK to proceed. The output is a polygon 
feature file. Each polygon in the file has both the census tract ID and residential 
land suitability class ID. Use the Calculate Areas function to calculate the size 
of each polygon.  

The suitable land by census tract is summarized in Table 8.2. The ideal 
approach for selecting developable land is to develop the most suitable land first. 
Therefore, let’s calculate the relative residential development potential assuming 
the land in the most suitable category is used for the anticipated residential 
development. Table 8.3 shows that 18,736 people may move to the county 
without increasing the current density level by census tract. Since the forecasted 
population increase for Boone County is 68,865, 50,129 more than the most 
suitable land can accommodate, let’s add more suitable and moderate suitable 
categories to the available land. The result is shown in Table 8.4. There are total  

Table 8.2  Available land for residential development by census tract     km2

Tract Most Suitable More Suitable Moderate Suitable Less Suitable 
701 0.08 0.00 0.00 0.00
702 0.05 0.00 0.00 0.00
703.01 0.70 0.11 0.00 0.00
703.04 0.29 0.11 0.25 0.00
703.05 0.91 0.71 0.01 0.00
703.06 1.82 0.72 0.01 0.00
703.07 0.59 7.14 1.04 0.05
703.08 2.86 1.74 0.03 0.00
703.09 1.31 0.43 0.00 0.00
704.01 1.17 7.56 2.12 0.04
704.02 3.08 5.76 0.88 0.02
705.01 1.62 3.12 0.08 0.00
705.02 0.01 2.58 2.58 0.02
706.01 0.59 2.30 1.40 0.02
706.03 3.44 3.87 0.10 0.00
706.04 0.14 6.08 1.73 0.00

401



Research Methods in Urban and Regional Planning

Table 8.3  Population distribution assuming only most suitable land is converted 
to residential use 

Tract 
Available land for 

residential
development, Ra i

Residential
density, Rdi

(persons/square
kilometers)

Residential
development
potential, iP

(persons)
701 0.08 2,913 243
702 0.05 2,704 129
703.01 0.70 2,420 1,696
703.04 0.29 925 265
703.05 0.91 1,721 1,560
703.06 1.82 1,818 3,312
703.07 0.59 1,093 648
703.08 2.86 1,113 3,181
703.09 1.31 990 1,293
704.01 1.17 417 489
704.02 3.08 590 1,817
705.01 1.62 1,169 1,896
705.02 0.01 298 4
706.01 0.59 303 179
706.03 3.44 574 1,977
706.04 0.14 317 46
Total 18,736

of 71 square kilometers land in the moderate suitable or better categories, which 
can house 52,370 more residents using the current residential density. This amount 
of land is still not enough to accommodate the projected population increase. 

Since the available land that is suitable for residential development is not 
enough to meet population demands at the present conditions, planning decisions 
need to be made to accommodate the population growth. These planning decisions 
may include:  

(1) Increasing the residential density for the new development. As shown in 
the last column in Table 8.4, the population density has to be increased 
significantly (31%) in order to house the 68,865 population increase. Such 
increase will change the characteristics of the area.  

(2) Modifying land use policy. Table 8.5 compares the amount of land 
available for residential development with the land available and permitted for 
residential development. We can see that for the most suitable category, 44% of the 
available land is permitted for residential development. The proportion is 17% for 
the more suitable category. To build homes for the forecasted population growth, 
the county may need to be ready to face various request of zoning changes. 
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Table 8.4  Population distribution assuming land in the most, more, and moderate 
suitable categories is converted to residential use  

Available 
land for 

residential
development,

Ra i

Residential
density, RdiTract 

(persons/square
kilometers)

Residential
development
potential, iP

(persons)

Relative
residential

development
potential, Pri

Population
(persons)

Density 
(persons/

square
kilometers)

701 0.08 2,913  243 0.005 319 3,831
702 0.05 2,704 137 0.003 180 3,555
703.01 0.82 2,420 1,974 0.038 2,596 3,182
703.04 0.64 925 594 0.011 781 1,216
703.05 1.63 1,721 2,810 0.054 3,696 2,263
703.06 2.55 1,818 4,637 0.089 6,097 2,390
703.07 8.77 1,093 9,588 0.183 12,608 1,437
703.08 4.63 1,113 5,149 0.098 6,771 1,463
703.09 1.74 990 1,721 0.033 2,264 1,302
704.01 10.85 417 4,518 0.086 5,941 548
704.02 9.72 590 5,736 0.110 7,543 776
705.01 4.82 1,169 5,635 0.108 7,409 1,537
705.02 5.18 298 1,545 0.029 2,031 392
706.01 4.29 303 1,302 0.025 1,712 399
706.03 7.42 574 4,261 0.081 5,603 755
706.04 7.96 317 2,520 0.048 3,313 416

Total 71 52,370 1 68,865

Table 8.5  Comparison of available land and permitted land  

Suitability   Available 
Available and 

Permitted 
Percent of Permitted

Most Suitable 43 19 44%
More Suitable 245 42 17%
Moderate Suitable 168 10 6%
Less Suitable 2 0 10%
Total 458 71

8.3  Case Study Three: Economic Impact Analysis  

Boone County is home to the Cincinnati/Northern Kentucky International Airport, 
which is the hub for a major airline company. The importance of the airport to 
the local economy becomes apparent in Table 8.6, which lists 2001 employment 
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Table 8.6  Employment and industry output in Boone County, KY, 2001   

NAICS
Code

Industry 
Output(1),

iX
Employment, 

iE

Employment/
Output

Ratio, ie

11 Agriculture, Forestry, 
Fishing and Hunting 

19.38 805 41.54

21 Mining 2.00 48 24.05
22 Utilities 216.15 313 1.45
23 Construction 353.13 4,072 11.53 
31 33 Manufacturing 2503.71 12,151 4.85
42 Wholesale Trade 692.08 5,171 7.47
44 45 Retail trade 489.01  9,995 20.44
48 49 Transportation and 

Warehousing 
2204.76 14,319 6.49

51 Information 201.26 1,420 7.06
52 Finance and Insurance 460.02 5,254 11.42 
53 Real Estate and Rental  

and Leasing 
264.57 2,653 10.03

54 Professional, Scientific, 
and Technical Services 

169.35 2,612 15.42

55 Management of 
Companies and  
Enterprises

125.51 827 6.59

56 Administrative and 
Support and Waste  
Management

168.40 4,865 28.89

61 Educational Services 15.70 382 24.33
62 Health Care and Social 

Assistance
222.20 3,509 15.79

71 Arts, Entertainment,  
and Recreation 

50.43 1,064 21.10

72 Accommodation and  
Food Services 

277.12 6,562 23.68

81 Other Services (except 
Public Administration) 

287.35 4,053 14.10

92 Public Administration 498.93 5,588 11.20 
Totals 9,221.06 85,662

(1) In millions of 2001 dollars. Source: Minnesota IMPLAN Group 2004.  

by two-digit NAICS in Boone County. Not surprisingly, the Transportation and 
Warehousing (48 49) sector is the largest industry sector in Boone County at 
this level of aggregation, employing 14,319 people. Our case study involving 
economic impact analysis uses a hypothetical extension of this major airport as an 
exogenous stimulus to the county’s economy. The extension will create 1,000 
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new jobs in the Transportation and Warehousing sector (48 49); this job 
expansion will allow for the evaluation of the local economic impacts result from 
the new jobs created.  

The ultimate goal of an economic impact analysis is to trace a change in 
final demand (e.g., additional spending) through the regional economy and to 
measure the cumulative effects of that change in final demand. We will estimate 
the total economic impacts that these hypothetical 1,000 new jobs are expected to 
have with respect to total changes in output and employment. Therefore, using a 
multiplier framework for economic impact analysis will allow us to measure this 
total change in Boone County’s economic activity—the direct, indirect, and 
induced effects. Multiplier analysis implies that the initial stimulus (e.g., the 
1,000 new jobs) will produce additional economic activities once the additional 
flow of income and expenditures, which originate from the new activities in the 
Transportation and Warehousing sector, start circulating through the local service 
industries (indirect effects) and new income is spent in the local retail and service 
industries (induced effects).  

To be able to measure total changes in output using the type  output 
multiplier model discussed in Chapter 5, we need to convert the initial change in 
employment ( ) into an equivalent initial change in final demand (E Y ). 
Assuming constant labor productivity, we can apply the employment/output ratio 
listed in Table 8.6. Remember, the employment/ output by industry is defined as 
Eq. (5.29):  

i
i

i

E
e

X
                       (8.6) 

where,
ie — employment/output ratio for industry i;

iE — employment for industry i;

iX — output for industry i;
i — industry sector, in our example, Transportation and Warehousing (48 49).
We assume a constant ratio of 6.49, meaning that Transportation and 

Warehousing needs 6.49 employees to produce an output of $1.0 million. We can 
rearrange Eq. (8.6) in order to solve for the expected initial change in final 
demand ( ) in Transportation and Warehousing:  Y

1,000
6.49

i

i

EY
e

$153.97 million              (8.7) 

The result implies that an employment increase in Transportation and 
Warehousing of 1,000 people produces an expected initial increase in final 
demand for Transportation and Warehousing services of $153.97 million. This 
increase in final demand ( Y ) of $153.97 million is immediately met by an 
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increase in output in the Tr portation and Warehousing services of an equal 
amount of $153.97 million. This is known as the direct effect and is made possible 
by the absence of any capacity constraints of Transportation and Warehousing 
services. Applying the multiplier framework also can provide an estimation of 
the indirect and induced effects, which in return enables the assessment the local 
economic impacts of this exogenous stimulus. 

ans

8.3.1  Building the Input-Output Table Using IMPLAN  

Our goal is to quantify the impacts of the 1,000 new jobs to the Boone County 

Professional 2.0  

economy using the Input-Output multiplier framework. More specifically, we 
will use type multipliers to assess local economic changes in industry output 
and employment following a change in final demand ( Y ) of $153.97 million 
dollars. Referring back to Chapter 5, type multipliers ume that households 
are endogenous—in other words, households are treated in the same manner as 
industry sectors.  

Commercially

ass

 available software packages, such as IMPLAN Professional 
2.0 b

unty model using IMPLAN is a straightforward 
proc

 input-output table:
                                                       

y M.I.G., Inc. and the Regional Input-Output Modeling System (RIMS )
by the Bureau of Economic Analysis, are designed for economic impact analysis 
using input-output tables and social accounting matrices. However, using the 
software is like using a “black box” in that it will not show how the calculations 
are being done. Since constructing the input-output table is more complex than 
this book’s intention, we will use the IMPLANPro 2.0 software to build the Boone 
County input-output table. We will then export the table and do all manipulations 
and calculations necessary in MS Excel to enhance the transparency of the 
economic impact analysis.  

Building the Boone Co
ess once we have county data file, which must be purchased from M.I.G., Inc. 

The Boone County data used for this exercise is for 2001, the first year M.I.G., 
Inc. made data files available based on the NAICS code. Please note that the results 
are different from the economic base analysis from Chapter 4 due to the 
differences in the data with respect to the definitions of employment and time 
periods. Comparing this section’s results with those from Chapter 5 is possible, 
but one must be aware that in Chapter 5 we used a highly aggregated 
input-output table to keep the amount of data manageable; while in this section, 
we go for a more disaggregated input-output table with 20 individual industry 
sectors in order to produce more detailed results.  

Within IMPLAN, do the following to build an

The IMPLANPro 2.0 software is self-explanatory and very easy to use.
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(1) Under the File menu, choose New Model. Name the regional model,
“Bou

l hundred industries may 
be i

tually construct a model. To do so, click on Model
then

by clicking 
the R

sis by clicking 
the I

nty County 2001” and click Continue. Within the Select Region window, 
locate Boone County’s data file(s) and click Continue. The model file created 
has an *.iap extension (e.g., Boone County 2001.iap).  

(2) Depending on the size of the study area, severa
dentified. For instance, Boone County has 226 individual industries. The 

software allows you to aggregate industries according to the 2-digit or 3-digit 
NAICS code. Depending on your research focus, you can alternatively aggregate
industries according to your own aggregation scheme. To aggregate the Boone 
County model, simply select Aggregate in the drop-down Model menu. On the 
next screen you can import the aggregation scheme from a library by clicking 
Library. On the library screen you will be asked to choose the aggregation 
scheme; for instance, the “2-Digit NAICS” used for this section’s analysis. Once 
you choose “2-Digit NAICS”, hit Import and then choose Aggregate and the 
software will aggregate all industries according to the 2-digit NAICS code. You 
can now close this window.  

(3) The next step is to ac
 on Construct in the Boone County study area window and choose the 

multiplier you need for your analysis. To generate the social accounts and the 
predictive multipliers, select Social Accounts and Multiplier (make sure only 
the “Type SAM” box is selected in the Multiplier section). You should see that on 
the right side of this dialog window, all households are selected and included in 
the calculations of the multipliers. Click Continue to construct the Boone 
County model. The social accounts create a descriptive model and the multiplier 
option creates the predictive model. This window can now be closed. 

(4) Once the model is constructed, you can print various reports 
eports tab. Reports are available for the study area, calculated multipliers, 

and other detailed information on industries and social accounts.  
(5) Additionally, you can conduct an economic impact analy
mpacts tab. We choose to export the data and use Excel rather then using 

the impact tool provided by IMPLAN Professional 2.0. Either approach will lead 
to the same results. You need to create an IMPLAN model through the multipliers. 
You also need to go to the reports tab and select the Industry Industry tab. 
Run the Industry by Industry SAM (Industry Detail, Aggr gated Rows)
report. You do not need to save it. Running this report builds the tables needed to 
create the regional input-output table.  

Unfortunately, the IMPLAN softw

e

are does not provide you with an option 
that 

database program. Within MS Access, all data is available for building a regional 
. Open the IMPLAN model 

(*.iap file) with MS Access; you will see a screen like the one in Fig. 8.19. 

would allow you to export a ready-made input-output table in a spreadsheet 
format. However, each IMPLAN model can be opened with the Microsoft Access 

input-output table or regional social accounting matrix
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Figure 8.19  The IMPLANPro economic model in MS Access 

Technically, all necessary information is now available for building the 
regional input-output table. However, it requires a good amount of time gathering 
and formatting all of the information from different tables. The Minnesota IMPLAN 
Group, Inc. offers a cross tab query on the internet (from ftp://plum.he.net/pub
implan1/kb_f SAM Cross 
Tab.

/
iles/create_ixi_sam_cross_tab.mdb) called “Create IxI 

mdb.” Once this query is run, MS Access will organize the input-output table 
for you. However, you need to download the file and import the downloaded 
*.mdb file into Access. To do so, download the *. mdb file from the ftp site to 
your computer. 

In Access, choose Get External Data and Import under the drop-down 
File menu. Locate your downloaded .mdb file, highlight it, then select Import.
The query tab should be active; highlight the Create SAM Crosstable query 
then click on OK so that the query is imported into the Access Queries section. 
Now the query can be run in Access by double-clicking on it. Your result will be 
a raw social accounting matrix, which can be copied and pasted into a spreadsheet. 
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Some background on using Access is helpful to understand how to put the social 
accounting matrix together.  

At this point, the only task remaining is formatting the “raw” social accounting 
matrix. This includes creating row and column headers and subdividing the 
matrix into sub-accounts as described in Chapter 5. Generally, there are no 
guidelines on how to format a social accounting matrix since there are numerous 
ways that it can be done. Also, you have to decide whether you do your 
econ

 divided into four sections. The 
high

 account. For deriving type output multipliers, which 
acco

omic impact analysis using the social accounting matrix or the input-output 
table. When using the input-output framework, you need to decide whether or not 
to treat households endogenously like industries (a closed input-output model). 
As described in Chapter 5, the social accounting matrix is an extension of the 
input-output framework. As such, the input-output table can be derived from the 
social accounting matrix now pasted and formatted in a spreadsheet. We decided 
to use the input-output framework, which is closed with respect to households. 
We also rearranged some rows and columns to put the final Boone County 
input-output table in a more user-friendly format. We want to emphasize that 
putting the input-output table into its final format is not an easy or straight 
forward task. It requires thoughtful planning, time and effort to get an 
input-output table that looks like the one provided in this chapter. The final, 
revised 20-sector Boone County input-output table used for the economic impact 
analysis in this section is shown in Table 8.7.  

The Boone County input-output table in electronic format is also included. 
The first spreadsheet labeled “20 Sector Boone Cty I-O Table” in the Excel file 
“Input-Output Analysis.xls” contains the final, revised 20-sector Boone County 
input-output table.  

The Boone County input-output table is
lighted endogenous account (upper-left hand section) contains twenty 

industry sectors plus one aggregated household sector. We have moved the 
aggregated household column, which originally is part of final demand, into the 
endogenous industry

unt for induced effects, households must be treated endogenously like all 
other industry sectors. All other final demand figures from governments, 
investment, and exports is aggregated into one single column labeled “Final 
Demand (Y )”. This will be the sector from where the exogenous injection 
originates. Another revision was made to the value-added accounts, which 
includes the rows below the industries. Value-added payments (i.e., employee 
compensation, proprietary income, and other property income) received by 
households are lumped together in the “Household” row. All other value-added 
payments are lumped into one single row labeled “Other Payments”. The last 
row represents imports, the leakage of the regional economy.  
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8.3.2  Assessing Total Changes in Industry Output Using Type 
Output Multipliers  

The second spreadsheet labeled “Multiplier Calculation” demonstrates the step- 
by-step approach of calculating the type output multipliers following the 
detailed description in Chapter 5. For simplicity (and without losing needed 
information), we have aggregated government, investment, and exports into one 
“Final Demand” sector.  

Rows 2 30 contain the original input-output table for Boone County. It is a 
more disaggregated and thus more detailed table than the industry transaction 
table with households endogenous, shown in Table 5.10 of Chapter 5. 

The derivation of the technical coefficient table, the “A matrix” in input- 
output jargon, is shown in rows 36 59. These technical coefficients are simple 
ratios derived by dividing the cel tries in the input-output table by their 
corresponding column totals. , the column totals of the technical 
coefficient table of dimension 23

l en
Accordingly

21 must add up to 1.0. The exogenous final 
demand sector is excluded from these calculations. For a more detailed 
description of the interpretation of these technical coefficients, please review 
Table 5.5 in Chapter 5. 

Rows 64 84 contain the (I A) matrix similar to Table 5.6. In order to 
subtract the A matrix from an id tity matrix I, i.e., (en I A), a 21 21 identity 
matrix was created in cells Z36 through AT56.  

The result of the last step, the inversion of the (I A) matrix, is shown in 
rows 88 108. Row 109 shows the type multipliers. Please note that the row 
does n clude the marginal household effects of row 108. The sum of all 
marg ultipliers, now including the households, is in row 110. This matrix of 
partial ltipliers, commonly referred to as total requirements matrix, has been 
derived  inverting the (

ot in
inal m

mu
by I A) matrix using the Lotus 1-2-3 Help Option in the 

Microsoft Excel Help menu as follows: 
(1) Under Help, select Lotus 1-2-3 Help,
(2) Select Data,
(3) Select Matrix,
(4) Select Invert.
After clicking OK, a “Help for Lotus 1-2-3 Users” window should appear 

asking you to enter the range of data to be inverted and the output range for the 
inverted matrix. Follow these steps to invert the ( A) matrix: 

(1) Place the curser into the field labeled “Enter range to invert” and 
highlight the entire ( A) matrix (B64: V84) 

(2) Place the curser into the field labeled “Enter output range” and highlight 
the output range where you want to have the inverted matrix, i.e., (B88:V108). 
Note that the output range must be of identical dimensions, i.e., 21

I

I

21, to the 
input range. 

412



Chapter 8  Synopsis—An Integrated Analysis

(3) Click OK and you will get the final table including the marginal mul- 
the total requirements tabltipliers— e—in the area specified under “Enter output 

range”. 
The final total requirements table is shown in rows 88 108. However, the 

final type output multipliers are only the column sums of rows 88 through 107 
and do not include the row with marginal multipliers labeled “households”. For 
instance, the final type output multiplier for the Transportation and Warehousing 
industry (value of 1.57) is listed in cell I109.  

nowing     
the 

Now we can use the type output multiplier table and calculate the 
expected local economic impacts that would result from an employment increase 
of 1,000 people in the Transportation and Warehousing sector. K

change in the final demand ( Y ) of $153.97 million, we can use the  
total requirements table—the (I A –1)  table—to calculate the expected change  
in output for all industries by applying the input-output multiplier formula 
expressed as:  

1( )X YI A                    (8.8) 

where:
X — total expected change in output, including direct, indirect, and induced 

effec
 m

ogenous stimulus. 

ts;
(I A)–1— the total requirement, or Leontief inverse atrix; 

Y — the change in final demand, i.e., the ex
The actual calculation is rather simple and straightforward. The example for 

this is shown in the spreadsheet labeled “Output Scenario”. Again using the 
“Lotus 1-2-3 Help” menu, the total change in industry output ( X ) is calculated 
by multiplying the total requirements matrix (I A)–1 by the final demand vector 
( Y ) containing the exogenous stimulus. The individual steps in Microsoft 
Excel are: 

(1) Under Help, select Lotus 1-2-3 Help,

,
.
, a “Help for Lotus 1-2-3 Users” window appears again 

with

v

ustry output in the specified cells of the spreadsheet; in our case, the 

(2) Select Data,
(3) Select Matrix
(4) Select Multiply
After clicking OK
now three fields to enter data. Do the following:  
(1) Place the curser into the field labeled “First range” and highlight the 

total requirements matrix, i.e., (G3:Z22).  
(2) Place the curser into the field labeled “Second range” and highlight the 

final demand column ector, i.e., (AD3:AD22)
(3) Move the curser into the field labeled “Output range” and highlight the 

array where you want the results to be. In our example, we chose (E3:E22).  
After hitting the OK button, you should see the results of the estimated 

change in ind
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outp

cted economic impacts on industry output following an increase in 
emp p

ut is placed in the cells (E3:E22). Figure 8.20 shows the result you should see 
when doing the actual matrix multiplications. Table 8.8 summarizes the results of 
the expe

loyment in Transportation and Warehousing of 1,000 peo le. 

Figure 8.20  The economic impact calculations in Microsoft Excel 

Please note that in order to show the entire matrix multiplication setup, we 
only twenty industry sectors in the total requirements table. 
As y companying spreadsheet, the total requirements table 
has t

 showed eight out of 
ou can verify in the ac
he dimensions of 20 20. 
From Table 8.8, we can immediately see that:  
(1) Output in Transportation and Warehousing will increase by $160.60 

million. Of the $160.60 million, $153.97 million stems from the direct effects 
following an exogenous change in final demand attributable to the 1,000 new 
jobs.  

(2) Besides Transportation and Warehousing, the largest beneficiaries of the 
exogenous stimulus are manufacturing ($16.31 million), public administration 
($7.16 million), financ d insurance ($6.89 million), and real estate and ree an ntal 
and leasing ($6.79 million).  
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Table 8.8  Total change in industry output         million dollars       

NAICS Industries X
11 Agriculture etc. 0.14
21 Mining 0.00
22 Utilities 2.20
23 Construction 0.95
31 33 Manufacturing  16.31
42 Wholesale Trade 5.97
44 45 Retail trade  6.15
48 49 Transportation and Warehousing 160.60
51 Information 1.49
52 Finance and Insurance 6.89
53 Real Estate and Rental and Leasing 6.79
54 Professional, Scientific, and Technical Services  4.05
55 Management of Companies and Enterprises  0.94 
56 Administrative Support, Waste Management, etc. 4.42
61 Educational Services 0.37
62 Health Care and Social Assistance  5.10
71 Arts, Entertainment, and Recreation  0.85
72 Accommodation and Food Services 4.42
81 Other Services (except Public Administration)  6.77
92 Public Administration 7.16

Total  241.59

(3) Total change in output equals $241.59 million. 
(4) The total change in output of $241.59 million can alternatively be 

calculated ion by the 
corresp

c s in industry output is the same as using the total 
requ lating the total effects of a 
chan

income multipliers is discussed in greater detail in Chapter 5. No calculations are 

by multiplying the change in final demand of $153.97 mill
onding multiplier of 1.57 of Transportation and Warehousing, or: 

2OM 153.97 1.57 $241.59millionX Y           (8.8) 

While the estimated hange
irement matrix, using the multiplier for calcu
ge in final demand falls short of identifying how this expected change in 

industry output is taking place in the Boone County economy.  

8.3.3  Assessing Changes in Household Income  

Calculating changes in income received by households uses the same total 
requirement matrix discussed above. The rationale of the type household 
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necessary because the type household income multipliers are provided in the 
( I A )  m

house

–1 atrix, or total requir ble. The household row ins the 
ty hold i he partial multipliers are no  
in e income mul stance, the type household income mu  
for Transportation rehousing, HM2TW, with a value of 0.47, is l in 
c 108 on the sp d “Multiplier Calculations”. 

 usehold i rs are created to quantify the econom le 
ef ts that are pr increase in industry output—increase e 
added payments by g to additional income received by households. 
Next,  can calc me received by househ at 
follow he exogen 3.97 million. Again
ty multiplier i lds are treated endogenously in th e 
fashion as an indus

Obtaining the t ransportati d 
W housing from e total requ nt 
m x) enables us usehold inc
Boone County as: 

Househol

ements ta
but t

 conta
t inpe ncome multipliers, 

or in
cluded

 th tipliers. F ltiplier
and Wa isted 

ell I readsheet labele
Ho ncome multiplie ic ripp

fec oduced from an 
adin

d valu
 industries le

 we
s t

ulate the total change in inco
in final demand of $15

olds th
,ous change  using a 

pe ndicates that househo e sam
try sector. 

ype household income multipliers for T
n th

on an
are  the total requirements table (cell I108 i ireme
atri  to calculate total expected changes in ho ome in 

d Income HM2TW 0.47Y 153.97 $71.71million

Or, househol oximately $71.71 mi if 
demand for Transportation and  $153.97 m

8.3.4  Assessing Total Employment Changes 

The

her than 
the initial increase of 1,000 people. Now we must account for th
and induce

d income will increase by appr llion 
Warehousing services increases by illion.

last part of this section on economic impact analysis shows how to estimate 
total changes in employment. We mentioned several times already that initially, 
employment will go up by 1,000. We also know that as a result of indirect and 
induced effects, total change in employment is expected to be much hig

e direct, indirect, 
d effects to estimate the total employment change.  

According to the section on household employment multipliers in Chapter 5, 
type household employment multipliers are defined as:  

1

LM2 mult
n

e            
1

ijj i
i

          (8.9) 

where:
LM2 j — type household employment multipliers; 

ie — employment/output ratio for industry i;

mult ij — partial multipliers from the 1( )I A  matrix. 
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The starting point for calculating the type household employment multipliers 
is otal requirements matrix of partial multipliers derived on the spreadsheet 
labeled “Multiplier Calculations”. The multiplier definition shows that multiplying 
employment/output ratios for industries by the total requirements table will give 
us the type household employment multipliers. The calculation of type
household employment multipliers is shown in a step-by-step approach on the 
spre

 the t

adsheet labeled “Employment Scenario”. 
Row 2 (C2: W2) contains the employment/output ratios. Rows 5 through 25 

(C5:W25) contain the direct requirements matrix 1( )I A  for industry i. And 
finally, row 29 (C29:W29) holds the type household employment multipliers 
by industry. The calculation of the type household employment multipliers 
follows the description of assessing the total change in industry output ( )X
described above. Now, as “First range”, we highlight row with the employment / 
outp

l results in row 29, we can then obtain the type household
employm 13. his means, that for every change in final 
demand is expected to increase by 13.37. Thus, 
know

ut ratios (C2:W2); as “Second range”, we highlight the total requirement 
matrix; and as “Output range”, we highlight the array where we want the results 
to be (C29:W29).  

From the fina
ent multiplier of 37. T
of $1 million, employment 

ing the change in final demand ( )Y  to be $153.97 million, we can 
calculate the change in total employment in Boone County as: 

2LM2 13.37 153.97 2,059 jobsE Y         (8.10) 

obs. 
Alternatively, we could have used the employment multiplier for 
Total employment is expected to increase by 2,059 j

transportation and warehousing, which is defined as: 

LM 13.37EM 2.059
6.49

j
j

je
              (8.11) 

We see that a change in final demand of $153.97 million which is equivalent 
to 1,000 new jobs would lead to a total of 2,059 new jobs using the employment 
multiplier and the change in employment of 1,000: 

E 2.059 1,000 =2,059 

The outcome must be the same, whether we 
ent (  using the type household employment multiplier 

calculate total change in 
)E (LM2 )jemploym

knowing th or using the type
employm

at final demand will change by $153.97 million, 
ent multiplier (EM2 )j  knowing that e

n tra  Using ei
mployment will increase by 

1,000 i ier, the estimated nsportation and warehousing. ther multipl
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chan

ork plac

ge in employment in Boone County is 2,059.  

8.4  Case Study Four: Estimation of Trip Production  
 and Trip Attraction 

Let’s assume that 400 of the 1,000 new jobs introduced in Case Study Three are 
directly related to Airport and the other 600 jobs are light industrial facilities. We 
will now estimate additional trips attracted to the w e that are related to 
the additional jobs. The Institute of Transportation Engineers regularly publishes 
trip rates for different human activities. Table 8.9 is an example of such rates for 
commercial airport and light industry. 

Table 8.9  Trip rates for commercial airport and general light industrial 

Average Trip Rates per Employee 
Commercial Airport General Light Industrial 

Weekday 13.4 3.02 
Weekday A.M. Peak Hour      1.21 0.48
Weekday P.M. Peak Hour  1 0.51

The first row lists daily trip rates. The second and third rows are the rates 
for the morning and afternoon peak hour, respectively. From the
number of em .  

w employees 

Commercial 
Airport

General Light 
Industri

se rates and the 
ployees, we can calculate the trips in Table 8.10

Table 8.10  Trips attributed to the 1000 ne

al
Total trips 

Number of employees 400 600
Wee

306 706

kday 5,360 1,812 7,172
Weekday A.M. Peak Hour 484 288 772
Weekday P.M. Peak Hour 400

The result shows that on a weekday 172 additional trips as 
a res

 hou

on by Z

In Chapter 7 we showed the trip generation and trip distribution for an area of four 

, we can expect 7,
ult of the 1,000 additional jobs. During the peak hours, we can expect 772 

morning peak r trips and 706 afternoon peak hour trips. 

8.4.1  Trip Generati one 
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traffic zones. Let’s now go through the calculation with an Excel spreadsheet. 
The file name is trips.xls. Figures 8.21 and 8.22 display the trip production portion 
of the spreadsheet.  

1Figure 8.21  Trip production calculation, Tables 3

The first table in Cells A3:D8 is a matrix of person trip rates by trip purpose 
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and household income group. The columns represent the three trip purposes—
Home-Based-Work (HBW), Home-Based-Non-Work (HBNW) and Non-Home- 
Based (NHB). The rows represent the five income groups. Please note that those 
numbers in the table are for illustration purpose. You need to search for the 
proper values for your study area. 

4Figure 8.22  Trip production calculation, Tables 5

The second table in Cells A11:E17 stores the number of households by 
income group in each of the four zones. From this table and the first table, we 
can calculate the person trips generated from each income group by traffic zone. 
The results are saved in a three-part table (Table 3, Cells A20: E40) since the 
calculations must be done for each of the three trip purposes separately. 

Part 1 of Table 3 stores the HBW trips. For example, in Cell B22, the person 
trips from less than $15,000 income households in Zone 1 are calculated as:  

B4 B12 0.443 35 156 

where, B4 is the trip rates for Home-Based Work for less than $15,000 income 
households and B12 is the number of households in this category: HBW person 
trips generated by income groups in all zones are calculated this way and the 
results are saved in Cells A22:E26.  

Similarly, home-based-non-work and non-home-based person trips are 
calculated and sa

num

2

ved in Part 2 and Part 3 of the table. 
The total person trips generated in each zone are derived by adding the 
ber of trips from individual household income groups. Table 4 (Cells 
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A43: E47) stores the trips by zone and by trip purpose. For example, the total 
HBW trips from Zone 1 are saved in Cell B41, which is calculated as 

SUM(B$22:B$26) 

where the trips generated by households in different income groups are saved in 
Cells B22:B26.  

In Table 5 (Cells A50:F54), we convert the person trips to vehicle trips, 
using the vehicle occupancy ratios saved in the last column in Table 5 (Cells 
G51:G53). For example, the vehicle occupancy for HBW trips is 1.37, the HBW 
vehicle trips from Zone 1 (Cell B51) is calculated as:  

B44/$G51 4,359 / 1.3 3,182 

where B44 is the total person HBW trips from Zone 1 and G51 is the HBW 
vehicle occupancy ratio.  

We will proceed similarly for other trip purpose and zones in Table 5. This 
concludes the calculation for trip production. From the table, we can see the total 
trip production for each zone. For example, Zone 4 has higher trip production 
than other zones. When we examine the trip production distribution by trip 
purpose, we can see that Home-Based-Work trips take the smallest proportion of 
the trip production.  

Now we can turn our attention to trip attraction. The trip attraction tables are 
stored in the same sheet, starting in Column I. Figures 8.23 and 8.24 display the 
tables in the trip attraction calculation.  

7
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Figure 8.23  Trip attraction calculation, Tables 6 7
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Figure 8.24  Trip attraction calculation, Tables 8 9

Table 6 (Cells I3:L8) lists the trip attraction rates. There are four land use 
types used in the calculation. The attraction rate for residential use is calculated 
as trips per household and rates for non-residential uses are measured as trip 
attraction per square kilometer. For each household, we can expect the attraction 
rates to be 0.079 for HBW, 0.518 for HBNW, and 0.302 for NHB trip purposes. 
Similar to the trip production rates, these trip attraction rates are for illustration 
purposes. You must search for the rates that are appropriate for your study area.  

The number of households and the amount of different land uses in the four 
zones are stored in Table 7 (cells I11:M15). The measure for residential 
attractions is related to the number of household units and size of non-residential 
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land uses (i.e., measured in square kilometers). From the unit trip attraction rates 
and the land use amounts in these two tables, we can calculate the trip attractions 
and save the result in Table 8 (cells I19:M35). Similar to trip production, the trip 
attractions are calculated by the three trip purposes. The first part is for HBW, 
second part for HBNW and the last part for NHB trips.  

For instance, in cell J20, the trip attracted by households in Zone 1, is 
calculated as 

$J5 J12 = 0.079 2,75 218

where, cell J5 is the trip attraction rate per household and Cell J12 is the number 
of households in Zone 1. The rest of cells in the row are calculated in the same 
way (K20:M20). The trip attractions for the non-residential land are the product 
of the attraction rate and land use area size. For example, the trip attraction 
associated to retail in Zone 1 is calculated and saved in cell J21 as 

6

$J6 J13 = 1.557 1,45 ,263 

The trip attractions calculated by trip purpose for each zone (Table 8)    
are summarized in Table 9 (I38:M42). The trip purposes are organized by row    
of the table and zones, by column. For example, the Home-Based-Work trip 
attraction in Zone 1 is the total of all HBW trip attractions in Part 1 of Table 8 
and is calculated as: 

3 2

SUM(J$20:J$23) 

Cells in the last column (Cells N39:N41) of Table 9 store the trip attractions 
by trip purpose, which are calculated by adding the trip attraction for the same 
trip purpose from all zones. For example, the HBW trip attraction in Cell N39 is 
calculated as: 

SUM(J39:M39)

where, cells J39:M39 store the HBW trip attractions for Zones 1 through 4. 

8.4.2  Trip Distribution by Zone 

Now let’s calculate the trip distribution among the four Traffic Analysis Zones 
using the gravity model below:  

1,

( )
i j ij

ij
j ij

i n

P A F
T

A F
                  (8.12) 

This model has the same structure as Eq. (7.13). We will first calculate the 
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Friction Factor between any two zones, ijF . Then we will calculate the product 

of ijF  and trip attraction, jA : jA ijF . Third, we will add ( jA ijF ) for all 

zones— ( ).j ijA F  Next, we will calculate the numerator of the gravity 

model: iP jA F . Finally, we can calculate the trip distij ribution, ijT .

Figures 8
the Trip Distri

.25 and 8.26 illustrates the calculation procedure. We first switch to 
bution worksheet. Similar to trip generation, data and calculations 

are arranged in individual t , s the result from the trip ables. Table 1, cells A3:F8  store
generation calculation data. The last column, F4:F7 are data from the trip 
production from each of the four zones. The last row, B8:E8 contains the trip  

Figure 8.25  Trip distribution calculation, Tables 1 4
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Figure 8.26  Trip distribution calculation, Tables 5 7

attraction to each of the four zones. All values are linked to the corresponding 
cells in the “Trip Generation” worksheet. For example, cell F4 stores the trip 
production for Zone 1, which is calculated as: 

“Trip Generation”!B$54 

We arrange the trip production as column and trip attraction in a row for easy 
calculation. Table 2 stores the trip time within each zone and between any two 
zones, measured in minutes. These numbers are for illustration purpose only. In 
reality, the travel time should be estimated from survey and actual measurement. 
The travel time is converted to zonal impedance using the formula: 

a
ij ijW t                          (8.13) 

where, is the travel time from Zone i to Zone j. We assume ijt a 0.5 and save 

the value in cell D17.  
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The impedance values are calculated using the constant, a, and the travel 
time, . For example, cell B19 saves the impedance within Zone 1,is calculated as ijt

B12^$D$17 

where, B12 stores the travel time within Zone 1 and D17 stores the constant, a.
Also, we use the common formula discussed in Chapter 7 to calculate the friction 
factor .

                       (8.14) 

The results are saved in Table 4, Cell A25:E29.  
Table 5 stores the calculation results 

, ijF

1/ij ijF W

j ijA F . The last column is the total for 

each of the four zones. .( )j ijA F  In the spreadsheet, the calculation for Zone 1 

is expressed as 

SUM(B33:E33) 

Table 6 stores the numerator of the gravity model. For example, Cell C40 is 
for trips from Zone 1 to Zone 2. That is, i 1 and j 2. The calculation is 
expressed as 

1 2 12P A F

In spreadsheet, the calculation in cell C40 is 

$F4 C33

where, iP  is stored in cell F4 and cell C33 stores 2 12A F .
Finally, trip distribution of this four-zone area is calculated and stored in 

Table 7 (cells A46:F51). The calculation refers to Tables 5 and 6. For example, 
cell D47 is the trip distribu ne 3. The calculation is 
expressed as 

tion from Zone 1 and Zo

D40/$F33

where, D40 is the product of 1P 3 13A F  and F33 is 3 13( ).A F
In the following step, we assess the impact of additional 1,000 jobs to the 

trip generation in this four-zone area. To simplify the calculation, we assume that 
the new jobs will increase the trip attra
assume that there is no change of trip production. This implies that some people 

rs
ion worksheet. To do so, you need to select the Move
nder the Edit menu. In the Move or Copy dialog 

ctions in Zone 4 by 4%. We further 

who currently live in the four-zone will be taking the new jobs. Fi t, we make a 
copy of the Trip Distribut
or Copy Sheet option u
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window, check the Create a copy option and click OK (Fig. 8.27). A new 
worksheet, which is named Trip Distribution (2), is created.  

Figure 8.27 orksheet Copy an existing w

You may remember that the trip attraction, ijA  and trip production, iP  are 

stored in the first table, Cells A3:F8. Now let s increas the trip attraction for 
Zone 4 by 4%

’ e 
. In Cell E8, apply the following formula:  

“Trip Generation”!M42 1.04 

en increased by 4%. We don’t 
need to change any other values. Th as been rerun and appears in the 
new Table 7, cells A46:F51 (Fig. 8.2

Now, the trip attraction from Zone 4 has be
e model h

8).

Figure 8.28  Trip distribution after an increase of 4% trip attraction from Zone 4 
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Table 8.11 compares the trip distribution before and after the 4% increase of 
trip attraction from Zone 4. The comparison shows that the actual trips attracted 
to Zone four is less than 4% from the original trip distribution. The reduction of 
trips attracted to other zones also varies. This is because the gravity model uses 
the relative trip attraction. Because we assume that there is no change of trip 
production, the additional trips attracted to Zone 4 reduce the trips attracted to 
other zones.  

Table 8.11  Trip distribution comparison 

Number       
  1 2 3 4   
 1 36 26 15 78 0  
 2 84 167 59 310 0  
 3 44 55 60 160 0  
 4 143 231 106 480 0  

307 480 240 1,028  
Percent/90       

 1 2 3 4  
 1 0.8 0.8 0.8 3.1 0.0 
 2 1.0 1.0 1.0 2.9 0.0 
 3 0.9 0.9 0.9 3.1 0.0 
 4 1.6 1.6 1.6 2.4 0.0

1.2 1.2 1.1 2.7 0.0 

8.5  Concluding Remarks 

This book introduced some analytical methods planners may use in produce 
plans. Although the four aspects of planning analytical methods are introduced 
separately, the dynamic connection among them, for any given region, makes 
planning analysis interesting and challenging. You probably have noticed that 
numerous assumptions were made in any of the analyses. Although the discussion 
the assumptions’ validity goes beyond the scope of this book, we would like you 
to remember those assumptions can significantly affect the analytical results.  

When appropriately used, these analytical methods are valuable tools that 
can provide meaningful information about the past, present, and future of a 
community. There are many other methods available in addition to those 
introduced in this book. This book provides a foundation for you to be able to 
evaluate the function, outcome, and data requirements of the methods you may 
choose to use.  

ality, One of the key requirements in conducting planning analyses is high qu
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site-

till know very little about the human-environment interaction. Very 
few analyses can provide results with a high level of confidence. However, this 
does not diminish the lytical results can 
provide evaluations of th cular community and 
t tio s of the ailable da . Finally, they can direct additional data 
collection efforts. It is expect that the u erstandin an cal methods 
w help maintain ata integ d avo e misuse of the me s. Users  
proper training to nderstan e proce involve  any p ular ana , 
w ich is the overa intent of  book.  

References

Brail, Richard K. 198 Microcomputers in Urb anning a anagem ew Bru
NJ: Rutgers, The State University of New Jersey.  

Cartwright, Timothy  1993. M ing the W  in a Spr heet. Baltimore, MD: Johns 
Hopkins University Press.  

Huxhold, William E., Patrick S. ney, Davi Turnpau ryan J. s and Kevin T. 
Cassidy. 1997. GIS County User Guide. New York: Oxford University Press.  

ichard E. Klosterman and Ann-Margaret Esnard. 
IL: University of Illinois Press.  

Klosterman, Richard E. 1990. Community Analysis and Planning Techniques. Savage, MD: 

specific data. However, sometimes planning decisions have to be made when 
such data are not available. Without the intention of substituting for local data, a 
user may choose to make informed estimates of the parameter values to use in 
analysis. Even though the results may not be the most accurate results possible, 
they can offer some initial guidance.  

Planning is a field that reaches many aspects of both the natural and social 
sciences. We s

 importance of these analyses. The ana
e suitability of a method for a parti

he limita n av ta
ed nd g of the alyti

ill  d rity an id th thod  need
 u d th sses d in artic lysis

h ll  this

7. an Pl nd M ent. N nswick, 

 J. odel orld eads

Tier d R. gh, B Mave

Kaiser, Edward J., David R. Godschalk, R
1998. Hypothetical City workbook. Champaign, 

Rowman & Littlefield Publishers, Inc. 
Krueckeberg, Donald A. and Arthur L. Silvers. 1974. Urban Planning Analysis: Methods and 

Models. New York, NY: John Wiley & Sons.

430




