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 Abstract   In human genetics many initial research initiatives focused on single genes 
or were performed on a gene-by-gene basis. However, recent fi ndings, especially 
those about the extensive transcriptional activity of the genome, changed the concept 
of what a gene is supposed to be. In addition, novel high-throughput approaches and 
numerous innovative technologies, such as gene and expression microarrays, mass 
spectrometry, new sequencing methods, and many more, now enable us to address 
complex diseases and to unravel underlying involved regulatory patterns. These high-
throughput assays resulted in a shift from studying Mendelian disorders towards mul-
tifactorial diseases, although mono genic diseases still provide a unique opportunity 
for elucidating gene function. This chapter describes current concepts about the defi -
nition of a gene, possible consequences of mutations and the latest developments in 
the areas of genomics, transcriptomics, and proteomics and their potential to add to a 
better understanding of factors contributing to phenotypic features. 
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     4.1 Single-Gene Approaches 

 Prior to the era of high-throughput analyses, typical 
research initiatives focused on single genes or were per-
formed on a gene-by-gene basis. However, even research 
focusing on a single gene may already represent a very 
complex challenge. Some principles of working with 
single genes are described below. A particular focus will 
be on the limitations which have propelled the develop-
ment of numerous innovative technologies, such as gene 
and expression microarrays, mass spectrometry, and pro-
teomics, and many more, which now allow investigators 
to reveal underlying complex regulatory patterns. 

  4.1.1 What Is a Gene? 

 Before discussing the steps from genes to proteomics 
we should refl ect on what a “gene” is actually supposed 
to be. In 1909 the term “gene” was used for the fi rst 
time by Wilhelm Johannsen. Ever since, the concept of 
a gene has been under constant development, and 
numerous gene defi nitions have been proposed and 
adjusted as our knowledge of genes has evolved over 
the past decades. A somewhat surprising result is that 
although the term “gene” is one of the most commonly 
used expressions in genetics and although genes are 
constantly being characterized and more and more 
mutations in genes are being linked to diseases, the 

term itself in fact remains poorly defi ned. An excellent 
history of operational defi nitions of a gene over the 
past decades together with an attempt at an updated 
defi nition was recently provided by Gerstein et al.  [25] . 
The authors rightfully argue that the provocative fi nd-
ings of the ENCODE Project  [17] , which elucidated 
the complexity of the RNA transcripts produced by the 
genome, have to change previous defi nitions of a gene. 
The preceding views of a gene were centered on pro-
tein coding (Fig.  4.1 ) and did not take the extensive 
transcriptional activity of the genome into account, 
most likely because the full extent of transcriptional 
activity was unknown prior to the ENCODE Project.  

 Based on the knowledge derived from the ENCODE 
Project, Gerstein et al.  [25]  proposed the following, 
updated defi nition for a gene: “The gene is a union of 
genomic sequences encoding a coherent set of poten-
tially overlapping functional products.” An illustration 
of how to apply this defi nition is provided in Fig.  4.2 .  

 Another implication of this defi nition is that 5 ¢  and 
3 ¢  untranslated regions (UTRs), despite their importance 
for translation, regulation, stability, and/or localization 
of mRNAs, would not be part of a gene because they 
do not participate in encoding the fi nal product of a 
protein-coding gene. In order to compensate for this, 
Gerstein et al.  [25]  suggested a new “category” for 
regulatory and untranslated regions playing an impor-
tant part in gene expression, by naming these regions 
“gene-associated.” This terminology may help to 
acknowledge that additional DNA sequences outside 
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  Fig. 4.1    Representative classic view of a gene. Transcription may 
be initiated from the promoter region located at the 5 ¢  side of a gene. 
The promoter region often contains a TATA or a CCAAT box and is 
enriched for the paired nucleotides cytosine and guanine (CG 
islands). Genes consist of translated (exons) and noncoding (introns) 

portions. The open reading frame ( ORF ) is situated between the 
initiation codon ( AUG ) and the termination codon ( TAA ,  TGA , or 
 TAG ). Sequences encoding the polyA tail of the protein are located 
at the end of a gene. The precursor RNA is spliced so that intronic 
sequences are removed and messenger RNA (mRNA) is formed       
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4 From Genes to Genomics to Proteomics 

  Fig. 4.2    Gerstein et al.  [25]  proposed a new defi nition for genes, 
and this fi gure illustrates how this defi nition should be applied. In 
this region the  gray rectangles  correspond to exonic/protein-
coding sequences. Three primary transcripts originate from this 
genomic region. Two of these transcripts consist, in addition to 
the 5 ¢  and 3 ¢  un-translated regions, of some of the exons ( A ,  B ,  C  
or  D , and  E ); intronic sequences are represented by  solid lines . 
The third transcript ( X  and  Y ) does not encode a protein but is a 
noncoding RNA (ncRNA) product. Therefore, such a transcript 
may share its genomic sequences with protein-coding segments; 
however, it usually does not exactly correspond to exons. The result 
of alternative splicing in this example is that the fi rst two tran-
scripts encode fi ve protein products ( A - B ,  A - C ,  B - C ,  D , and  E ; 

the  dashed lines  illustrate connectivity between the RNA 
sequences). Thus, exons A, B, and C generate transcripts, each 
derived from two of these DNA segments. In contrast, the 
products originating from D and E share a 5 ¢  untranslated region, 
but their translated regions do not overlap after alternative 
splicing. The noncoding RNA product is not a coproduct of the 
protein-coding genes. The functional products are 5 different 
proteins shown in  ovals  (connected by  dashed lines ) and one 
RNA product ( rectangles , also connected by a  dashed line ). As a 
consequence this region harbors four genes indicated at the bottom 
within the  orange dashed lines . Sequence segments A, B, and C 
comprise gene 1, whereas gene 2 contains D, gene 3 E and gene 
4 X and Y. From  [25]        

of the respective gene themselves have important roles 
in contributing to gene function. 

 From this new defi nition it follows that only con-
tinuous DNA sequences coding for a protein or RNA 
product without overlapping products correspond to 
the classic and most commonly used view of gene. In 
fact, the vast majority of our knowledge about “genes” 
and their functions centers on this subclass of genes. 
Thus, with these new evolving concepts it is obvious 
that even “monogenic” disorders are at present incom-
pletely explored and a lot remains to be discovered. 

 As the updated defi nition emphasizes the fi nal prod-
ucts of a gene, it disregards intermediate products origi-
nating from a genomic region that may happen to overlap. 
This implies that the number of genes in the human 
genome is going to increase signifi cantly when the survey 
of the human transcriptome has been completed.  

  4.1.2 Mutations 

 The aforementioned summary of the complexity of a 
gene and its possible transcripts also suggests that the 
distinction between pathogenic and nonpathogenic 
mutations is often very diffi cult. In general, there are 
three different types of mutations.  Deletions  involve 
the loss of at least one nucleotide, whereas  insertions  
represent the addition of at least one nucleotide. Both 
deletions and insertions cause a shift of the reading 
frame and are therefore also referred to as frameshift 
mutations. Usually the resulting sequences no longer 
code for a functional gene product and are thus dubbed 
“nonsense mutations.” Since insertions and deletions 
usually disturb the gene function signifi cantly, they 
are often associated with diseases and are therefore 
frequently pathogenic. 
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 In contrast, a contribution to specifi c phenotypic 

features of the  substitution  or  exchange  of a single nucle-
otide is often very diffi cult to establish. An exchange of 
one purine for another purine or of one pyrimidine for 
another is called transition, whereas an exchange of 
a purine for a pyrimidine or vice versa is a transversion. 
A nucleotide substitution does not result in a shift of 
the reading frame, and possible consequences depend on 
how a codon has been altered. For example, a substitution 
may alter a codon so that a wrong amino acid will be 
present at this site, which is referred to as a “missense 
mutation.” Such missense mutations may have conse-
quences ranging from no changes to severe functional 
changes, and it is often very diffi cult to establish the 
outcome of such mutations. A nucleotide substitution is 
called a “silent mutation” if the resulting codon still cor-
responds to the same amino acid. This is possible because 
of the redundancy of the genetic code, as different nucle-
otide sequences may code for the same amino acid 
sequence. For example, the four nucleotide base pairs 
GCC, GCG, GCT and GCA all code for the amino acid 
alanine. If GCC represented a codon within an open read-
ing frame a substitution at the third position from C to G 
or from C to A would still represent a codon with the 
nucleotide sequence for alanine. Much has been learnt 
about the phenotypic consequences of mutations, but 
there are many examples of missense mutations, variants 
in DNA elements of unknown function, and silent 
changes in coding regions for which pathogenicity is 
questionable. Thus, another diffi cult challenge is to prove 
that an altered allele is causal to the disease in question. 

 For example, silent mutations frequently have no 
consequences for the phenotype. However, in order to 
illustrate the often enormous diffi culties in determin-
ing the signifi cance of mutations, two striking exam-
ples demonstrating that even “silent” mutations may 
have severe consequences for a phenotype will be 
discussed below.  

  4.1.3  Silent Mutations and Phenotypic 
Consequences 

 Two particularly fascinating “silent” mutations with sig-
nifi cant consequences for the phenotype are described here. 

  Hutchinson–Gilford progeria syndrome  (HGPS) is a 
rare genetic disorder. Affected individuals show very early 
signs of aging, such as loss of hair, lipodystrophy, 

scleroderma, decreased joint mobility, osteolysis, and 
facial features resembling those of aged persons, and 
they die at an average age of 13. In the vast majority 
(90%), progressive atherosclerosis of the coronary and 
cerebrovascular arteries is the cause of death  [30] . 
HGPS belongs to a group of conditions called lamin-
opathies, which affect nuclear lamins. The lamins 
belong to the multiprotein family of intermediate fi la-
ments and can be regarded as the main determinants of 
the nuclear architecture. HGPS is caused by mutations 
in  LMNA , resulting in an abnormally formed lamin A. 
In the majority of progeria patients a classic p.G608G 
(c.1824C > T) mutation in exon 11 can be found. It is 
predicted that this mutation is a silent mutation, as it 
does not cause any change at the amino acid level. 
However, this change improves the match to a consensus 
splice donor, activating a cryptic splice site  [14,   18] . 
Owing to this activation of a cryptic splice site, 150 
nucleotides, up to the start codon of exon 12, are 
removed  [14,   18] . The last step in the posttranslational 
processing of prelamin A cannot occur without these 
nucleotides, so that the mutant prelamin A persists. 
The mutant prelamin A is called progerin, and it is the 
presence of progerin, and not the lack of normal lamin 
A, that causes the phenotype  [55] . 

 The second example is the identifi cation of a synony-
mous  single-nucleotide polymorphism  (SNP), which 
did not produce altered coding sequences in the  Multi-
drug Resistance  1 ( MDR 1) gene  [35] . The  MDR 1 gene 
product is a P-glycoprotein multiple-transmembrane 
protein pump contributing to the pharmacokine tics of 
drugs, which is associated with the multidrug resistance 
of cancer cells. Although  MDR1  harbors many SNPs, 
some SNPs have been associated with reduced func-
tionality of the pump. This was observed for two 
SNPs (e.g., C1236T and C3435T) even though neither 
changes the amino acid sequence of P-glycoprotein. 
For example, the C1236T polymorphism changes at 
amino acid position 412a GGC codon to GGT and both 
encode glycine, whereas the C3435T polymorphism 
changes at position 1145 ATC to ATT, which in each 
case encodes isoleucine. However, Kimchi-Sarfaty 
et al.  [35]  were able to demonstrate that both polymor-
phisms resulted in changes from frequent to infrequent 
codons. As a consequence, ribosome traffi cking is 
slowed down at the corresponding mRNA regions. 
These alterations likely affect the cotranslational folding 
pathway of P-glycoprotein, resulting in a different 
fi nal conformation and eventually in altered substrate 
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specifi city. Thus, silent mutations of synonymous codons 
(changing from frequent to infrequent) in certain genes 
may alter translation kinetics of mRNA, which might 
in turn affect fi nal protein conformation.  

  4.1.4  Mutation Detection by Sanger 
Sequencing 

 In 1977 Fred Sanger published three seminal method 
papers on the rapid determination of DNA sequences 
 [53,   54,   60] , for which he received his second Nobel 
prize in Chemistry in 1980. This technology, which 

besides Sanger sequencing is also referred to as dide-
oxynucleotide sequencing, provided a tool for deci-
phering complete genes and later entire genomes. In 
fact, Sanger sequencing evolved into the only DNA 
sequencing method used for three decades after it was 
fi rst described. DNA can be prepared for sequencing by 
two approaches: for targeted resequencing, which is 
done in most diagnostic routine applications: primers 
fl anking the target regions are used to amplify the 
respective region. In contrast, for shotgun de novo 
sequencing, DNA is randomly fragmented and cloned 
into a plasmid, which is subsequently used to transform 
 Escherichia coli  (Fig.  4.3a ). The latter approach played 
a pivotal role in deciphering the human genome. The 

  Fig. 4.3    Comparison between ( a ) Sanger and ( b ) next-generation sequencing. (Reprinted by permission from Macmillan Publishers 
Ltd: Nature Biotechnology  [58], copyright 2008)        
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results of both approaches are multiple templates, 
which are then subjected to the sequencing reactions, 
consisting of repeated rounds of template denaturation, 
primer annealing, and primer extension. In each cycle 
of the sequencing reaction the primer extension is sto-
chastically terminated by the integration of dideoxy-
nucleotides (ddNTPs), which are labeled with a 
fl uorochrome. This results in a mixture of extension 
products of different lengths, and the label of the respec-
tive terminating ddNTPs refl ects the nucleotide identity 
of its terminal position. Subsequently the sequence can 
be determined by high-resolution electrophoretic sepa-
ration of the single-stranded, end-labeled extension 
products in a capillary-based polymer gel. The DNA 
sequence is deciphered by analysis of the fl uorescent 
labels at the end of the fragments. The discrete lengths 
of the fragments determine the nucleotide position, and 
the nucleotide itself is encoded by laser excitation of 
the fl uorescent labels and a four-color detection of the 
emission spectra, which are then translated into DNA 
sequence by appropriate software (Fig.  4.3a ).  

 The application of Sanger sequencing for deciphering 
the entire human genome represented particularly large-
scale sequencing efforts, which were conducted in fac-
tory-like environments called sequencing centers. These 
centers had a specialized and dedicated infrastructure 
consisting of hundreds of DNA-sequencing instruments, 
robotics, bioinformatics, computer databases, instru-
mentation, and a large number of personnel. The aim of 
deciphering the entire human genome dramatically 
changed the throughput requirements of DNA sequenc-
ing and propelled developments such as automated cap-
illary electrophoresis. Many capillary-based sequencing 
systems have 96 or more capillaries, meaning that 96 
sequence reads can be processed in parallel. However, a 
simple increase in the number of capillaries was not 
suffi cient for the new enduring tasks in genomics, 
which required the development of entirely new tech-
nologies, as summarized in the next paragraph.  

  4.1.5 Next-Generation Sequencing 

 The next-generation sequencing revolution started 
in 2005 with two seminal papers describing a sequence-
by-synthesis technology  [47]  and a multiplex polony-
sequencing protocol  [59] . The parallel sequencing 
throughput capacity is perhaps the most important 

feature setting next-generation sequencers apart from 
conventional capillary-based sequencing. In fact, 
instead of running 96 capillaries or samples at a time, 
next-generation sequencing allows the processing of 
millions of sequence reads simultaneously (Fig.  4.3b ). 
This massive parallel sequencing requires only one or 
two instruments instead of several hundred Sanger-
type DNA capillary sequencers and naturally involves 
signifi cantly fewer personnel operating the machines. 
Another important difference is that next-generation 
sequence reads do not depend on vector-based cloning, 
but are instead derived from fragment libraries. This 
alone allows a signifi cant speeding up of sequencing 
(Fig.  4.4 ). Another difference is that read lengths are 
shorter (35−250 bp for next-generation sequencing, 
as against 650−800 bp for capillary sequencers). 
Next-generation sequencing, often also referred to 
as second-generation sequencing, and the evolving third-
generation sequencing will be discussed in greater 
detail in Sect. 4.4.   

  4.1.6  The Importance of Monogenic 
Mendelian Disorders 

 The quest for high-throughput assays is also accom-
anied by a shift away from the Mendelian disorders 
towards multifactorial diseases. This neglects the 
fact that linking naturally occurring pathogenic muta-
tions with monogenic disorders provides a unique 
opportunity for elucidating gene function  [1] . Studies 
on Mendelian traits reveal irreplaceable insights into 
mutation proce sses and their associated molecular 
pathophysiology. Furthermore, it was the investigations 
of Mendelian disorders that disclosed the existence 
of genetic phenomena, such as uniparental disomy or 
parental imprinting. 

 Only in-depth analysis of monogenic disorders 
can unravel the consequences of different mutations 
within the same gene that can give rise to distinct 
phenotypes. For example, among the most striking 
examples are mutations in the aforementioned  LMNA  
gene, which can cause not only the Hutchinson–
Gilford progeria syndrome but also several other, 
different phenotypes, which are often summarized as 
primary laminopathies. Phenotypic consequences of 
mutations in  LMNA  can be further subdivided into 
laminopathies with striated muscular atrophy [including 
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Emery-Dreifuss muscular dystrophy (EDMD2; OMIM 
181350), autosomal dominant limb girdle muscular 
dystrophy 1B (LGMD1B; OMIM 159001) and dilated 
cardiomyopathy, 1A (DCM1A; OMIM 115200)], 
laminopathies affecting peripheral nerves [(Charcot-
Marie-Tooth disease type 2B1 (CMT2B1; OMIM 

605588)] and laminopathies with loss of or redu-
ced adipose tissues [familial partial lipodystrophy, 
Dunnigan type (FPLD2; OMIM 151660) and congen-
ital generalized lipodystrophy, type 2 (CGL2, OMIM 
269700)]  [41] . A probably new  LMNA -associated 
disease entity that may be classifi ed as a congenital 
muscular dystrophy (LMNA-related congenital muscu-
lar dystrophy, or L-CMD) has recently been described 
 [51]  and suggests that even more phenotypes may 
be caused by mutations in this gene. 

 Even monogenic diseases have considerable pheno-
typic complexity, often depending on the genetic 
background and the status of modifi er genes, which 
may modulate the consequences of specifi c mutations. 
In addition, such epigenetic changes as the genomic 
distribution of 5-methylcytosine DNA and histone 
acetylation may change the outcome of a mutation, and 
to make these issues even more complicated, such epi-
genetic modifi cations may change as we age  [22] . 
Thus, monogenic disorders are in fact examples of oli-
gogenic inheritance and vary along a continuum from 
simple to complex disorders  [1] . Allelic variation in 
genes or other functional DNA sequences that modify 
the phenotypic severity of a monogenic disorder or control 
variation in gene expression provide links to additional 
genomic causes related to phenotypic variability.   

  4.2 Gene Regulation 

 Genes can be regulated by various means (Fig.  4.5 ). 
Obviously there is a “many-to-many” relationship 
between regulatory regions, epigenetic mechanisms, 
small RNAs, and genes. In fact, gene expression is a 
multilevel process, which is controlled by regulatory 
proteins and DNA sequences (genetic regulation) and 
by chromatin remodeling and the position of chromo-
somes in the nucleus (epigenetic regulation). In addi-
tion, gene regulation may be affected by complex sets 
of RNAs that do not produce proteins.  

  4.2.1 Genetic Regulation 

 At the beginning of transcription the base sequences of 
genes are transcribed into RNA by RNA polymerase II. 
Multiple accessory factors determine the transcriptional 

  Fig. 4.4    Flow diagrams comparing the time-lapse needed for 
traditional Sanger sequencing ( left ) and massively parallel sequenc-
ing as used for the 454 system ( right ). (Reprinted by permission 
from Macmillan Publishers Ltd: Nature  [52], copyright 2005)        
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start and end points for RNA polymerase II. An impor-
tant component is the promoter, typically located close 
to the gene it regulates, which facilitates the transcrip-
tion of a gene. 

 Promoters comprise two interacting parts, i.e., the 
basal promoter elements and the enhancer elements. 
Basal promoter elements bind accessory transcription 
initiation factors that position RNA polymerase II in 
the right place and direction. These basal elements are 
composed of short, low-complexity sequences (such 
as the TATA element). Enhancer elements bind regula-
tory factors that specify the physiological conditions 
or cell types where the gene will be expr essed. The 
enhancer and basal promoter complexes interact at 
both functional and physical levels to determine how 
often an RNA transcript is produced. Enhancers can 
work over large distances of DNA in both directions.  

  4.2.2 Epigenetic Regulation 

 In addition, there are several epigenetic components 
infl uencing gene expression, such as histone modi-
fications, DNA methylation, and position effects 
(Fig.  4.5a ). 

 The major mechanism for suppressing widespread 
transcription is probably sequestration of potential 
transcription start sites by wrapping most of the 
genome in nucleosomes (see Sect. 3.2.2). Typical 
transcription start sites are found in nucleosome-free 
regions generated by DNA sequences that are intrin-
sically resistant to nucleosome wrapping. Another 
mechanism is the targeted modifi cation and removal 
of nucleosomes in order to expose the underlying 
promoter sequences (see Sect. 3.2.2). Thus, functional 
eukaryotic promoters must not only attract RNA 

  Fig. 4.5    ( a ,  b ) Different means of gene regulation. ( a )  Left 
panel : Consequences of epigenetic regulation by histone 
methylation: the confi guration of the promoter region changes 
so that transcription factors cannot bind and expression of the 
respective gene is suppressed;  right panel : Chromosomes 
occupy nonrandom positions in cell nuclei, these position 

effects infl uence genes expression. From  [4] . ( b ) Example for 
possible gene regulation by small RNAs: promotor-associ-
ated transcripts (transcription start sites and transcripts 
are represented as  bent arrows ) within nucleosome-free 
DNA close to the promoters may infl uence gene expression. 
(From  [6]. Reprinted with permission from AAAS)        
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polymerase II, but also evade nucleosomal repression. 
The epigenetic modes of gene regulation by his-
tone modifications, DNA methylation, and position 
effects are discussed in detail in Sects. 3.2.2, 
3.4.4.2, and 3.6.2.1.  

  4.2.3  Regulatory Transcripts of Small 
RNAs 

 More recently it has become clear that gene regulation 
may be affected by complex sets of small (20−30 
nucleotides) RNAs that do not produce proteins, i.e., 
noncoding RNAs (ncRNAs; Fig.  4.5b ). In general, 
effects of small RNAs on gene expression are inhibi-
tory, as small RNAs may bind effector proteins to 
target nucleic acid molecules through base-pairing 
interactions. Therefore, activities of small RNAs are 
frequently summed up as “RNA silencing.” 

 In humans the two main categories of small RNAs 
– among several classes – are short, interfering RNAs 
(siRNAs) and microRNAs (miRNAs)  [2,   8] . These 
small RNAs are important regulators of gene expres-
sion that control both physiological and pathologic 
processes (e.g., development and cancer) miRNAs 
are regulators of endogenous genes, whereas siRNAs 
are defenders of genome integrity in response to foreign 
or invasive nucleic acids such as transposons and trans-
genes. An important distinction between miRNAs and 
siRNAs is whether or not they silence their own expres-
sion. Almost all siRNAs silence the same locus as they 
were derived from, and they only sometimes have the 
ability to silence other loci as well. In contrast, most 
miRNAs do not silence their own loci but do silence 
other genes. Both RNAs have double-stranded pre-
cursors and depend upon the same two families of 
proteins: Dicer enzymes to excise them from their pre-
cursors and Ago proteins to support their silencing 
effector functions  [2,   8] . Single-stranded forms of both 
miRNAs and siRNAs associate with effector assem-
blies, which have been dubbed RNA-induced silencing 
complexes (RISCs). 

 The genes to be silenced are determined by the small 
RNA component, which identifi es the respective com-
plementary nucleotide sequence. The silencing can be 
monitored by increased expression of small RNAs or, 
conversely, by dilution or removal of old ones. 

 Furthermore, a new class of short RNA transcripts 
begins near the expected transcription start sites upstream 
of protein-encoding sequences (Fig.  4.5b ). These RNAs 
often occur in the direction opposite to that of the 
protein-coding region  [12,   29,   50,   57] . Although the 
function of these RNAs is presently not well defi ned, 
they may have an impact on how promo ters delineate 
transcription start sites. These new RNAs are largely 
derived from DNA in nucleosome-free regions and may 
therefore arise from random, weak basal promoter 
elements that escape suppression  [12,   29,   50,   57] . Hence, 
these short promoter-associated RNAs may simply result 
from incomplete suppression of cryptic initiation which, 
however, does not exclude an associated function by 
affecting the expression of the nearby gene.   

  4.3 “-omics” Sciences 

 Single-biomarker analysis is increasingly being replaced 
by multiparametric analysis of genes, transcripts, or 
proteins, now subsumed under the term “omics” 
sciences. The current nomenclature of omics sciences 
includes genomics for DNA variants, transcriptomics for 
mRNA, proteomics for proteins, and metabolomics 
for intermediate products of metabolism. The omics 
sciences use high-throughput techniques often allow-
ing simultaneous examination of changes in the genome 
(DNA), transcriptome (messenger RNA [mRNA]), 
proteome (proteins), or metabolome (metabolites) in a 
biological sample, with the goal of understanding the 
physiology or mechanisms of disease. Insights derived 
from the complementary fi elds of omics sciences are 
expected to assist the development of new diagnostic, 
prognostic, and therapeutic tools. The omics sciences 
have in common that they require the development of 
novel informatic applications and sophisticated dimen-
sionality reduction strategies. They have an enormous 
potential to unravel disease and physiological mecha-
nisms and can identify clinically exploitable biomarkers 
from huge experimental datasets and offer insights into 
the molecular mechanisms of diseases. 

 The characteristics of the individual omics sciences 
and their integration to systems biology can be 
summarized as follows: 

  Genomics:  Genomics seeks to defi ne our genetic 
substrate and describes the study of the genomes of 
organisms. 
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  Transcriptomics:  Transcriptomics refers to the detailed 

analysis of the entire transcriptome, i.e., of all expressed 
sequences. 

  Proteomics:  Proteomics explores the structure and 
function of proteins, which are the end-effectors of our 
genes. Proteomics has been revolutionized in the past 
decade by the application of techniques such as pro-
tein arrays, two-dimensional gel electrophoresis, and 
mass spectrometry. These techniques have tremendous 
potential for biomarker development, target valida-
tion, diagnosis, prognosis, and an optimization of 
treatment in medical care, especially in the fi eld of clini-
cal oncology. 

  Systems Biology:  The integration of omic techniques 
is called “systems biology.” This discipline aims at defi n-
ing the interrelationships of several, or ideally all, of the 
elements in a system, rather than studying each element 
independently. Thus, systems biology will capture infor-
mation from genomics, transcriptomics, proteomics, 
metabolomics, etc. and combine it with theoretical models 
in order to predict the behavior of a cell or organism.  

  4.4 Genomics 

 Genomics is the systematic study of the genomes of 
organisms. The fi eld includes intensive efforts to deter-
mine the entire DNA sequence of organisms and fi ne-
scale genetic mapping efforts. The investigation of 
single genes does not usually fi t the defi nition of 
genomics. However, as the function of a single gene may 
affect many other genes, the border between single-
gene analysis and genomics is often blurred. 

  4.4.1 Genomes of Organisms 

 A major branch of genomics is still concerned with 
the sequencing of the genomes of various organisms. 
The genome of the fi rst free-living organism that was 
completely sequenced ( Haemophilus infl uenzae  in 
1995) had a size of 1.8 Mb  [21] . This was followed by 
complete sequences for  Mycoplasma genitalium   [23]  
and  Mycobacterium tuberculosis   [11] , and subse-
quently by many other archeal, bacterial, and 
eukaryotic genomes. A rough draft of the human 
genome was presented in 2001  [39,   67] , followed by 

an auspiciously completed version in 2004  [32] . Today 
sequencing efforts for other genomes continue. 
However, especially the resequencing of genomes, e.g., 
of human genomes to establish the variability between 
the genomes of different individuals, was propelled by 
the new possibilities of next-generation sequencing, 
which have added the sequences of other human indi-
viduals or of the fi rst entire tumor genomes.  

  4.4.2 Array and Other Technologies 

 Genomics has certainly benefi ted from various array 
technologies that allowed the systematic analysis of 
entire genomes with various resolutions. These array 
technologies and other currently frequently employed 
important diagnostic tools, such as ChIP on chip 
and MLPA, are described and discussed in detail in 
Chap. 3 (Sect. 3.4.4.4). However, perhaps the most 
important recent development in genomics stems 
from next-generation (also referred to as second-gen-
eration) sequencing and the evolving third-generation 
sequencing (also referred to as single-molecule DNA 
sequencing).  

  4.4.3 Next-Generation Sequencing 

 Next-generation sequencing has already been intro-
duced briefl y in Sect. 4.1. An important issue of the 
new sequencing technologies is a signifi cant reduction 
in costs: the public Human Genome Project spent 
US $ 3 × 10 9  to sequence the human genome, and the 
National Human Genome Research Institute at the 
National Institutes of Health aimed at a reduction of 
these costs to US $ 10 3  by 2014 (www.genome.
gov/12513210). The new DNA-sequencing platforms 
now available do indeed have the potential to achieve 
the same sequencing results of the Human Genome 
Project at perhaps 1% of the cost. However, the data 
obtained with next-generation sequencing depends 
heavily on the high-quality reference sequence pro-
duced by the Human Genome Project. The key to the 
increased effi ciency of the new methods lies in mas-
sive parallelization of the biochemical and measure-
ment steps. The second important issue is a signifi cant 
increase in DNA sequencing speed. 
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 So far there are several commercial next-genera-
tion DNA sequencing systems, such as Roche’s 
(454) Genome Sequencer 20/FLX Genome Analyzer, 
Illumina’s Solexa 1G sequencer, Applied Biosystem’s 
SOLiD system, and the Polonator G.007 (Dover 
Systems/Harvard). 

  4.4.3.1 Roche’s (454) GS FLX Genome Analyzer 

 This system was commercially introduced in 2004 
 [47]  and is based on pyrosequencing  [49] . The sample 
preparation starts with fragmentation of the genomic 
DNA (Fig.  4.6a, b ). In a next step, adapter sequences 
are attached to the ends of the DNA pieces to allow the 
DNA fragments to bind to beads, which have millions 
of oligomers attached to their surfaces, each with a 
complementary sequence to the adapter sequences. 
This is done under conditions allowing only one DNA 
fragment to bind to each bead. Subsequently, the 
DNA strands of the library are amplifi ed by emulsion 
PCR: the beads, each with a single unique DNA frag-
ment, are encased in droplets of oil, which isolate indi-
vidual agarose beads and keep them apart from their 
neighbors to ensure that the amplifi cation is uncon-
taminated. Each droplet contains all reactants needed 
to amplify the DNA, so that after some hours each aga-
rose bead surface contains more than 1,000,000 copies 
of the original annealed DNA fragment. This number 
of DNA strands is needed to produce a detectable 
signal in the subsequent sequencing reaction. For this 
sequencing reaction the DNA template-carrying beads 
are loaded into picoliter reactor wells, each of which 
just has space for one bead. In these wells pyrose-
quencing  [49] , a sequencing-by-synthesis method, 
takes place, because DNA complementary to each 
template strand is synthesized. The pyrosequencing 
reactions fl ow through each well, and nucleotide and 
reagent solutions are delivered into it in a sequential 
fashion. The nucleotide bases used for sequencing 
release a chemical group as the base forms a bond with 
the growing DNA chain. This group drives a light-
emitting reaction in the presence of specifi c enzymes 
and luciferin. The light from the luciferase activity 
refl ects which templates are adding that particular 
nucleotide, and the emitted light is directly propor-
tional to the amount of the particular nucleotide incor-
porated. Average read length per sample (or per bead) 
is about 250 bp.   

  4.4.3.2 Illumina’s Solexa IG Sequencer 

 Illumina’s Genome Analyzer, also commonly referred 
to as the “Solexa,” was the second system commer-
cially launched, in 2006. It is based on “sequencing by 
synthesis”  [3]  and is the only next-generation sequencing 
system that employs bridge-PCR  [19]  rather than 
emulsion-PCR (Fig.  4.7 ). The system applies high-
density clonal single-molecule arrays consisting of 
genomic DNA fragments immobilized to the surface 
of a reaction chamber. In a fi rst step, DNA fragments 
are generated by random shearing, and these are then 
ligated to a pair of oligonucleotides in a forked adapter 
confi guration (Fig.  4.7a ). These products can be ampli-
fi ed with two different oligonucleotide primers, which 
result in double-stranded DNA fragments with different 
adapter sequences at either end (Fig.  4.7a ). In a next 
step these DNA fragments are denatured and a micro-
fl uid cluster station is used to anneal the single strands 
to the respective complementary oligonucleotides, 
which are covalently attached to the surface of a glass 
fl ow cell (Fig.  4.7b ). A new strand is generated using 
the original strand as template in an extension reaction 
with an isothermal polymerase. Accordingly, the origi-
nal strand is removed by denaturation. The adapter 
sequence of each newly generated strand is annealed to 
another surface-bound complementary oligonucle-
otide. This leads to formation of a bridge, and a new 
site for synthesis of a second strand is generated 
(Fig.  4.7b ). Repeated cycles of annealing, extension, 
and denaturation result in growth of clusters, each 
apparently about 1 µm in diameter (Fig.  4.7c ). Approxi-
mately 50 × 10 6  separate clusters can be generated per 
fl ow cell. For sequencing, each cluster is supplied with 
polymerase and four differently labeled fl uorescent 
nucleotides (Fig.  4.7d ). Based on the concept of 
“sequencing-by-synthesis,” each base incorporation is 
followed by an imaging step to identify the incorporated 
nucleotide at each cluster. This iterative process needs 
about 2.5 days to generate read lengths of 36 bases. 
As each fl ow cell has 50 × 10 6  clusters, each analytical 
run generates more than 1 billion base pairs (Gb).   

  4.4.3.3 Applied Biosystem’s SOLiD System 

 The SOLiD (sequencing by  o ligo  l igation and  d etection) 
system was commercially released in 2007 and repre-
sents a development of work published in 2005  [59] . It 
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  Fig. 4.6    ( a ,  b ) Steps involved in sequencing with the 454 
system. ( a ) After isolation genomic DNA is fragmented ( 1 ) and 
ligated to adapters ( 2 ). The DNA is denatured to prepare them 
for emulsion PCR ( 3 ). Fragments are bound to beads under con-
ditions that usually allow only one fragment per bead ( 4 ). The 
beads are captured in the droplets of a PCR reaction mixture-in-
oil emulsion so that a PCR-amplifi cation can be performed 
within each droplet ( 5 ). As a result, each bead carries 10 million 
copies of a unique DNA template. After breaking the emulsion 
the DNA strands are denatured, and beads carrying single-
stranded DNA clones are placed into picotiter plates, i.e., wells 
of a fi beroptic slide ( 6 ). In these wells the pyrosequencing reac-
tion takes place ( 7  and  8 ). (A composite from fi gures in  [46]  and 
 [47] ) ( b ) Major subsystems of the 454 sequencing instrument: 
( b  a ) fl uidic assembly; ( b  b ) fl ow chamber including the well-
containing fi bre-optic slide; ( b  c ) CCD camera, which captures 
the light emitted during the pyrosequencing reaction and a com-
puter for instrument control. From  [47] , reprinted by permission 
from Macmillan Publishers Ltd:  Nature , copyright 2005       
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also employs emulsion-PCR. After amplifi cation the 
emulsion is broken and beads are covalently attached 
to the surface of a solid planar substrate, resulting in a 
dense, disordered array. The ligation-based sequenc-
ing process starts with the annealing of a universal 
primer complementary to the specifi c adapters on the 
library fragments. In each sequencing cycle a partially 
degenerate population of 8mer fl uorescently labeled 
octamers is added (Fig.  4.8 ). These semi-degenerate 
oligos are structured in such a way that the label cor-
relates with the identity of the central 2 bp in the 

octamer (“XX” in Fig.  4.8 ; the correlation with 2 bp, 
rather than 1 bp, is the basis of two-base encoding). 
When an 8mer oligo matches, it can hybridize adjacent 
to the universal primer 3 ¢  end. The DNA ligase can 
then seal the phosphate backbone. After oligo-ligation 
a fl uorescent readout consisting of imaging in four 
channels identifi es the fi xed base with the fl uorescence 
label (the fi fth position in Fig.  4.8 ). Subsequently, a 
chemical cleavage step removes the sixth through 
eighth bases (“zzz” in Fig.  4.8 ) via a modifi ed linkage 
between bases 5 and 6, which deletes the fl uorescent 

  Fig. 4.7    ( a–d ) Steps involved in sequencing with the Illumina 
system. ( a ) DNA is fragmented by random shearing, and the frag-
ments are then ligated to a pair of oligonucleotides. ( b ) The DNA 
fragments are denatured and annealed to the respective comple-
mentary oligonucleotides, which are covalently attached to the 
surface of a glass fl ow cell. A new strand is generated using the 
original strand as template. The “bridge” amplifi cation relies on 
captured DNA strands arching over to that they can hybridize to an 
adjacent anchor oligonucleotide. By this means a bridge is formed 
and a new site for synthesis of a second strand is generated. ( c ) 
The adapter sequence of each newly generated strand is annealed 

to another surface-bound complementary oligonucleotide. Repeated 
cycles of annealing, extension, and denaturation result in growth 
of clusters, each appearing about 1 µm in diameter ( c ). ( d ) For 
sequencing the clusters are denatured, and after a chemical cleavage 
reaction and wash only forward strands remain for single-end 
sequencing. Each cluster is supplied with polymerase and four 
differently labeled fl uorescent nucleotides, and each base 
incorporation is followed by an imaging step to identify the 
incorporated nucleotide at each cluster. (Reprinted by permission 
from Macmillan Publishers Ltd: (a,b) Nature [3], (c) Nature 
Biotechnology [58], copyright 2008)       
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group and leaves a free end for another cycle of ligation. 
Several cycles of that kind will iteratively interrogate 
an evenly spaced, discontinuous set of bases, in this 
example the sequence of each fragment at fi ve nucle-
otide intervals. The system is then reset (by denatur-
ation of the extended primer), and the process is 
repeated with a different offset (e.g., a primer set back 
from the original position by one or several bases) so 
that a different set of discontinuous bases is interro-
gated on the next round of serial ligations. A 6-day 
instrument run generates sequence read lengths of 35 
bases. Placing two fl ow-cell slides in the instrument 
per analytical run can produce a combined output of 
more than 4 Gb of sequence.  

 A system related to the SOLiD system is the 
Polonator, which was also developed by the group of 
George M. Church at Havard  [59] .   

  4.4.4 Third-Generation Sequencing 

 Unlike many of the aforementioned high-speed sequ-
encing technologies currently in use, third-generation 
sequencing is still under development. This techno-
logy is also often referred to as “single-molecule” 
sequencing, and it reads from individual DNA frag-
ments without the need for amplifi cation, or the risk of 

introducing errors, or the use of expensive reagents, 
such as fl uorescent tags. As a consequence, third-
generation sequencing has the potential to be even 
faster and cheaper than next-generation sequencing. 

 There are several different third-generation sequencing 
approaches, such as exonuclease sequencing, sequencing 
by synthesis, nanopore sequencing, and transmission 
electron microscopy  [27] . For example, the principle 
of nanopore sequencing is that DNA can be detected 
as it passes through a pore by the interruption in the 
fl ow of ions through the aperture. The pores, made from 
a ring of seven  a -hemolysin membrane proteins, are 
the same as those pushed into the membranes of other 
cells by the infectious bacterium  Staphylococcus 
aureus  in order to create damaging holes. The identity 
of each of the four bases traversing the hole might be 
revealed by distinctive changes in ion fl ow, which can 
be read as an electrical signal. 

 Companies which will likely offer commercial prod-
ucts within the near future include Helicos Bioscience, 
Complete Genomics, Pacifi c Biosciences, and Oxford 
Nanopore.  

  4.4.5 Personalized Genomics 

 In April 2008, 454 Life Science sequenced the entire 
genome of James Watson within 2 months for less 
than US $ 1 million  [70] . In November 2008, Illumina 
reported the sequence of the human genome of a 
person of West African descent  [3]  and of a person of 
Han Chinese descent  [69] , each obtained for about 
US $ 250,000 within 8 weeks. At the same time, using 
the same technology the fi rst complete DNA sequencing 
of a cytogenetically normal acute myeloid leukemia 
genome was reported  [40] . Thus, the cheap sequencing 
enabled by next-generation sequencing heralds an era of 
“personal genomics.” In fact, the routine use of whole-
genome sequencing as a research tool in human genetics 
is now possible. At present it actually seems impossible 
to imagine the potential of third-generation sequencing. 
For example, Pacifi c Biosciences, which uses a single-
molecule technology with DNA polymerase, aims at 
producing entire human genomes in less than 3 min by 
2013. If these ambitious goals can be realized, the 
sequencing of an entire genome for about US $ 1,000 
becomes reality and may introduce personalized genomics 
to the routine work-up in human genetics. 

  Fig. 4.8    Steps involved in sequencing with the Abi SOLiD 
system. Sample preparation is similar to that used in 454 techno-
logy, because DNA fragments are also ligated to oligonucleotide 
adapters linked to beads and clonally amplifi ed by emulsion 
PCR. The ligation-based sequencing process starts with the 
annealing of a universal primer (5 ¢ -zzzXXnnn-3 ¢ ) complemen-
tary to the specifi c adapters on the library fragments. These 
semidegenerate oligos are structured in such a way that the label 
correlates with the identity of the central 2 bp in the octamer 
(“XX”). Matching 8mer oligos can hybridize adjacent to the uni-
versal primer 3 ¢  end and DNA ligase can then seal the phosphate 
backbone. After oligoligation a fl uorescent readout consisting of 
imaging in four channels identifi es the fi xed base with the fl uo-
rescence label (here the fi fth position). Subsequently, a chemical 
cleavage step removes the sixth through eighth bases ( zzz ), 
which leaves a free end for another cycle of ligation. For more 
details see text. (Reprinted by permission from Macmillan 
Publishers Ltd: Nature Biotechnology  [58], copyright 2008)        
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 The rapid progress in genetic screening assays and 
DNA sequencing techniques promises to increase our 
understanding of the complex relationship between 
the human genetic make-up (the genotype) and its 
associated traits (the phenotype). However, what can 
we expect to learn from the sequences of individual 
genomes? The fi rst complete genomes demonstrated 
that it will be extremely diffi cult to extract medically, 
or even biologically, reliable inferences from individ-
ual sequences. Without any doubt, whole-genome 
sequencing allows the identifi cation of SNPs, as well 
as insertion/deletion polymorphisms and structural 
variations. However, at present they do not accurately 
defi ne copy-number variants (CNVs, Sect. 3.4.4.4) at 
the nucleotide level. Thus, next-generation sequenc-
ing will improve the catalogue of variants existing in 
human genomes – SNPs by the million, insertion/
deletion polymorphisms by the hundred thousand and 
structural variants by the thousand. The numbers of 
these variants will not directly provide information 
about how such polymorphisms contribute to the wide 
spectrum of human traits, yet they do provide a neces-
sary step toward accurately defi ning genomic loci that 
are likely to be implicated in those traits. Therefore, 
association studies using complete individual genomes 
may become the approach of choice for understanding 
the complexity of human biology and disease.  

  4.4.6 Gene Function 

 Regardless of what defi nition of gene is being used, 
there is no question that genotype determines pheno-
type, often together with some environmental factors. 
At the molecular level, DNA sequences determine the 
sequences of functional molecules. Thus, an important 
consequence of the new gene defi nition as discussed 
in Sect. 4.1 is that the protein or RNA products must 
be functional for the purpose of assigning them to a 
particular gene  [25] . This of course results in the 
important question of, “What is a function?”. Many 
genes remain functionally uncharacterized in the phys-
iological context of disease development. Importantly, 
the same pathologic mutation may – depending on 
the genetic background in which it occurs – have diff-
erent consequences on the phenotype, which is often 
referred to as expressivity or penetrance. Therefore, 
high-throughput biochemical and mutational assays, 

molecular profi ling, and interaction studies are needed 
to defi ne function on a large scale. This is one of the 
purposes of the -omics sciences. 

 Gene functions must be clearly defi ned. This is a 
tremendous task, considering that biological function has 
many facets owing to the diversity of cellular activities. 
Defi ning the function of a gene is diffi cult, and it may 
be infl uenced by a membership in a specifi c pathway 
or a complex network in which the gene product 
interacts. Depending on this, the function of a gene 
may have effects across a wide range of spatial and 
temporal scales. 

 The gene ontology (GO) database uses a clearly 
defi ned and computationally friendly vocabulary for 
representing the cellular, biochemical, and physiological 
roles of gene products in a systematic fashion  [28] . GO 
provides a standardized way to assess whether a given 
number of genes have similar functions. GO terms are 
organized in a tree-like structure, starting from more 
general at the root to the most specifi c at the leaves 
distributed across three main semantic domains – 
molecular function, biological process, and cellular 
location. However, GO describes many, but not all spe-
cifi c biological properties of known genes. In addition 
to GO, there are many other publicly available data 
sources, which can be used to get some information 
about possible gene-product functions (e.g.,  [31] ; 
Chaps. 29.1−29.3). 

 Furthermore, there are multiple computational and 
statistical methods which can be used to deduce the 
functions of poorly characterized genes from genomic 
and proteomic datasets via association networks  [31] . 

 Many efforts have been made to assign functions to 
genes computationally. These gene-function predictions 
are based on parameters such as sequence similarity, 
the co-occurrence of the protein products in the same 
macromolecular complex, similarity in mRNA, and 
protein-expression patterns  [71] . 

 A particular challenge in the postgenome era is the 
deciphering of the biological function of individual 
genes and gene networks that drive disease. Therefore, 
at present, alternatives to traditional forward genetics 
approaches are sought. Such alternatives could consist 
in the construction of molecular networks defi ning the 
molecular states of a system underlying disease. Unlike 
classic genetics approaches aiming at the indentifi ca-
tion of genes underlying genetic loci associated with 
disease, such approaches seek to identify whole gene 
networks responding  in trans  to genetic loci driving 
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disease, and in turn leading to variations in the disease 
traits. The promise of these studies is that investigat-
ing how a network of gene interactions affects disease 
will come to complement more strongly the classic 
focus of how a single protein or RNA affects disease. 
Thus, a more detailed picture of the particular network 
states driving disease may be derived. This in turn 
may pave the way for more progressive treatments of 
disease, which may ultimately involve targeting whole 
networks, as opposed to current therapeutic strategies 
focused on targeting one or two genes  [9] .   

  4.5 Transcriptomics 

  4.5.1  Capturing the Cellular 
Transcriptome, Expression 
Arrays, and SAGE 

 A detailed analysis of the entire transcriptome requires 
sophisticated high-throughput approaches. Quantitative 
real-time PCR (qRT-PCR) represents a very effective 
technology for gene expression analysis, as it is indeed 
very quantitative and has a high sensitivity, enabling very 
accurate measurements of low-abundance transcripts. 
However, qRT-PCR provides less throughput than the 
technologies listed in the following paragraphs. Still, 
many see qRT-PCR as the “gold standard” against 
which other methods are validated. 

 Microarray chips have evolved to the most success-
ful and most commonly-used technology for gene 
expression profi ling  [13,   56] . Numerous commercially 
available high-density microarray platforms are acces-
sible, allowing the analysis of more or less entire tran-
scriptomes of complex organisms with relative technical 
simplicity at low cost. 

 In parallel with the development of microarrays, com-
putational methods for the analysis of the resulting large 
data sets were improved and standardized reporting and 
interpretation guidelines were developed  [5] . In princi-
ple, two approaches are used for microarray analysis: 
First, as with CGH (Sect. 3.4.3.5.3), the two differently 
labeled RNAs are hybridized to the same array and the 
different fl uorescence intensities are compared with one 
another. In the second approach only one RNA is hybrid-
ized to an oligonucleotide platform and stored reference 
data are being used to derive a comparison. 

 Microarray-based experiments are performed with 
RNA isolated from a specifi c tissue source, which is 
labeled with a detectable marker. This labeled RNA 
is then hybridized to arrays comprised of gene-specifi c 
probes representing thousands of individual genes. 

 Each experiment creates a massive amount of data 
requiring analysis by elaborate computational tools. 
There are two principle forms of data analysis, i.e., 
unsupervised and supervised hierarchical clustering 
analysis. The latter approach detects gene-expression 
patterns that discriminate tumors on the basis of 
predefi ned clinical information  [16,   26] . 

 Microarray-based gene expression has propelled 
our knowledge about transcriptome changes in disease 
and in physiological conditions. For example, the tran-
scriptome of a normal cell type can be compared with 
the transcriptome of the same cell type with a specifi c 
disease, e.g., after malignant transformation, to elucidate 
disease-specifi c alterations. Another frequent applica-
tion is the analysis of physiological changes, e.g., the 
comparison of the transcriptome of young versus old 
cell donors to decipher aging-related changes in the 
transcriptome  [24,   42] . 

 Serial analysis of gene expression (SAGE)  [65]  rep-
resents another approach for gene expression analysis 
(Fig.  4.9 ). SAGE is an RNA library-based technology 
which requires the sequencing of millions of cDNA 
tags from each library. These tags are then assigned 
to their genomic location by bioinformatics tools. 
The main advantage of SAGE is that the transcriptome 
analysis does not depend on the sequences represented 
on an array platform. However, SAGE involves signifi -
cant sequencing efforts, making cost an important 
issue, so that this technology has not been affordable 
for many laboratories. Still, the aforementioned new 
next-generation or third-generation sequencing tech-
nologies should signifi cantly decrease costs and may 
make SAGE even more attractive.  

 Other, more recent transcriptome analysis appro-
aches are cap analysis of gene expression (CAGE)  [7,   36]  
and polony multiplex analysis of gene expression 
(PMAGE)  [34] .   

  4.5.2 Regulatory Networks 

 The particular challenges in transcriptomics are to 
identify every transcript of each cell type and the analysis 
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of how transcription changes during development, with 
time and space, and especially according to environ-
mental alterations. An integral part of these research 
efforts is to unravel the control mechanisms which 
regulate the transcriptome. One aim is the identifi cation 

of regulatory networks for each cell type under different 
conditions, which may be an important prerequisite 
for the development of new therapeutic options. As a 
consequence, system approaches have been developed 
over the past years to elucidate transcriptional regulatory 
networks from high-throughput data  [61] . 

 The defi nition of networks includes the identifi cation 
of all expressed transcripts under any developmental 
and growth condition. Furthermore, all possible phys-
ical interactions between transcriptional regulators and 
regulatory elements have to be delineated. 

 As complete transcriptomes of cells are cataloged 
at increasingly fi ner levels of detail, we may be able 
to discern the rules that determine where RNAs are 
made and how they are processed. However, such 
rules may change under certain conditions. For 
example, a cryptic transcription start site upstream 
of the “correct” initiation site might produce an 
RNA with additional protein-coding sequence or 
altered translation effi ciency. A minor transcription 
start site within a gene could produce a truncated 
protein variant targeted at a different subcellular 
location. If any of these events provide some selec-
tive advantage the cryptic transcription start site 
could, over the course of time, become an alterna-
tive one and eventually the real transcription start 
site. Such evolutions can only be addressed if entire 
networks are being analyzed.  

  4.5.3 Outlier Profi le Analysis 

 A particular challenge in transcriptome analysis could 
be the inability to extract the essence of recurring spe-
cifi c characteristics that may only be present on a subset 
of cases within a group. This may be especially true in 
RNA that has been extracted from cancer samples and 
which may show heterogeneous patterns of gene ampli-
fi cation, fusion, mutation, or deletion. To overcome 
these problems, a novel bioinformatics approach dubbed 
“cancer outlier profi le analysis” has been developed as a 
means of identifying recurring patterns of gene overex-
pression that may characterize distinct subsets of known 
cancer types, but may not be detectable with traditional 
analysis methods (such as  t -tests or signal-to-noise 
ratios)  [62] . By using cancer outlier profi le analysis, two 
members of the ETS family of transcription factors, 
ETV1 and ERG, were identifi ed as outliers in prostate 

  Fig. 4.9    Outline of serial analysis of gene expression (SAGE). 
In a fi rst step poly-A RNA is captured on oligo-dT-coated beads 
and subjected to double-stranded cDNA synthesis. The poly-A 
RNA is cut at defi ned positions within each transcript by cleav-
age with an anchoring enzyme (usually NlaIII). Subsequently, 
linkers are ligated to the immobilized cDNA fragments. These 
linkers harbor a restriction enzyme type IIs site so that a “tagging 
enzyme” (usually BsmFI) cuts a short (15-bp) tag from the cDNA. 
These tags are ligated to form ditags, which can be amplifi ed by 
PCR. The amplifi cation products are then concatemerized and 
cloned. Individual tags are then identifi ed by sequencing of con-
catemere clones. Absolute abundances of tags are calculated by 
dividing the observed abundance of any tag by the total number 
of tags analyzed. (Reprinted from  [66], with permission from 
Elsevier)        
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cancer. Additional analysis of cDNA transcripts of ERG 
and ETV1 in prostate cancer cell lines indicated fusion 
of the 5 ¢  untranslated region of  TMPRSS2  (a prostate-
specifi c, strongly androgen-regulated gene) to either 
ERG or ETV1. Indeed, cytogenetic analyses performed 
subsequently confi rmed the presence of translocations 
involving the  TMPRSS2  locus on chromosome 21q22.3 
and the corresponding chromosomes harboring one of 
the ETS family genes. Thus, purely computational 
manipulation and meta-analysis of existing high-
throughput gene expression datasets has eventually led 
to discovery of a novel group of recurring chromosomal 
translocations in prostate cancer, which had been 
neglected by all previously performed cytogenetic or 
molecular cytogenetic technologies  [62] .  

  4.5.4  High-Throughput Long- and Short-
Read Transcriptome Sequencing 

 The same group as initiated outlier profi le analysis 
developed an integrative analysis of high-throughput 
long- and short-read transcriptome sequencing of 
cancer cells to discover novel gene fusions  [45] . This 
strategy may represent a powerful tool for the discovery 
of novel gene chimeras using high-throughput sequenc-
ing, opening up an important class of cancer-related 
mutations for comprehensive characterization  [45] . 
At the same time it becomes obvious that the new 
sequen cing technologies can also be applied to the tran-
scriptome and that they will have a tremendous impact 
on transcriptomics.  

  4.5.5 Disease Classifi cation 

 Interestingly, it has been shown that cancer types can be 
subclassifi ed based on their  gene  expression patterns. 
Therefore, gene expression data are often referred to 
as “signatures” or “molecular portraits,” because most 
tumors show unique expression patterns  [10] . Together 
with appropriate statistical analysis, new or improved 
classifi cations have been developed based on expression 
microarrays for a variety of tumors, such as breast, ovary, 
prostate, colon, gastric, lung, kidney, brain, leukemia, 
and lymphoma (reviewed in  [10] ). These analyses 
demonstrated that some gene pathways, especially those 

involved in cell-cycle control, adhesion and motility, 
apoptosis, and angiogenesis, are frequently affected. 
Furthermore, these analyses point to pathways, which 
may represent especially promising targets for therapeu-
tic interventions.  

  4.5.6 Tools for Prognosis Estimation 

 Gene expression data have also been used to establish 
prognostic categories, e.g., in leukemias, breast cancers, 
and other tumor types  [38] . For example, several studies 
suggest that a panel of 70 genes is suffi cient to classify 
breast cancer into prognostic categories  [63,   64] . These 
analyses resulted in the fi rst multigene panel test approved 
by the FDA for predicting breast cancer relapse  [63] . 

 However, a meta-analysis of seven of the most prom-
inent studies on cancer prognosis based on microarray-
expression profi ling failed to reproduce the original data 
in fi ve of these studies  [48] . The other two studies yielded 
much weaker prognostic information than the original 
data. This suggests that larger sample sizes and careful 
validation are needed before defi nite statements about 
the clinical usefulness of such prognosis predictors can 
be made. Thus, at present the use of these gene arrays as 
diagnostic markers cannot yet be recommended  [38] .   

  4.6 Proteomics 

 The proteome is the entire set of proteins encoded by 
the genome, whereas proteomics is the discipline which 
studies the global set of proteins and their expression, 
function, and structure. Proteomics is – after genomics 
– often considered as a next step in the study of biologi-
cal systems. Whereas an organism’s genome is rela-
tively stable, and therefore more or less constant, the 
proteome differs from cell to cell and from time to time, 
making the analysis of the proteome more complicated. 
Even within a particular cell type, cells may make dif-
ferent sets of proteins at different times or under differ-
ent conditions. Furthermore, any protein can undergo a 
wide range of posttranslational modifi cations, such 
as phosphorylation, ubiquitination, methylation, acetyla-
tion, and so on. As a particular gene can generate multiple 
distinct proteins, the number of proteins exceeds the 
number of genes in the corresponding genome by far. 
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As neither DNA nor mRNA refl ects the function of 
proteins, a number of sophisticated technologies are 
needed to study individual proteins or the proteome. 

4.6.1    From Low-Throughput to High-
Throughput Techniques 

 There are a number of low-throughput techniques which 
allow testing for the presence of proteins and which 
can quantify them accurately. These analyses are often 
performed under certain conditions, e.g., to measure 
any protein changes during a particular physiological 
setting or during defi ned disease stages. Such tech-
niques include Western blot, immunohistochemical 
staining, and enzyme-linked immunosorbent assay 
(ELISA). However, in a similar way to DNA or RNA 
analyses, the study of a protein can quickly become very 
complex. A frequent aim of proteomics is the identifi ca-
tion of biomarkers. This usually requires a detailed 
understanding of multiple proteins and the complexities 
of protein-protein interactions. With such an amount of 
complexity, high-throughput approaches are needed. 

 At the beginning of proteomics, protein composi-
tion studies were performed on two-dimensional gel 
electrophoresis, which separates proteins in one dimen-
sion by molecular weight and in the second dimension 
by isoelectric point. Spots in the polyacrylamide gel 
can be cut, and proteins are identifi ed using trypsin 
digestion and mass spectrometry (MS; Fig.  4.10 ). 
The MS tracing provides information on the mass/
charge ratio ( m/z  ratio) of ions. These ratio values can 
be used to search protein databases. Such a two-dimen-
sional polyacrylamide gel electrophoresis is suitable 
for high-throughput protein profi ling. Basically, proce-

dures to identify biomarkers from clinical specimens 
can be classifi ed into two principle methodologies: 
mass spectrometer-based methods and antibody array-
based methods, which are similar to DNA microarrays. 
Mass spectrometry-based approaches are more suit-
able in cases where the nature of the biomarkers or 
biosignatures is unknown. In contrast, targeted antibody 
arrays, which appear to be more cost effective, are more 
popular for testing proteins for known key pathways.   

  4.6.2 Mass Spectrometer-Based Methods 

 The central analytical technique for protein research 
and for the study of biomolecules is mass spectrometry 
(MS)  [15] . MS is the method most commonly used for 
the investigation and identifi cation of proteins. MS 
operates to create ions from neutral proteins, peptides, 
or metabolites. Therefore, MS depends on effective 
technologies to softly ionize and to transfer the 
ionized molecules from the condensed phase into the 
gas phase without excessive fragmentation. Thus, an 
MS consists of two main components – an ionization 
source and a mass analyzer. There are two commonly 
used techniques to transfer molecules into the gas 
phase and ionize them prior to mass separation, i.e., 
electrospray ionization (ESI)  [20]  and matrix-assisted 
laser desorption/ionization (MALDI)  [33] . After ion-
ization the mass analyzer utilizes the electric charge 
of the particulates for their separation by speed and/or 
direction, dependent on the intrinsic m/z of the ion. 
The types of ion mass separation may include, for 
example, time-of-fl ight (ToF), quadrupole electric 
fi elds (Q), ion trap (IT), Fourier transform ion cyclotron 
resonance (FT-ICR) and the Orbitrap  [15] . The mass 
spectrum is characteristic of the molecular mass and/
or structure of the metabolite. 

 Single-stage mass spectrometers are used to evalu-
ate the molecular mass of a polypeptide. However, MS 
can also provide information about additional struc-
tural features, such as amino acid sequence or types of 
posttranslational modifi cations. Such analyses are per-
formed after the initial mass determination. Specifi c 
ions are selected and fragmented, and structural fea-
tures of the respective peptides can be deduced from 
the analysis of these fragments’ masses. As two MS 
analyses are sequentially performed these analyses are 
usually referred to as tandem MS (MS/MS)  [15] . 

  Fig. 4.10    Outline of an experiment in which proteins from 2D gel 
electrophoresis are identifi ed after enzymatic digestion to create a 
protein mixture and mass spectrometry of the resulting peptides. 
The MS tracing provides information on the mass/charge ratio ( m/z  
ratio) of ions, which can be used to search protein databases. 
(Adapted from  [15]. Reprinted with permission from AAAS)        
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 However, like all other approaches, the promising 

proteomic profi ling technologies via MS also have some 
shortcomings. These include potential artifacts attribut-
able to sample collection and storage, the inherent quali-
tative nature of mass spectrometers defi ned by instrument 
sensitivity, resolution, mass accuracy, dynamic range 
and throughput, and fi nally potential artifacts introduced 
by high-abundance proteins in the serum  [38] .  

  4.6.3 Antibody Array-Based Methods 

 Alternative proteomic strategies include protein microar-
rays, which depend on immobilization of proteins on a 
solid support in a way that preserves their folded confor-
mations  [44] . For example, antibodies are spotted on 
the solid surface onto which unmodifi ed proteins are 
applied. After binding of the proteins to their respective 
antibodies, a second antibody, which recognizes the 
same protein and which is labeled for detection by fl uo-
rescence, is applied. Such an approach has been referred 
to as a “sandwich ELISA assay”  [37] . 

 Rather like DNA arrays, the direct chemical modifi -
cation of proteins provides a direct assay mode. Proteins 
can be labeled with different fl uorescent dyes, e.g., as 
Cy3 and Cy5, and can then be applied to the antibody-
spotted slide. This allows the simultaneous analyses of 
hundreds of target proteins on the same slide. Such an 
assay is semiquantitative and makes the comparison of 
two samples applied on the same array, e.g., control 
versus treated, or normal versus cancer, as in CGH 
experiments, possible. As in DNA arrays, false-positive 
or false-negative results have to be excluded, making 
further validation with other methodologies necessary. 

 The use of antibody arrays is mainly intended for 
initial screening of large numbers of proteins to identify 
candidates for further research. Additional applications 
include the analysis of posttranslational modifi cations 
(such as phosphorylation, acetylation, glycosylation, 
among others) in complex mixtures of proteins and the 
analysis of protein/protein interactions  [43] .  

  4.6.4 Proteomic Strategies 

 Several strategies for the analysis of proteins or the pro-
teome have evolved.  MS analysis of substantially puri-
fi ed proteins  corresponds to the aforementioned, classic 

approach: two-dimensional (2D) gel electrophoresis 
followed by the mass-spectrometric identifi cation of the 
protein(s) in a single gel spot. The targeted proteins are 
digested and identifi ed by mass spectrometry. 

 In contrast, for  MS analysis of complex peptide 
mixtures,  also referred to as shotgun proteomics, com-
plex protein samples are digested. The resulting pep-
tide samples are extensively fractionated and analyzed 
by automated MS/MS. Such an approach allows the 
analysis of protein samples derived from complete cell 
lysates or tissue extracts, subcellular fractions, isolated 
organelles, or other subproteomes. 

 Furthermore, the establishment of comparative pep-
tide patterns is an important issue. Beside the afore-
mentioned antibody arrays to which two differently 
labeled protein samples are applied, such a comparison 
can also be made by 2D gel electrophoresis. For each 
sample to be analyzed, 2D patterns are generated and 
the patterns are compared to identify quantitative or 
qualitative changes. Observed differences can then be 
further characterized, for example, by sequencing or by 
determining their posttranslationally modifi ed state. 

 Future strategies aim at more effi cient approaches 
than those available at present. Such strategies may 
avoid the situation where the proteome is rediscov-
ered in every experiment. Instead, it would be desir-
able to use the information from prior proteomic 
experiments as a guideline for new experiments. This 
requires the generation of extensive (complete) data-
bases with information to both known and theoretical 
peptides and their respective proteins to facilitate the 
targeted, nonredundant analysis of information-rich 
peptides  [15] .  

  4.6.5  Proteomics for Screening 
and Diagnosis of Disease 
(Diagnostic and Prognostic 
Biomarkers) 

 MS and antibody arrays have evolved into popular 
platforms for protein screening. It is of special impor-
tance that they offer the advantage of multiplexing, can 
be performed with low sample requirement, and they 
have the potential for up-scaling using automation. 

 The availability of methods for measuring the 
abundance of proteins simultaneously in multiplexed 
assay formats has opened up opportunities in basic and 
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disease-related research. These technologies can be 
applied to studies requiring large surveys of changes in 
protein abundance, to biomarker identifi cation and vali-
dation, and to clinical diagnostics using selected targets. 

 The technologies have matured and can now be 
used not only for broad protein expression analysis, 
but also for defi ning signal transduction pathways, for 
molecular classifi cation of diseases, for compound 
profi ling and toxicology studies, and for the analysis of 
patients’ individual sensitivities to drugs.   

  4.7 Conclusions 

 In human biology the elucidation of gene-product 
function and regulation is a fundamental objective. In 
most scenarios a focused single-gene approach is 
insuffi cient, making omics sciences indispensible. 
Owing to its relative stability, the in-depth analysis of 
the human genome now represents, especially because 
of new sequencing technologies, an amenable task, 
although the real extent of genomic variability is so far 
unknown. The recent completion of the genomic 
sequences of human and other mammalian species 
provides researchers with access to a wealth of relevant 
sequence information necessary for the functional 
characterization of gene products in a systematic and 
comprehensive manner. However, analyses of both 
transcriptome and proteome appear to be signifi cantly 
more complex than the analysis of the genome. At 
transcriptome level, the functional characterization of 
noncoding RNAs represents what will presumably be 
the greatest challenge. Furthermore, proper biological 
activity and cellular homeostasis depend on spatially 
and temporally restricted partitioning of functionally 
related sets of gene products. A basic and conserved 
mode of biological control is the organ- and organelle-
selective protein accumulation. Therefore, the funda-
mental biological information encrypted in the human 
genome can only be understood by the study of the 
global patterns of protein synthesis and subcellular 
localization across the major mammalian organ systems. 
However, at present, much of the human proteome 
remains poorly annotated in terms of tissue- and organelle-
selective expression. 

 One of the outstanding questions in expression 
profi ling is how well mRNA levels indeed refl ect 
protein abundance and may represent the biological 
basis for any measurable differences. Although protein 

synthesis is dependent on mRNA, in many studies 
often only a modest relationship between mRNA and 
protein levels was reported. There may be numerous 
causes for incomplete proteome/transcriptome cover-
age, such as sample complexity, unknown protein 
modifi cations, poor recovery and detection of lower 
abundance and membrane-associated proteins, and 
the fact that certain proteins may also be transported 
between tissues, particularly those associated with 
circulatory or endocrine functions. This hampers a 
rigorous defi nition of the expressed proteome. Hence, 
the biological signifi cance of differences in mRNA 
abundance detected among tissues remains to be elab-
orated at the protein level. 

 Furthermore, another limitation of transcriptional 
profi ling is that little information is gleaned with respect 
to the subcellular localization of the translated gene 
products. Therefore, proteomic methods of examining 
protein expression and subcellular localization on a 
genome-wide scale should provide additional insight 
into the biological context of uncharacterized gene 
products that can naturally lead to testable hypotheses 
regarding function.      
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