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Preface 

The International Conference on Intelligent Computing (ICIC) was formed to provide 
an annual forum dedicated to the emerging and challenging topics in artificial 
intelligence, machine learning, bioinformatics, and computational biology, etc. It aims 
to bring together researchers and practitioners from both academia and industry to 
share ideas, problems and solutions related to the multifaceted aspects of intelligent 
computing. 

ICIC 2006 held in Kunming, Yunnan, China, August 16-19, 2006, was the second 
International Conference on Intelligent Computing, built upon the success of ICIC 
2005 held in Hefei, China, 2005. 

This year, the conference concentrated mainly on the theories and methodologies as 
well as the emerging applications of intelligent computing. It intended to unify the 
contemporary intelligent computing techniques within an integral framework that 
highlights the trends in advanced computational intelligence and bridges theoretical 
research with applications. In particular, bio-inspired computing emerged as having a 
key role in pursuing for novel technology in recent years. The resulting techniques 
vitalize life science engineering and daily life applications. In light of this trend, the 
theme for this conference was “Emerging Intelligent Computing Technology and 
Applications”. Papers related to this theme were especially solicited, including 
theories, methodologies, and applications in science and technology. 

ICIC 2006 received over 3000 submissions from 36 countries and regions. All 
papers went through a rigorous peer review procedure and each paper received at least 
three review reports. Based on the review reports, the Program Committee finally 
selected 703 high-quality papers for presentation at ICIC 2006. These papers cover 29 
topics and 16 special sessions, and are included in five volumes of proceedings 
published by Springer, including one volume of Lecture Notes in Computer Science 
(LNCS), one volume of Lecture Notes in Artificial Intelligence (LNAI), one volume of 
Lecture Notes in Bioinformatics (LNBI), and two volumes of Lecture Notes in Control 
and Information Sciences (LNCIS).  

This volume of Lecture Notes in Artificial Intelligence (LNAI) includes 165 papers 
covering 7 relevant topics and 9 special session topics. 

The organizers of ICIC 2006, including Yunan University, the Institute of Intelligent 
Machines of the Chinese Academy of Science, and Queen’s University Belfast, have 
made enormous effort to ensure the success of ICIC 2006. We hereby would like to 
thank the members of the ICIC 2006 Advisory Committee for their guidance and 
advice, the members of the Program Committee and the referees for their collective 
effort in reviewing and soliciting the papers, and the members of the Publication 
Committee for their significant editorial work. We would like to thank Alfred 
Hofmann, executive editor from Springer, for his frank and helpful advice and 
guidance throughout and for his support in publishing the proceedings in the Lecture 
Notes series. In particular, we would like to thank all the authors for contributing their 
papers. Without the high-quality submissions from the authors, the success of the 
conference would not have been possible. Finally, we are especially grateful to the 
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IEEE Computational Intelligence Society, The International Neural Network Society 
and the National Science Foundation of China for the their sponsorship.  

 

June 2006                                                                                              De-Shuang Huang 

Institute of Intelligent Machines, Chinese Academy of Sciences, China 

Kang Li 

Queen’s University Belfast, UK 

George William Irwin 

Queen’s University Belfast, UK 
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A GA Optimization for FLC with Its Rule Base

and Scaling Factors Adjustment

Pingkang Li and Xiuxia Du
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Abstract. This paper introduces a Genetic Algorithm (GA) based op-
timization for rule base and scaling factors adjustment to enhance the
performance of fuzzy logic controllers. First a recursive rule base ad-
justment algorithm is developed, which has the benefit that it is com-
putationally more efficient for the generation of a decision table. Then
utilizing the advantage of GA optimization, a novel approach that each
random combination of the optimized parameters (including the mem-
bership function selection for the rule base and controller scaling factors)
is coded into a Real Coded string and treated as a chromosome in genetic
algorithms is given. The optimization for rule base with the correspon-
dent membership function and scaling factors using GA is easy to be
realization in engineering. Simulation results are presented to support
this thesis.

1 Introduction

For many practical control problems it is difficult to produce a descriptive process
model, yet there are experienced human operators who can provide heuristics and
rules for successfully controlling the process [1]. It is common practice that the
operator intuitively regulates the actuator to control the process by monitoring
the error and its rate changer relative to a pre-determined set-point value. This
expertise can be translated into a set of IF-THEN rules referred to as the rule
base on which basis a Fuzzy Logic Controller (FLC) can be designed.

Over the last decade, the FLC design has been augmented to address the fact
that the FLC may not satisfy certain design criteria, such as set-point error or
unwanted oscillatory behavior. Gürocak [2] argued that this deficiency is related
to the fact that no standard methods is available to transform human knowledge
and experience into rule-bases. Apart from its function as a controller, fuzzy logic
applications in control engineering are also proposed to tune the parameters of
conventional PID controller [3].

Today the literature contains many attempts to automatically tune a FLC,
using various techniques including reinforced learning [4], neural networks [5],
nonlinear optimization techniques and genetic algorithms [6]. These changes col-
lectively incorporate changes for example with respect to individual membership
functions or factors for weighting the fuzzy variables.

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 1–10, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



2 P. Li and X. Du

This paper introduces an alternative design for improving the performance of
a FLC. The improvement relates to changes in the fuzzy rule-base that by aug-
menting the relation matrix with optimized scaling factors. It is shown that the
introduced technique is computationally very efficient compared to the other im-
provements given above. This makes the introduced technique viable for on-line
implementation, if high sampling rates are experienced. Note that an optimiza-
tion implementation of an adaptive FLC has not yet been presented. Note that
the computation time for the FLC decision table is time consuming. Thus the
recursive algorithm for rule changing is useful, especially for the situation of op-
timization of the performance. We also show that the relation matrix may not
always be symmetric for a satisfactory controller performance, particulary if the
process is nonlinear. However, most of the published work relates to symmetric
or asymmetric matrices. The benefits of the introduced technique and the ap-
plication of non-symmetric relation matrices are demonstrated on the basis of a
simulation study.

2 The Recursive Algorithm for Fuzzy Control

As shown in Figure 1, the standard optimization FLC architecture includes two
basic levels: the first level B is a simple fuzzy controller, whereas the second level
A consists of the optimization mechanism, acting as a monitor and evaluator of
the low-level controller performance. The optimization part A consists of three
main blocks: a performance measure, a state estimator, and an optimization rule
modification. The measure of system performance is represents a critical step
in producing a successful optimized controller. Usually, two physical features,
including the system output Error (E) and the Error Change (CE) are measured
to establish a performance decision table. The state estimation block is used to
find the relationship between the system output performance and the control
input. The performance measure is then employed to calculate the correction
value relating to each fuzzy rule based on the estimation model. As far as the
rules modification procedure is concerned, the new rules with a new antecedent

Process

Reference

Performance 
Index

GA Rule 
Optimizer

State Buffer 

E

Kce 
CE

Ke Ku 

Fn 

Fuzzy System

Rule Base

A

B

 

Fig. 1. The Architecture of the Standard FLC Optimization Algorithm
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will be added into the fuzzy rule bank, while rules with a similar antecedent
and a different consequent would be used to modify the existing rules in the
rule bank. However, the computation time for the FLC decision table is time
consuming. Thus the recursive algorithm for rule changing is useful, especially
for the situation of optimization of the performance. The main purpose of the GA
in the proposed algorithm is to generate a suitable Performance decision table
output at each sampling instant with only one chromosome from a population
being evaluated at that instant. The other chromosomes in the population are
then estimated based on the relationships between the GA individuals. Since
many of the processes involved have a stochastic influence from external as well
as internal mechanisms, such imprecise fitness estimation can however be deemed
very reasonable[7][8].

2.1 Look-Up Table Algorithm for a Fuzzy Controller

Fuzzy controllers are usually constructed as a set of heuristic control rules, and
the control signals are directly induced from the knowledge base and the fuzzy
inference. The control value that corresponds to the centroid of the inferred
output fuzzy set could be obtained from the Decision Table (DT). The relation
matrix of the fuzzy controller is connected with control rules. Thus, the effect
that one rule will have on the relation matrix R can be reconstructed accordingly.
The component in the relation matrix R can then be computed on the Cartesian
product space according to the fuzzy control rule URij and the input variables
Ei,CEj by

R = Rvq =
n,m∪

i=1,j=1
Rvq

ij Δ max
i∈[1,n],j∈[1,m]

{
Rvq

ij

}
(1)

and
Rvq

ij = (Ek
i × CEp

j )× URijΔmin
{

[min
(
Ek

i , CEp
j

)
]v, U

q
Rij

}
(2)

where vΔ(k − 1)s + p, q ∈ [1, t], and the other subindexes are: i ∈ [1, n], j ∈
[1,m], k ∈ [1, r], p ∈ [1, s]. The notation [.]v stands for column index such that
dim[.]v = v × 1.

The elements in the decision table for fuzzy inference decision making can be
expressed as:

DTij =
t∑

q=1

(
μ
(
uq

ij

) · uq
ij

)/
t∑

q=1
μ
(
uq

ij

) (3)

where
uq

ij = min (Eik, CEjp)v ◦Rvq (4)

The algorithm for creating the rule-based decision table can be now summa-
rized as follows:

Algorithm 1
(1) Obtain the E and CE values: Ek and CEp for k = p = 1;
(2) Compute the values of all membership functions Ei and CEj for all i ∈

[1, n], j ∈ [1,m];
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(3) Compute the premise RFij = Ek
i × CEp

j = min(Ek
i , CEp

j ) for all i, j,
where RFij is defined as

Rkp
ij = (Ek

i × CEp
j )× URij = RF kp × URij (5)

(4) Compute Rvq
ij = URij ×RFij for all i, j, then form R using Equation (1);

(5) Cycle through all areas until k = r and p = s to determine the COG and
store the result in the Decision Table using Equation (3).

For online control output calculation, the algorithm is used by taking E×CE
as index to look up the decision table, and then to output the required crisp
value u for control.

Remark 1. The algorithm above provides the simple method for FLC design
and application. It differs from rule deletion and addition algorithms such as
proposed in ([9] and [10]). Here the elements in the relation matrix R are accu-
rately located. After the input variables are defined and the rule base relation
matrix R (and hence the decision table) are formed, the fuzzy control output
can be obtained by look up within the DT table.

If the input universe of discourse in a controller is discrete, it is always possible
to calculate all possible combinations of the inputs before putting the controller
into operation. In a table-based controller the relation between all input combi-
nations and their corresponding outputs are arranged in a look-up table. This
table implementation improves execution speed, as the run-time inference is re-
duced to a table look-up which is faster, at least when the correct entry can be
found without too much searching. The sensitivity of the FLC with respect to
variations in the rule decision tables has been tested by changing the original
decision table values in a limited range. It is pointed out in [11] that, in certain
situations, small variations in the rule decision tables do not cause any instability
in the proposed fuzzy logic controller.

2.2 Recursive Algorithm

In the fuzzy control application, the rule change position (v, q) cannot be deter-
mined in advance. In order to obtain the matrix R0 from the original relation
matrix Rvq0, we have the following result.

PROPOSITION[14]
The Initial Fuzzy Rule Base Matrix R0, defined as

R0 = submax
v,q

{
∪
ij
Rvq

ij

}
= submax

ij0
{Rvq} (6)

can be calculated by

R0 =
{

R
′
0 for Rvq0 = Rvq

Rvq otherwise
(7)
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where R
′
0 is the companion matrix of Rvq in Equation (1), defined as

R
′
0 Δ Submax{Rvq} (8)

The prove of the Proposition is given in [14].

Remark 2. From the PROPOSITION above, the matrix R
′
0 can be obtained

from the matrix Rvq0 as follows: Assume that an element Rvq0
ij of Rvq0 is derived

from Equation (1) in the point (i, j). If the max operator value is obtained from
multiple location, rather than a single one, then at this (i, j) location R

′
0 = Rvq0.

On the other hand, if this max operator value is determined by a unique point,
then R

′
0 should be a second large number (sub-maximum function) of the value

of this point. Since this R
′
0 is defined for all matrix indices (v, q), then R

′
0 can

be calculated off line and in advance.
The recursive rule base adjustment algorithm then follows.

Algorithm 2

The recursive fuzzy logic controller design algorithm, obtained by modifying the
correspondent fuzzy control rule base uRij is :

Step 1: For a given rule base FLC, initialize R at R = Rvq
ij and R0 = Rvq

ij

using Equation (2);
Step 2: Calculate the matrix Rvq (using Equation (1)) according to the fuzzy

rules given for all i ∈ [1, n],j ∈ [1,m], using algorithm 1, then obtain the new
companion matrix R

′
0 using Equation (8). Apply to controller;

Step 3: For a new fuzzy control rule, calculate the matrices Rvq0
ij and Rvq1

ij

corresponding to the rules uij0 and uij1 respectively using Equation (1), use
Equation (7) to derive R0, and then obtain the modified matrix Rvq1;

Step 4: Generate the fuzzy control output by constructing the controller look-
up decision table according to Equation (3) from the modified matrix Rvq1.

Step 5: Update the matrix R
′
0 = Rvq1 if Rvq1 ≤ Rvq1

ij from Equation (8);
Step 6: Check the control performance. If it is not satisfactory return to step 3,

and repeat until all the rules are adjusted properly.

Remark 3. Note that the special case for above recursive algorithm when only
the original (or modified) rule base is set to zero. The recursive algorithm will
realize the adding rule function by set the original rule to zero, and deleting a
rule by set the modified rule to zero. This is an alternative approach for de-
duction fuzzy control rules as discussed in paper [12][13]. In fact, one can use
this algorithm from the very beginning of FLC design to add (or delete) rules
individually. In the adding case, the matrix R0 and R

′
0 in step 1 will be zero.

This is useful when the rules for the controlled process are not all clearly defined.

Remark 4. The effect of a modified fuzzy rule on the control system can be
improved according to some system performance algorithm. In a real-time con-
trol situation, if the matrices R

′
0 and Rvq are stored in controller memory, then

the controller output can be obtained quickly. The proposed algorithm reduces
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the calculation involved from n × m operations to only two (the operation of
replacing Rvq0

ij by Rvq1
ij ). The modified Relation Matrix or Decision Table can

be copied to the real controller memory in a very short time. The effectiveness of
this new algorithm will now be illustrated in the following simulation examples.

3 Fuzzy Logic Controller Optimization Using GA

The design parameters of a FLC can be summarized within two groups: (a)
structural parameters, (b) tuning parameters. Basically, the structural parame-
ters include the input/output (I/O) variables to fuzzy inference, fuzzy linguistic
sets, membership functions, fuzzy rules, inference mechanism and defuzzifica-
tion mechanism. The tuning parameters include I/O scaling factors (SF) and
parameters of the membership functions (MF). Usually, the structural parame-
ters are determined during off-line design, while the tuning parameters can be
calculated during on-line adjustments of the controller to enhance the process
performance, as well as to accommodate its adaptive capability to system un-
certainty and process disturbance. Figure 2 is the example of the proposed FLC
with GA optimization structure. The optimized parameters are Ke,Kce,Ku and
xpid(4) with the rule base code parameter. The optimized fuzzy logic controller

 

Fig. 2. The Simulation Structure of the FLC Optimization System

(OFLC) is a FLC with its rule-base is optimized by the GA. The rule-base may
be arbitrary initialized if there is no a priori knowledge or initialized with a
known sub-optimal one. The GA task is to search for the optimal rules. Simple
genetic algorithms (SGA), within MATLAB toolbox, is generally the most effi-
cient optimization algorithm on many application domain. Therefore, only a bit
of modifications are made in the proposed algorithm to improve its performance.

(1) Coding. In GA, the parameters to be optimized are encoded into strings,
and each string is a solution candidate. The encoding scheme depends on the
nature of parameters to be optimized. Traditionally, binary coding is used for
its simplicity. The shortcoming is the effect of Hamming cliffs on mutation. Real
Codes are suggested to alleviate this problem. Each random combination of the
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optimized parameters (including the membership function selection for the rule
base and controller scaling factors) is coded into a Real Coded string and treated
as a chromosome in genetic algorithms. We define the strings as arrays of integers
instead of binary coding strings for easier understanding and manipulation. For
example, a fuzzy variable with 5 fuzzy sub-sets, NB, NS, ZE, PS, PB is coded
as 1;2;3;4;5 respectively. The length of the string is equal to the number of rules
needed to be learnt; where each bit of the string represents one rule.

(2) Initialization. OFLC initializes the population using a random generator
and(or) a stored rule set. The designed controller can be partially filled up with
expert knowledge, previously trained rule set or any initial guess (e.g. common
sense). Proper engineering judgement, intuitions and physical properties of the
systems can speed up the design cycle and enhance the performance of the
FLC. The inclusion of stored rule tables establishes foundations upon which GA
explores over a wide territory search space. Intuitively, changes (by mutation
and crossover) for these rules may provide useful candidates for the problem.
As good initial parameters dramatically speed up convergence, we constructed
a population based on the available information. If only random generate and-
test is used, there may be less genetic material generated in the population
pool. On the other hand, using an initial stored rule set can cover a pre-defined
diversity. However, the algorithm can also optimize the controller with an empty
rule-base[14].

(3) Performance criteria. Both heuristics and quantitative measures are con-
sidered in order to make a decision. For instance, the user specifications about
transient accuracy, usually given in terms of required overshoot, rise time and
settling time can give a good measure about which control algorithm will give
the best performance as compared with the others. In order to make a decision
among various controllers after tuning them based on the user specifications,
a performance criteria has been defined. For instance, the performance of each
controller is evaluated based on a number of factors. The following variance
criterion, J (GAn), was used as a performance measure:

J (GAn) =

⎛⎜⎜⎝1−

ny∑
i=1

var{yset − yout (GAn)}
ny∑
i=1

var{yout ←−}

⎞⎟⎟⎠ · 100%. (9)

Here var{.} represents variance, while yset − yout = e was the residual of the
GAth

n runs of GA for the system simulation.

4 Simulation Examples

For the FLC shown in Figure 2, suppose that the original Decision Table is calcu-
lated as in Table 1: where the elements are created from the normal distribution
function, such as

μV S(x) = exp[−(
x− a1

σ1
)2]
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and
μS(x) = exp[−(

x− a2

σ2
)2]

The ai and σi (i = 1, 2, 3, 4, 5) are parameters for the optimization.
The random combination of the optimized parameters (including the member-

ship function selection for the rule base and controller scaling factors) is coded
into a Real Coded string and treated as a chromosome in genetic algorithms.
Figure 3 and Figure 4 are the membership function curves before and after the
optimization.
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Fig. 3. Membership function before optimization
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Fig. 4. Membership function after optimization

The control performance for this rule base optimization with GA is now sim-
ulated as follows.

Example1. (A damped oscillation time-delay system). The controlled system
is a second-order time-delay system modelled as

G(s) =
19.54

s2 + 0.4s + 0.54
e−0.2s
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Table 1. The Decision Table Example for 25 Rule Base

CE\E -2 -1 0 1 2

-2 -0.7586 -0.7586 -0.2571 -0.0769 0.0000
-1 -0.7586 -0.4412 -0.0789 -0.0000 0.0769
0 -0.2571 -0.0789 0.0000 0.0789 0.2571
1 -0.0769 -0.0000 0.0789 0.4412 0.7586
2 0.0000 0.0769 0.2571 0.6897 0.7586

Table 2. The Decision Table Example After GA Optimization

CE\E -2 -1 0 1 2

-2 -0.7828 -0.7828 -0.4076 -0.0949 0
-1 -0.7828 -0.4076 -0.4076 0 0.0949
0 -0.4076 -0.4076 0 0 0.4076
1 -0.4076 0 0 0.4076 0.5167
2 -0.2986 0 0.4076 0.4076 0.7828
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Fig. 5. Comparison of a damped oscillation system with time delay

This is a variation of a vehicle speed control system with a potential disorder
[15]. The optimization of GA for closed loop step response before, and after, the
rule base optimized from Table 1 to Table 2 is shown in Figure 5. There three
GA optimization runs are outlined. Note the performance for data1 is smoother
compared with other runs data. The proposed approach works satisfied.

The recursive FLC algorithm has been successfully applied to an Electric
Vortex Ergo-graph. However, because of a confidentiality agreement, associated
results cannot be included in the paper.
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5 Conclusions

This paper studied recent developments in adaptive fuzzy logic control, partic-
ularly with respect to optimization implementation. It was shown that if the
controller performance is not satisfactory, the rule base should be altered by
combined tuning of membership functions and controller scaling factors. The
proposed recursive rule base adjustment algorithm, which combining Genetic
Algorithm optimization for membership functions and controller scaling factors,
has the benefit that it is computationally more efficient for the generation of a
decision table, and thus makes it is easier to optimize the system performance.
It was further shown that the novel approach that each random combination of
the optimized parameters (including the membership function selection for the
rule base and controller scaling factors) is coded into a Real Coded string and
treated as a chromosome in genetic algorithms is successful.
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Abstract. This paper considers a generalized fuzzy version of maximum
flow problem in which arc capacities are fuzzy variables. The problem
is to find a maximum flow under some chance constraints with respect
to credibility measure of arc flow of network. Some crisp equivalents
of fuzzy chance constraints are presented when the fuzzy capacities are
characterized by trapezoidal fuzzy numbers and general fuzzy numbers
respectively. Furthermore, a genetic algorithm is used to solve the max-
imum flow with these crisp equivalents. Finally, a numerical example is
provided for the effectiveness of the model and algorithm.

1 Introduction

The maximum flow problem (MFP) is one of basic problems for combinato-
rial optimization in weighted directed graphs. It provides very useful models in
a number of practical contexts including communication networks, oil pipeline
systems and power systems. The maximum flow problem and its variations have
a wide range of applications and have been studied extensively. The MFP was
proposed by Fulkerson and Dantzig [3] originally and solved by specializing the
simplex method for the linear programming, and Ford and Fulkerson [2] solved
it by augmenting path algorithm. In the following years, a number of algorithms
have been proposed, the comprehensive survey and bibliography are given in
the literatures [1][25]. In many practical applications, however, different kinds of
uncertainties must be taken into account. Probability theory has been used to
attack randomness in stochastic flow networks. About the stochastic flow net-
works, many researchers have done lots of work. Fishman [9][10] considered the
case of continuous arc capacities that deteriorate randomly with time and showed
that how to use the Monte Carlo sampling method for the upper bound. Exact
algorithms for computing the distribution of feasible flow had been given in the
papers [4][5] . However, our ideas and conceptions of the real world are often
vague and subjective in nature. In particular, imprecise observations or possible
perturbations mean that capacities of arcs in a network may be better repre-
sented by fuzzy numbers than crisp quantities. The MFP with fuzzy capacities

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 11–19, 2006.
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has been studied in papers [6][7][8]. In their papers, they assumed the mem-
bership functions of fuzzy capacities and whole network flow were known, the
decision makers were interested in the flow value at least some given flow, then
to find such a flow which had a possibly large value and which simultaneously in
the possibly best way satisfied the capacity constraints. In real world, the mem-
berships of each arc capacities can been given by experts, but the membership
of the whole network flow is hard to acquire for the decision makers, especially
for a new network. So it is very necessary and useful to find the network flow
value with only knowing the membership functions of arc capacities.

This paper proposes a generalized version of MFP, i.e., fuzzy maximum flow
problem (FMFP), which is to find a maximum flow under chance constraints with
respect to credibility measure of arc flow of network. Section 2 formulates the
FMFP by chance constrained programming. Section 3 presents the crisp equiva-
lents of chance constraints for some special cases. Section 4 gives a genetic algo-
rithm for the maximum flow with crisp equivalents. Finally, a numerical example
is provided for illustrating the effectiveness of the proposed model and algorithm.

2 Chance-Constrained Programming for FMFP

Consider a directed flow network G = (V ,A, C), where V means the finite set of
nodes, numbered {1, 2, · · · , n}. A means the set of arcs, each arc is denoted by
an ordered pair (i, j), where (i, j) ∈ A. C means the set of arc capacities. In the
fuzzy maximum flow problem (FMFP), every arc (i, j) has a fuzzy, nonnegative,
independent flow capacity ξij with the membership functions μij .

Now, we use the following flow representation

x = {xij |(i, j) ∈ A}

where xij means that the flow of arc (i, j). The flow is called a feasible flow if
the following two conditions are satisfied:

(1) At each node, the incoming flow and outgoing flow must satisfied the fol-
lowing balance conditions.⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

∑
(1,j)∈A

x1j −
∑

(j,1)∈A
xj1 = f∑

(i,j)∈A
xij −

∑
(j,i)∈A

xji = 0, 2 ≤ i ≤ n− 1∑
(n,j)∈A

xnj −
∑

(j,n)∈A
xjn = −f

∀(i, j) ∈ A,

(1)

in which f means the flow of the network G.
(2) The flow at each arc must be satisfied by the capacity constraint.

In many practical applications, however, different kinds of uncertainties must
be taken into account. In this paper, we employ the fuzzy set theory to cope
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with the fuzziness, which was introduced by Zadeh in 1965 and has been well
developed and applied in a wide variety of real problems. In fuzzy set theory,
there are three types of measures including possibility, necessary and credibility
measure[13][14]. As we all know, a fuzzy event may fail even though its possibility
achieves 1, and hold even though its necessity is 0. But the fuzzy event must
hold if its credibility is 1 and fail if its credibility is 0. In this paper, we apply
credibility measure to model FMFP.

Definition 1. Let ξ be a fuzzy variable with the membership function μ(x). Then
the possibility measure (Pos), necessity measure (Nec), credibility measure (Cr)
of the fuzzy event {ξ ≥ r} can be represented respectively by

Pos{ξ ≥ r} = sup
u≥r

μ(u),

Nec{ξ ≥ r} = 1− sup
u<r

μ(u),

Cr{ξ ≥ r} =
1
2
[Pos{ξ ≥ r}+ Nec{ξ ≥ r}].

Sometimes, the decision-maker is interested in the flow which satisfies some
chance constraints with at least some given confidence level α. So we have the
following definition,

Definition 2. A flow x is called the α-optimistic maximum flow (α-OMF) from
nodes 1 to n if

max{f | Cr{ξ ≥ x} ≥ α} ≥ max{f ′ | Cr{ξ ≥ x′} ≥ α}
for any flow x′ from nodes 1 to n, where α is a predetermined confidence level.

Chance-constrained programming offers us a powerful means for modelling fuzzy
decision systems [15][16][17]. The essential idea of chance-constrained program-
ming of FMFP is to optimize the flow value of network with certain confidence
level subject to some chance constraints. In order to find the α-OMF, we propose
the following model.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

max f

subject to :∑
(1,j)∈A

x1j −
∑

(j,1)∈A
xj1 = f∑

(i,j)∈A
xij −

∑
(j,i)∈A

xji = 0, 2 ≤ i ≤ n− 1∑
(n,j)∈A

xnj −
∑

(j,n)∈A
xjn = −f

Cr {ξij ≥ xij} ≥ α,

f ≥ 0

(2)

where α is a predetermined confidence level provided as an appropriate margin
by the decision-maker.
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3 Crisp Equivalents

One way of solving fuzzy chance-constrained programming model is to convert
the chance constraint

Cr {ξ ≥ x} ≥ α (3)

into its crisp equivalent and then solve the equivalent crisp model in determin-
istic environment. In paper [23], assume that ξ are general fuzzy variables with
membership functions μξ(x), then have
Cr{ξ ≥ x} ≥ α if and only if x ≤ Kα, where

Kα =

{
sup

{
K|K = μ−1(2α)

}
, if α < 1/2

inf
{
K|K = μ−1(2(1− α))

}
, if α ≥ 1/2.

(4)

Assume that ξij are general fuzzy variables with membership functions μξij (x)
respectively. Then the model (2) can be reformulated as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

max f
subject to :∑
(1,j)∈A

x1j −
∑

(j,1)∈A
xj1 = f∑

(i,j)∈A
xij −

∑
(j,i)∈A

xji = 0, 2 ≤ i ≤ n− 1∑
(n,j)∈A

xnj −
∑

(j,n)∈A
xjn = −f

x ≤ Kαij

f ≥ 0.

(5)

Where

Kαij =

{
sup

{
K|K = μ−1(2αij)

}
, if αij < 1/2

inf
{
K|K = μ−1(2(1− αij))

}
, if αij ≥ 1/2.

When the arc capacities of a network are independent trapezoidal fuzzy variables
defined as ξij = (aij , bij , cij , dij), respectively. Then when α > 0.5, the model
(2) can be converted to the following model,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

max f
subject to :∑
(1,j)∈A

x1j −
∑

(j,1)∈A
xj1 = f∑

(i,j)∈A
xij −

∑
(j,i)∈A

xji = 0, 2 ≤ i ≤ n− 1∑
(n,j)∈A

xnj −
∑

(j,n)∈A
xjn = −f

xij < (2α− 1)aij + 2(1− α)bij

f ≥ 0.

(6)
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4 Genetic Algorithm

Ever since the genetic algorithm was introduced by Holland [12] to tackle combi-
natorial problems, it has emerged as one of the most efficient stochastic solution
search procedures for solving various application problem [11]. But for the char-
acteristic of the MFP, it is more challenging in applying genetic algorithms than
many other common graph problems. For example, a flow at each arc can be
any value between zero and its flow capacity, rather than a fixed value. Also,
the total inflow and outflow must be balance at each vertex. In this section, the
argument path approach is used to find the maximum flow in genetic algorithm,
each solution is represented by a chromosome. Starting with a population of ran-
domized solutions, better and better solutions are sought through the genetic
algorithm. Optimal or near optimal solutions are determined with a reasonable
number or iterations. The representation structure, initialization, crossover and
mutation operations of chromosomes are given as follows.

4.1 Encoding

In the maximum flow problem, we use the priority-based encoding method[11]. We
encode a chromosome by giving each node a distinct priority number from 1 to n,
where n is the number of nodes in the network, an example is given in Figure 1.
The path from 1 to n is developed by continuously adding the available vertex with
the highest priority into the path until the path reaches the terminal node. And we
decode it into a flow in the network by path algorithm by the following decoding
method.

Fig. 1. Encoding operation

4.2 Decoding

In order to find the flow of network, we give the following procedure, in which,
l means the number of paths, pl means the lth path from node 1 to n, fl means
the flow on this path, cij means the capacity of arc ij, Ni means the set of nodes
with all nodes adjacent to node i.

Step 0. Set number of paths l← 0.
Step 1. If N1 is not an empty set, then l← l + 1; otherwise, go to step 7.
Step 2. The path pl is developed by adding the available vertex with the highest

priority into the path until the path reaches the terminal node. Select the
sink node a of path pl.
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Step 3. If the sink node a = n, continue; otherwise, update the set of nodes Ni

by Ni = Ni − {a}, return to step 1.
Step 4. Find the flow fl of the path pl by fl ← fl−1 + min{cij | (i, j) ∈ pl}.
Step 5. Perform the flow capacity cij of each arc update. Make a new flow

capacity c̄ij as follows: c̄ij = cij −min{cij | (i, j) ∈ pl}.
Step 6. If the flow capacity cij = 0, perform the set of nodes Ni update which

the node j adjacent to node i, Ni = Ni − j, (i, j) ∈ pl and cij = 0.
Step 7. Output the flow fl of this chromosome.

4.3 Crossover and Mutation Operator

The position-based crossover operator is used. Generally speaking, the position-
based crossover takes some genes from one parent randomly and fills the vacuum
position with the genes of the other parent by a left-to-right scan, which is
proposed by [24]. In Figure 2, an example with 10 nodes is given. The mutation

Fig. 2. Crossover operation

operation is done by exchanging the priority values of two randomly generalized
nodes.The mutation procedure is shown in Figure 3.

Fig. 3. Mutation operator

4.4 Procedure of Genetic Algorithm

we employ above procedure and genetic operators to find the maximum flow,
the procedure can be described as follows,

Step 0. Set genetic parameters.
Step 1. Initialize pop size chromosomes Pk, k = 1, 2, · · · , pop size.
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Step 2. Find the flow for all chromosomes by above procedure, respectively.
Step 3. Compute the fitness of each chromosome. The rank-based evaluation

function is defined as

Eval(Pi) = a(1− a)i−1, i = 1, 2, · · · , pop size,

where the chromosomes are assumed to have been rearranged from good to
bad according to their objective values and a ∈ (0, 1) is a parameter in the
genetic system.

Step 4. Select the chromosomes for a new population.
Step 5. Update the chromosomes Pk, k = 1, 2, · · · , pop size by crossover oper-

ation and mutation operation mentioned in the last subsection.
Step 6. Repeat the third to fifth steps for a given number of cycles.
Step 7. Repeat the maximum flow of this network.

5 A Numerical Example

We now illustrate the practical case with a numerical example to explore the
importance of our model. Consider a power supply network with fuzzy indepen-
dent capacities, whose transmission lines are numbered (i, j). Assumed that the
capacities of line (i, j) are independent fuzzy trapezoidal variables.

We may associate with each arc of this power network a fuzzy capacity from
a known possibility distribution. We would like to find the maximum flow with
chance constraints from node 1 to node 8.

Now we find the maximum flow according above algorithm, the parameters of
GA are as follows: pop size is 30, the number of generations is 800, the proba-
bility of crossover is 0.2, the probability of mutation is 0.2. A run of the genetic
algorithm shows that the maximum flow is 74, and the α-OMF are shown in the
Table 1, in which x0.8

ij means the flow at arc (i, j) when α is 0.8.
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Fig. 4. A network of power system
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Table 1. The data of example network

Arc Fuzzy Capacity x0.8
ij Arc Fuzzy Capacity x0.8

ij

(1,2) (40,50,70,80) 44 (1,3) (60,70,90,100) 30
(2,3) (5,25,40,50) 0 (2,4) (30,40,60,70) 13
(2,5) (20,30,50,60) 24 (2,6) (5,10,25,40) 7
(3,6) (70,85,95,110) 30 (4,5) (10,20,40,50) 0
(4,7) (20,50,60,70) 13 (5,7) (10,15,25,30) 12
(5,8) (15,20,35,45) 17 (6,5) (15,25,35,50) 5
(6,8) (30,35,40,55) 32 (7,8) (50,60,70,100) 25

6 Conclusion

In this paper, a generalized fuzzy version of maximum flow problem is considered,
in which arc capacities are fuzzy variables. The aim is to find the maximum flow
under some chance constraints with respect to credibility measure of arc flow of
network. In this paper, the chance-constrained programming model for FMFP is
formulated and some crisp equivalents of fuzzy chance constraints are presented.
We also solve crisp equivalents by genetic algorithm for α-OMF. To show the
applicability of the model and algorithm given in this paper, an example for
power network are considered.
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Abstract. This paper concerns a problem of delay-dependent stability
of a class of nonlinear continuous-time systems with time delays, based
on the fuzzy hyperbolic model (FHM). FHM is a universal approximator,
and can be used to establish the model for unknown complex systems.
Moreover, the main advantage of using FHM over T-S fuzzy model is
that no premise structure identification is need and no completeness
design of premise variables space is need. Also an FHM is a kind of
valid global description and nonlinear model inherently. The proposed
method is addressed by solving a set of linear matrix inequalities (LMIs).
A general Lyapunov-Krasovskii functional are used and some additional
free-weighting matrices, which bring much flexibility in solving LMIs, are
introduced during the proof. The results then have easily been extended
to a system with either polytopic-type or norm-bounded uncertainties.
A simulation example is given to validate the proposed results.

1 Introduction

It is well known that time delays appear in many complex systems such as
chemical systems, electrical systems, biological systems, etc. [1, 2, 3]. Generally
speaking, the dynamic behavior of systems with time delays is more complicated
than that of systems without any time delays. The existing stability results for
time-delay systems can be classified into two categories: (i) delay-independent
stability and (ii) delay-dependent stability. The delay-independent stability cri-
teria are not affected by the size of the delay (i.e., the time delays are allowed to
be arbitrarily large). On the other hand, the delay-dependent stability criteria
are concerned with the size of the delay and usually provides an upper bound of
the delay such that the system is stable for any delay less than the upper bound.
The delay-independent criteria are considered more conservative in general than
the delay-dependent ones, especially when the size of delays is actually small.
However, delay-independent criteria are more feasible than delay-dependent ones
when the size of time delays is uncertain, unknown or very large [4].

In mathematics, the complexity of systems mostly attributes to their
nonlinear behaviors. Over the past decades, fuzzy control technique based on
Takagi-Sugeno (T–S) model [5] becomes more and more popular to approxi-
mate nonlinear time delay systems and the Lyapunov-Krasovskii method and the
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Lyapunov-Razumikhin method, have been used to study the stability of delayed
fuzzy systems, where the majority of results are formulated as convex optimiza-
tion techniques with linear matrix inequality (LMI) constraints, see [8,6,7,9] for
example.

Parallel to the T-S model, a new continuous-time fuzzy model, called the
generalized fuzzy hyperbolic model (FHM), has recently been proposed in [10]
and [11]. Both T-S fuzzy model and FHM are universal approximators, and can
be used to establish the model for unknown complex systems. The advantage of
using FHM over T-S model is that no premise structure identification is need
and no completeness design of premise variables space is need. Furthermore, an
FHM is a kind of valid global description and nonlinear model inherently. FHM
can be obtained without knowing much information about the real plant, and it
can easily derived from a set of fuzzy rules. Also the FHM can be seen as a neural
network model, so we can learn the model parameters by back-propagation (BP)
algorithm. In general, since the variable of real physical systems are always
bounded, it seems more reasonable, and probably more correct in practice by
using FHM.

In this paper, firstly, an FHM is proposed to represent a class of nonlinear
systems with time delays. Secondly, as literature [12] and [13], stability results
are presented by using a general Lyapunov-Krasovskii functional and some free-
weighting matrices, which bring much flexibility in solving LMIs. Thirdly, the re-
sults are then extended to a system with either polytopic-type or norm-bounded
uncertainties. All results are converted into a feasible problem of a set of LMIs,
which can be efficiently solved by the convex optimization techniques with global
convergence, such as the interior point algorithm [14].

Notation: Throughout this paper, the superscript T stands for matrix trans-
position, R

n denotes the n-dimensional Euclidean space, R
n×r is the set of all

n × r real matrices, and the notation X > 0, for X ∈ R
n×n, means that X

is symmetric and positive definite. Identity and zero matrices, of apprppriate
dimensions, will be denoted by I and 0, respectively, and ‖ ·‖ is Euclidean norm.

2 Preliminaries

In this section we review some necessary preliminaries for the FHM.

Definition 1. ([10,11])Given a plant with n input variables x=(x1(t),· · ·, xn(t))T

and n output variables ẋ = (ẋ1(t), · · · , ẋn(t))T . If each output variable corres-
ponds to a group of fuzzy rules which satisfies the following conditions:

(i) For each output variable ẋl, l = 1, 2, · · · , n, the corresponding group of
fuzzy rules has the following form:

Rj : IF x1 is Fx1 and x2 is Fx2 , · · · , and xm is Fxm

THEN ẋl = c±Fx1
+ c±Fx2

+ · · ·+ c±Fxm
, for j = 1, · · · , 2m,

(1)
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where m ≤ n and Fxi (i = 1, · · · ,m) are fuzzy sets of xi, which include Pxi

(positive) and Nxi (negative), and c±Fxi
(i = 1, · · · ,m) are 2m real constants

corresponding to Fxi ;
(ii) The constant terms c±Fxi

in the THEN-part correspond to Fxi in the IF-
part; that is, if the language value of Fxi term in the IF-part is Pxi , c+Fxi

must
appear in the THEN-part; if the language value of Fxi term in the IF-part is
Nxi , c−Fxi

must appear in the THEN-part; if there is no Fxi in the IF-part, c±Fxi

does not appear in the THEN-part;
(iii) There are 2m fuzzy rules in each rule base; that is, there are a total of

2m input variable combinations of all the possible Pxi and Nxi in the IF-part.

We call this group of fuzzy rules hyperbolic type fuzzy rule base (HFRB). To
describe a plant with n output variables, we will need n HFRBs.

Lemma 1. ( [10,11]) Given n HFRBs, if we define the membership function of
Pxi and Nxi as:

μPxi
(xi) = e−

1
2 (xi − ki)

2

, μNxi
(xi) = e−

1
2 (xi + ki)

2

, (2)

where i = 1, · · · , n and ki are positive constants. Denoting c+Fxi
by cPxi

and c−Fxi

by cNxi
and applying singleton fuzzifier, product inference, and the center-average

defuzzifier, we can derive:

ẋl =
m∑

i=1

cPxi
ekixi + cNxi

e−kixi

ekixi + e−kixi
=

m∑
i=1

pi +
m∑

i=1

qi
ekixi − e−kixi

ekixi + e−kixi

=
m∑

i=1

pi +
m∑

i=1

qi tanh(kixi), (3)

where pi =
cPxi

+cNxi

2 and qi =
cPxi

−cNxi

2 . Therefore, the whole system has the
following form:

ẋ = P + A tanh(kx) (4)

where P is a constant vector, A is a constant matrix, k = diag(k1, · · · , kn), and
tanh(kx) = [tanh(k1x1), tanh(k2x2), · · · , tanh(knxn)]T .

We will call (4) a generalized fuzzy hyperbolic model (FHM).
Let F be the space composed of all functions having the form of the right-hand

side of (3). We then have the following lemma.

Lemma 2. ([11]) For any given real continuous g(x) on the compact set U ⊂ R
n

and any ε > 0, there exists an f(x) ∈ F such that

sup
x∈U

|g(x)− f(x)| < ε. (5)

Lemma 2 indicates that FHM is a universal approximator.
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From Definition 1, if we set cPxi
and cNxi

negative to each other, we can
obtain a homogeneous FHM

ẋ = A tanh(kx). (6)

Since the difference between (4) and (6) is only the constant vector term in
(4), there is no essentially difference between the control of (4) and (6).

Considering time-delay systems, for each output variable ẋl, l = 1, 2, · · · , n,
the corresponding group of fuzzy rules has changed as follows:

Rj : IF x1 is Fx1 and x2 is Fx2 , · · · , and xm is Fxm , and
xd1 is Fxd1 and xd2 is Fxd2 , · · · , and xdm is Fxdm

THEN ẋl = c±Fx1
+ · · ·+ c±Fxm

+ c±Fxd1
+ · · ·+ c±Fxdm

, for j = 1, · · · , 22m,

where xdi = xi(t−d), d > 0 denotes a constant time delay, and Fxdi
are fuzzy sets

of xdi (i = 1, · · · ,m). By using similar derivation, we can obtain a homogeneous
FHM as:

ẋ = A tanh(kx) + B tanh(kx(t− d)), (7)

where A, B are constant matrices.

3 Main Results

3.1 Stability of a Nominal System

The FHM for the nonlinear system with time delays is proposed as the followings
form:

(Σo) : ẋ(t) = A tanh(kx(t)) + B tanh(kx(t− d))
x(s) = φ(s), s ∈ [−d̄, 0] (8)

where x(t) = [x1(t), x2(t), · · · , xn(t)]T ∈ R
n, is state vector, d is a constant but

unknown time delay satisfying 0 < d ≤ d̄, A,B are constant n× n matrices and
φ is a continuously differentiable initial function.

For simplicity, the following notations are used:

x = x(t), xd = x(t− d), ẋ = ẋ(t), ẋd = ẋ(t− d).

Before moving on, we introduce the following lemma, which is essential for
the development of our results.

Lemma 3. For any x ∈ R
n, matrix X > 0 with appropriate dimensions, the

following inequalities hold:

˙tanh
T
(kx)X ˙tanh(kx) ≤ ẋT kXkẋ

tanhT (kx)X ˙tanh(kx) ≤ tanhT (kx)Xkẋ, (9)

where k = diag(k1, · · · , kn).
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Proof. For any t ∈ R, there exists function sech(t) such that 0 < sech(t) ≤ 1.
Since ki > 0 is the ith diagonal element of k, k = kT , and ˙tanh

T
(kx) =

[sech2(k1x1)k1ẋ1, · · · , sech2(knxn)knẋn]T , we have (9) obviously.

Theorem 1. Given a constant delay upper bound d̄, the nominal system Σo is
asymptotically stable for any 0 < d ≤ d̄ if there exist a diagonal matrix P̄ > 0,
matrices Q > 0, R > 0, S > 0, W > 0, Z > 0, U , Ng (g = 1, · · · , 4), and Th

(h = 1, · · · , 5), such that the following LMIs hold:

Φ :=

⎡⎢⎢⎢⎢⎢⎢⎣
Φ11 Φ12 Φ13 Φ14 d̄ATT T

5 d̄N1

∗ Φ22 Φ23 Φ24 d̄BTT T
5 d̄N2

∗ ∗ Φ33 Φ34 −d̄T T
5 d̄N3

∗ ∗ ∗ Φ44 0 d̄N4

∗ ∗ ∗ ∗ −d̄S −d̄W
∗ ∗ ∗ ∗ ∗ −d̄Z

⎤⎥⎥⎥⎥⎥⎥⎦ < 0 (10)

[
Q U
∗ R

]
> 0, (11)

where

Φ11 = Q + d̄S + N1 + NT
1 − T1A− ATT T

1

Φ12 = −N1 + NT
2 − T1B −ATT T

2

Φ13 = P̄ + U + d̄Wk + NT
3 + T1 −ATT T

3

Φ14 = NT
4 −ATT T

4

Φ22 = −Q−N2 −NT
2 − T2B −BTT T

2

Φ23 = −NT
3 + T2 −BTT T

3

Φ24 = −U −NT
4 −BTT T

4

Φ33 = R + T3 + T T
3 + d̄kZk

Φ34 = T T
4 , Φ44 = −R,

and ∗ denotes the terms that are introduced by symmetry.

Proof. We choose a general Lyapunov-Krasovskii functional for system (8) as:

V (t) = V1 + V2 + V3,

V1 = 2
n∑

i=1

p̄i

ki
ln(coshkixi),

V2 =
∫ t

t−d

[
tanh(kx(s))

ẋ(s)

]T [
Q U
UT R

] [
tanh(kx(s))

ẋ(s)

]
ds,

V3 =
∫ 0

−d

∫ t

t+θ

[
tanh(kx(s))

˙tanh(kx(s))

]T [
S W

WT Z

] [
tanh(kx(s))

˙tanh(kx(s))

]
dsdθ, (12)
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where xi is the ith element of x(t), and ki is the ith diagonal element of k. Here,
ki > 0 and p̄i > 0. Since

cosh(kixi) =
ekixi + e−kixi

2
≥ (ekixi)

1
2 (e−kixi)

1
2 = 1, (13)

and ki > 0, p̄i > 0, we know that V1 > 0 for all x(t) and V1 →∞ as ‖x‖ → ∞.

Moreover, since (10) implies that
[

S W
WT Z

]
> 0, together with (11), we know

the proposed Lyapunov-Krasovskii functional is legitimate.
For any matrices Ng (g = 1, · · · , 4) of appropriate dimensions, it can been

seen that, from Newton-Leibniz formula,

2
[
tanhT (kx)N1 + tanhT (kxd)N2 + ẋTN3 + ẋT

d N4

]
×
[
tanh(kx)− tanh(kxd)−

∫ t

t−d

˙tanh(kx(s))ds
]

= 0. (14)

Moreover, from the system equation in (8), we have

2
[

tanhT (kx)T1 + tanhT (kxd)T2 + ẋTT3 + ẋT
d T4 +

∫ t

t−d

tanh(kx(s))dsT5

]
× [−A tanh(kx)−B tanh(kxd) + ẋ] = 0, (15)

for any matrices Th (h = 1, · · · , 5) of appropriate dimensions.
Along the trajectories of system Σo, together with (14) and (15), the corre-

sponding time derivative of V (t) is given by:

V̇ (t) = V̇1 + V̇2 + V̇3

+ 2
[
tanhT (kx)N1+tanhT (kxd)N2+ẋTN3+ẋT

d N4

]
×
[
tanh(kx)− tanh(kxd)−

∫ t

t−d

˙tanh(kx(s))ds
]

+ 2
[

tanhT (kx)T1 + tanhT (kxd)T2 + ẋTT3 + ẋT
d T4

+
∫ t

t−d

tanh(kx(s))dsT5

]
× [−A tanh(kx) −B tanh(kxd) + ẋ]

+ dηT (t)T̃ Z̃−1T̃ T η(t)−
∫ t

t−d

ηT (t)T̃ Z̃−1T̃ T η(t)ds

≤ ηT (t)(Φ̃ + d̄T̃ Z̃−1T̃ T )η(t)

−
∫ t

t−d

[
ηT (t)T̃ + ξT (s)Z̃

]
Z̃−1

[
ηT (t)T̃ + ξT (s)Z̃

]T

ds, (16)
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where

ηT (t) =
[
tanhT (kx), tanhT (kxd), ẋT , ẋT

d

]
ξT (s) =

[
tanhT (kx(s)), ˙tanh

T
(kx(s))

]

Φ̃ =

⎡⎢⎢⎣
Φ11 Φ12 Φ13 Φ14

∗ Φ22 Φ23 Φ24

∗ ∗ Φ33 Φ34

∗ ∗ ∗ Φ44

⎤⎥⎥⎦ T̃ =

⎡⎢⎢⎣
ATT T

5 N1

BTT T
5 N2

−T T
5 N3

0 N4

⎤⎥⎥⎦ , Z̃ =
[

S W
WT Z

]
, (17)

and P̄ = diag(p̄1, p̄2, · · · , p̄n) ∈ R
n×n.

Using the Schur complement [14], we know (10) is equivalent to Φ̃+ d̄T̃ Z̃−1T̃ T

< 0, which guarantees V̇ (t) < 0. Therefore, the nominal system Σo is asymptot-
ically stable [2].

Remark 1. Lemma 3 was utilized in deriving the bound of the first term of V̇3.
Except for Lemma 3, no inequalities are needed for the bounds on cross-terms
products, such as −2aT b ≤ aTXa + bTX−1b, a, b ∈ R

n, X > 0 and so on.
The conservatism of the delay-dependent criterion stems from the method for
evaluating the bounds on some cross-terms product arising in the analysis of the
delay-dependent stability problem [15]. Hence, our result has less conservatism
for the system Σo.

Remark 2. It is clear from the proof of Theorem 1 that the free-weighting ma-
trices Ng (g = 1, · · · , 4) in (14), and Th (h = 1, · · · , 5) in (15) are used to
express the relationship among the system variables, and some additional terms,
which brings much flexibility in solving LMIs and avoids applying some inequal-
ities for the bounds on cross-terms products. Also the LMIs (10) and (11) in
Theorem 1 does not include any terms containing the product of the Lyapunov
matrix P̄ and the system matrices A, B. The result can readily be extended
to a parameter-dependent Lyapunov-Krasovskii functional for a system with
polytopic-type uncertainties.

3.2 Stability of a System with Polytopic-Type Uncertainties

Suppose the system matrix A, B are not precisely known, but subject to
polytopic-type uncertain domain Ω. In this way, any mated matrices inside the
domain Ω can be written as a convex combination of vertices (Al, Bl) of the
uncertainty ploytope, i.e.

Ω :=
{

(A,B) : (A,B) =
N∑

l=1

ζl(Al, Bl), ζl > 0,
N∑

l=1

ζl = 1
}
, (18)

where Al ∈ R
n×n, Bl ∈ R

n×n, (l = 1, · · · , N).
Now let Σp to denote the system Σo with polytopic-type uncertainties (18).

According to Theorem 1 and Remark 2, we can obtain the following theorem.
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Theorem 2. Given a constant delay upper bound d̄, the system Σp is asymptot-
ically stable for any 0 < d ≤ d̄ if there exist diagonal matrices P̄l > 0, matrices
Ql > 0, Rl > 0, Sl > 0, Wl > 0, Zl > 0, Ul, Ngl (g = 1, · · · , 4 , l = 1, · · · , N),
and Th (h = 1, · · · , 5), such that the following LMIs hold:

Φ(l) :=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Φ
(l)
11 Φ

(l)
12 Φ

(l)
13 Φ

(l)
14 d̄AT

l T T
5 d̄N1l

∗ Φ
(l)
22 Φ

(l)
23 Φ

(l)
24 d̄BT

l T T
5 d̄N2l

∗ ∗ Φ
(l)
33 Φ

(l)
34 −d̄T T

5 d̄N3l

∗ ∗ ∗ Φ
(l)
44 0 d̄N4l

∗ ∗ ∗ ∗ −d̄Sl −d̄Wl

∗ ∗ ∗ ∗ ∗ −d̄Zl

⎤⎥⎥⎥⎥⎥⎥⎥⎦
< 0 (19)

[
Ql Ul

∗ Rl

]
> 0, (20)

where

Φ
(l)
11 = Ql + d̄Sl + N1l + NT

1l − T1Al −AT
l T T

1

Φ
(l)
12 = −N1l + NT

2l − T1Bl −AT
l T T

2

Φ
(l)
13 = P̄l + Ul + d̄Wlk + NT

3l + T1 −AT
l T T

3

Φ
(l)
14 = NT

4l −AT
l T T

4

Φ
(l)
22 = −Ql −N2l −NT

2l − T2Bl −BT
l T T

2

Φ
(l)
23 = −NT

3l + T2 −BT
l T T

3

Φ
(l)
24 = −Ul −NT

4l −BT
l T T

4

Φ
(l)
33 = Rl + T3 + T T

3 + d̄kZlk

Φ
(l)
34 = T T

4 , Φ
(l)
44 = −Rl.

Proof. Let the parameter-dependent matrices P (ζ), Q(ζ), R(ζ), S(ζ), Z(ζ),
U(ζ), W (ζ) and Ng(ζ),(g = 1, · · · , 4), be

X(ζ) =
N∑

l=1

ζlXl, (21)

where X stands for P , Q, R, S, Z, U , W and Ng. Replacing (21) and (18) with
(10) and (11), then the result follows immediately from Theorem 1.

3.3 Stability of a System with Norm-Bounded Uncertainties

The result of previous subsection were derived for the case where the system
matrices of Σp lie in a given polytope. An alternative way of dealing with un-
certain systems is to assume that the system matrices are with norm-bounded
uncertainties [16, 17].
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Consider the following system

(Σn) : ẋ = (A + ΔA) tanh(kx) + (B + ΔB) tanh(kxd)
x(s) = φ(s), s ∈ [−d̄, 0] (22)

where φ, A, B are defined in previous subsection. The matrices ΔA and ΔB
denote the norm-bounded uncertainties in system and they are of the form

[ΔA,ΔB] = MF (t) [Ea, Eb] (23)

where M , Ea, Eb are known constant matrices of appropriate dimensions and
F (t) is a time-varying matrix with Lebesgue-measurable elements satisfying
FT (t)F (t) ≤ I.

The following lemma is used to deal with a system with norm-bounded un-
certainties [18].

Lemma 4. Given matrices Q = QT , M , E, and Y > 0 with appropriate di-
mensions

Q + MF (t)E + ETFT (t)MT < 0, (24)

for all F (t) satisfying FT (t)F (t) ≤ Y , if and only if there exists a scalar ε > 0
such that

Q + εMMT + ε−1ETY E < 0. (25)

Theorem 3. Given a constant delay upper bound d̄, the system Σn is asymp-
totically stable for any 0 < d ≤ d̄ if there exist a diagonal matrix P̄ > 0,
matrices Q > 0, R > 0, S > 0, W > 0, Z > 0, U , Ng (g = 1, · · · , 4), and Th

(h = 1, · · · , 5), such that the following LMIs hold,⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Φ11 + ET
a Ea Φ12 + ET

a Eb Φ13 Φ14 d̄ATT T
5 d̄N1 −T1M

∗ Φ22 + ET
b Eb Φ23 Φ24 d̄BTT T

5 d̄N2 −T2M
∗ ∗ Φ33 Φ34 −d̄T T

5 d̄N3 −T3M
∗ ∗ ∗ Φ44 0 d̄N4 −T4M
∗ ∗ ∗ ∗ −d̄S −d̄W d̄T5M
∗ ∗ ∗ ∗ ∗ −d̄Z 0
∗ ∗ ∗ ∗ ∗ ∗ −I

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0 (26)

[
Q U
∗ R

]
> 0, (27)

where Φi′j′ (i′ = 1, · · · , 4, i′ ≤ j′ ≤ 4) are defined in (10).

Proof. Substituting A and B in (10) for A + MF (t)Ea and B + MF (t)Eb, re-
spectively, we can obtain

Φ + Γ T
MF (t)ΓE + Γ T

E F (t)ΓM < 0, (28)
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where

ΓM =
[−MTT T

1 ,−MTT T
2 ,−MTT T

3 ,−MTT T
4 , d̄MTT T

5 , 0
]

ΓE = [Ea, Eb, 0, 0, 0, 0] .

Utilizing Lemma 4, we know that (28) holds means there exists a scalar ε > 0
such that

Φ + εΓ T
MΓM + ε−1Γ T

E ΓE < 0. (29)

That is

εΦ + ε2Γ T
MΓM + Γ T

E ΓE < 0. (30)

Replacing εP̄ , εQ, εR, εS, εW , εZ, εU , εNg (g = 1, · · · , 4), and εTh (h =
1, · · · , 5) with P̄ , Q, R, S, W , Z, U , Ng (g = 1, · · · , 4), and Th (h = 1, · · · , 5),
respectively, and applying the Schur complement, we know that (30) is equivalent
to (26) and (27) holds obviously.

4 Simulation Example

Consider the following continuous-time nonlinear system with time delays:

ẋ1 = −0.4 sinx1 + x2 − 0.1xd1

ẋ2 = −1.2 sinx1 − 0.1xd2 + 0.37x3
1. (31)

Suppose that we have the following HFRBs:

If x1 is Px1 and x2 is Px2 and xd1 is Pxd1 , then ẋ1 = C1
x1 + Cx2 + Cxd2 ,

If x1 is Nx1 and x2 is Px2 and xd1 is Pxd1 , then ẋ1 = −C1
x1 + Cx2 + Cxd2 ,

· · ·
If x1 is Nx1 and x2 is Nx2 and xd1 is Nxd1 , then ẋ1 = −C1

x1 − Cx2 − Cxd2 ,
If x1 is Px1 and xd2 is Pxd2 , then ẋ2 = C2

x1 + Cxd2 ,
· · ·

If x1 is Nx1 and xd2 is Nxd2 , then ẋ2 = −C2
x1 − Cxd2 ,

Here, we choose membership functions of Pxi, Nxi, Pxdi
and Nxdi

(i = 1, 2), as
follows:

μPxi
(x) = e−

1
2 (xi − ki)

2

, μNxi
(x) = e−

1
2 (xi + ki)

2

(32)

μPxdi
(x) = e−

1
2 (xdi − ki)

2

, μNxdi
(x) = e−

1
2 (xdi + ki)

2

.

Then, we have the following model:

ẋ = A tanh(kx) + B tanh(kxd), (33)

where k = diag(k1, k2), A =
[
C1

x1 Cx2

C2
x1 0

]
, B =

[
Cxd1 0

0 Cxd2

]
.
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We construct the FHM as (33) for the nonlinear system in (31) by neural
network BP algorithm [10]. So the system matrices A, B, and parameter matrix
k can be obtained as:

A =
[−0.3588 3.7569
−0.7549 0

]
, B =

[−0.0379 0
0 −0.3275

]
, k =

[
1.6512 0

0 0.2704

]
. (34)

In order to validate the proposed results, we add the uncertainties as follows:
i)

A =
[−0.3588 3.7569 + δ
−0.7549 0

]
,

where −0.5 ≤ δ ≤ 0.5.
Thus, vertices (Al, Bl) of the uncertainty ploytope in (18) are given, where

A1 =
[−0.3588 4.2569
−0.7549 0

]
, A2 =

[−0.3588 3.2569
−0.7549 0

]
, B1 = B2 = B.

ii) M = I, Ea =
[

0.02 0.04
0.04 0.02

]
, Eb = 0.02I, as the form of (23).

In case i), the maximum value of d̄ = 3.9852 is obtained by using Theorem 2; In
case ii), the maximum value of d̄ = 3.5634 is obtained by using Theorem 3.

5 Conclusion

In this paper, based on the FHM, the delay-dependent criteria for a class of non-
linear continuous-time systems are presented. A general Lyapunov-Krasovskii
functional are used and some additional free-weighting matrices, which bring
much flexibility in solving LMIs, are introduced during the proof. The results
then easily have been extended to a system with either polytopic-type or norm-
bounded uncertainties. A numerical example is given to validate the proposed
results.
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Abstract. Water quality management plays a very important role in fish life and 
aquatic product quality. The paper firstly selects the index system and confirm 
the weight of each of the water quality factors dependent on the fish tolerance 
to the factors of water quality integrated with the result of the expert 
questionnaire by the Delphi method with the Water Quality Standard, then 
constructs the fuzzy evaluation model of the multiplex water quality parameter 
and classifies the standard of water quality into five classes of standard. At last 
the paper give an experimental model based on the monitored datum in North 
China. It shows that it can evaluate the water quality integrative and provide the 
degree of membership that the water quality belongs to all the standards. 

1   Introduction 

In the recent years, many fish, the shrimp and the shellfish death and the frequent 
emerging of all kinds of disease had reduced the fishermen income and brought out 
the quality unsafety due that the serious aging and eutrophicated aquaculture ponds 
and the unbalance of ecosystem of aquaculture water [4]. So water quality 
management has becoming the most important element for constraining the output of 
the fish. Water quality evaluation is the first step for water quality management, 
which can justify the current pond water quality situation and provide the water 
quality management with scientific proof. It is inevitable to construct the complete, 
rational and scientific index system to achieve better evaluation result of pond water 
quality. Thus, this paper puts forward the pond water quality model, which consists of 
evaluation index system and evaluation standards combined the fuzzy theory with 
expert questionnaire.  

2   Confirming the Pond Water Quality Evaluation Indices  

There are many factors that influence the pond water quality. An evaluation system 
can not include all the factors, and for a single factor its influence on the pond water 
                                                           
* Corresponding author. Tel.:+86-10-62736323; Fax:+86-10-62736717. 
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quality is different. The influencing factors of the fresh breeding pond water quality 
include physical factors, chemical factors and biological factors. The physical factors 
include the macro environmental factors and the pond water quality factors. The 
chemical factors include some basic chemicals and some microelements such as DO 
(dissolved oxygen), pH, and the biological factors include plankton and other benthic 
organism and microbes.  

Production proves that in the process of the pond water quality evaluation, some 
factors such as the microelements and toxicants are negligible. Different experts give 
different values on these factors. That is, experts hold different ideas on selecting 
which factors to evaluate generally the pond water quality. Because of this, we 
confirm the pond water quality evaluation indices by the expert questionnaire. Under 
the instruction of the experts, we choose 14 factors, and ask the experts to give 
importance on each of the 14 factors. The determination of the factors’ importance 
degree coefficients is the main step of comprehensive judgment. Whether the subset 
of factor A is appropriately determined or not, will influence the comprehensive 
judgment directly. We choose the Delphi method to choose the factors’ importance 
degree, and confirm the evaluation indices system.  

Suppose that the pond water quality evaluation will choose the appropriate factors 
to evaluate from the following m factors, such as DO, pH value, transparency, and let 
the factor set be U The importance degree fuzziness subset of the factor U is A 

{ }muuuU ,,, 21= { }maaaA ,,, 21
~

= .      (1) 

We determine the factors’ importance degree coefficients ),,2,1( mia i = by 
the Delphi method, the Delphi method is also called expert evaluation method, which 
combines the experts’ intelligence and is one of the effective ways to determine the 
factors’ importance coefficients in the process of problem solving. The work of 
calculating the factors’ importance degree coefficient must be done by the experts, 
requiring the experts’ profound knowledge and the whole situation of the problem 
needed to be solved.  

2.1   Determination of Importance Rank of the Pond Water Quality Factor  

According to the concrete situation of the Tianjin fresh water pond water breeding, 
when choosing the evaluation indices, we must delete the irrelevant and unimportant 
influential factors.  

The factors’ importance ranking values iF  by the experts are statistic as follows:  
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erts. That is,  

mjmiAA
n

k
kijij ,,2,1,,,2,1,

1
===

=
−

.   (2) 



34 R. Wang et al. 

Thus, m m statistic ijA  consists of the priority.  

It can be give from the result of ijA in every line of the above table.  

iA shows the accumulated value of ijA  in the line I, order that 

= mAAAA ,,,max 21max
,

= mAAAA ,,,min 21min

. 
(3) 

In evidence, the degree of importance of element is highest which is corresponding 

with minA moreover, it is the lowest that comparing with other elements which 
is corresponding with 

maxA . 

2.2   Grading ‘d’ of Important Degree Between Elements  

was determined, they can be in [0 1] then  

minmax

minmax

aa

AA
d

−
−

= . (4) 

According to equation 4 it can be given the value of “d”. 

2.3   Coefficient for Important Degree of Every Elements in Water Quality  

),,2,1(1.0min mi
d

AA
a i

i =+
−

= . (5) 

The fuzzy subset can be given which is planed to determine. According to the 
above equation, fuzzy subset (Zhang Yue, 1992) of element important degree for 
aquaculture water quality. 

)1.0,337.0,458.0,449.0,454.0,248.0,737.0,239.0,333.0,74.0,691.0,812.0,866.0,004.1(),,,( 21
~

== maaaA

Evaluation index was give, 85321 ,,,, uuuuu . That is DO, pH, Phytoplankton mg/l,  

SD and N. 

3   The Confirmation of the Evaluation Standard 

3.1   The Confirmation of the Grade of Water Quality 

The fish has its adaptability to each biological index, which is due to the fish’s 
physiology. Different fish may have different adaptability for the same index, and the 
same fish may has different adaptability to deferent indexes. This paper put its 
emphasis on the adult carp, so the evaluation standard was designed for carp. 

The adaptability for fish to element affected on water quality is decided by the 
distributing of the water element. For the majority of the index, both a high density 

),(1.0,1 minmaxminmax aaaa ==
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and a low density will violate fishes’ living environment. Further, it can cause fish to 
get disease or die. According to this principle of normal distribution and the 
suggestions from the experts, we grade the water quality   as the following. Based on 
the fish’s duration to the inspect index, five grades are established, showed in table 1: 

Table 1. Fuzzy classification for the pond water quality [7] 

Classification Description 

Excellent All evaluated indexes are in the best scope that fish can live with 

Good 
Some of the indexes have approached or reached upper limit or lower 
limit of the best survival region that the fish can live with 

Ordinary 
Some of the elements have approached or reached upper limit or lower 
limit of the fish duration; if the water quality keeps on deteriorating, the 
fish will fall sick or even die. 

Bad 
Some of the indexes have reached or exceeded upper limit or lower limit 
of the fish duration, if the water quality keeps on deteriorating, the fish 
will die substantively.  

Very bad 
Most of indexes have exceeded upper limit or lower limit of the fish 
duration, if the water quality keeps on deteriorating; it is difficult for fish 
to live. 

According to the information above, the evaluation standard of the pond water 
quality can be confirmed by using the questionnaires. 

3.2   Dividing of the Evaluation Index of Water Quality  

3.2.1   The Distribution of the Evaluation Data 
First, we divide the data into several segments in terms of the value of the data from 
small value to big one, then we get a pillar figure by calculating the ratio of certain 
evaluation experts to the whole experts. Now, we take a expert questionnaire based on 
excellent PH as an example. It is shown as the left-side pillar in the figure 1(1-5). 

It can be known from left-side pillar in the figure 1(1-5) that the percents of the 
experts considered that the water quality is excellent to very bad. 

3.2.2   Value Determinate of the Standard for Evaluation 
The authority of the expert is reflected by the particular expert’s familiarity to the 
degree to which a certain index can affect the water quality. We multiply every 
evaluation by the authority coefficient. That is to say, we select the expert authority 
value that lies in the same evaluation interval and add them up, and then we calculate 
the percentage of the authority coefficient of a particular interval in the gross 
authority coefficient (Chen Yongsen, 1999). We still take an expert questionnaire bas- 
ed on excellent DO etc. as an example. It is shown as the right-side pillar in the figure 
1(1-5). 

By the same method, the grade of other five indexes can be determined; it was 
shown as table 3. 
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(1) 

(2) (3)

(4) (5)
 

Fig. 1. 1 The condition is that DO is excellent by the expert;figure ; 2 The condition is 
that DO is good by the expert;figure 1 3 The condition is that DO is middling  by the 
expertfigure; 4 The condition is that DO is bad by the expert; The condition is that DO is 
very bad  by the expert 

Table 2. The scope of standard value of the index system 

Index  Excellent  Good  Middling  Bad  Very bad 

PH (7.5,8.5) 
(6.5,7.5)or 
(8.5,9.0] 

(6.0,6.5]or 
(9.0,9.5] 

(5.5,6.0] or 
(9.5,14] 

(0,5.5] or 
(9.5,14] 

SD (cm) (25,40] 
(15,25]or 
(40,60] 

(10,15]or 
(60,80] 

(5,10]or 
(80,100] 

(0,5]or 
(100,150] 

TN (mg/l) (1.5,2.5] (2.5,4.0] (4.0,7.0] (7.0,10] (10,20] 

DO at 8 AM (4.0,6.0] (3.0,4.0] (2.0,3.0] (0,2] (0,2] 

Phytoplankton 
(mg/l) 

(35,60] 
(20,35]or 
(60,90] 

(15,20]or 
(90,120] 

(5,15] or 
(120,150] 

(0,5] or 
(150,300) 
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3.2.3   Evaluation Standard 
According to the above methods, the evaluation standard can be given as it is showed 
in the table 2. 

4   Fuzzy Synthetically Evaluation of Multinomial Water Quality 
Element 

The same as other phenomenon in the nature, fuzzy phenomenon and fuzzy concept 
(S.Tamura, et al, 1971) exist in the pond water environment. About the water quality, 
it makes the changes of the water quality in people’s mind be fuzzy, because besides 
the parameter is multi-changeable that can reflect the water quality, the definition of 
water quality is fuzzy itself. For example, when people say that the water quality is 
getting better or worse in recent years, or say that the water quality in one region is 
better than the one in another region, there is no clear conceptual boundaries between 
the ‘good’ and ‘bad’. Therefore, a discussion on using the fuzzy theory to study and 
deal with the water quality is worthwhile. 

There belong to both one level and the other level in bad water or good water 
carving up, which is the called as fuzzy. So the task of the evaluation of the pond 
water quality is to confirm the sample’s the grade of membership in the sample set X 

to the fuzzy subclass A
~

(D.dubois and H.Prade, 1980). 
Suppose that there are several elements (or indexes) to describe the water quality. 

The element set is }{ nuuuuU ,,,, 321= . Again, we suppose the possible 

comment is m, and comment set is

),,,,(
~

321 maaaaA =  (6) 

4.1   The Quantitative Disposal of the Evaluation Index 

As a result for the quantitative disposal [1] of the evaluation index of table 3, the 
standard value of the index system is given in table 3. 

Table 3. The standard value after quantitative disposal of the evaluation index 

 Excellen
t  

Good  Middling  Bad  Very bad 

PH value 8 7 or 8.75 6.25 or 9.25 55.75 or 9.75 5.25 or 10 

SD (cm) 30 10 or 50 10 or 70 10 or 90 10 or 110 

TN (mg/l) 2 3.25 5.5 8.5 11 

Do at   8 AM 5 3.5 2.5 1 1 

Phytoplankton mg/l  47.5 25or 75 7.5 or 105 7.5 or 135 160 
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4.2   The Integrated Weighted Matrix of the Graded Evaluation Index of the 
Pond Water Quality 

According to the water quality standard and the local experts’ experiences, the grade 
C of water quality and m evaluation index can be confirmed. We sample water from n 
ponds or testing place. In each sample, there are m-inspected values of graded 
evaluation index. The degree of good or bad for water quality is divided into c 
classification. It is the value y that the standard for the density of the evaluation index. 

Therefore, we can get the standard density matrix cmy ×  of the c classification water 

quality and the inspected density matrix nmx ×  of the pond water quality.  

In pattern recognition, the value in the standard of the evaluation index is 
confirmed according to the inspected sample value. 

=×
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We divided the index into a descending part and an increasing part. (1) The 
standard value is decreasing from 1 classification to C classification; (2) the standard 
value is increasing from 1 classification to C classification. But due to the fish’s 
demand, the majority indexes are the combination of the above two types. 

A good or bad concept of pond water quality is very fuzzy. So it can be described 
by the grade of membership in the fuzzy set.  It is regulated in this paper that the 
element value 1 in the fuzzy matrix correspond to the standard density of 1 
classification water quality, 0 in the fuzzy matrix correspond to the standard density 
of c classification water quality, and the interval [0,1] correspond to the water quality 
standard density that is between 1 and C classification. To the (1) type index, let 
corresponding grade of membership be 0 (left apices) if the it is less than or equal to 
the c classification value; let corresponding grade of membership be 1 (right apices) if 
the it is larger than or equal to the 1 classification value. The corresponding grade of 
membership can be confirmed according to the linear transformation when the 
standard value is between c classification and 1. The corresponding grade of 
membership of  (1) type can be confirmed as in formula (9).  
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The corresponding grade of membership of the h classification can be confirmed 
according to the linear equation as following (10). 
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To the (2) type index, let corresponding grade of membership be 1 (left apices) if 
the it is less than or equal to the 1 classification value; let corresponding grade of 
membership be 0 (right apices) if the it is larger than or equal to the c classification 
value. The corresponding grade of membership can be confirmed according to the 
linear transformation when the standard value is between c classification and 1.  

According to the linear transformation as formula (12). 
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In the formula, 1iy ihy and icy  separately stand for grade one, grade h, and 

grade of standard density of water quality index.  ijr  is the corresponding grade of 

membership of density i  of sample j , ihs  is the corresponding grade of 

membership of density i of classification h . 

We can transform the matrix (1) to a fuzzy matrix of the pond water quality 
standard by using the equation (8). It is shown in the matrix (13). 
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In the same way, transforming the inspected density of the water quality evaluation 
index can get the inspected density matrix. It is shown in the matrix (14). 
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The equation 10 describes the indexes’ entire grade of membership in n samples to 
the fuzzy subset. According to the fuzzy set theory that the grade of membership can 
be defined as weighted one, we can take the inspected density of the water quality 
evaluation (14) as the weighted matrix in different element density. And by 
considering the different indexes’ effects on the water quality, we weight the m 
evaluation indexes’ effect on the water quality classification (According to the result 
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of the questionnaire, we can get each index’s weight by adding up the optimized value 
of the 5 indexes of the evaluation index system and then get the result of summation 
be divided by each index.) ),,( 21 mvvvv = , ( 1

1
=Σ

=
vi

m

i
), from the above 

calculations, then )18.0,18.0,19.0,21.240.0(=v . 

nmnm RvA ×× ×= . (15) 

The element in matrix 
nmA ×

 was normalized in term of arrangement, and then the 

matrix 
nmW ×  can be gained.  
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4 3   Fuzzy Pattern Recognition of the Pond Water Quality Evaluation 

The weighted matrix of the item m can be described by vector in formula (17): 
T

MWWWW ),,,( 21= . (17) 

We use the vector (3-13) to describe the water quality standard (13) of grade H. 
T

mhhhh ssss ),,,( 21= . (18) 

We use the vector in formula (19) to describe the Jth water sample’s equation of 
degree of membership  (formula (14)) to the water quality standard. 

T
mjjjj rrrr ),,,( 21= . (19) 

So we can consider using the generalized distance of iW  to describe the difference 

of water quality standard between the jth sample and the grade h.   
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In the formula (20), p is the distance parameter. 
According to the fuzziness of the pond water quality classification, the sample 

lives under each grade water quality standard with different grades of membership. It 

can be described by fuzzy matrix ncU × . 

hj

cncc

n

n

nc u

uuu

uuu

uuu

U ==×

,,,

,,,

,,,

21

22221

11211
. 

(21) 

The constraining condition is: 
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The weighted-generalized distance is: 
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We use the least square method to establish a function to express the difference of 
water quality standard between Sample j and grade h. 
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Then the LaGrange function is constructed as equation 25.  
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The partial derivative is gained by differentiating the and hju  of the , and then 

let the partial derivative be zero, so the best expression of element of 
classification matrix can gained. 

When P is equal to 2, it is called Euclidean distance. The researches have proved 
that it is obvious that the advantages of the distance grade of membership. In practice, 
the Euclidean distance is to adopt to calculate the grade of membership. Shown in 
formula (26): 
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(26) 

According to the above formula (3-21), each element in the best classification 
matrix can be calculated, and then the sample set’s grade of membership to each 
classification can be gained. As a result, a reasonable evaluation for the pond water 
quality can be made.  

5   An Evaluation of a Real Example 

In order to test the reliability of the above method, we now evaluate the data collected 
from NanHe JingWu Co. Fresh Water Aquiculture Pond in TianJin on the 3rd July and 
15th August 2002. Then we compare it with the real situation and analyze the result. 

Table 4. Inspected data of the pond water quality 

 Number 
of pond 

SD 
(cm) 

PH TN 
(mg/l) 

DO at  8:00  Phytoplankton  
mg/l  

3rd July 1 14 8.6 2.098304 8.46872 73.85 
15th July 1 12 8.92 4.74 5.04 51.466 
3rd July 2 13 8.4 0.949864 6.20568 58.76 
15th July 2 11 9.10 5.05 5.85 69.625 
3rd July 3 16.5 8.8 1.184573 7.19576 67.45 
15th July 3 14 8.90 5.10 6.08 51.747 
3rd July 4 24 8.8 1.087137 7.03664 123.58 
15th July 4 16 8.81 5.70 7.51 50.069 

),( λhjuL
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The data in table 4 is collected from the pond 1 to pond 4 of Fresh Water 
Aquiculture Pond in TianJin in NanHe JingWu Co. on the 3rd July and 15th August 
2002. By using Fuzzy synthetically evaluation to evaluate the water quality of the 
four ponds, we get the result that is shown in the following matrix of the grade of 
membership: 

Table 5. The evaluation result for water quality on 3rd July 

Degree of dependence Grade of water 
Pond number 1 Pond number 2 Pond number 3 Pond number 4 

1 0.2333 0.390 0.218 0.473 
2 0.530 0.438 0.584 0.350 
3 0.153 0.109 0.130 0.095 
4 0.050 0.038 0.042 0.048 
5 0.336 0.034 0.026 0.034 

Table 6. The evaluation result for water quality on 15th July 

Degree of dependence Grade of 
water Pond number 1 Pond number 2 Pond number 3 Pond number 4 

1 0.041 0.018 0.019 0.020 
2 0.250 0.097 0.185 0.109 
3 0.390 0.410 0.505 0.486 
4 0.230 0.377 0.207 0.261 
5 0.090 0.098 0.083 0.123 

According to principle of the maximal grade of membership and the above matrix, 
we found that the water quality is good on 3rd July. The water quality of 1st, 2nd and 
3rd pond are in grade 2, and the water quality of the 4th pond is excellent and in 
grade1. The fish lives normally. But compared with the situation on 3rd July, the 
water quality has been deteriorated on 15th. August. On 15th August, the water quality 
is all at normal classification. That is to say, some of the indexes have approached or 
reached the upper limit or lower limit of the fish endurance. If the water quality keeps 
on deteriorating, the fish will fall sick or will even die. So it is necessary to improve 
the pond’s water quality. On 8th August, the fisherman took some measures to 
improve the pond’s water quality. For several times, the fish has been floating head, 
and a few fishes died. It is proved by the practice that the result by this classification 
is accord to the practical situation. So it is a feasible evaluation method. 

6   Conclusion 

The evaluation indices standard density in the text means bi-directional density 
method, we establish the pond water quality evaluation model; bring up the optimal 
ranking mode of the water quality fuzziness evaluation. This method combines 
together the experts’ experience and the method and theory of the evaluation, and it 
had reflected the fuzziness of the water quality and increase the objectivity of the 
evaluation, it is a complement to the existed theory of the water quality evaluation. 
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We evaluate the supervision data from the four ponds separately, and the evaluation 
results correspond with the basic situation of the pond water quality, indicating that 
the evaluation method can really reflect the real situation in the pond.  

Acknowledgments 

This program was supported by Open Fund (fellowship) from both Key Laboratory of 
Fishery Ecology Environment, Ministry of Agriculture, P. R China (No.2004-5) and 
Key Laboratory for computer information management technology, Jiangsu Province. 

References 

1. Bezdek, J.C.:  Pattern Recognition with Fuzzy Objective Function Algorithms. Pleaum 
Press. New York, (1981) 

2. Dubois, D., Prade, H.: Fuzzy Sets and Systems-Theory and Application, New York, (1980) 
3. Hu, H.Y.: Aquaculture Survey. Beijing: China Agricultural Press. (1995) 
4. Hushon, J.M.: Expert system for Environmental Applications. Washington, D.C. American 

Chemical Society, (1990) 
5. Tamura, S., et.: Pattern Classifice Based on Fuzzy Relations IEEE Trans, Smc-1, (1971) 44-

54 
6. Zhang, Y., Zuo, S.P., Su, F.: The Method and Application of Fuzzy Mathematics, Chapter 

4, (1992) 
7. Wang, R.M., Fu, Z.T., Fu, L.Z.: Evaluation of the Aquaculture Pond Water Quality, Poster 

Session 203 Hydrology and Water Quality at 2003 ASAE Meeting, (2003)  
 



 

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 44 – 52, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Fuzzy Reasoning Application in Redundant Manipulator 
Movement Regulation  

Jianmin Jiao1, Huan Li2, and Hongfu Zuo1 

1 Civil Aviation College, Nanjing University of Aeronautics and Astronautics,  
Yudao Street, Nanjing 210016, China  

jjmlh@163.com 
2 Software College, Dahongying Education Group, Ningbo 315175, China 

jjmlh@163.com 

Abstract. To study the joint velocity vector trajectory regulation and control 
method of a redundant space manipulator. A novel multi-restriction manipulator 
joint velocity vector control algorithm, based on fuzzy reasoning theory, is 
presented. The task executed by the redundant manipulator is broken into a 
series of sub-tasks expressed with vectors. The subordinate task is executed in 
the redundancy space of executing the primary task. The conventional joint 
velocity vector algorithm is combined with fuzzy reasoning theory so that every 
subordinate task is best optimized. Singular gesture and arithmetic singularity 
are avoided. The multi-restriction redundant manipulator joint velocity vector 
control problem is solved. The algorithm validity is proved by the numerical 
simulation results.   

1   Introduction 

A space robot (manipulator) is an important part of a space laboratory and space 
shuttle. It plays important roles in satellite deployment and retrieval, berthing the 
shuttle to a space station, as well as space shuttle inspection and maintenance[1-2]. As a 
kind of long-term, large scale, space equipment, it is an important feature needed to 
work highly reliably with multiple degrees of freedom. In order to improve its 
reliability, the space manipulator kinematics design should be redundant. We must 
regulate and control the manipulator in its joint velocity vector trajectory space, so 
that it can use its redundant degrees of freedom, fulfill its tasks regardless of broken-
down joints and singular gestures, and coordinate the motions of the shuttle and 
manipulator. All these are necessary functions of the space manipulator system. 

In regulating and controlling the trajectory of the manipulator’s joint velocity 
vector, we must work out the joint velocity vector trajectory from the manipulator end 
effector velocity vector trajectory. The restrictions must also be considered, such as 
the direction and dexterity of the end effector, the range of each joint, and the distance 
of the manipulator to obstacles. Consequently, the process of executing a task is also 
the process of fulfilling a task under all the restrictions. The basic method to work out 
the joint velocity vector is to acquire the minimum module by pseudoinverses Jacobin 
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matrix in the joint velocity vector space. Then the redundant space of the manipulator 
is used, a certain target is optimized, such as dexterity, and the joint velocity vector is 
ultimately acquired. 

In this basic method, only one restriction target can be executed optimally. On this 
basis, the task space expansion method was presented [3], which is used in special 
manipulator. The larger main manipulator is specified to do lower frequency 
movement, while the smaller manipulator on the end of large manipulator is specified 
to do higher frequency movement. They use similar methods, such as Jacobin matrix 
expansion method, multi restriction Lagrange method [4-5]. In these methods, the 
restriction equations are combined with the kinematics equations, so that a set of new 
kinematics equations is formed, and a new Jacobin matrix is produced. The order of 
the new Jacobin matrix is one lager than the old Jacobin matrix. A common defect of 
these methods is that arithmetic singularity occurs frequently. Although these 
methods solve some problems, they don’t possess commonality. They are calculation 
complex and heavy. They also can’t meet multiple restrictions in real time control. 
When multi-restrictions are to be fulfilled, and the multi-restrictions conflict with 
each other, how can we detect the degree of confliction, and how can we avoid 
confliction? These problems are difficult to be solved by conventional mathematics. 
And this can’t be runaround in space manipulator control.  

Fuzzy reasoning techniques can solve many difficult problems for conventional 
mathematics [6-9]. For the above mentioned problems, a novel new task-priority 
singularity robust fuzzy theory based manipulator joint velocity vector solution 
method is presented, on the basis of conventional method analysis. From the 
numerical simulation outcome, we can find that the presented method is effective. 
The multi-tasks are coordinated effectively; the possible singular gestures are 
avoided. 

The conventional manipulator joint velocity vector solution method is introduced 
in the second section. The new fuzzy reasoning based method is presented in the third 
section; and this method is singularity robust. In the forth section, three planar cases 
are simulated; the defects of the old method and the excellence of the new method are 
validated. The conclusion is given in the fifth section. 

2   Task Priority Based Joint Velocity Vector Solution 

For a given manipulator, define vector
EX 1m

E RX ∈ as the vector of the most 

important primary task that the manipulator must execute. The series of subordinate 

tasks are 2, 3… Corresponding subordinate task vectors are 2
2

mRX ∈ 3
3

mRX ∈ ,….. 

Manipulator joints vector is nR∈ . The kinematics equations of the tasks are 
expressed generally in the form: 

)(fX E =  . (1) 

)(ifiX =  . (2) 
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Subscript i expresses the subordinate task number. Then the differential kinematics 
equations are deduced: 

θ)(JX EE =  . (3) 

θ)(JX ii =  . (4) 

nmi
i

iRfJ ×∈∂
∂= )()(  .  

Solution of primary task equation (3) can be written in the general form: 

yJI-JXJ EEEE )( ++ +=θ  . (5) 

In equation (5), the second item on the right side of the equal mark is the null-

space vector of )(J E . nRy ∈  is an arbitrary vector. We can’t solve out joint velocity 

vector just from primary task equation (5). By replacing primary task solution (5) into 
the second task differential kinematics equation (4), we obtain another equation: 

ZJJIEJEJIEXEJJXJEJEJI
E

XEJ ]2
~

2
~

][[]22[2
~

][
+

−
+

−+
+

−
++

−+
+

=  . (6) 

)]()()[(22
~ θθθ EJEJIJJ +−=  .  

This is the manipulator joint velocity vector solution when the second subordinate 
task is fulfilled in the redundant space of the primary task. If there is still redundancy 
when the first two tasks are fulfilled, then the value of ‘z’ in (6) can be solved out by 
the following tasks. Otherwise, Z=0. This is the redundant manipulator joint velocity 
vector solution when the manipulator must fulfill multi-tasks. 

Now suppose Z=0, that is to say that the redundancy of the primary task is used 
fully to fulfill the second subordinate task. From (6) we can derivate: 

]22[2
~

][ EXEJJXJEJEJIEXEJ +−++−++=  . (7) 

Because the above basic solution method can’t avoid singularity, so in the 
singularity the joint actuator can’t meet the demand. Therefore the manipulator joint 
velocity vector solution must be singularity robust. If the singularity can’t be avoided, 
the degree of approaching to singularity must be detected, so as to limit the 
occurrence of singular values. Gianluca proposed to decompose the singularity of the 
Jacobin matrix in (7). A different solution to avoid singularity which is instead robust 
to the occurrence of kinematic singularities is based on the use of the damped least-
squares inverse of the end-effector Jacobian matrix [10]. It can be recognized that 
singular gestures are avoided, and the solution is singularity robust, but there exists 
some error. It’s a compromise between accuracy and continuity. However, arithmetic 
singularity isn’t avoided. That is to say, when the primary task conflicts with the 
subordinate tasks, the solution goes into singular. From the numerical simulation 
outcome, we find that the conflicts between primary task and subordinate tasks are 
avoided, but at the same time the subordinate task is hardly ever executed. And this 
method can be used with only one restriction task. When the number of restriction 
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tasks increase, the calculation is too complex and heavy. The probability of real time 
control is uncertain. 

3   Fuzzy Theory Based Joint Velocity Vector Solution 

The above mentioned task-priority redundancy inverse kinematics algorithms have 
many defects. When the task number is large, the data operation time becomes longer. 
In order to solve the problem of multi-restrictions manipulator joint velocity vector 
regulation and control, the fuzzy reasoning technique is introduced so that the multi-
restrictions are coordinated; every restriction task is executed furthest. The calculation 
time is then cut down. The algorithm is as follow. 

First, the null space vector in (7) is multiplied by a coefficient. We can obtain: 

]22[2
~

][ EXEJJXJEJEJI
E

XEJ
+−++−++= α  . (8) 

Through numerical simulation we can find that the null space vector coefficient α  
in (8) expresses the gain of a null space vector. The bigger the α  is, the larger the 
subordinate task executed. The value of α  affects the precision of solution directly. 
When the primary task conflicts with a subordinate task, the value of α decreases and 
the subordinate task is less fulfilled, so that the primary task won’t be affected. When 
the primary task doesn’t conflict with the subordinate task, the value of α  can be 
increased. The confliction extent between primary task and subordinate task is 

reflected by the minimum singularity value of )]()()[(22
~ θθθ EJEJIJJ +−= . The smaller 

the minimum singularity value is, the bigger the conflict extent between the primary 
task and a subordinate task is. So we can evaluate α by the minimum singularity 
value. The subordinate task is done maximally at the precondition that the primary 
task is fulfilled. The primary task and subordinate task are coordinated harmoniously.  

Second, the task of the manipulator can be decomposed into a series of sub-tasks 
according to some criterion. The weightiness of these sub-tasks is different. For 
example, the position of the end-effector is more important in the tasks containing 
position and gestures, such as welding and cutting. In the other circumstances, the 
gesture of the end-effector is more important, such as spraying and photographing. To 
use the redundancy of the manipulator more efficiently, the sub-tasks should be 
ranked according to their weightiness. The subordinate tasks should be done in the 
redundant space under the condition that the primary task is executed. 

In equation (8), only one subordinate task is optimized. If there are more 
subordinate tasks, equation (8) can be written in the form: 

+−++−++= ][
~

][ EXEJiJiXiJEJEJIiEXEJ  . (9) 

Only one parameter in i,..., 10  is non-zero, so that at every moment only one 

subordinate restriction task iX  is optimized. Other subordinate tasks are ignored. Which 

subordinate task is optimized should be determined according to some criterions. 
In order to solve this problem, fuzzy system theory may be used. So that at every 

moment only one subordinate task is optimized, and other subordinate tasks are ignored. 
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Only when the parameters corresponding to one subordinate task exceed a certain limit, is 
that subordinate task activated and optimized, so that the parameter returns back to the 
perfect range. The activating limit of different parameters should be decided dynamically 
by fuzzy reasoning from all the concerned performance indexes. Therefore all the 
subordinate tasks are best optimized. The fuzzy machine is as figure 1.  

Fuzzy rule 

fuzzifier defuzzifierFuzzy inference 

engine 

Crisp 

input 
Crisp 

Output i 

Fig. 1. Mamdani fuzzy reference system 

The definite output i  of fuzzy machine is the coefficient of subordinate task in (9). 

i  is calculated according to the state of the system and the given behavioral rules. 

The inputs of the fuzzy operation system depend on the interesting variables of the 
specific mission. As an example, the end-effector error, the system’s dexterity, the 
distance to obstacles, and the force sensor readings, can be easily taken into account 
by setting up a suitable set of fuzzy rules. To avoid the exponential growth of the 
fuzzy rules to be implemented as the number of tasks increases, the secondary tasks 
are suitably organized in a hierarchy. Also, the rules have to guarantee that only one 

i  is nonzero at any time to avoid confliction between the secondary tasks. The value 

of i  is set suitably to acquire perfect control effect, and the subordinate task doesn’t 

conflict with the primary task, i.e. no singularity occurrences. The arithmetic is as 
follow.  

(a) Find initial joint angle vector value 0θ , so that all the restriction subordinate 

tasks iX  are satisfied best. 

(b) Decide i by fuzzy machine. 

(c) Calculate θ by equation (9), +−++−++= ][
~

][ EXEJiJiXiJEJEJIiEXEJ . Then the 

value of 1k+θ can be obtained. 

(d) Estimate if all the restrictions iX  are satisfied. If the answer is yes, then 1k+θ  is 

the reasonable solution, set , return to (b); if some restrictions aren’t 

satisfied, then give up 1k+θ , return to (b). 

4   Numerical Simulation 

4.1   Case 1 

The purpose of this case is to prove the effectivity of the presented fuzzy theory based 
task-priority manipulator joint velocity vector algorithm. The reason of selecting 
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planar manipulator in this case is that its outcome is more intuitive and easy to 
understand. This is the same in the following cases. The effects of an algorithm are 
the same for a planar manipulator and space manipulator. The difference is just 
different calculation quantum. The parameters of three arms of three degree of 
freedom planar manipulator are arm length 00.31 =a 50.22 =a 10.23 =a their 

units are meters; The initial joint angles of the manipulator are: 
52.11 −=θ 95.12 =θ 35.13 =θ their units are radian.  The running range of the 

joints is 2π . The task of the manipulator is to make the end-effector follow a circle 
track uniformly, where the center is , and its semi-diameter is one 
meter. At the same time the distance of the third joint to the circle remains non-zero, 
the centre of the circle is 4.30,-3.00 , the smi-diameter of the circle is 1.41 meter, 
the circle is used as barrier. That is to say the manipulator can evade barriers, and the 
dexterity of the manipulator remains bigger. The manipulator executes main task, at 
the same time executes two other subordinate restriction tasks, they are dexterity and 
evading barriers. The fuzzy theory based task-priority manipulator movement 
regulation algorithm (9) is used to solve the inverse kinematics. The numerical 
outcome is shown in figure 2. 

It can be seen that this method is effective, the manipulator fulfilled the task 
perfectly, the tracking error is very small in figure 3, the barrier is evaded, the gesture 
of the manipulator is better, that means the dexterity of the manipulator is bigger, no 
singularity is produced.  

4.2   Case 2 

The purpose of this case is to prove the effectivity of the presented fuzzy theory based 
manipulator joint velocity vector algorithm when main task and subordinate 
restriction conflicts. The parameters of the manipulator are the same as the last case. 
The parameters of three arms of the three degree-of-freedom planar manipulator are: 
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Fig. 2. The manipulator gestures in working process 
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Fig. 3. The end-effector position errors 
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Fig. 4. The distance of manipulator to barrier 

95.11 =a 61.12 =a 70.03 =a , their units are meter; The initial joint angles of the 

manipulator are: 90.01 −=θ 50.12 =θ 00.13 =θ , their units are radian. The running 

range of the joints is 2π .  
The task of the manipulator is to make the end-effector follow a circle track 

uniformly, where the center is , and the semi-diameter is one meter. 
The subordinate task is to make the direction of the third arm increases uniformly at 
the speed of 0.001radian per second. The velocity of the end-effector is stable. We 
can divide the track evenly; making the end-effector run the same journey in the same 
time interval. The fuzzy theory based task-priority algorithm (9) is used to solve the 
inverse kinematics. The simulation outcome is as fig 5. It can be seen that this method 
is effective, the manipulator fulfilled the task perfectly, the tracking error is very 
small in figure 6, and the direction of the third arm remains running evenly when the 
subordinate task doesn’t conflict with primary task; the subordinate task is given up 
and the primary task is executed to the utmost when they conflicts. This algorithm is 
effective. 
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Fig. 6. The end-effector position errors
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5   Conclusion 

Redundant manipulator fuzzy theory based task-priority singularity-robust inverse 
kinematics joint velocity vector solution is studied in this article, where the restriction 
terms are expressed with vectors. From the numerical simulation results we can find  
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that the fuzzy theory based algorithm is effective. It can coordinate a primary task and 
subordinate tasks. Kinematical singularity is avoided. The algorithm is universal and 
calculation is simple. The calculation quantum is small. 
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Abstract. This paper develops a fuzzy hyperbolic control method for chaotic
continuous-time systems with uncertainties. First, the generalized fuzzy hyper-
bolic model (GFHM) is used to model unknown part of a chaotic system. Second,
based on Lyapunov functional approach, a sufficient condition for a fuzzy hyper-
bolic controller and a state feedback controller is given such that the closed-loop
system is asymptotic stable. Moreover, considering the influence of both approx-
imation error and external disturbance, fuzzy hyperbolic H∞ control scheme is
addressed . All the results are given in terms of LMI forms, the effectiveness of
the proposed method is shown by a simulation example.

1 Introduction

For the latest thirty years , chaos being a ubiquitous phenomenon has drawn more and
more attentions. How to utilize the chaos and how to control chaos has being a hot
research point in recent years [1]. Since Ott, Grebogi and Yorke proposed their famous
OGY method [2], the problem of control chaotic system has been studied by many
researchers, but much of the research work makes an assumption that the chaotic system
can be modelled [3-4]. In practice, when one designs controller for a plant, there always
exist effections of some undetermined factors such as noise, modelling uncertainties,
etc. As a result, fuzzy control methods were employed in some applications [7-8].

Recently, Zhang and his co-authers proposed the fuzzy hyperbolic model (FHM) and
the generalized fuzzy hyperbolic model (GFHM) [9-11]. It was proved that the general-
ized fuzzy hyperbolic model is a universal approximator. Compared with the T-S fuzzy
model, the GFHM has many merits. For example, there is no need to identify premise
structure when modeling a plant by GFHM, therefore, there is much less computation
expense than that of using T-S fuzzy model, especially when a lot of fuzzy rules are
needed to approximate nonlinear complex systems. In this paper, a GFHM is used to
represent the nonlinear part of chaotic systems, then a fuzzy hyperbolic controller is
designed. The presented method can also be extended to a wide class of nonlinear sys-
tems.

The rest of the paper is organized as follows: In Sec. 2, the preliminary of the GFHM
is first revisited. In Sec. 3, the GFHM is used to model a chaotic system, and a controller
including a fuzzy controller and a state feedback controller is designed to stabilize the
system. Considering the influence of both approximation error and external disturbance,
fuzzy hyperbolic H∞ control scheme is addressed. In Sec. 4, a simulation example is
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demonstrated the effectiveness of the proposed method. Finally, conclusions are made
in Sec. 5.

2 Preliminaries

In this section we review some necessary preliminaries for the GFHM[10].
Definition 1 : Given a plant with n input variables x = [x1(t), ..., xn(t)]T and one
output variable y(t). we define the generalized input variables as x̄i = xi − dij(j =
1, . . . , ri), m=

∑n
i=1 ri are the numbers of generalized input variables, ri(i = 1, . . . , n)

are the numbers to be transformed about xi, dij are constants where xi are transformed.
We define the fuzzy rule based on the generalized fuzzy hyperbolic rule base if the
following conditions are satisfied:

The fuzzy rules have the following form:

1. IF (x1 − d11) is Fx11 and . . . and (x1 − d1r1) is Fx1r1
and (x2 − d21) is Fx21 and

. . . and (xn − dn1) is Fxn1 and . . . and (xn − dnrn) is Fxnrn
THEN

y = cF11 + · · ·+ cF1r1
+ cF21 + · · ·+ cFn1 + · · ·+ cFnrn

(1)

where Fxij are fuzzy sets of xi−dij , which includePx (Positive) and Nx (Negative)
subsets.

2. The constant cFij (i=1,...,n, j=1,...,ri) in the “THEN” part correspond to Fxziin the
“IF” part, that is, if there is Fxij in the “IF” part, cFij must appear in the “THEN”
part. Otherwise, cFij does not appear in the “THEN” part. Denoting c+Fij

by cPi and

c−Fij
by cNi .

3. There are 2m(m =
∑n

i=1 ri) fuzzy rules for the output variable in the rule base,
that is, all the possible Px and Nx combinations of input variables in the “IF” part
and all the linear combinations of constants in the “THEN” part.

In the FHM, there are two types of fuzzy sets, including Positive (Px) and Negative
(Nx). The membership functions of Px and Nx are defined as :

μPx(xz) = e−
1
2 (xz − kz)

2

, μNx(xz) = e−
1
2 (xz + kz)

2

(2)

where kz > 0. We can see that only two fuzzy sets are used to represent the input vari-
ables. If we transform the input variable xz , the fuzzy sets may cover the whole input
space if w is large enough.

Lemma 1 : For a plant with n input variables and an output variable y(t), if we define the
generalized fuzzy hyperbolic rule base and generalized input variables as definition 1,
and define the membership functions of the generalized input variables Px and Nx as
(2), then we can derive the following model:

y=
m∑
i=1

cPie
kix̄i + cNie

−kix̄i

ekix̄i+e−kix̄i
=

m∑
i=1

ai +
m∑

i=1

bi
ekix̄i − e−kix̄i

ekix̄i + e−kix̄i
= A + BT tanh(Kx̄),

(3)



GFHM Model and Control for Uncertain Chaotic System 55

where ai = cPi
+cNi

2 , bi = cPi
−cNi

2 , A =
m∑

i=1

ai, B = [b1, · · · , bm]T , tanh(Kx̄) is

defined by tanh(Kx̄) = [tanh(k1x1), · · · , tanh(kmxm)]T , K = diag [k1, ..., km]. We
call (3) the generalized fuzzy hyperbolic model (GFHM).

Lemma 2 : For any given real continuous g(x) on the compact set U ⊂ Rn and arbitrary
ε > 0, there exists F (x) ∈ Y such that

sup
x∈U

|g(x)− F (x)| < ε. (4)

From Definition 1, if we set Px and Nx negative to each other, we can obtain a
homogeneous GFHM:

ẋ = BT tanh(Kx̄). (5)

Here, we will model chaotic system and design a fuzzy control scheme based on the
GFHM.

3 Fuzzy Control of the Chaotic System Via GHFM

Consider a nonlinear system in the following form:

ẋ(t) = ψ(x(t)) (6)

where x = (x1, x2, ..., xn) is the state. ψ : Rn → Rn is an unknown smooth nonlinear
mapping. According to Lemma 1, the system (6) can be represented by a GFHM as
follows, which is a kind of global description.

˙̄x(t) =
�

A tanh(Kx̄) + Δf (7)

where x̄ = [x1, x2, · · · , xn, · · · , xm]T ∈ Rm,
�

A ∈ Rm×m is constant matrix. K =
diag [k1, ..., km]. Δf represents the error between the real plant and the model repre-
sented by GFHM.

Assumption 1: there exists a positive definite diagonal matrix Φf to satisfy following
inequality for any x̄(t).

ΔfTΔf ≤ x̄T (t)Φf x̄(t). (8)

In this paper, the idea is to design a controller u(t) which composes of a fuzzy
controller and a state feedback controller such that chaotic systems can be stabilized to
the equilibrium point.

Consider the following chaotic system :

ẋ(t) = f(x(t)) (9)

Suppose that the linear part of the system is known, then the system can be represented
as following

ẋ = Ax + ψ(x) (10)
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where ψ(x) is unknown nonlinear part of the system. A ∈ Rn×n is known constant ma-
trix. According to (7) the nonlinear part of the dynamical system (10) can be expressed
as a fuzzy hyperbolic model in the form :

ψ(x̄) = Ã tanh(Kx̄) + Δf (11)

where Δf is modeling error. Ã ∈ Rm×mis a constant matrix to be estimated.
For system (10), if the controller u(t) is chosen as follows :

u(t) = K1u tanh(Kx̄) + K2ux̄ (12)

where K1u ∈ Rm×m,K2u ∈ Rm×m are undetermined parameters matrices with ap-
propriate dimensions.

Now combining (11) and (12), the system (10) can be expressed as follows:

˙̄x(t) = Λ tanh(Kx̄) + Āx̄ + Δf (13)

where Λ = Ã+K1u , Ā = Â+K2u. Â is the following augmented form of the matrix
A.

ÂT =
[
AT

1 ... AT
n AT

11 ... AT
1r1

... AT
n1 ... AT

nrn

0 ... 0 0 ... 0 ... 0 ... 0

]T

where Ai1...Aij , (j = 1, . . . , ri) are same to Ai, ri(i = 1, . . . , n) is the number of
transformed xi.

Remark 1: The function tanh(Kξ) = [tanh(k1ξ1), · · · , tanh(kmξm)]T always satis-
fies the following condition

0 ≤ tanh(kjξj)
kjξj

≤ δj (14)

For arbitrary ξi �= 0 and some position constant δj > 0, j = 1, 2, ..., n . Let Γ =
diag (δ1, δ2, ..., δn).

By Remark 1 we have

2 tanhT (Kx)x(t) ≤ 2xT (t)KTΓx(t). (15)

Theorem 1: Consider the uncertain chaotic system (10) with a controller of form (12).
Suppose that for a constant Υ > 0, if there exist matrices Q > 0 , Π and Ξ such that
the following LMI holds, then the chaotic system is asymptotic stable.[

Ω Q
Q −ΥI

]
< 0 (16)

where Φ = Φf . Ω = QA + Π + ATQ + ΠT + QÃΓK + ΞΓK + KTΓÃQ +
KTΓΞT + ΥΦ.

Proof: Choose the following Lyapunov functional candidate for system (13)

V (t) = x̄TQx̄, (17)
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we know that when x̄i = 0 , V (t)|t=0 = 0, otherwise V (t) > 0.
.

V (t) =2x̄TQ ˙̄x

=2x̄TQ[Āx̄ + Λ tanh(Kx̄) + Δf(t)]

=2x̄TQĀx̄ + 2x̄TQΛ tanh(Kx̄) + 2x̄TQΔf(t)

=2x̄TQĀx̄ + 2x̄TQΛ tanh(Kx̄) + 2x̄TQΔf(t) + ΥΔfTΔf − ΥΔfTΔf

≤ x̄T (QĀ + ĀTQ + ΥΦ)x̄ + 2x̄TQΛ tanh(Kx̄) + 2x̄TQΔf(t)− ΥΔfTΔf

≤ x̄T (QĀ + ĀTQ + ΥΦ)x̄ + 2x̄TQΛΓKx̄ + 2x̄TQΔf(t)− ΥΔfTΔf

=x̄T (QĀ + ĀTQ + QΛΓK + KTΓΛTQ + ΥΦ)x̄ + 2x̄TQΔf(t)− ΥΔfTΔf

=
[

x̄
Δf

]T[
QĀ + ĀTQ + QΛΓK + KTΓΛTQ + ΥΦ Q

Q −ΥI

] [
x̄
Δf

]
=ηTΣη (18)

where η = [ x̄T ΔfT ]T ,Σ =
[
QĀ + ĀTQ + QΛΓK + KTΓΛTQ + ΥΦ Q

Q −ΥI

]
.

If Σ < 0 , V̇ (t) < 0 for η �= 0. we have[
Ψ Q
Q −ΥI

]
< 0 (19)

where Ψ = Q(Â+K2u)+(Â+K2u)TQ+Q(Ã+K1u)ΓK+KTΓ (Ã+K1u)TQ+ΥΦ.
Denote

Π = QK2u , Ξ = QK1u.

From (19) we have [
Ω Q
Q −ΥI

]
< 0. (20)

Moreover, the control parameter is given by:

K1u = Q−1Ξ
K2u = Q−1Π.

This completes the proof.
Consider an uncontrolled chaotic system in the following form with external distur-

bance :
ẋ(t) = f(x(t)) + ω(t)
z(t) = Cx(t) (21)

where x = (x1, x2, ..., xn) is the state.f ∈: Rn → Rn is a smooth nonlinear function
vector dependent on x(t). ω(t) is a bounded external disturbance vector . z is control
output vector , C is a matrix with compatible dimension. Now the system (21) can be
expressed as follows:

˙̄x(t) = Ã tanh(Kx̄) + Āx̄ + Bω̄(t) + Δf

z̄(t) = C̄x̄(t) (22)

where B and C̄ are matrices with compatible dimension.
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The design of controller is the same to the controller for the chaotic system without
external disturbance.

u(t) = K1u tanh(kx̄) + K2ux̄ (23)

Theorem 2: Consider the system (21) with a controller of form (23). Suppose that for
some constant Υ > 0 and ρ > 0, there exist some matrices Q > 0 , Π and Ξ such that
the following LMI holds, then the chaotic system is asymptotic stable with disturbance
attenuate performance. ⎡⎣ Θ QB Q

BTQ −ΥI 0
Q 0 −ρ2I

⎤⎦ < 0 (24)

where Θ = QÂ + Π + ÂTQ + ΠT + QÃΓK + ΞΓK + KTΓÃTQ + KTΓΞT +
ΥΦ + C̄T C̄.

Consider the system in (24) with the following H∞ performance , for ∀ω(t) =
L2[0,+∞)

J =
∫ ∞

0

[z̄T (t)z̄(t)− ρ2ω̄T (t)ω̄(t)]dt

=
∫ ∞

0

[z̄T (t)z̄(t)− ρ2ω̄T (t)ω̄(t) + V̇ ]dt + V (0)−V (t) |t→∞ (25)

Proof : Choose the following Lyapunov functional candidate for system (24)

V (t) = x̄TQx̄. (26)

Consider V (0) = 0 , we have

J =
∫ ∞

0

[z̄T (t)z̄(t)− ρ2ω̄T (t)ω̄(t)]dt

≤
∫ ∞

0

[x̄T (t)C̄T C̄x̄(t)− ρ2ω̄T (t)ω̄(t) + V̇ ]dt

=
∫ ∞

0

[x̄T (t)C̄T C̄x̄(t)− ρ2ω̄T (t)ω̄(t) + 2x̄TQ[Āx̄ + Λ tanh(Kx̄)

+ Bω̄(t) + Δf(t)]]dt

≤
∫ ∞

0

[x̄T (t)C̄T C̄x̄(t)− ρ2ω̄T (t)ω̄(t) + 2x̄TQĀx̄ + 2x̄TQΛΓx̄ + 2x̄TQBω̄(t)

+ 2x̄TQΔf(t) + ΥΔfTΔf − ΥΔfTΔf ]dt

=
∫ ∞

0

⎡⎣ x̄(t)
Δf
ω̄(t)

⎤⎦T⎡⎣ Θ QB Q
BTQ −ΥI 0
Q 0 −ρ2I

⎤⎦⎡⎣ x̄(t)
Δf
ω̄(t)

⎤⎦ dt (27)

If ⎡⎣ Θ QB Q
BTQ −ΥI 0
Q 0 −ρ2I

⎤⎦ < 0, (28)

then J < 0. Denote
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Π = QK2u , Ξ = QK1u

we have (28) is equality to (24).
Then, the controller parameter is given by:

K1u = Q−1Ξ
K2u = Q−1Π.

This completes the proof.

4 Simulation Study

In this section, we shall present an example to demonstrate the effectiveness and appli-
cability of the proposed method.

Consider the Van der Pol oscillator with parameters as follows [17]:⎡⎣ ẋ1

ẋ2

ẋ3

⎤⎦ =

⎡⎣a m 0
1 −1 −1
0 b −c

⎤⎦⎡⎣x1

x2

x3

⎤⎦ + ψ(x)

where a = 35, b = 300, c = 0.3,m = 100,the system has two chaotic attractors.
Suppose that we have the following fuzzy rule base:

R1: IF x1 is Px10 and x2 is Px20 and (x1 − 1) is Px11 and (x1 + 1) is Px12

Then ẋ1 − Âx1 = cx1 + cx2 + cx11 + cx12

R2: IF x1 is Px10 and x2 is Px20 and (x1 − 1) is Px11 and (x1 + 1) is Nx12

Then ẋ1 − Âx1 = cx1 + cx2 + cx11 − cx12

R3: IF x1 is Px10 and x2 is Px20 and (x1 − 1) is Nx11 and (x1 + 1) is Nx12

Then ẋ1 − Âx1 = cx1 + cx2 − cx11 − cx12

. . . . . . ..
R25: IF x1 is Nx10 and x2 is Nx20 and (x1 − 1) is Nx11 and (x1 + 1) is Nx12

Then ẋ1 − Âx1 = −cx1 − cx2 − cx11 − cx12

where

Â =

⎡⎢⎢⎢⎢⎣
a m 0 0 0
1 −1 −1 0 0
0 b −c 0 0
a m 0 0 0
a m 0 0 0

⎤⎥⎥⎥⎥⎦ .

Here, we choose membership functions of Pxi and Nxi as follows:

μPx(xz) = e−
1
2 (xz − kz)

2

, μNx(xz) = e−
1
2 (xz + kz)

2

GFHM can be seen as a neural network model, so we can learn the model parameters
by back-propagation (BP) algorithm. According to Lemma 1 the dynamical nonlinear
part of system can be expressed as a fuzzy hyperbolic model in the form

ψ(x̄) = − 99.914 tanh(2.683× (x1 − 1))− 99.914 tanh(2.683× (x1 + 1)) + Δf

Φf = 0.1I, Γ = diag (1,1,1,1,1). Under the ( 0.3, - 0.029329 , - 0.59) initial con-
dition, using Matlab LMI Control Toolbox to solve the LMI (16), we can obtain the
solution as follows:
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Q =

⎡⎢⎢⎢⎢⎣
1.29 - 0.01 - 0.21 0 0

- 0.01 1.40 0 0 0
- 0.21 0 0.75 0 0

0 0 0 1.40 0
0 0 0 0 1.40

⎤⎥⎥⎥⎥⎦

K1u =

⎡⎢⎢⎢⎢⎣
- 35.16 - 48.31 2.21 9.54 9.54
- 22.90 0.56 - 69.4 - 0.08 - 0.08
- 5.06 - 143.3 0.48 - 0.01 - 0.01
8.87 - 0.07 −1.45 - 0.34 0.03
8.87 - 0.07 −1.45 0.03 - 0.34

⎤⎥⎥⎥⎥⎦K2u =

⎡⎢⎢⎢⎢⎣
- 7.03 - 9.66 0.44 1.90 1.90
- 4.58 0.11 - 13.8 - 0.01 - 0.01
- 1.01 - 28.67 0.09 0 0
1.77 - 0.01 −0.29 - 0.06 - 0.06
1.77 - 0.01 −0.29 - 0.06 - 0.06

⎤⎥⎥⎥⎥⎦
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0.15
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x2

Fig. 1. The phase figure of x1 and x2 based on GFHM
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Fig. 2. The state figure of x1

0 2 4 6 8 10
−0.04

−0.02

0

0.02

0.04

0.06

time (sec)

x 2
(t)

Fig. 3. The state figure of x2
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Fig. 4. The state figure of x3

5 Conclusions

In this paper, we propose the fuzzy hyperbolic control scheme for uncertain nonlin-
ear chaotic systems. The design procedure of the controller is in terms of linear matrix
inequalities. The designed controller achieves closed-loop asymptotic stability. More-
over, considering the influence of both approximation error and external disturbance,
fuzzy hyperbolic H∞ control scheme is addressed too. Simulation example is provided
to illustrate the design procedure of the proposed method.
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Abstract. In context-aware systems, one of the main challenges is how to 
tackle context uncertainty well, since perceived context always yields 
uncertainty and ambiguity with consequential effect on the performance of 
context-aware systems. We argue that uncertainty is mainly generated by two 
sources. One is sensor’s inherent inaccuracy and unreliability. The other source 
is deduction process from low-level context to high-level context. Decision tree 
is an appropriate candidate for reasoning. Its distinct merit is that once a 
decision tree has been constructed, it is simple to convert it into a set of human-
understandable rules. So human can easily improve these rules. However, one 
inherent disadvantage of decision tree is that the use of crisp points makes the 
decision trees sensitive to noise. To overcome this problem, we propose an 
alternative method, fuzzy decision tree, based on fuzzy set theory. 

1   Introduction 

Since first been proposed by Weiser in the early 1990s, ubiquitous computing has 
been one of the predominant trends in computing over last ten years. In a ubiquitous 
computing environment, computers will be everywhere around us without our 
awareness. In other words, computers will have moved into background.  

Usually, ubiquitous system makes intelligent decisions by analyzing context 
information. Context refers to any information that can be used to characterize the 
situation of an entity. Here, an entity is a person, place, or object that is considered 
relevant to the interaction between a user and an application, including the user and 
application themselves [1]. 

Context is characterized at different levels of abstraction: low-level and high-level. 
Low-level context (such as temperature, light, voice level) is gathered directly from 
physical sensors. While high-level context is abstract and inferred from low-level 
context. For example, User’s activity is a kind of high-level context. It can be inferred 
through some low-level context.  

Context is important for system to sense, in turn, think and act. However, one 
potential problem for context is that it is uncertain. The ability to handle context 
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uncertainty has become one of the main challenges in context-aware computing [2] 
[3] [4] [5]. 

Context uncertainty comes from many sources. Firstly, sensors are usually not 
fully reliable. For instance, a motion detector may not be able to detect people in one 
hundred percent of cases. On the other hand, some sensors may be more prone to 
cause false alarms, e.g., a face detector claims it has recognized a particular person 
while it has not [6]. Inherent inaccuracy and unreliability of many sensors makes low-
level context uncertain. High-level context uncertainty comes from deduction process 
itself. Any deduction (inferring) process is uncertain.  

Some methods have been proposed to deal with high-level context uncertainty. 
Bayesian networks is supposed to handle this problem well [6], [7], especially when 
there are causal relationships between various events. Also, probabilistic logic and 
fuzzy logic are used to handle uncertainty in [7]. Above methods can solve 
uncertainty to some extent. However, we argue that all of them are not perfect. The 
main function of ubiquitous system is to read users’ mind and provide appropriate 
service to them. One distinct requirement is that user need to understand system’s 
reasoning process so that if system acts unreasonably, user can correct it. Another 
requirement is reasoning algorithm should be powerful enough so that it still can work 
well in some complicated cases.   

All of the above methods cannot fully meet the two requirements. As for Bayesian 
networks, although its reasoning ability is powerful, it cannot be easily converted into 
rules. As for probabilistic and fuzzy logic, their reasoning process is expressed by a 
set of rules. However, it is hard for users to make rules for complicated situations. 
Decision tree seems to be an appropriate choice. It can be simply to convert into a set 
of rules. Also, it works well even in some complicated cases. However, one inherent 
disadvantage is the use of crisp cut points makes the induced decision tree sensitive to 
noise. To overcome this problem, we propose an alternative method, called fuzzy 
decision tree, based on fuzzy set theory. This method has been successfully applied to 
an industrial problem to monitor a typical machining process. 

2   High-Level Context Reasoning 

High-level context is derived through low-level context fusion, aggregation or 
generalization. The advantage of high-level context is that it provides more explicit 
and useful result for application, which is always implicit from the point of low-level 
context. High-level context is more effective when predicting user’s need and 
delivering appropriate service to user. In a smart office scenario, “five persons in 
room now” and “projector is working” are low-level context. And from them, we may 
deduce a high-level context—“they are having meeting now”.  

Many machine learning techniques are able to achieve this kind of reasoning task. 
Such as decision tree, neural network, Bayesian networks. Here, we choose decision 
tree, not for its more powerful reasoning ability than others, but for its result is easily 
transformed to rules. This is important because users can directly see the rules and 
they also can change the rules if these deduced rules are explicitly unreasonable. 
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However, if we select neural network or Bayesian networks, the results are not 
readable. Sometimes the system’s prediction will confuse us and the worst thing is 
that we have no any idea why system does like this and how to solve it.  

To clearly illustrate our method, we devise a scenario. In this scenario, the 
ubiquitous computing environment is a smart office. The low-level context includes: 
time, temperature, humidity, light and so on, which could be directly got from 
sensors. The high-level context is “deducing whether or not some specified devices 
should be automated selected and work”. To easily understand this scenario, the 
devices here are only referred to heater and humidifier.  

Although decision tree learning is able to generate readable results, before using it, 
we should know whether it is suitable to solve the problem in our scenario. Actually, 
decision tree learning is generally best suited to problems with the following 
characteristics [8]:  

1) Instances are represented by attribute-value pairs.  
2) Instances are described by a fixed set of attributes (e.g., temperature) and their 

values (e.g., hot).  
3) The easiest situation for decision tree learning occurs when each attribute takes 

on a small number of disjoint possible values (e.g., hot, mild, cold).  
4) Extensions to the basic algorithm allow handling real-valued attributes as well 

(e.g., a floating point temperature).  
5) The target function has discrete output values. A decision tree assigns a 

classification to each example. Simplest case exists when there are only two 
possible classes (Boolean classification). Decision tree methods can also be easily 
extended to learning functions with more than two possible output values.  

6) A more substantial extension allows learning target functions with real-valued 
outputs, although the application of decision trees in this setting is less common.  

7) The training data may contain errors. Decision tree learning methods are robust to 
errors - both errors in classifications of the training examples and errors in the 
attribute values that describe these examples.  

8) The training data may contain missing attribute values. Decision tree methods can 
be used even when some training examples have unknown values (e.g., humidity 
is known for only a fraction of the examples).  

When we use decision tree method in our devised scenario, the input might include 
time, temperature, light, humidity or other more context information that can be 
acquired directly from sensors, and the output is Boolean functions, which is the 
result whether user will operate on some devices (heater, humidifier).  

Here, we just use classical decision tree method, so we should transform real-
valued attributes to disjoint values. Our experiment data is shown in Table 1. In that 
table “on” means user turns on the device and “off” means user turns off that 
device. We have mentioned that the attribute value form should be changed from 
real to disjoint. The method that transform context from real-valued to disjoint 
values is shown in Table 2.  In the next table (Table 3), we show the transformed 
training data. 
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Table 1. Training data for decision tree 

Low-level context High-level context 

Time Temp Humidity Light Others Heater Humidifier Others 

9:00 25 0.2 50 off on 

9:05 26 0.3 51 off off 

9:10 27 0.4 52 on on 

9:15 28 0.5 53 on off 

9:20 27 0.6 53 off off 

9:25 27 0.5 52 off on 

9:30 26 0.4 50 off on 

9:35 22 0.3 48 on on 

9:40 23 0.2 49 on on 

9:45 22 0.2 50 on off 

9:50 21 0.3 48 off off 

9:55 19 0.3 49 off on 

10:00 18 0.5 48 on off 

10:05 17 0.6 47 

 

on off 

 

Table 2. Real value to disjoint value transformation 

Temp Humidity Light  

14 ≤ T<20 0.2 ≤ H<0.4 30 ≤ L<45 Low 

20 ≤ T<25 0.4 ≤ H<0.5 45 ≤ L<60 Middle 

25 ≤ T ≤ 28 0.5 ≤ H ≤ 0.6 60 ≤ L ≤ 75 High 

After we get Table 3 by applying the crisp cut model, we apply decision tree on 
that data. The first step in building a decision tree is finding the root node. For this 
purpose, the information gain for each low-level context must be calculated. In the 
following calculation, S refers to the whole set of training data and the base of the 
logarithm is 2. The formulas for the calculation of entropy and information gain for 
“heater” are shown in equation 1 and equation 2 as follows: 

off offon on

heater heater heater heater

m mm m
E(h)= - log - log

m m m m
 

Where,  

onm   is number of tuples, in which Heater= “on” 

offm  is number of tuples, in which Heater= “off”  

heaterm = onm + offm  

(1) 
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Table 3. Transformed training data for decision tree 

Low-level context High-level context 

Time Temp Humidity Light Others Heater Humidifier Others 

9:00 Mid Low Mid off on 

9:05 High Low Mid off off 

9:10 High Mid Mid on on 

9:15 High High Mid on off 

9:20 High High Mid off off 

9:25 High High Mid off on 

9:30 High Mid Mid off on 

9:35 Mid Low Mid on on 

9:40 Mid Low Mid on on 

9:45 Mid Low Mid on off 

9:50 Mid Low Mid off off 

9:55 Low Low Mid off on 

10:00 Low High Mid on off 

10:05 Low High Mid 

 

on off 

 
 

 

( , ) ( ) ( , ) ( , ) ( , )yx z

lcm lcm lcm

mm m
G h lc E h E h lc x E h lc y E h lc z

m m m
= − = − = − =  

Where, 

xm  is number of tuples, in which low-level context lcm=x 

ym  is number of tuples, in which low-level context lcm=y 

zm  is number of tuples, in which low-level context lcm=z 

    mlcm=mx+my+mz 

(2) 

Therefore, the entropy of the whole set and the information gain for Temp can be 
calculated as follows: 

6 6 8 8
E(h)= - log - log = 0.985

14 14 14 14
 

( , ) ( ) ( , ) ( , ) ( , )high mid low

Temp Temp Temp

m m m
G h temp E h E h T high E h T mid E h T low

m m m
= − = − = − =  

6 5 3
0.985 ( , ) ( , ) ( , )

14 14 14
E h T high E h T mid E h low= − = − = − =  

2 2 4 4
G(h,T)= 0.048 = - log - log = 0.918

6 6 6 6
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3 3 2 2
E(h,T = mid)= - log - log = 0.971

5 5 5 5
 

2 2 1 1
E(h,T = low)= - log - log = 0.918

3 3 3 3
 

Therefore,  
G(h,T)= 0.048   

Accordingly, the formulas for the calculation of entropy and information gain for 
“humidifier” are as follows: 

( ) log logoff offon on

humi humi humi humi

m mm m
E hu

m m m m
= − −  (3) 

( , ) ( ) ( , ) ( , ) ( , )yx z

lc lc lc

mm m
G hu lc E hu E hu lc x E hu lc y E hu lc z

m m m
= − = − = − =  (4) 

Using the formulas in equation 3 and equation 4 above, the information gain of 
each low-level context could be calculated. Then, the context with highest 
information gain would be selected as root node of decision tree.  

3   Fuzzy Logic and Fuzzy Decision Tree 

Using decision tree method, we could deduce the high-level context. However, still 

one main problem exists. For example, if the temperature is 14 o C  or 20 o C , using 
the method shown in Table 2, both of them belong to “Low” category. However, the 

“Low degree” of 14 and 20 are same? Also 19 o C  and 20 o C belong to different 
category based on Table 2, so the deduction result might be totally different. The 
difference between 19 and 20 is only 1. From this example, it is easily to see the 
method in table 2 is unreasonable.  

The main reason is crisp cut points are used in classical decision trees. In fact, crisp 
cut model does not match human thing and is not reasonable. This makes decision 
trees sensitive to noise. To overcome this problem, we incorporate fuzzy theory in 
decision trees. Instead of crisp boundaries between categories, fuzzy logic introduces 
a membership function, which reflects how well a given value falls into a category. 
For example, we can define membership for Temperature as follows: 

In Figure1, 0 represents complete non-membership and 1 represents complete 
membership, while other values representing the degree of membership, or the degree 
to which the low-context is represented by the linguistic indicator, such as “high”, 
“middle” and “low”. 
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Fig. 1. Membership function for temperature 

Using the example partitions shown in Figure 1, the temperature 20 o C  would be 
discretised into the categorical value ‘middle’ with the membership value 0.5, and the 

temperature 22 o C  would be discretised into the same categorical value but with the 

membership value 1. Consequently, even though the two temperatures 20 o C  and 

22 o C have the same categorical value ‘middle’, they have different membership values. 
Also, other low-level context can be defined using the same method like Figure 1. 

After all the low-level context have their own membership functions, a corresponding 
high-level context’s membership functions can be derived using the following 
formulas: 

1 2 3...hc lc lc lc lcnmf mf mf mf mf=  

Where,  

hcmf  refers to membership function of high-level context 

lcnmf  refers to membership function of low-level context to a given category 

(5) 

For example, if we only consider three low-level context: Temperature, Light, 
Humidity.  

Temperature is middle with membership 0.8 
Humidity is low with membership 0.7 
Light is middle with membership 0.6 
Then, the corresponding high-level context membership is  

hcmf = 0.8* 0.7* 0.6 = 0.336  

For illustration, we use the following context information given in Table 4 below. 
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Table 4. Transformed training data for fuzzy decision tree 

Low-level context High-level context 

Item Temp Humi Light Others Humidifie
r 

Membership 

1 Mid Low Mid on 0.5 
2 High Low Mid on 0.3 
3 High Mid Mid on 0.55 

4 High High Mid off 0.4 
5 High High Mid off 0.3 
6 High High Mid on 0.2 
7 High Mid Mid off 0.25 
8 Mid Low Mid on 0.45 
9 Mid Low Mid on 0.6 
10 Mid Low Mid on 0.6 
11 Mid Low Mid off 0.5 
12 Low Low Mid on 0.7 
13 Low High Mid off 0.45 
14 Low High Mid 

 

off 0.5 

The first step in building a fuzzy decision tree is also finding the root node. So the 
information gain for each low-level context must be calculated. The formulas for the 
calculation of entropy and information gain are essential the same as those for 
building a conventional decision tree. However, in the case of fuzzy decision tree, the 
membership values of the high-level context should be used in the calculation. The 
corresponding formulas for the entropy and information gain G are as follows in 
equation 6 and equation 7. Here the high-context is humidifier operation prediction. 

off offon on

hu hu hu hu

m mm m
E(hu)= - log - - log

m m m m
 

Where, 

onm = humidifiermf (on)  sum of all membership values for humidifier=on 

offm = ( )humidifiermf off  sum of all membership values for 

humidifier=off 

hu on offm m m= +  

(6) 

( , ) ( ) ( , ) ( , ) ( , )yx z

lc lc lc

mfmf mf
G hu lc E hu E hu A x E hu A y E hu A z

m m m
= − − = − = − =  

 
 

(7) 
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Where 

xmf  sum of all membership values for A=x 

ymf  sum of all membership values for A=y 

zmf  sum of all membership values for A=z 

mlcm=mfx+mfy+mfz 

Therefore, the entropy of the whole training set and the information gain for 
Humidity can be calculated as given below. In the case of attributes Light, 
Temperature, information gains calculation is same with Humidity. 

onm =0.5+0.3+0.55+0.2+0.45+0.6+0.6+0.7=3.9 

offm =0.4+0.3+0.25+0.5+0.45+0.5=2.4 

3.9 3.9 2.4 2.4
E(hu)= - log - log = 0.96

6.3 6.3 6.3 6.3
 

1.65 1.65 0.2 0.2
E(hu,hu = high)= - log - log = 0.49

1.85 1.85 1.85 1.85
 

0.55 0.55 0.25 0.25
E(hu,hu = middle)= - log - log = 0.90

0.8 0.8 0.8 0.8
 

3.15 3.15 0.5 0.5
E(hu,hu = low)= - log - log = 0.58

3.65 3.65 3.65 3.65
  

1.85 0.8 3.65
( , ) ( ) ( , ) ( , ) ( , )

6.3 6.3 6.3
G hu hu E hu E hu hu high E hu hu mid E hu hu low= − − = − = − =     

=0.96-0.14-0.11-0.34 
=0.37 

Then, the context with highest information gain would be selected as root node of 
fuzzy decision tree. After the root node is found, we can use the similar way to find 
the other leaf nodes. 

4   Conclusions 

In this paper, firstly, we discuss the main sources of context uncertainty. In addition to 
sensor’s inherent inaccuracy and unreliability, high-level context reasoning is also a 
main source of uncertainty. Furthermore, we propose to use fuzzy decision tree based 
algorithm to reason high-level context. Fuzzy decision tree is the extension of 
classical decision tree by incorporating fuzzy set based approach.   

There are two main merits to use this approach. First, uncertainty is reduced so that 
system reliability is improved. What’s more, fuzzy decision tree can be easily 
converted into human readable rules, which makes it possible for users understand 
system response and improve system performance by directly changing those rules.  
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Abstract. Based on integrating the property of sliding mode control (SMC) 
with the thought of variable universe in adaptive fuzzy control, a design method 
of variable universe adaptive fuzzy sliding mode control (FSMC) is proposed. 
There are two sets of control rule bases. The first set is utilized to approach the 
equivalent control of SMC. By adjusting the universes of input variables and 
the membership fuzzy controller of conclusion part in rules on-line, a variable 
universe adaptive fuzzy control is developed to estimate the equivalent control 
of SMC control system. The derived adaptive law is applied to adjust the rule 
parameter for changing the control rules to meet system dynamic. Another set is 
used to attenuate the switching control of SMC in the sense of heuristic, which 
ensure the requirement of system stability. Four heuristic control rules are 
employed to smooth the control law based on the concepts of SMC. We apply 
the control method to the missile electro-hydraulic servo mechanism. 
Simulation results verify the validity of the proposed approach. 

1   Introduction 

Variable structure systems with a sliding mode have been widely developed in recent 
years [1-3]. The salient advantage of sliding mode control (SMC) derives from the 
property of robustness to structured and unstructured uncertainties once the system 
enters the sliding mode. However, system robustness is not assured until the sliding 
mode is reached. The main drawback of SMC is chattering phenomenon which can 
excite undesirable high-frequency dynamics [4]. Fuzzy control using linguistic 
information possesses several advantages such as model-free, robustness, universal 
approximation theorem and rule-based algorithm. However, the huge amount of fuzzy 
rules for high-order systems makes the analysis complex [5]. Therefore, some 
researchers proposed fuzzy sliding mode controllers (FSMC), which integrated fuzzy 
set theory and SMC into controller design to acquire stability and consistent 
performance [6]. To guarantee the stability of FSMC, Kim and Lee [7] used some 
fuzzy control rules to construct the switching control under the assumption that the 
equivalent control has already exist. The method has the problem that is difficult to 
guarantee the stability of fuzzy control system as well as to obtain a suitable 
equivalent control if the nominal mathematics model is unknown in advance.  

To overcome the problem, a method of variable universe adaptive FSMC is 
proposed in this paper. Firstly a variable universe adaptive fuzzy control [8] is  
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developed to approximate the equivalent control. Based on the conventional SMC, a 
variable universe adaptive fuzzy control is introduced.  It has the ability of adjusting 
the universes of input variables and the membership fuzzy controller of conclusion 
part in rules on-line.  Then the switching control is appended to guarantee the stability 
of the proposed FSMC. Moreover, a set of heuristic control rules is constructed to 
attenuate the chattering phenomenon of the switching control signal. In this paper, we 
apply the control method to the missile electro-hydraulic servo mechanism. 
Simulation results show the advantages of the proposed approach. 

2   Problem Statement 

Consider a class of uncertain SISO nonlinear system  

( ) ( ) ( ) ( )nx f g u d= + +X X X  . (1) 

where state vector ( 1)( , , , )n T nx x x R−= ∈X , Rx ∈ ; Ru ∈  is the control input; ( )f X  
is an unknown nonlinear continuous function whose upper bound is known as 

max( )f f≤X ; ( )g X  is an unknown gain function with lower bound lg ; ( )d X  is an 
unknown disturbance whose upper bound is known as ( ) ( )d D≤X X . It is also 
assumed that rx  is the desired trajectory, and Rxr ∈  has up to the nth derivative. The 
objective is to let the state vector X  track rX , where ( 1)( , , , )n T n

r r r rx x x R−= ∈X . 
Let us define the tracking error 1 re x x= − , and the error vector 

( 1) ( 1)
1 2( , , , ) ( , , , )T n n T n

n r r re e e x x x x x x R− −= = − − − ∈e  . (2) 

Thus, (1) can be rewritten as 

1 2

1
( )( ) ( ) ( )

n n
n

n r

e e

e e

e f g u d x
−

=

=
= − − − +X X X

 . (3) 

The sliding surface is 

1

1

( ) 0
n

i i n
i

s c e e
−

=

= + =e  . (4) 

where 0>ic  are constants. In the design of SMC, an equivalent control is first given 
so that the states can stay on sliding surface [2]. The equivalent control can be 
obtained by letting )(es and d equal to zero. That is 

1
( )

1
1

1
( ( ) )

( )

n
n

eq i i r
i

u c e f x
g

−

+
=

= − +X
X

 . (5) 

The coefficient 0>ic  can be properly chosen such that all the roots of (4) are in 
the open left-half of the complex plane. That is, if the state trajectory can be forced to 
slide on sliding surface, a stable equivalent control system is achieved. Based on the 
principle of SMC, the control law consists of the following two parts. One is the 
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sliding mode equivalent control equ . Another is the switching control hu  that drives 
the states toward the sliding surface.  

According to (3), (5), so the control law is taken as 

eq hu u u= +  . (6) 

where   1

1
sgn( )

( )hu K s
g

=
X 1K D η= + ,        

1, 0

sgn( ) 0, 0

1, 0

s

s s

s

>
= =

− <
 

From the analysis above, we get 0ss sη≤ − < , where 0η > .  So under the control 

law (6), the sliding surface exists and is reachable. However, since the functions 
( )f X  and ( )g X  are uncertain, the accurate equivalent control equ  is difficult to 

reach. Here, the variable universe adaptive fuzzy control is employed to 
approximate equ . So the control law consists of the following two parts. One is the 

estimated equivalent control ˆequ  that is constructed by an adaptive mechanism. The 

function of this term is to force the system state to slide on the sliding surface. 
Another is the switching control hu  that drives the states toward the sliding surface. 

Thus, the control law can be represented as 

ˆeq hu u u= +  . (7) 

3   Design of the Adaptive FSMC 

3.1   Structure of Variable Universe Adaptive Fuzzy Control 

Let [ , ]i i iX E E= − 1, 2, ,i n= be the universe of input variable ix 1, 2, ,i n= , 
1, 2, ,j m= , and [ , ]Y U U= −  be the universe of output y .  
{ }i ijAψ = 1 j m≤ ≤ defines a fuzzy partition on iX 1, 2, ,i n= and 
{ }i jBΦ = 1 j m≤ ≤ stands for a fuzzy partition on Y .  iψ  and iΦ  are regarded as 

linguistic variables so that a group of fuzzy inference rules is formed as follows: 

if 1x is 1 jA and 2x is 2 jA , ,and nx is njA then y is jB  ( 1, 2, ,j m= ). (8) 

Let ijx be the peak points of ijA , and jy be the peak points of jB  ( 1, 2, ,i n= ). By 
using the results in [9], the fuzzy logic system (i.e. a fuzzy controller) based on (8) 
can be represented as an n-ary piecewise interpolation function y  

1 2
1 1

( , , , ) ( )
nm

n ij i j
j i

y x x x A x y
= =

= ∏  . (9) 

The so-called variable universe means that some universes, such as iX andY , can 
change with changing variables ix and y , denoted by 

( ) [ ( ) , ( ) ]

( ) [ ( ) , ( ) ]
i i i i i i i iX x x E x E

Y y y U y U

α α
β β

= −
= −

 . (10) 
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where ( )i ixα ( 1,2, ,i n= )and ( )yβ are contraction-expansion factors of the universe

iX and Y . In general, a practical contraction-expansion factor is given as follows: 
2( ) 1 exp( )x kxα λ= − − (0,1)λ ∈ 0k >  . (11) 

By means of the conclusions in [9], a variable universe adaptive fuzzy controller 
based on (10) can be represented by n-ary piecewise dynamic interpolation function: 

1 1

( )
( ( )) ( ( ( ))) ( )

( ( ))

nm
i

ij j
j i i i

x t
y x t y x t A y

x t
β

α= =

= ∏  . (12) 

where 1 2( ) ( ( ), ( ), , ( ))T
nx t x t x t x t= . It is obvious that ( )xα , ( )yβ  affect the dynamic 

function of system. So how to determine a contraction-expansion factor ( )yβ is an 
important problem. In the paper it is acquired by adaptive law. In order to design the 
adaptive law of ( )tβ , we introduce fuzzy basic function denoted by jw  : 

1

( )
( ) ( )

( ( ))

n
i

j ij
i i i

x t
w x A

x tα=

= ∏  . (13) 

Then (12) can be simplified into 

1

( ( )) ( ) ( )
m

j j
j

y x t y w x yβ
=

=
1 1

( )( ( ) ) ( )
m m

j j j j
j j

w x y y w x pβ
= =

= ⋅ =  . (14) 

where ( )jp x  is modified by contraction-expansion factor ( )xα , and β  is modified 
by jp  through adaptive law.  

3.2   The Equivalent Control 

In this section, we first construct the FSMC, and then show how to develop an 
adaptive FSMC controller for obtaining the equivalent control through rules 
adaptation. Then, we construct the switching control to guarantee system's stability. In 
this paper, the variable universe adaptive fuzzy control is employed to approximate 
the equivalent control. The input variables used in FSMC are integrated into two 
variables ( s and s ) [10,11]so that the number of control rules could be minimized 
than those that use state variables. The jth fuzzy rule is constructed as 

Rj : if s is 1
jA and s is 2

jA then ˆeq ju p= 1,2, ,j N= . (15) 

where 1
jA  and 2

jA  represent the fuzzy set of input variables s  and s . The rule 
parameters jp  are on-line adjusted. The output of the adaptive fuzzy controller is 

Tˆ ( , )equ s s= W P  . (16) 

where   T
1( , ) [ ( , ), , ( , )]Ns s w s s w s s=W ,

2

1

( )
( , ) ( )

( )
i

j ij
i i i

s t
w s s A

s tα=

= ∏ , T
1[ , , ]Np p=P  

The main task of this section is to derive an adaptive law to adjust the rule 
parameter vector P  such that the estimated equivalent control  ˆequ  can be optimally 

approximated to the equivalent control of the SMC. Suppose there exists the optimal 
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parameter vector * * * * T
1 2[ , , , ]Np p p=P such that ˆequ  has minimum approximation 

error *( , ) ( , ) ( , )eq eqs s u s s u s sε = − . Thus,  

* T *( , ) ( , ) ( , )( )eq equ s s u s s s s− = −W P P  . (17) 

Define a Lyapunov function candidate: 
2 T(1/ 2) (1/ 2 ) ( )V s r g= + X P P  . (18) 

where *= −P P P  and r is a positive constant. Differentiating (18), we can have 

T(1/ ) ( )V ss r g= + X P P  . (19) 

Differentiating (4) and substituting (7) into (19), then 

T
1 2 2 3

1
ˆ{ ( ) ( )[ ] } ( )d eq hV s c e c e x f g u u d g

r
= + + − − + + +X X X P P  . (20) 

Since (5), (20) can be written as  

T1
ˆ[ ( )( )] ( )eq eq hV s g u u u g

r
= − − + +X X P P  . (21) 

Substituting (17) into (21), then 

 

T T * T * T

T T

1
{ ( )[ ( , ) ( , ) ( , ) ]} ( )

1
{ ( )[ ( , ) ]} ( ) ( , ) ( )

eq h

h

V s g s s s s s s u u g
r

s g s s u sg s s g
r

ε

= − − + − + +

   = − + − +

X W P W P W P X P P

X X W P X P P

. 

(22) 

Choosing the adaptive law  

( , )rs s s=P W  . (23) 

Since (23), (22) becomes 

( ) ( , ) ( ) 0hV g s s s g suε= − − ≤X X  . (24) 

hu  has the same sign as s  ( refer to (27) ).  So In order to complete the adaptive 
FSMC controller design, the switching control is taken into account to ensure state 
trajectory moves toward the sliding surface as well as to guarantee the stability of the 
control system. Achieving this goal, a Lyapunov function candidate is given as 

20.5V s=  . (25) 

Then differentiate V  with respect to time. Substituting (4) and (7) into (25) 

1 2 2 3 ˆ{ ( ) ( )[ ] }d eq hV s c e c e x f g u u d= + + − − + +X X

1 2 2 3 ˆ{ ( ) ( ) } ( )d eq hs c e c e x f g u d sg u≤ + + + + + −X X X  . 
(26) 

 



78 Y. Liu et al. 

Choosing the switching control 

sgn( )hu s K=  . (27) 

where 1
1 2 2 3 max ˆ( )l d eqK g c e c e x f D u−= + + + + + . Thus, 0V ≤  . i.e., the switching 

control actually achieves a stable FSMC system. 

3.3   The FSMC Law 

From (27) it can be seen that the undesirable control input chattering is caused by the 
discontinuous sign term sgn( )s . The switching control law hu  which guarantees the 
reachability and existence of the sliding mode is proportional to the uncertainty bound 
including maxf and D .  However, the exact value of the parameter variations and the 
external load disturbance are difficult to know in advance for practical applications. 
Therefore, usually a conservative control law with large control gain K is selected. 
However, it will cause a large amount of chattering phenomenon, which causes high-
frequency unmodelled dynamics [12, 13].  

Therefore, a fuzzy control law is proposed here, in which a fuzzy inference 
mechanism is used to facilitate switching control adjustment for minimizing the 
chattering.  The input of the fuzzy controller is s , and the output is fu to replace the 
discontinuous sliding switching control hu . The following rule base is proposed: 

(1) if s  is positive large (PL) , then fu  is negative large(NL);  (2)if s  is positive 
small(PS), then fu  is negative small (NS);  (3) if s  is negative large(NL), then fu  is 
positive large(PL); (4)if s  is negative small(NS), then fu  is positive small(PS). 

Choosing sigmoidal membership functions for s and singletons for fu , we have 

_ PL tanh( )s
s

sμ
σ

= , s_PS _ PL1 sμ μ= − , _ NL tanh( )s
s

sμ
σ

= − , _ NS _ NL1s sμ μ= −  . (28) 

_ NL

1

0f

f m
u

f m

u

u

γ
μ

γ
= −

=
≠ −

,
_ PL

1

0f

f m
u

f m

u

u

γ
μ

γ
=

=
≠

,  

_ NS _ PS

1 0

0 0f f

f
u u

f

u
μ μ

μ
=

= =
≠

 . 

(29) 

and using rules (1)-(4), we obtain 

_ PL _ PS

_ PL _ PS
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_ NL _ NS

( ) 0
0

( ) 0
0

s m s
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s s
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⋅ − + ⋅
>

+
=

⋅ + ⋅
<

+

 . (30) 

In summary, the fuzzy control fu  can be written as follows: 

tanh( / )f m su sγ σ= −  . (31) 
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where m Kγ = , sσ is a designed parameter. 
As discussed above, a variable universe adaptive FSMC has been developed to 

estimate the equivalent control of SMC system. The adaptive law is applied to adjust 
the rule parameter vector P . In addition, the switching control has also been derived 
to ensure the requirement of system stability. Finally, four constructed heuristic 
control rules are employed to smooth the control law based on the concepts of SMC. 

4   Simulation Results and Discussion 

To assess the proposed variable universe adaptive FSMC that developed in this paper, 
a simulation example is applied. We apply the method to a kind of missile electro-
hydraulic servo mechanism, which is a typical electro-hydraulic position servo system 
[14]. Fig.1 shows a structure diagram of missile electro-hydraulic servo mechanism.  

guidance  
    & 
 control 
   unit

  digital 

controller

 current 

amplifier

 electro-
hydraulic 

servo valve
actuator nozzle

potentiometer

cδ δ

 

Fig. 1. Structure diagram of missile electro-hydraulic servo mechanism 

The closed loop of control system is composed of a digital controller [15], a 
current amplifier, an electro-hydraulic servo valve, an actuator, and a potentiometer. 
The objective of the control is to generate the input current such that the angular 
position of the nozzle is regulated to the desired position.  The piston position of the 
actuator is controlled as follows: Once the voltage input corresponding to the position 
input cδ is transmitted to the digital controller, the input current is generated in 

proportion to the error between the voltage input and the voltage output from the 
potentiometer. Then the valve spool position is controlled according to the input 
current applied to the torque motor of the servo valve. Depending on the spool 
position and the load conditions of the piston, the rate as well as the direction of the 
flows supplied to each cylinder chamber is determined. The motion of the piston then 
is controlled by these flows, and then swing angle δ  of the nozzle is achieved. At the 
same time, the piston is influenced by an external disturbance generated from the 

nozzle. Choose system state: 1 2 3[ ] [ ]T Tx x x δ δ δ= =X , the whole system 

dynamics model is given by the following derivation equations  

1 2

2 3

3 ( )

x x

x x

x f gu d

=
=

= + −X

 . (32) 



80 Y. Liu et al. 

where

  

1
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2
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IV
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4
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T

BAR
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4 1ce

T

BK dM
d M

IV I dt
= + ⋅  

where uiK servo amplifier gain, VK  servo valve gain, LP load pressure, QK
valve flow gain; A pressure area in the actuator, R effective torque arm of the 
linkage, TV effective system oil volume, ce e cK C K= +  ( eC leakage coefficient of 
cylinder, cK valve pressure gain), B oil effective bulk modulus, n coefficient 
of viscous friction, I moment of inertia, M load torque, Kδ coefficient of 
position torque, u input voltage,δ swing angle of the nozzle. 

In the SMC design we usually assume 0i i ia a a= + Δ  ( 1,2,3i = ), 0g g g= + Δ , 
where 0ia , 0g  are the nominal parameters of ia  and g , and iaΔ , gΔ  is the model 
uncertainty. The nominal value [14]of some parameters are assumed as 5 /uik mA V= , 

210A cm= , 312 /( )QK cm s mA= ⋅  , 17R cm= . Substituting the values into (32), we 
can get 10 0a = , 20 8873.64a = , 30 37.68a = , 0 179425g = , 0.86 9.73d M M= + , where 

0f dM M Sgn Mδ= + , 0fM is frictional torque amplitude, dM is position torque.  
From (32) the parameters

1a ,
2a ,

3a , g , d are all uncertainties due to the variations of 

QK , B , eC , uiK and M . It is assumed that dδ  is the desired angle, and has up to 3rd 
derivative. All state variables are measurable and bound. The objective is to let the 
state vector X  track dX under the condition of parameter variations and external 
disturbances, where ( , , )d d dδ δ δ=dX . Assume the range of the system in (32):  

00.5sin(2 )i ia t aπΔ = , so max 20 2 30 31.5 1.5f a x a x= × + × , 00.2sin(2 )g t gπΔ = , so 

00.8lg g= × , 0 3000 1000sin 2fM tπ= + , 500 100sin 2dM tπ= + . 
In this study, the Gaussian-typed and singletons are, respectively, used to define the 

membership functions of IF-part and THEN-part. The quantitative factor of s and s is, 
respectively, 1 1/ 3000k = , 2 1/ 3000000k = . The proportional factor of ˆequ is 3 1.5k = . 
The fuzzy partition of s is 1A NB= , 2A NS=  , 3A ZO= , 4A PS=  , 5A PB= . The 
mean of NB  , NS , ZO , PS , PB is, respectively, 1− , 0.5− , 0 , 0.5 , 1 . The 
corresponding variance is 0.3 . The fuzzy partition of s  is 1B NB= , 2B NS= , 

3B ZO= , 4B PS=  , 5B PB= . The mean of NB , NS , ZO , PS , PB is, respectively, 
1− , 0.5− , 0 , 0.5 , 1 .The corresponding variance is 0.3 .  
The contraction-expansions factors 1( )sα  and 2 ( )sα are defined respectively as 

2
1( ) 1 0.9exp( 0.99 )s sα = − − , 2

2 ( ) 1 0.45exp( 0.95 )s sα = − − . 

Table 1. The initial fuzzy rules 

s   
s  NB  NS  ZO  PS  PB  

NB  1 0.75 0.5 0.25 0 
NS  0.75 0.5 0.25 0 -0.25 
ZO  0.5 0.25 0 -0.25 -0.5 
PS  0.25 0 -0.25 -0.5 -0.75 

PB  0 -0.25 -0.5 -0.75 -1 
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The parameter vector P  is initialized as a linear PD controller with an acceptable 
performance. The initial fuzzy rules are given in Table 1. The simulation condition  
and design parameters of variable universe adaptive FSMC controller are specified as 
follows: (a) initial values of system state variables (0) [1 0 0]T=X ; (b) sampling 
time interval 0.001t s= ; (c) Choose the poles of the system as described by (6) at 

60, 60− − , we can obtain 1 3600c = , 2 120c = ; (d) Desired output ( ) sin 2d t tδ π= ; (e) 
the adaptive law parameter 0.5r = ; (f) 500sσ = . 

We do simulation research and compare results with that of conventional SMC 
under the same condition of parameter variations and external disturbances. 
Simulation results are indicated in Fig. 2 Fig. 7. Fig. 2 and Fig. 3 show the tracking 
response of the system.  Fig. 4 and Fig. 5 show the tracking error. Fig. 6 and Fig. 7 
show the control input where the controller is taken as variable universe adaptive 
FSMC or the conventional SMC.    

Simulation analysis: From the simulation results, we can conclude that:  

1) If the controller is the conventional SMC, the tracking error is small and there 
are serious high frequency chattering in the control input due to the sign function in 
the switching control. 

 

Fig. 2. Tracking response of system 

 

Fig. 3. Magnifying figure of tracking response 
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Fig. 4. Tracking error of system 

 

Fig. 5. Magnifying figure of tracking error 

 

Fig. 6. Control input with adaptive FSMC 

2) If the controller is the variable universe adaptive FSMC, chattering phenomenon 
is attenuated. The control input is smooth, and the strength of the control signal can be 
significantly reduced too. The transient deviation of control input, which is depicted 
in Fig.6, is induced owing to the initialization of the value of P  especially under the 
occurrence of uncertainties. The tracking error is smaller than that with conventional 
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SMC because adjusting the universes of input variables and the membership fuzzy 
controller of conclusion part in rules on-line can effectively deal with the parametric 
uncertainty and external disturbances of the system. Good tracking result is obtained. 
It is robust to the uncertainties and the external disturbance in the missile electro-
hydraulic servo mechanism. 

 

Fig. 7. Control input with Conventional SMC 

5   Conclusions 

In this paper, a variable universe adaptive control technique is applied to design a 
fuzzy sliding mode controller to achieve a stable control system. The input variables 
used in FSMC are integrated into two variables ( s and s ) so that the number of 
control rules could be minimized than those that use state variables. By adjusting the 
universes of input variables and the membership fuzzy controller of conclusion part in 
rules on-line, a variable universe adaptive control is developed to estimate the 
equivalent control of SMC control system. The variable universe adaptive FSMC is 
stable in the sense of Lyapunov under a given common Lyapunov function. The 
derived adaptive law is applied to adjust the rule parameter for changing the control 
rules to meet system dynamic. In general, the switching control depends on the 
bounds of system and it is usually chosen to be large to ensure the stability of the 
fuzzy control system, which induces chattering phenomenon. Therefore, four 
constructed heuristic control rules are employed to smooth the control law based on 
the concepts of SMC. Simulation results from a kind of missile electro-hydraulic 
servo mechanism are given to demonstrate the applicability and the effectiveness of 
the proposed approach.  
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Abstract. This paper presents a simple and useful decision method for making 
estimates in uncertain and dynamic environments. We extend traditionally 
triangular fuzzy numbers to pillared and triangular fuzzy numbers formats that 
are defined by X-Y-Z axes. The -cut and the defuzzy method of the proposed 
fuzzy number type are also defined. Finally, a numerical example based on a 
multiple attribute decision making method is used to illustrate the proposed 
method. 

1   Introduction 

Fuzzy set theory has been used to define linguistic variables in human judgement for 
a long time [1]. Traditionally, triangular fuzzy numbers are used to define simple and 
common membership functions on an x-y axis. The y axis is defined as a function of x 
(f(x)). Considering the trend of global business integrations, enterprises have to 
evaluate not only uncertain but also dynamic environments. In recent literature, 
Odanaka Liu et al. explain how fuzzy numbers can be used in dynamic decision 
environments [2-3]. Moreover, fuzzy dynamic programming methods are used in 
much research (see [4]-[6]). But there are few examples of literature which consider 
modifying the formation of fuzzy numbers. For solving the uncertainty and dynamic 
decision problem, this paper proposes a new type of fuzzy number that can be 
described by X-Y-Z axes.  

2   The Definition of Triangular and Pillared Fuzzy Numbers and 
Fundamental Operations of Arithmetic 

Fig.1 and Fig.2 illustrate two triangular and pillared fuzzy membership functions. 
Fig.1 can be described as the f(x,t) which does not change in regard to the time axis. 
Thus, the fuzzy number’s mapping of the X-Y plane is the same at different t. This 
means that the decision maker judges the constant fuzzy membership function. Fig.2 
shows the decision maker judging the variable fuzzy membership function. To 
simplify the problem, we define the triangular and pillared fuzzy number as linear at 

different Rt ∈ . 
In this section, we define the proposed fuzzy numbers, fuzzy membership function 

and fundamental operations of arithmetic. 
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Fig. 1. The example of the constant triangular and pillared fuzzy membership function 

 

Fig. 2. The example of the variable triangular and pillared fuzzy membership function 

Definition 1. Based on [7], we extend the definition of real fuzzy number A as any 
fuzzy subset of the real line R with membership function fA which possesses the 
following properties: 

1. fA is a continuous mapping from R to the closed interval [0, 1]. 
2. fA (x,t) = 0, for all ],( ax −∞∈  at different t. 

3. fA is strictly increasing on [a,b]. 
4. fA (x,t) = 1, for all ],( cbx ∈  at different t. 

5. fA is strictly decreasing on [c,d]. 
6. fA (x,t) = 0, for all [ , )x d∈ ∞  at different t. 
7. fA is linear on [p,q] 

where a, b, c, d, p and q are real numbers. 
The membership function fA of the fuzzy number A can also be expressed as: 
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≤≤
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where ),( txf L
A  and ),( txf R

A  are the left and right membership functions of fuzzy 

number A.  
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We use triangular fuzzy numbers to define fuzzy membership function fA based on: 
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where a, b and c are real numbers. 

Definition 2. The -cut of fuzzy number A can be defined as: 

{ }αα ≥= ),( txfxA A  (3) 

where Rx ∈ , ]1,0[∈α . 
αA  is a non-empty bounded closed interval contained in R and it can be denoted 

by ],[ ααα
ul AAA = , where α

lA  and α
uA  are the lower and upper bounds of the 

closed interval. For example, if a triangular fuzzy number A = (a, b, c), then the -cut 
of A can be expressed as: 

])(,)[(],[ ccbaabAAA ul +−+−== ααααα  (4) 

Given fuzzy numbers A and B, A,B +∈ R , the -cuts of A and B are 

],[ ααα
ul AAA =  and ],[ ααα

ul BBB = , respectively. By interval arithmetic, some 

main operations of A and B can be expressed as follows [1]: 

 
 (5) 

 
 (6) 

 
 (7) 

( ) [ / , / ]l u u lA B A B A Bα α α α=  (8) 

 
 

(9) 

3   Numerical Example 

For illustrating the proposed fuzzy number type, we used fuzzy the simple additive 
weighting method (FSAW) which is a simple method among the fuzzy multiple attribute 
decision making methods. Assume decision maker structures a problem with 4 attributes, 
3 alternatives, and t=[0,2]. The FSAW method can be described by two steps as [8]: 

1. For each alternative, compute a score by multiplying the scale rating of each 
attribute by its importance weight and summing these products over all attributes. 

2. Select the alternative with the highest score. Mathematically the most preferred 
alternative, U*, is selected as follows: 
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1 1

* max( ( ) / )
n n

j i ij i
j

i i

U U w r w
= =

= ⊗  (10) 

The normalized estimative matrix (rij) and weight matrix (wi) are shown in Table 1 
and Table 2. 

Table 1. The normalized estimative matrix (rij) 

rij Attributes 1 Attributes 2 Attributes 3 Attributes 4 

Alternative 1 (0,0.7,1) at t=0
(0,0.8,1) at t=2

(0,0.3,1) at t=0
(0,0.4,1) at t=2

(0,0.7,1) at t=0
(0,0.8,1) at t=2

(0,0.6,1) at t=0
(0,0.6,1) at t=2

Alternative 2 (0,0.2,1) at t=0
(0,0.3,1) at t=2

(0,0.4,1) at t=0
(0,0.5,1) at t=2

(0,0.8,1) at t=0
(0,0.7,1) at t=2

(0,0.9,1) at t=0
(0,0.8,1) at t=2

Alternative 3 (0,0.5,1) at t=0
(0,0.8,1) at t=2

(0,0.5,1) at t=0
(0,0.8,1) at t=2

(0,0.7,1) at t=0
(0,0.9,1) at t=2

(0,0.4,1) at t=0
(0,0.9,1) at t=2

 

Table 2. The weight matrix (wi) 

wi Attributes 1 Attributes 2 Attributes 3 Attributes 4 
t=0 (0,0.3,1) (0,0.2,1) (0,0.2,1) (0,0.3,1) 
t=2 (0,0.4,1) (0,0.1,1) (0,0.3,1) (0,0.2,1) 

 

 

Fig. 3. The total utility fuzzy numbers with 3 alternatives 
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Based on Eq. (10), we use FSAW to estimate the total utility of each alternative. 
The total score fuzzy numbers of 3 alternatives are shown in Fig.4.  

After -cut ( =1), the final scores of 3 alternatives are [0.59,0.72], [0.57,0.54], and 
[0.51,0.85]. Based on the highest of the scores on the time axie, alternative 3 is the 
suitable solution for this dynamic and uncertain decision problem. 

4   Conclusion 

This paper proposes a simple and useful fuzzy number type for making estimates in 
uncertain and dynamic environments. We extend traditional triangular fuzzy numbers 
to three dimensions. The -cut and defuzzy method of the proposed fuzzy numbers 
are also defined. To simplify the problem, we define the triangular and pillared fuzzy 
number as linear at different Rt ∈ . In different time positions, we suggest using a 
superposition principle for combining the total utility. 
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Abstract. A novel Fuzzy PID controller is proposed in this paper, which is used 
for treating the control of pulp level and brightness in flotation de-inking column. 
The essential part of fuzzy PID controller is the fuzzy logic control, which is a 
multi-input-multi-output controller. A design method of the fuzzy PID controller 
is presented. The simulation results show that the proposed Fuzzy PID controller 
has preferable performance and significant advantages over the traditional PID 
controller. 

1   Introduction 

Recycling waste paper is an important component of a clean pulp and paper industry. 
Flotation de-inking plays an important role in this art. The flotation is the process of 
separating different materials, according as differential wetting of the suspended 
particles causes unwetted particles to be carried by air bubbles to the surface. The 
flotation de-inking column shows in Fig.1. According to the expertise, the brightness of 
pulp is controlled by the flow of pulp output and flow of air bubble. If the flow of air 
bubble is uncharged, while increasing the flow of pulp output, the brightness of pulp is 
decreasing, and vice versa. However, increasing the flow of pulp output causes the pulp 
level low and increasing the flow of pulp input causes the pulp level high. So it is must 
be considered that the pulp level and the brightness are coupled. 

Because the traditional PID controller has its drawbacks, it is difficult to solve the 
controlling problem of Multi-Input-Multi-Output (MIMO) with coupled variable using 
traditional PID controller.  During the past several years, fuzzy control has emerged as 
one of the most active and fruitful areas for research in the application of fuzzy sets 
theory [1], [5], [6]. Many structures of the fuzzy logic controller are given in [2], [3], 
and [4]. But only one controlled variable was used in Huang’s Fuzzy PID Controller 
[3]. The structure of the MIMO Fuzzy PID controller and its performance was not 
proposed in Huang’s paper. So a novel MIMO Fuzzy PID controller is proposed in this 
paper for controlling flotation de-inking column. 
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Fig. 1. Flotation de-inking column 

2   Design Procedure of MIMO Fuzzy PID Controller   

The Fuzzy PID controller proposed in this paper is shown in Fig.2. In this controller, 
the block of flotation FLC (Fuzzy Logic Control) is the core of our design, which is a 
four-input-two-output controller. The input variables are error (i.e. the difference 
between the setpoint and the measured value) of pulp level, derivative of the error, error 
of brightness and derivative of the error. Outputs of the controller are increment of pulp 
output and increment of pulp input. 
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Fig. 2. The flow-sheet of the Fuzzy PID Controller for flotation de-inking column 

The linguistic variables necessary to each input variables and output variables are 
shown in Table 1. 
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Table 1. Values of Input and Output Variables 

Linguistic Variables Values 
Error of Pulp Level (EPL) LowPL MeanPL HighPL 

Derivative of error of  
Pulp Level (DEPL) 

NegtivePL None PositivePL 

Error of Brightness(EB) LowB MeanB HighB 
Derivative of error of 
Brightness(DEB) 

NegtiveB None PositiveB 

Increment of Pulp  
Input(IPI) 

SmallIn HoldonIn LargeIn 

Increment of Pulp 
 Output(IPO) 

SmallOut HoldonOut LargeOut 

 
The membership functions of the input variables and the output variables are shown 

in Fig.3. 

 
(a)                                           (b)                                             (c) 

 
 (d)                                             (e)                                              (f) 

Fig. 3. Membership functions of input and output variables: (a) input variable “EPL”; (b) input 
variable “EB”; (c) input variable “DEPL”; (d) input variable “DEB”; (e) output variable “IPI”; (f) 
output variable “IPO” 

Input variables “EPL” and “EB” (shown in Fig.3 (a) and (b)) used Gauss2mf. A 
Gaussian function depends on two parameters sigma and c as given by 

22

2)(

),;( σσ
cx

ecxf

−−

= . 
(1) 

The function Gauss2mf is a combination of two of these two parameters. The first 
function, specified by 1 and c1, determines the shape of the leftmost curve. The 
second function specified by 2 and c2 determines the shape of the right-most curve. 
Whenever c1 < c2, the Gauss2mf function reaches a maximum value of 1. Otherwise, 



 A Fuzzy PID Controller for Controlling Flotation De-inking Column 93 

the maximum value is less than one. The parameters are listed in the order: [ 1,  
c1, 2, c2].  

Input variables “DEPL” and “DEB” (shown in Fig.3 (c) and (d)) used TriMF. Output 
variables “IPI” and “IPO” (shown in Fig.3 (e) and (f)) used TriMF. 

A triangular MF (TriMF) is specified by three parameters {a, b, c}, which determine 
the x coordinates of three corners: 

)0),,max(min(),,;(
bc

xc

ab

ax
cbaxTrimf

−

−

−

−
= . (2) 

The parameters a and c locate the “feet” of the triangle, and the parameter b locates the 
peak. 

The fuzzy rules are implemented as four inputs and two outputs fuzzy controller 
with each rule in the following form: 
If (EPL is LowPL) and (DEPL is NegtivePL) and (EB is LowB) and (DEB is NegtiveW) 
then (IPO is SmallOut) and (IPI is LargeIn). 

To simplify the design of the rules base, the following strategy is used. The surfaces 
of two inputs and one output are given while keeping the other inputs constant. The 
surfaces of the rules are shown in Fig.4. From Fig.4, we can clearly see that our strategy 
of the rules designed as Fig.2 is implemented well. 

 
(a)                                                   (b)                                             (c) 

 
(d)                                       (e)                                                        (f) 

Fig. 4. Surfaces of the rules: (a) error of pulp level and error of brightness control increment of 
pulp output; (b) error of pulp level and derivative of error of pulp level control increment of pulp 
output; (c) error of brightness and derivative of error of brightness control increment of pulp 
output; (d) error of pulp level and error of brightness control increment of pulp input; (e) error of 
pulp level and derivative of error of pulp level control increment of pulp input; (f) error of 
brightness and derivative of error of brightness control increment of pulp input 
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Defuzzification is the way from which a crisp value is extracted from a fuzzy set as a 
representative value.  At present, the commonly used methods may be described as the 
max criterion and the center of area, which can be referred to [2]. 

3   Experimental Results 

To observe the efficiency of the novel Fuzzy PID controller, the traditional PID 
controller and Fuzzy PID controller are simultaneously simulated. Results of these 
experiments are shown in Fig.5.The solid line is the square wave signal to be tracked. 
The dash line is the tracking line of the Fuzzy PID controller and the dot line represents 
the performance of the traditional PID controller. Two horizontal dash-dot lines 
indicate the degree of 95% fitting in the figure. 
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Fig. 5. The performance of Fuzzy PID controller and comparison with traditional PID controller: 
(a) result of control pulp level; (b) result of control brightness 
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The result of the controlling pulp level is shown in Fig.5 (a). The Fuzzy PID 
controller spends only 0.4 second or less to the degree of 95% fitting, to which the 
traditional PID controller spends about 2 seconds. Second, the Fuzzy PID has better 
steady-state characteristic than the traditional PID which has the over-fitting 
phenomena. A coin has two sides. While the attitude of pulp level varies in [-0.7, 0.7], 
the traditional PID controller is slightly prior to Fuzzy PID controller in tracking speed. 
The result of the controlling brightness is shown in Fig.5 (b). From Fig.5 (b), we can 
make the same conclusion as above-mentioned from the Fig.5 (a). 

4   Conclusions 

The multi-input-multi-output Fuzzy PID controller is designed for treating the control 
of pulp level and brightness in flotation de-inking column. The simulation results show 
that the proposed Fuzzy PID controller has preferable performance and significant 
advantages over the traditional PID controller.  

With the number of the controlled variables increasing, the number of fuzzy rules 
becomes large rapidly and the efficiency of fuzzy inference system is debased 
accordingly. So under the condition of satisfying the control need, how to improve the 
efficiency of fuzzy inference system and how to reduce the number of the fuzzy rules 
are currently under investigation. 
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Abstract. In universal logic, S-norm is the mathematical model of “OR” 
operation. S-norm and S-generator were defined on interval [0, 1] in previous 
work. In the related work, authors put forward a kind of logic based on 
generalized interval [a, b]. This paper studied the S-norm and S-generator on 
any interval [a, b], discussed the two kinds of generalized S-generators: 
“Automorphic increase S-generator” and “Infinite decrease S-generator”, and 
proved the important generating theorem of generalized S-norm. Based on the 
conceptions of integrated cluster of generalized S-norm and S-generator, 
authors put forward a new uniform “OR” operation model. The simulation 
shows that it is not only flexible but controllable. It enlarged the study domain 
of universal logic, and offered important theory for uncertainties reasoning of 
complex system. 

1   Introduction 

Universal logic [1] is a kind of flexibly logic, which is used in uncertainties reasoning 
of complex systems [2]. Based on fuzzy logic [3,4], it put up two important 
coefficients: generalized correlation coefficient “h” and generalized self-correlation 
coefficient “k” [1]. “h” and “k” were reflected by N-norm, T-norm and S-norm. This 
paper mainly studied S-norm and the “OR” operation model. 

In triangle-norm theory [5,6], S-norm was defined on interval [0, 1]. Under the 
basic thought of S-norm and the research achievement on uncertainties reasoning, 
universal logic defined S-norm, which was a function with several special properties. 
But it is also on interval [0,1]. There are some problems in the actual application, 
which discussed in 5th section. 

In the real complex problem, it is a fact that the values of many parameters is not in 
interval [0, 1], and it is not easy to find its ambiguity function. This makes the 
conversion from real [a, b] to ideal [0, 1] difficult. So It is necessary for us to build up 
the corresponding model on [a, b] directly. In this paper, we studied the generalized 
S-norm and generalized S-generator, and put forward a new uniform “OR” operation 
model on any interval [a, b]. 
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2   Generalized S-Norm and S-Generator 

In characteristic space E, for set X,Y E, when the fuzzy measure u(X)=x, u(Y)=y are 
precise, which means no any error, the generalized correlation coefficient “h” and the 
generalized self-correlation coefficient “k” of universal logic are zero. In this case, we 
can get the ideal S-norm on any interval [a, b]. 

S(x, y)=min(b, x+y-a)                                                    (1) 

If k 0, it has some influence on logic operation. We need a function g(x), which is 
continuous and strict monotone on interval [a, b], to revise the logic value: 

g(S(x, y))=min(b, g(x)+g(y)-a)                                         (2) 

S(x, y)=g-1(min(b, g(x)+g(y)-a))                                        (3) 

Definition 1 
In equation (3), let S(x, y) defined as binary operation by [a, b]2→[a, b], x, y, z [a, b], 
consider these conditions: 

S1 (Boundary condition ):      S(a, y)=y, S(b, y)=b; 
S2 (Monotony property):       S(x, y) is monotone increase on x, y; 
S3 (Continuous property):      S(x, y) is continuous on x, y; 
S4 (Combination law):         S(S(x, y), z)=S(x, S(y, z)); 
S5 (Exchange law):           S(x, y)=S(y, x); 
S6 (Big-power property):       x (a, b), S(x, x)>x. 

If S(x, y) satisfies conditions: S1, S2, S4, S5, it is called generalized S-norm. If S(x, 
y) satisfies S1-S5, it is called generalized continuous S-norm. If S(x, y) satisfies S1-
S6, it is called generalized Archimedes S-norm. 

Definition 2 
In equation (3), if S(x, y) is generalized Archimedes S-norm on [a, b], g(x) is called 
“generalized S-generator”. For generalized S-generator g(x), if g(a)→±∞, it is called 
“generalized strict S-generator”; if g(a) is finite, it is called “generalized zero-power 
S-generator”. 

This research shows that there are two types of generalized S-generator: “Automorphic 
increase S-generator” and “Infinite decrease S-generator”. Fig.1(a) shows the 
automorphic increase S-generator, and Fig.1(b) shows the infinite decrease S-generator. 

3   Generating Theorem of Generalized S-Norm 

Theorem 1(Generating theorem of generalized S-norm) 
For g(x), which is continuous and strict monotone function on [a, b], if g(a)=a, and 
satisfies one of the following two conditions: 

(1) g(x) is increase function, and g(b)=b, 
(2) g(x) is decrease function, when x runs to b from b-, g(b)→-∞. 

Then g(x) can be taken as generalized S-generator, which means the following 
operator generated by g(x): 

S(x, y)=g-1(min(b, g(x)+g(y)-a))                                        (4) 
ie (3) is generalized Archimedes S-norm on [a, b]. 
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Proof  
Here proof the theorem according to the properties S1-S6 of definition 1. 

(1) From g(x)’s properties, g-1(x) exists. 
S1: From g(a)=a, g(b)=b, we have a f(y), f(y) b, so 

S(a, y) = g-1(min(b, g(a)+g(y)-a)) = g-1(g(y)) = y 
S(b, y) = g-1(min(b, g(b)+g(y)-a)) = g-1(g(b)) = b 

S2: g(x) is monotone, so S(x, y) satisfies S2. 
S3: g(x) is continuous, so S(x, y) satisfies S3. 
S4: g(x) is monotony increase, so b b+g(x)-a. There are 

S(S(x,y),z) = g-1(min(b, min(b,g(x)+g(y)a)+g(z)-a)) 
= g-1(min(b, g(x)+g(y)+g(z)-2a)) 

S(x,S(y,z)) = g-1(min(b, g(x)+min(b, g(y)+g(z)-a)-a)) 
= g-1(min(b, g(x)+g(y)+g(z)-2a))) 

So S(S(x, y), z)=S(x, S(y, z)), it satisfies S4. 
S5: From the exchange law of addition, S(x, y)=S(y, x), so it satisfies S5. 
S6: Since g(x) is strict monotone increase, let x (a, b), b>g(x)>a, then 

S(x, x)=g-1(min(b, g(x)+g(x)-a))>g-1(g(x))=x. So S(x, y) satisfies S6. 
(2) g(x) is strict monotone decrease function, the proof is similar to the (1) case. 
In (1) case, g(x) is automorphic increase S-generator. In (2) case, g(x) is infinite 

decrease S-generator. Both of them can generate generalized Archimedes S-norm, 
which satisfies all the properties S1-S6. We call this theorem “Generating theorem of 
generalized S-norm”. 

 
    (a) Automorphic Increase S-generator                            (b) Infinite Decrease S-generator 

Fig. 1. The Two Types of S-generators 

4   A New Uniform “OR” Operation Model on [a, b] 

Here we import the generalized correlation coefficient “h” and generalized self-
correlation coefficient “k” into generalized S-norm and S-generator, and build up the 
uniform “OR” operation model on any interval [a, b]. 
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4.1   The Conception of Integrated Cluster 

Definition 3 
Suppose g(x) is generalized S-generator, if g(x) is continuous function on [a, b], we 
write it as g(x, h), which is called “Integrated cluster of generalized S-generator”. 

Suppose S(x, y) is generalized S-norm, if S(x, y) is continuous function on [a, b], 
we write it as S(x, y, h), which is called “Integrated cluster of generalized S-norm”. 

For g(x, h), when k=0, there is no error, be called “0-level Integrated cluster of 
generalized S-generator”. When k 0, there is some error. It is written as g(x, h, k), 
and is called “1-level Integrated cluster of generalized S-generator”. 

For S(x, y, h), when k=0, there is no error, be called “0-level Integrated cluster of 
generalized S-norm”. When k 0, there is some error, It is written as S(x, y, h, k), and 
is called “1-level Integrated cluster of generalized S-norm”. 

Theorem 2  
For power function on [a, b]:  

g(x)=G(x, h)=b-(b-a)[(b-x)/(b-a)]m                                     (5) 

it is Integrated cluster of generalized S-generator. 
Where m=(1-2h)/(1-h2), m R, h [-1,1]. 

Proof 
When m>0, g(x) is increase, and g(a)=a, g(b)=b, so g(x) is automorphic increase S-
generator. When m<0, g(x) is decrease, and g(a)=a, g(b)=-∞, so g(x) is infinite 
decrease S-generator. 

Since m=(1-2h)/(1-h2), “h” continuously changes with m. So power function g(x) is 
integrated cluster of generalized S-generator. 

4.2   The Uniform “OR” Operation Model 

For deducing “OR operation model”, the generalized N-norm and T-norm based on 
generalized interval [a, b] are used, you can get more detail about generalized N-norm 
and T-norm from [7,8]. Here give the related expressions. 

   0-level integrated cluster of generalized N-norm:  N(x)=b+a-x                          (6) 

1-level integrated cluster of generalized N-norm:  N(x, k)=[(b-a)n-(x-a)n]1/n+a   (7) 

   Generalized T-generator on [a, b]:  f(x)=F(x,h)=(b-a)[(x-a)/(b-a)]m+a                (8) 

Generating theorem of generalized T-norm:  T(x,y)=f -1(max(a, f(x)+f(y)+b))      (9) 

Definition 4 
The uniform OR operation model on [a, b] is defined as the following expressions 

0-level OR operation model on [a, b]: S(x,y,h)=N(T(N(x),N(y),h))                           (10) 

1-level OR operation model on [a, b]: S(x,y,h,k)=N(T(N(x,k),N(y,k),h,k),k)             (11) 

Put (4)-(9) into (10) and (11), we can have the concrete expressions. 

S(x,y,h)=N(T(N(x),N(y),h)) 

=N(F -1(max(a, F(N(x),h)+F(N(y),h)-b),h)) 
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=b+a-{(b-a)[(max(a, ((b-x) m+(b-y) m)/(b-a) m-1+2a-b)-a)/(b-a)] 1/m+a}.      (12) 

S(x, y, h, k)=N(T(N(x, k),N(y, k), h, k),k)  

         =N(F -1(max(a, F(N(x, k), h, k)+F(N(y, k), h, k)-b), h, k), k).          (13) 

Where m=(1-2h)/(1-h2), n=ln2/[ln2-ln(k+1)], n R+, m R, h, k [-1,1]. 

4.3   The Continuous Change of “OR” Operation Model 

According to above S(x, y, h) and S(x, y, h, k), we make simulation of the “OR” 
operation model on [a, b]. Fig.2 displays the continuous change of “OR” operation 
with “h” (when k=0). There are the following meanings: 

(1) The “OR” operation reflects the degree of truth for both flexible proposition at 
the same time. If any one proposition runs to true, the S(x, y, h) runs to true. 

(2) In the three-dimensional graph, there are four unchangeable eigenvector:  
S(x, a, h, k)=x, S(a, y, h, k)=y, S(x, b, h, k)=b, S(b, y, h, k)=b. 

(3) The truth-value is continuously changeable by adjusting the value of h. when 
h=1, the truth-value is minimum. With the change of h from 1 to -1, the degree of 
truth is more and more true. The maximum is b. 

 

Fig. 2. The Continuous Change of the Uniform “OR” Operation Model 

5   Discussions 

In universal logic and triangle-norm theories, S-norm was defined as: 

S(x, y)=g-1(min(g(1), g(x)+g(y))).                                          (14) 

There are some problems, which can’t be resolved. 

(1) T(x, y) is not on any interval [a, b] but only on [0,1], it can’t be used in real 
complex system. We can’t simply convert interval [0,1] to [a, b] because there are 
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many “nonzero coefficients”, which can’t be displayed on [0, 1]. So the good way is 
to build up the corresponding theories on interval [a, b] directly. 

(2) The expression (14) can’t unify the two kinds of S-generator (Automorphic 
increase S-generator and Infinite decrease S-generator). When m changes from +  to 
- , h changes from -1 to 1. There exists a broken point on changing curve of the logic 
operator when m (h) equals to zero.  

(3) After analyzing the above S(x, y) deeply, authors define it as expression (4), 
that is S(x, y)=g-1(min(b, g(x)+g(y)-a)). Here S(x, y) is defined on any interval [a, b]. It 
gives the uniform expression of the two kinds of S-generator, and is also continuous 
changeable on [a, b] with h and k. So this OR operation model is more applicable than 
previous model in the real complex system. 

6   Summarization 

S-norm is very important conception in universal logic operation. Because it is not 
easy for us to convert real [a, b] to ideal [0, 1] in complex system, it is necessary for 
us to study the relative theories on any interval [a, b] directly. This paper mainly 
studied the generalized S-norm and generalized S-generator, discussed the two kinds 
of generalized S-generator, gave out the important generating theorem of generalized 
S-norm. Based on the related integrated cluster, authors put forward a new uniform 
“OR” operation model on generalized interval [a, b]. 

This work offered important theory for universal logic in uncertainties reasoning of 
complex systems, enlarged the study domain, and made it more applicable, flexible 
and controllable. This uniform OR model is already used to uncertainties reasoning 
and flexible control now. 
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Abstract. It is necessary to find the relationship between product information 
and development process for saving product development time. Design infor-
mation constraint tree (DICT) is proposed to describe the constraint relation-
ships among multi-task information. Fuzzy timed workflow net (FTWN) is in-
troduced to analyze product development time. An algorithm is proposed to 
map DICT onto FTWN. Task execution time and completion possibility are 
analyzed. The effectiveness of the proposed method to simulate product devel-
opment time is validated by an example. 

1   Introduction 

Shorter product life cycles, more rapid product obsolescence, and increasing global 
competition intensity have driven companies to strive for a more rapid introduction of 
new products [1, 2, 3, 4]. Product development process modeling, as a critical step of 
product development, is usually constrained by resource and time. The primary mis-
sion of modeling is to assign an appropriate process in order to save development 
time and cost. 

In order to improve product development quality and efficiency, the relationship 
between product and development process should be established. Aalst et al proposed 
a technique to generate a workflow process using Petri Nets [5, 6, 7, 8, 9]. Because of 
the assumed one-to-one relationship between task and component, it is unable to de-
scribe information restrictions and simulate development time. To overcome the dis-
advantage, design information constraint tree (DICT) is introduced in this paper. The 
workflow model based on the DICT is established. Fuzzy timed workflow net 
(FTWN) is introduced as the extension of the workflow model. Development time can 
be exactly simulated by the proposed method.  

This paper is organized as follows. DICT is proposed in Section 2. FTWN is intro-
duced in Section 3. The mapping from DICT onto FTWN is studied in Section 4. Task 
execution time and completion possibility are analyzed in Section 5. In Section 6, case 
study is conducted for validation purpose. Conclusions are obtained at last. 
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2   Design Information Constraint Tree 

Various constraints exist in design information. Taking a reducer’s development as an 
example, we need bearing information for the designing of body, shafts information 
for bearing selection, and gears information related to shafts. 

Supposing the execution of task a needs the information of both tasks b and d, 
probably that of task c. Before performing task a, tasks b and d should be completed. 
Task c could be inexistence or uncompleted. Figure 1 describes the constraints, called 
DICT. An arrowhead with a solid circle means a relationship that must be selected. 
An arrowhead without a solid circle means a relationship that could be selected. The 
performance of task b needs the information of tasks e and f. The performance of task 
d needs the information of task i, task f, and one of tasks g and h. A hollow circle with 
two or more arrowheads means a selection relationship. Because the result of task f 
used many times, it could be executed only once. The dashed line with a solid circle 
means foreword relationship, which means the information of task f already exists 
before the execution of task d. Results of task b should be checked. Then, we mark c 
on task b. The check result determines the next execution of task. Two feedback 
modes, “and” and “or” are used. Consumed time of each task will be labeled and the 
DICT of task a may be established based on the above relationships.  

 

Ec

    a c

 

    b c
c d 

    e f g h i 

Ea

Ed

Eb 

Ee Ef Eg Eh Ei

Must select  Could select Select 

Forward And feedback  Or feedback
 

Fig. 1. Design information constraint tree of task a 

Definition 1. DICT=(V, Rv, E).  
(1) Let V={v1,v2,…,vn} be the node set of a tree. (vi, vj) means the information flow 

from vj to vi. The constraint set of (vi, vj) is represented by Rv. 
(2) R={mand, opt, cho, pre, AndFb, OrFb} represent relationships as must select, 

could select, select, foreword, “and” feedback, and “or” feedback.  
(3) E is task-consuming time, obtained by a triangle fuzzy number [EF, MF, LF]. 

EF, MF, and LF are the shortest, general, and the longest consuming time,  
respectively. 

Definition 2. R(vi) is the set of nodes directing any node vi and has relationship R. 
mand(c) is the set of nodes that must be selected by node c. 
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Definition 3. R means a relationship in DICT. For any node v V∈ , we have 
{ | ( , ) }v x V v x V= ∈ ∈  and { | ( , ) }v x V x v V= ∈ ∈ . 

According to the definitions in DICT, we have the following conclusions. There is no 
isolated node in DICT. 

iv V  ∀ ∈ , 
jv   V∃ ∈ , st ( )i jv R v∈ . There is no node only be-

longed to foreword node. Foreword node must have a father node owning the must 
select relationship. ,i jv v V ∀ ∈ , if )( ji vprev ∈ , then 

kv   V∃ ∈ , ( ) ( )i k kv mand v cho v∈ ∪ . 

Therefore, the DICT is able to represent the information constraint. 

3   Fuzzy Timed Workflow Net 

A Petri net ),,( FTPPN =  is a workflow net (WN) if and only if 
. .( ) ( )i P i o P o∈ ∧ = Φ ∧ ∈ ∧ = Φ  and )}),(),,{(},{,( ittoFtTPPN ∪∪=  is connected.  

\t PN T∈ . i and o represent the input and output places of WN [3].  

Definition 4. Fuzzy timed workflow net is },,,,{ 0MDFTPFTWN = . Where, 

},,,{ 0MFTPWN =  is a workflow net. D is a triangle fuzzy number [a, b, c], which 

represents transition firing consuming time: the shortest, general, and the longest. 
Assume triangle fuzzy numbers A=[ai,bi,ci], i=1,2,…,n. The operation rules are:  

(1) Addition: if A=[a1,b1,c1], B=[a2,b2,c2], then A+B=[a1+ a2, b1+ b2, c1+ c2,]. 
(2) Minimum and Maximum: min(A1,A2,…,An)=[min(ai), min(bi), min(ci)], 

max(A1,A2,…,An)=[max(ai), max(bi), max(ci)]. 
(3) Completion possibility: T  is a triangle fuzzy number with membership func-

tion ( )
T

xμ . The completion possibility during the d( a d c≤ ≤ ) is 

( )d
( )

( )d

d

Ta
c

Ta

x x
d

x x

μ
π

μ
= .  

(1) 

Besides the properties of WN, FTWN possesses the following properties [3]. Each 
transition position between start place i and finish place o is considered. The task exe-
cution process could be completed without tokens in places except out place o.  

4   Mapping the DICT onto FTWN 

Let node v0 be the root of the tree representing a product development. According to 
the following procedures, we obtain the workflow model (See Fig. 2).  

(1). Construct a FTWN={P, T, F, D, M0}. Where, P={startv0, endv0}, T={v0}, 
F={(startv0, v0), (endv0, v0)}, and V=V-v0.  

(2). Select a sub-net N=(P, T, F, D). If ∅=V , then go to step 4. Select a node 
Vv∈  in the tree. If ∅=v , then v is marked as perfv. Back to step 2, else go to step 3.  
(3). Add transitions prepv and perfv before transition v, and substitute transition v 

with sub-net where express places and transitions according to R. If cx∈  and 
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mandcxR =),( , then Pend=endx, Pstart=startx, ),(),( xx endxxstartF ∪= , and T=x. If 

cyx ∈,  and chocxR =),( , chocyR =),( , then Pend=end(x,y), Pstart=start(x,y), },{ yxT = , 

and ),(),(),(),( ),(),(),(),( yxyxyxyx endyystartendxxstartF ∪∪∪= . If cx ∈ and optcxR =),( , then 

),(),(),( xxxx skipstartendxxstartF ∪∪= , 
xend endP = , 

xstart startP = , and },{ xskipxT = . If 

cx∈  and precxR =),( , then ),(),( ),(),( cyxyxx perfprepprepperfF ∪= , φ=T , and 

P=prep(x,y). After dealing with each node of c, go back to step 2. 
(4). For any node v that needs checkout feedback line, R(v, x1)= R(v, x2)=AndFb or 

OrFb, adding place submitv and transition checkv before place endv, and adding place 
iteratev and logical transition t after place checkv, we construct a new net. 
P=P {submitv, iteratev}. T=T {checkv, t}. F=F {(perfv, submitv), (submitv, 
checkv), (perfv, iteratev), (checkv, endv), (iteratev, t), (t, startx1), (t, startx2)}\(perfv, 
endv). If logical feedback is AndFb, then it is AND-split transition; if logical feedback 
is OrFb, then it is OR-split transition. We deal with each node with feedback in the 
tree. 

(5). Delete transition prep with only one input and output place. Coordinate the 
workflow model. Add fuzzy timed parameter before transition prep, Di=Ei. 

 

starta 

startd 

startb 

startc 

starte 

startf 

ende 

endf 

submitb 

checkb 

endb 

Iterateb 

Iteratea 

enda

checka submita pre(f ,d) 

endd 

starti 

start(g,h) end(g,h) 

endi 

endc 

 

Fig. 2. The FTWN model mapped from DICT as showed in Fig. 1 

5   Task Execution Time and Completion Possibility  

We take task execution time and task completion possibility with the restricted prod-
uct development time as criteria to evaluate the performance of transform process. 
First, from the FTWN, we get the associate matrix C that starts from initial marking 
Mstart and ends at marking Mend. Then, compute all S-invariant. From the S-invariant, 
compute the minimum subset of S-invariant, and get the corresponding transitions 
firing sequence. Last, we compute the fuzzy time of routes, and find out the longest 
time route and its completion possibility based on the transitions firing sequence. 

DICT is able to use for a component level model and for product development con-
suming time simulation. First, considering effective process management methods 
established by enterprises, we adopt parallel operation to shorten execution time. 
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Second, during the initial period of product development, the detailed model of proc-
ess is not required or sometimes un-existent.  

6   A Case Study 

In order to verify the effectiveness of the proposed method, a case is studied. The 
DICT in Fig. 3 is constructed according to the relationships among loader design 
tasks. Its FTWN is presented in Fig. 3.  

     a 
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b: structure document 
c: pre-manufacture 
d: remark 
e: updated version 
f: die and clamp design 
g: checked version 
h: intension analysis 
i: plan design 
j: intension model 
k: structure manuscripts 
 

 

Fig. 3. DICT of loading machine reconstructs design 

 

starta 

startb 

start(g,h) 
perfk endk perfj endj perfh endh 

perfe ende 

perfe endb 

enda 

perfa 

perpa perpd startd 

endg 

endd perfd 

skipd 

startc 

perfi endi perff endf perfc endc  

Fig. 4. FTWN model mapped from the DICT in Fig. 3 

Assume task execution time are: Ea=[2.5, 3, 3.5], Eb=[3.5, 4, 4.5], Ec=[4, 5, 6], 
Ed=[0.5, 1, 1.5], Ee=[1, 1.5, 2], Ef=[1.5, 2, 2.5], Eg=[0.5, 1, 1.5], Eh=[2.5, 3, 3.5], 
Ei=[2.5, 3, 3.5], Ej=[0.5, 1, 1.5], and Ek=[4, 5, 6], respectively. Each transition period 
in FTWN is known. From starta to enda, we may have seven paths. For example, 
path: prepa-prep(g,h)-perfk-perfj-perfh-perfe-perfb-perfa. Fuzzy periods of the seven 
routes are L1=[14, 17.5, 21], L2=[11.5, 14.5, 17.5], L3=[7.5, 9.5, 11.5], L4=[6, 7, 8], 
L5=[6.5, 8, 9.5], L6=[8, 10, 12], and L7=[14.5, 18, 21.5], respectively, obtained by 
fuzzy number operation rules. Hence, the path: prepa- prep(g,h)-perfk-perfi-perff-perfc-
perfa, that has the highest completion possibility 90.82% can be obtained according to 
Eq. (1).  Therefore, optimal product development path is able to obtain through time 
simulation using the proposed method.  
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7   Conclusions 

The DICT is introduced in this paper to represent the constraints existing in product 
development. FTWN mapped from DICT is constructed to simulate product devel-
opment processes. Task execution time and task completion possibility are used for 
evaluation. The advantages such as time simulation can be achieved by the proposed 
method, which provides a way to select the optimal product development path. A case 
study is used to verify the effectiveness of the proposed method.    
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Abstract. Considering the indefinite and fuzzy characters existing in index 
weighs of complex system, a method confirming index weights based on 
evidence theory was put forward. On the basis of it, an efficiency evaluation 
model for complex system integrating Analytical Hierarchy Process (AHP) with 
fuzzy synthetic evaluation method has been set up, which can obtain more 
reasonable and objective evaluation result for complex system. Through 
analyzing an example of the system fighting efficiency for missile and gun 
integration weapon, the result shows the validity and feasibility of this method. 

1   Instruction 

Reasonable evaluation model is the basic of evaluating complex system accurately, and 
index weighs in evaluation model are the key factor to decide the ultimate evaluation 
result. Nowadays, there exist many kinds of methods of confirming index weighs [1-3]. 
Because of indefinite and fuzzy factors existing in index weighs of complex system, to 
confirm index weights is one kind of synthetic evaluation process with subjectivity and 
objectivity, which belongs to a multi-attribute decision making problem in fact. The 
foregone methods didn’t consider those factors adequately, and neglected the limitation 
and imprecision of expert experience knowledge in evaluation process, which would 
lead to be short of reliability and veracity to confirm index weights. Considering the 
stabile math theory basis of evidence theory, which can deal with the uncertainty and 
un-integrated synthesis problem preferably, therefore it can be applied in 
multi-attribute decision making problem. Evidence theory method is used to confirm 
index weights for complex system in this paper, every expert is considered as 
one-evidence sources, and fuzzy membership function having different expert’s 
authority is set put as the index sustaining function. In order to avoid invalidation 
problem of evidence information brought by expert’s experience knowledge conflicts, 
one modified evidence combination rule is adopt to synthesize expert knowledge to 
improve reliability and rationality of confirming index weights. Combining AHP 
method and fuzzy synthetic evaluation method, a new model using to evaluate complex 
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system has been put forward. Through analyzing and comparing this method with AHP 
method in fighting efficiency evaluation for Missile and gun integration weapon, the 
results show that this method is feasible and viable. 

2   The AHP-Fuzzy Evaluation Based on Evidence Theory 

2.1   AHP-Fuzzy Evaluation Model   

The AHP method having multi-attributes and complex hierarchy structures is a 
synthesized method of integrating quantitative with qualitative analysis [4], which is 
always adopted to evaluate complex system. In order to predigest the complication of 
problem, a three-lever evaluation model based on AHP method was set up as follows. 

 

R1 R2
A 1 A 2 

… Ri … Rk
Ai Ak

R

R11

A 11 

…  R1n1 

A1n1 A21

R21 … …R2n2

A 2n2 Ak1 A knk

Rk1 Rknk…

B1 B2 Bi

B11 B1n1 B21 B2n2

Bk

Bk1 Bknk

B

A

 

Fig. 1. The three-level synthesis-evaluation model based on AHP method 

According to index attribute characters, the goal factor set can be divided into some 
primary factor sets, namely, },,,{ 21 kRRRR = , herein RRi = , jiRR ji ≠= ,φ , 

and the weights of factor set R  is },,,{ 21 ki AAAA = . The primary factor sets still 

can be divided into secondary level factor sets, namely, },,,{ 21 iiniii RRRR = herein 

ljRRRR ilijiij ≠== ,, φ , and 
iinA is its index weight set. 

For different factor sets having different effect to the evaluation result of system 
efficiency, the paper adopts “adding-weight average ” algorithm operator ),( +• to 

synthesize factor sets of each level.    
Because there exists many qualitative and quantitative indexes in the system, it is 

necessary to be normalized to (0,1) before evaluating system. Wherein quantitative 
indexes have different characters, to the indexes having positive effect to the ultimate 
results, formula (1) can be adopt to dispose it. To the indexes having negative effect to 
the ultimate evaluation result, formula (2) can be used to normalize it. 
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For all .,,2,1,,,2,1 lkni ==  Index ikt is quantitative index in secondary 

certain factor sets, ikg  is normalized result corresponding to ikt , and 
ikik mM ,  are the 

maximal and the minimum expectation value of ikt . 

Expert-grading method was adopted as normalization method to dispose qualitative 
indexes. Setting up fuzzy-evaluation remark fuzzy set }1.0,3.0,5.0,7.0,9.0{=C , and the remark 

set is }.,,,,{},,,,{ 54321 badverybadgeneralgoodgoodveryVVVVVV The qualitative 

indexes can be transferred to fuzzy value in term of formula •=
==

5

1

2
5

1

2

j
ij

j
jiji WCWW

. 

Herein, 
jC is the data corresponding to grade parameters 

jV . 

2.2   Confirming Index Weights Based on Evidence Theory 

For having the superiority to reflect uncertain mode distribution objectively, the 
membership function is always used to appraise uncertain and un-integrate factors of 
expert’s knowledge to obtain basic probability assignment function [5] in 
multi-objective evaluation system. The expert’s fuzzy-remark of index was set up as 
Fig.2. The Gauss function is selected as membership function. 

)}()(
2

1
exp{)(

2
μμ

σ
−−−= xxxF T  (3) 

Herein, μ  is clustering center, and the set membership function can be obtained 

through calculating the distance between it’s center and variable x .  

Affirmati Very possibility Probably possibility Probability Probably impossibility Impossibility Absolutely impossibility 

 

Fig. 2. Fuzzy-remark set of the index 

Fuzzy-membership function of index ikt  evaluated by expert j  is 

.,,2,1,,2,1),()( lkmjtFt ikjikj ===μ  (4) 

Herein, m  is expert total amount, and ln,  is the amount of primary factor sets and 

secondary factor sets separately. Normalization membership function is     
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=
=′

n

i
ikjikjikj ttt

1

)()()( μμμ  (5) 

For different experts having different authorities, the reliability of expert experi- 
ence knowledge of index ikt  is kt

j
1β 10 1 ≤≤ kt

jβ which can be obtained in term of 

the model of FHW. The relative reliability of expert experience knowledge can be 
obtained by calculating the following formula.  

=

=′
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i

t
j

t
j

t
j

ikikik

1

βββ  (6) 

Definition: Evaluation probability of index ikt  evaluated by expert j  is the result of 

multiplying normalized index membership function by relative reliability of expert 
experience knowledge. 
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jikj ttP k μβ ∗=  (7) 
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)(1  is unknown information of expert evaluation. 

The reliability function of index ikt  evaluated by expert j  is  
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Sometimes, there exist experience knowledge conflicts among individual experts in 
the process of evaluating index weights, so the modified evidence combination rule [6] 

was applied in this paper. 
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The modified evidence theory can convert multi-expert uncertain and un-integrate 
information to definitude conclusion as index weights allocation, so can improve 
rationality and objectivity of conforming index weights. 

2.3   AHP-Fuzzy Synthetic Evaluation Method Based on Evidence Theory 

The method steps are as follows: 

Step 1. Setting up reasonable evaluation index system for complex system based on 
AHP method 
Step 2. Normalizing every level index value. 
Step 3. Obtaining different level index weights using evidence theory: 
Step 3.1. Setting up multi-expert uncertain fuzzy remark sets, such as 

},,,{ 21 pvvvV = . 

Step 3.2. Confirming fuzzy membership function )( ikj tμ  ),,2,1,,2,1( mjni ==  of 

index ikt  evaluated by expert j  according to formula (4). 
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Step 3.3. Obtaining reliability function of index ikt  evaluated by expert j  in term of 

formula (7). 
Step 3.4. Calculating reliability function )( iktm  of different index according to 

formula (9), and make its different index as weight ikω . 

Step 4. Applying formula 
ik

n

i

l

k
ik tD ∗=

= =1 1

ω  to set up mapping relationship between 

indexes and evaluation result. 

3   Efficiency Evaluations for Missile and Gun Integration Weapon 

The principle of setting up the index system for complex system should be 
comprehensive, rational and scientific. After analyzing the characters of Missile and 
gun integration weapon adequately, using the AHP method to set up the efficiency 
index system as table 1.  

Table 1. Index system for missile and gun integration weapon 
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Table 2. The evaluation results of fighting efficiency for weapon system using two methods 
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Table 2 shows the evaluation process and ultimate evaluation result of fighting 
efficiency for Missile and gun integration weapon by using the method proposed in this 
paper (method (1) in table 2) and AHP method (method (2) in table 2) respectively, and 
evaluation results are 0.8644 and 0.8614. In this example, these two methods have the 
same evaluation result, namely, the fighting efficiency of the missile and gun 
integration weapon belongs to “very good”. 

4   Conclusions 

One AHP-fuzzy synthetic evaluation model based on evidence theory has been put 
forward in this paper, which has several characters. 

1) Considering the importance effect of multi-expert experience knowledge in the 
process of confirming index weights sufficiently. With the increase of expert’s 
authority, the index weights allocation become more accurate, and the final 
evaluation result become more reliability.  

2) The modified evidence method was applied to combine un-integrity and uncertain 
expert experience knowledge to confirm index weights. In the condition of 
occurring invalidation knowledge of individual experts, the index weights 
allocation is still reasonable, so this method has better adaptability and reliability of 
confirming index weights. 

3) In aspect of confirming index weights, this method can not only resolve the problem 
having more random existing in subjective method, but also avoid the deficiency to 
set up accurate math model. Moreover, it Combines the merits of fuzzy synthetic 
evaluation, and makes the system evaluation result become more comprehensive, 
objective and reliability.  
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Direction Fuzzy Sets
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Abstract. In this paper, several kinds of non-classical fuzzy problems–
direction fuzzy problems are presented, which classical fuzzy sets do not
deal with well. In order to solve them, direction fuzzy sets are introduced
by breaking through the limitations of the definitions of classical fuzzy
sets. And the union and intersection of direction fuzzy sets are discussed.
Especially, an application example (Escape Model) is dug up to show the
significance of the direction fuzzy set theory.

1 Introduction

In 1965, Zadeh firstly presented the concept of fuzzy set in his classic paper[1].
Since then, fuzzy sets have been widely researched and applied [2]. And many
significant results have been obtained in almost every field, such as in automation
control, in artificial intelligence and so on.

Though it is quite successful, there are still some defects in application. For
a simple example, assume a, b, c and d are four factories which produce the
same two kinds of product A and B. Suppose that they earned about 20, 40,
50 and 70 million dollars respectively for product A last year. For product B,
suppose factory a and b earned about 30 and 60 million dollars respectively, but
factory c and d lost about 30 and 80 million dollars. According to classical fuzzy
set theory, if we consider the approximate earning ability of the four factories
for the two kinds of product A and B respectively, two fuzzy sets Ã = 0.2/a +
0.4/b+0.5/c+0.7/d and B̃ = 0.3/a+0.6/b+0/c+0/d can be obtained (Here, the
presentation of fuzzy set like Ã is adopted as shown in the above form instead
of the form Ã = {(a, 0.2), (b, 0.4), (c, 0.5), (d, 0.7)}, given a finite universe, for
ease of notation and computation. And the membership degrees of Ã and B̃

are obtained by
{

min{ m
100 , 1}, m ≥ 0

0, m < 0 , where m (≥ 0) represents earned money,

otherwise lost). From fuzzy set theory, Ã∪B̃ = 0.3/a+0.6/b+0.5/c+0.7/d should
present the potential ability of making money of four factories last year. There
is an evident mistake, that is, factory d lost about 10 million dollars overall, but
its potential ability of earning money shown in Ã∪ B̃ is still given as 0.7. Where
does this problem come from? The problem comes from the limitation of the
value set [0, 1] of membership function of fuzzy set definition itself: ”Ã is said
to be a fuzzy set of X if it is characterized by the membership function μÃ(x)
from X to [0, 1].”

In fact, people’s social practice presents a great number of fuzzy contradictory
pairs such as < tall, small >, < fat, thin >, < left, right >, < earned, lost >

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 114–119, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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and so on ( A fuzzy contradictory pair is called a direction fuzzy problem if
its two components can mutually transform). If such fuzzy contradictory pairs
appear together in the same system, and we have to cope with them at the same
time, it will result in something discordant if the value sets of the membership
functions of fuzzy sets are interval [0, 1]s (seeing the application example). Only
nonnegative numbers cannot describe clearly the inner transforming relation-
ships of these fuzzy contradictory pairs. Then, how do we do?

2 Main Conceptions

In order to solve such direction fuzzy problems mentioned in the introduction
section, firstly, we should break through the limitations of classical fuzzy sets by
introducing direction fuzzy sets as follows.

Definition 1. Let X be a universe. Ã is said to be a direction (or state ) fuzzy
set of X if it is characterized by a function μÃ from X to [−1, 1]. μÃ is called
the direction (or state ) membership function of Ã. The value μÃ(x) of function
μÃ at x represents the direction level (or state, degree) of x belonging to (or
existing in) the direction fuzzy set Ã. The closer it is to 1 or -1, the clearer its
direction (or state) tendency is.

When X is finite, the direction fuzzy set Ã is often represented by

Ã = μÃ(x1)/x1 + μÃ(x2)/x2 + · · ·+ μÃ(xn)/xn

or Ã={(x1,μÃ(x1)),(x2,μÃ(x2)),· · · ,(xn,μÃ(xn))}, where X = {x1, x2, · · · , xn}.
When not finite, Ã =

∫
X μÃ(x)/x.

In this paper, for convenience, we always let X be a universe, and Ã, B̃, C̃, · · ·
stand for direction fuzzy sets; μÃ(x) is simply written as Ã(x).

Definition 2. The absolute value |Ã| of direction fuzzy set Ã is characterized
by |Ã|(x) = |Ã(x)| for each x ∈ X, which is a classical fuzzy set relative to
direction fuzzy set Ã.

Definition 3. A direction fuzzy set is said to be empty ( or nondirective ) iff
its membership function is identically equal to zero, denoted by φ. A direction
fuzzy set Ã is said to be a subset of direction fuzzy set B̃ ( or Ã is contained in
B̃ ), iff Ã(x) ≤ B̃(x) for each x ∈ X, denoted by Ã ⊂ B̃ or B̃ ⊃ Ã. A direction
fuzzy set Ã is said to be equal to another B̃ if and only if Ã(x) = B̃(x) for each
x ∈ X, denoted by Ã = B̃.

The notions of union and intersection of two direction fuzzy sets are two basic
concepts in our theory. Before dealing with them, we need to extend Zadeh
minimum and maximum fuzzy operators ∨ and ∧ to ∨̇ and ∧̇ as follows.

Definition 4. ∨̇ and ∧̇ are defined by the two mappings from [−1, 1]2 into [−1, 1]
such that for any a, b ∈ [−1, 1]



116 J. Wang

a∨̇b =

⎧⎨⎩
max(a, b), a, b ≥ 0
−max(−a,−b), a, b ≤ 0
a + b, a× b < 0

and

a∧̇b =

⎧⎨⎩
min(a, b), a, b ≥ 0
−min(−a,−b), a, b ≤ 0
0, a× b < 0

,

called direction maximum and minimum operators, respectively. Sometimes a∧̇b
and a∧̇b are denoted by ∨̇(a, b) and ∧̇(a, b), respectively.

Definition 5. Let Ã and B̃ be two direction fuzzy sets of X. The union and
intersection of Ã and B̃, denoted by Ã ∪ B̃ and Ã ∩ B̃, are characterized by

(Ã ∪ B̃)(x) = Ã(x)∨̇B̃(x) and (Ã ∩ B̃)(x) = Ã(x)∧̇B̃(x)

for all x ∈ X, respectively.

Example 1. In the example mentioned in the introduction section, let X =
{a, b, c, d}. According to the direction fuzzy set theory, we can define Ã as
0.2/a + 0.4/b + 0.5/c + 0.7/d, and B̃ as 0.3/a + 0.6/b− 0.3/c− 0.8/d by map-
ping min{ m

100 , 1} and −min{ n
100 , 1}, where m and n represent earned and lost

money, respectively. Thus, Ã∪B̃ = (0.2∨̇0.3)/a+(0.4∨̇0.6)/b+(0.5∨̇(−0.3))/c+
(0.7∨̇(−0.8))/d = (0.2∨0.3)/a+(0.4∨0.6)/b+(0.5+(−0.3))/c+(0.7+(−0.8))/d =
0.3/a + 0.6/b + 0.2/c− 0.1/d which fits the fact.

Remark 1. In order to fit real applications, ∨̇ and ∧̇ are often replaced by other
direction fuzzy operators (see my other papers), such as ⊕̇ and �̇, defined by,

⊕̇(a, b) Δ= a⊕̇b =

⎧⎨⎩
min(1, a + b), a, b ≥ 0
−min(1,−a− b), a, b ≤ 0
a + b, a× b < 0

and

�̇(a, b) Δ= a�̇b =

⎧⎨⎩
max(0, a + b− 1), a, b ≥ 0
−max(0,−a− b− 1), a, b ≤ 0
0, a× b < 0

for all a, b ∈ [−1, 1].

3 One Application Example

Example (Escape Test in a Flaming Building–Escape Model)
Situation Setting: There are 7 volunteers, denoted by a, b, c, d, e, f and g,
who are taking part in escape test in a flaming building. They are working in a
central room in some floor of one building. There are two exits at the left and
right ends of the floor. Both two exits are 20 meters away from the center room



Direction Fuzzy Sets 117

Fig. 1. Escape situation

where they are working in. They should escape to one of the two exits as soon
as they can after warning of flaming. But in their some escape ways, they may
be blocked by the flaming things (see Fig.1.).

Prize Principle: ”One can win some prize if one is one of the three volunteers
who are closest to the left or right exits after 5 seconds.”

Tested Data: After previous 3 seconds, volunteer a moved 10 meters to the
left; b 14.4 meters to the left; c 12 meters to the left; d 15 meters to the right;
e 14.8 meters to the right; f 14 meters to the right; g 13 meters to the right.

And after later 2 seconds, volunteer a moved 5 meters to the left; b 3 meters
to the right; c 2.2 meters to the left; d 5 meters to the left; e 5.2 meters to the
right; f 3 meters to the left; g 3 meters to the right.

In order to study expediently, data are put into the following table.

Table 1. Tested data

Vol.
Prev. 3 Sec.
Dir., Dis.

Later 2 Sec.
Dir., Dis.

After 5 Sec.
Dir., Dis.

After 5 Sec.
Dir., Dis. to Exits

Place

a left, 10 left, 5 left, 15 left, 5 3
b left, 14.4 right, 3 left, 11.4 left, 8.6 5
c left, 12 left, 2.2 left, 14.2 left, 5.8 4
d right, 15 left, 5 right, 10 right, 10 7
e right, 14.8 right, 5.2 right, 20 right, 0 1
f right, 14 left, 3 right, 11 right, 9 6
g right, 13 right, 3 right, 16 right, 4 2

”Volunteers closest to the exits after previous 3 seconds” is a fuzzy set, denoted
by Ã. ”Volunteers closest to the exits after later 2 seconds” is also a fuzzy set,
denoted by B̃. ”Volunteers closest to the exits after 5 seconds” is a fuzzy set,
denoted by C̃. Then, according to meaning, C̃ should be equal to Ã ∪ B̃.

1. Using classical fuzzy sets
Method (1): If the membership degrees of Ã and B̃ are calculated by min( d

20 , 1)
where d represents moved distance, and the moving directions are ignored, then,
we have

Ã = 0.5/a + 0.72/b + 0.6/c + 0.75/d + 0.74/e + 0.7/f + 0.65/g,
B̃ = 0.25/a + 0.15/b + 0.11/c + 0.25/d + 0.26/e + 0.15/f + 0.15/g.
If we use x⊕ y = min(x + y, 1) to calculate the membership degrees of fuzzy

set Ã∪ B̃, we have Ã∪ B̃ = 0.75/a+0.87/b+0.71/c+1/d+1/e+0.85/f+0.8/g.
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Since the three degrees of volunteers d and e and b are biggest, these 3 vol-
unteers should get prises. In fact, volunteer b moved just 11.4 meters to the left,
that is, 8.6 meters away to the left exit. Contrary to the facts. This tells us, the
result is obviously wrong if we ignore the moving direction.

Method (2): If the moving directions are concerned and the membership de-
grees of Ã and B̃ are calculated by max(20−d1

40 , 0) and min(20+d2
40 , 1), where d1

represents moved distance in the left direction, and d2 represents moved distance
in the right direction, then, we have the following table

Table 2. Classical fuzzy sets Ã and B̃ considering directions

Vol.
Prev. 3 Sec.
Dir., Dis.

Ã(x)
Later 2 Sec.
Dir., Dis.

B̃(x)

a left, 10.0 0.25 left, 5.0 0.375
b left, 14.4 0.14 right, 3.0 0.575
c left, 12.0 0.2 left, 2.2 0.445
d right, 15.0 0.875 left, 5.0 0.375
e right, 14.8 0.87 right, 5.2 0.63
f right, 14.0 0.85 left, 3.0 0.425
g right, 13.0 0.825 right, 3.0 0.575

At this time, if we use the following method to calculate the membership
degrees of the union of Ã and B̃,

g(x, y) =

⎧⎨⎩
x ∨ y, x, y ≥ 1

2
x ∧ y, x, y ≤ 1

2
x + y − 1

2 , Others
,

then we have
Ã ∪ B̃ = 0.25/a + 0.215/b + 0.2/c + 0.75/d + 0.87/e + 0.775/f + 0.825/g.
From the setting of membership degrees, we know that the volunteers with

smallest or biggest degrees can escape. Therefore, the volunteers c and e and g
will get prises. This is contrary to the facts.

Remark 2. If we use other methods to calculate the membership degrees of the
union, the results are always contrary to the facts.

2. Using direction fuzzy sets: In direction fuzzy theory, if we let the right
direction be the positive direction, then we have direction membership levels
calculated by max(−d1

20 ,−1) and min(d2
20 , 1), where d1 represents moved distance

in the left direction, and d2 represents moved distance in the right direction. As
a result, we have the following table
That is, Ã = −0.5/a − 0.72/b − 0.6/c + 0.75/d + 0.74/e + 0.7/f + 0.65/g and
B̃ = −0.25/a + 0.15/b− 0.11/c− 0.25/d + 0.26/e− 0.15/f + 0.15/g.

If we get the membership levels of Ã ∪ B̃ by ⊕̇, then we have Ã ∪ B̃ =
−0.75/a− 0.57/b− 0.71/c + 0.5/d + 1/e + 0.55/f + 0.8/g. |Ã ∪ B̃| = 0.75/a +
0.57/b + 0.71/c + 0.5/d + 1/e + 0.55/f + 0.8/g.
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Table 3. Direction fuzzy sets Ã and B̃

Vol.
Prev. 3 Sec.
Dir., Dis.

Levels of

Ã
Later 2 Sec.
Dir., Dis.

Levels of

B̃

a left, 10.0 - 0.50 left, 5.0 - 0.25
b left, 14.4 - 0.72 right, 3.0 0.15
c left, 12.0 - 0.60 left, 2.2 - 0.11
d right, 15.0 0.75 left, 5.0 - 0.25
e right, 14.8 0.74 right, 5.2 0.26
f right, 14.0 0.70 left, 3.0 - 0.15
g right, 13.0 0.65 right, 3.0 0.15

According to the theory of direction fuzzy sets, the three volunteers with
biggest levels of the absolute value direction fuzzy set |Ã∪ B̃| should get prises.
Therefore, we have that the first prize winner is volunteer e, the second is g, and
the third is a, which completely fits the facts. Moreover, we even have C̃ = Ã∪B̃,
which can not be obtained in classical fuzzy sets.

General Remark: Since the limitation of paper length, we have to omit many
important conceptions, properties, evidences, references etc..

4 Conclusion

In this paper, we have presented several kinds of direction fuzzy problems in the
introduction section. For the kind of direction fuzzy problem < left, right >,
we dug up an application example (Escape Model), which can not be solved by
classical fuzzy sets, but can be solved by the direction fuzzy sets. This shows
that the introduction of direction fuzzy sets is significant.
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Abstract. This paper presents a new approach using fuzzy compensator and PID 
controller to an experimental propeller setup which is called the twin rotor 
multi-input multi-output system (TRMS). Some previous works ignored the 
interactions between two axes and the controller being designed in horizontal or 
vertical direction separately. The goal of this study is to stabilize the TRMS in 
significant cross coupling conditions and to experiment with trajectory tracking. 
The fuzzy compensator and PID controller design is performed by a real-valued 
GA (RGA) with system performance index as fitness function. We apply the 
integral of time multiplied by the square error criterion to form a suitable fitness 
function in the RGA. Simulation results show that the proposed design can 
successfully adapt system nonlinearity and complex coupling conditions. 

1   Introduction 

Controller design of the TRMS has been studied for years. Huang and Juang [1]-[2] 
investigated the effect of the binary genetic algorithm (BGA) on controller tuning for 
improving system performance. The gains of the PID controller are tuned by the BGA 
with a nonlinear control design scheme. The controllers are better than the 
Gauss-Seidel Minimization Procedure. Tsai, Huang, and Juang [3] applied a 
real-valued genetic algorithm (RGA) on PID tuning to the TRMS control both in the 
vertical and horizontal axes separately. The system was decoupled into two parts, 
which are the vertical and horizontal, in order to design a one-degree-of-freedom PID 
controller. They restricted the connect beam between the main rotor and tail rotor to 
move only on the vertical or horizontal planes. The impact on the two rotors was 
ignored. The parameters of the PID controller are tuned by the RGA to reduce the total 
error and control energy. Fan and Juang [4] compared different kinds of fitness 
functions in the RGA via trial and error for tuning an optimal PID controller on the 
TRMS. The computer simulations showed that whether the fitness function suited the 
objective or was not significantly related to the result. In the conclusion of these papers 
[3]-[4], they constructed four PID controllers for the TRMS (both in the vertical and 
horizontal spherical surfaces simultaneously). Although these PID controllers could 
work in two degrees of freedom (2-DOF), they were still weak in tracking a desired 
trajectory and in reaching a specific attitude. It is difficult to stabilize the influence 
between two axes and a non-minimum phase in a vertical plane. Liu, Fan, and Juang 
[5], quoted the system performance index as a part of the fitness function in the RGA. 
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The system performance index deals with a modification of the known integral of time 
multiplied by square error criterion (ITSE). It is more efficient in finding the 
parameters of four PID controllers. Although these controllers could reduce control 
force and total error better than before, trajectory tracking of a desired path in 2-DOF 
oscillates for several seconds. 

The main purpose in the control of the TRMS focuses on designing controllers to 
stabilize the impact between two rotors and to track a desired path and specific attitude 
in 2-DOF efficiently. In this paper, a fuzzy controller is used as a compensator and is 
combined with a traditional PID controller. It is a cross-coupled multi-variables 
controller. In order to make the TRMS follow a desired trajectory, a modified ITSE is 
implemented in the RGA and is utilized to optimize the gain factors of the fuzzy 
compensator and PID controller. There are 28 parameters for four controllers and four 
compensators in vertical and horizontal planes of the TRMS control system. These 28 
parameters are tuned individually by the RGA. Simulation results indicate that the new 
approach has better performance than previous works. 

2   System Description 

The Two Rotor MIMO System (TRMS) is a laboratory set-up deigned for control 
experiments. In certain aspects, its behavior resembles that of a helicopter. From the 
control point of view it exemplifies a high order nonlinear system with significant 
cross-couplings. The approach to control problems connected with the TRMS proposed 
in this paper involves some theoretical knowledge of laws of physics and some 
heuristic dependencies difficult to express in analytical form. A schematic diagram of 
the laboratory set-up is shown in Fig. 1. The TRMS consists of a beam pivoted on its 
base in such a way that it can rotate freely both in the horizontal and vertical planes. At 
both ends of the beam, the rotors (the main and tail rotors) are driven by DC motors. A 
counterbalance arm with a weight at its end is fixed to the beam at the pivot. The state 
of the beam is described by four process variables: horizontal and vertical angles 
measured by position sensors fitted at the pivot and two corresponding angular 
velocities. Two additional states variables are the angular velocity of the rotors 
measured by tachogenerators coupled with the driving DC motors. In a normal 
helicopter, the aerodynamic force is controlled by changing the angle of attack. The 
laboratory set-up from Fig. 1 is so constructed that the angle of attack is fixed. The aero 
dynamic force is controlled by varying the speed of the rotors. Therefore, the control 
inputs are supply voltage of DC motors. A change in the voltage value results in a 
change of the rotation speed of the propeller which results in a change of the 
corresponding position of the beam. 

A system performance index is used for fitness function in the RGA. It is an 
optimization criterion for parameters tuning of control system, which is suitable for the 
RGA. It deals with a modification of the known integral of time multiplied by squared 
error criterion (ITSE). In order to influence a characteristic value of a signal, it is not 
necessary to add a special term to the ITSE which may increase the selection pressure 
in the RGA. An evident possibility is to divide the integral criterion in a special error 
section for each characteristic value. The general form and most used performance 
index is shown below. 
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where y is the output response, e is the output error, u is the control input, and r is the 
reference signal. 

 

Fig. 1.  The laboratory set-up TRMS 

3   Control Scheme 

The fuzzy controller can be further classified into three types the direct action (DA) 
type, the gain scheduling (GS) type and a combination of DA and GS type. In this work, 
the fuzzy PID application belongs to the DA type with three inputs and one output. The 
fuzzy PID compensator is placed within the feedback control loop and is used to 
compute the PID action through fuzzy inference. The structure of the fuzzy 
compensator is shown in Fig. 2. In order to minimize the output error, the gain factors 
Se, Sce, Sse and Su will be tuned by EC, where ( ) ( ) ( )nynyne d −= , 

( ) ( ) ( )1−−=Δ nenene , e  is the sum of errors, eSe e=ˆ , eSe ce=Δ ˆ , = eSe seˆ  

and PIDuPID uSu =ˆ . Define the linguistic variables that correspond to the input scaled 

variables ê , êΔ  and ê  as Δ kji EEE ,, . The indices i, j and k represent the 

linguistic values or fuzzy states of the input fuzzy variables and their ranges are i=0, 1, 
2.., N1-1; j=0, 1, 2.., N2-1; k=0, 1, 2.., N3-1; where N1, N2 and N3 denote the total 
numbers of fuzzy states assigned for each fuzzy variables. The total number of rules 
required for a complete description of the normalized space is 3N2N1N ×× . The fuzzy 
PID structure can be expressed by 

PIDmPIDkji UisuTHENEiseANDEiseANDEiseIf ,ΔΔΔΔ
∧∧∧∧

 (3) 
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The final compensator output can be expressed by 

( )
=

∧
Δ=

n

q

PIDuPID quSu
0

 (4) 

For this work, we apply the Gaussian function for each control variable. The 
universe of discourse of each input and output variables are defined to be within the 
range [-1,1] and uniformly portioned in 7 membership functions and are placed with 
50% overlap. The number of linguistic variables used for each 1ê , 2ê and 3ê  is 7. The 

total number of fuzzy rules is 343. The fuzzy rules are shown in Fig. 3 and is defined as 

PIDmPID PLisuTHENisPLeANDPLiseANDPLiseIf ,

∧∧∧∧
ΔΔ  (5) 

The cross-coupled controllers and compensators are presented in Fig. 4. 
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Fig. 2. Structure of fuzzy compensator 

N
L

N
B

N
S

Z
E

P
S

P
B

P
L

N
L

N
B

N
S

Z
E

P
S

P
B

P
L

N
L

N
L

N
L

N
L

N
L

N
L

N
L

N
L

N
L

N
L

N
L

N
L

N
L

N
L

N
L

N
B

N
B

N
L

N
L

N
L

N
L

N
L

N
L

N
B

N
B

N
L

N
L

N
L

N
L

N
L

N
B

N
S

N
S

N
L

N
L

N
L

N
L

N
L

N
B

N
S

N
S

N
L

N
L

N
L

N
L

N
B

N
S

Z
E

Z
E

N
L

N
L

N
L

N
L

N
B

N
S

Z
E

Z
E

N
L

N
L

N
L

N
B

N
S

Z
E

P
S

P
S

N
L

N
L

N
L

N
B

N
S

Z
E

P
S

P
S

N
L

N
L

N
B

N
S

Z
E

P
S

P
B

P
B

N
L

N
L

N
B

N
S

Z
E

P
S

P
B

P
B

N
L

N
B

N
S

Z
E

P
S

P
B

P
L

P
L

N
L

N
B

N
S

Z
E

P
S

P
B

P
L

P
L

N
B

N
S

Z
E

P
S

P
B

P
L

P
L

N
L

N
B

N
S

Z
E

P
S

P
B

P
L

N
L

N
B

N
S

Z
E

P
S

P
B

P
L

N
L

N
L

N
L

N
L

N
L

N
L

N
B

N
S

N
L

N
L

N
L

N
L

N
L

N
B

N
S

Z
E

N
B

N
L

N
L

N
L

N
L

N
B

N
S

Z
E

N
B

N
L

N
L

N
L

N
B

N
S

Z
E

P
S

N
S

N
L

N
L

N
L

N
B

N
S

Z
E

P
S

N
S

N
L

N
L

N
B

N
S

Z
E

P
S

P
B

Z
E

N
L

N
L

N
B

N
S

Z
E

P
S

P
B

Z
E

N
L

N
B

N
S

Z
E

P
S

P
B

P
L

P
S

N
L

N
B

N
S

Z
E

P
S

P
B

P
L

P
S

N
B

N
S

Z
E

P
S

P
B

P
L

P
L

P
B

N
B

N
S

Z
E

P
S

P
B

P
L

P
L

P
B

N
S

Z
E

P
S

P
B

P
L

P
L

P
L

P
L

N
S

Z
E

P
S

P
B

P
L

P
L

P
L

P
L

Z
E

P
S

P
B

P
L

P
L

P
L

P
L

N
L

N
B

N
S

Z
E

P
S

P
B

P
L

N
L

N
B

N
S

Z
E

P
S

P
B

P
L

N
L

N
L

N
L

N
L

N
B

N
S

Z
E

P
S

N
L

N
L

N
L

N
B

N
S

Z
E

P
S

P
B

N
B

N
L

N
L

N
B

N
S

Z
E

P
S

P
B

N
B

N
L

N
B

N
S

Z
E

P
S

P
B

P
L

N
S

N
L

N
B

N
S

Z
E

P
S

P
B

P
L

N
S

N
B

N
S

Z
E

P
S

P
B

P
L

P
L

Z
E

N
B

N
S

Z
E

P
S

P
B

P
L

P
L

Z
E

N
S

Z
E

P
S

P
B

P
L

P
L

P
L

P
S

N
S

Z
E

P
S

P
B

P
L

P
L

P
L

P
S

Z
E

P
S

P
B

P
L

P
L

P
L

P
L

P
B

Z
E

P
S

P
B

P
L

P
L

P
L

P
L

P
B

P
S

P
B

P
L

P
L

P
L

P
L

P
L

P
L

P
S

P
B

P
L

P
L

P
L

P
L

P
L

P
L

P
B

P
L

P
L

P
L

P
L

P
L

P
L

N
L

N
B

N
S

Z
E

P
S

P
B

P
L

N
L

N
L

N
B

N
S

Z
E

P
S

P
B

P
L

N
B

N
B

N
S

Z
E

P
S

P
B

P
L

P
L

N
S

N
S

Z
E

P
S

P
B

P
L

P
L

P
L

Z
E

Z
E

P
S

P
B

P
L

P
L

P
L

P
L

P
S

P
S

P
B

P
L

P
L

P
L

P
L

P
L

P
B

P
B

P
L

P
L

P
L

P
L

P
L

P
L

P
L

P
L

P
L

P
L

P
L

P
L

P
L

P
L

1

                                                              

NL NB NS ZE PS PB PL 

Column error
summation 

Row error change 

 

Fig. 3. The fuzzy rules of fuzzy compensator 
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Fig. 4.  Cross-coupling fuzzy compensator and PID controller 

Four PID controllers and four fuzzy compensators for TRMS are: PIDvv, PIDvh, 
PIDhv, PIDhh, FLCvv, FLCvh, FLChv, FLChh, where h denotes horizontal and v denotes 
vertical. The TRMS control in horizontal and vertical planes requires setting 28 
subsystems’ parameters. The evolutionary computations use the roulette wheel 
selection and the Adewuya crossover method [6]. The mutation operator creates one 
new offspring individual for the new population by randomly mutating a randomly 
chosen gene of the selected individual. 

4   Simulations 

The system performance requirements are: maximum overshoot is less than 1% rise 
time, delay time and steady state time are as short as possible. The population size is 40, 
crossover rate is 80% with the Adewuya crossover law, and mutation rate is 2.5%. 
Simulation time is 50 sec. The sampling time is 0.5 sec. Simulations of trajectory 
tracking are shown in Fig. 5 and Fig. 6, where reference inputs are sine wave and square 
wave. The frequency is 1/40 Hz and the amplitudes are 0.5 rad and 0.2 rad on the 
horizontal plane and the vertical plane, respectively. The total sum of errors of sine 
wave response on the horizontal plane is 4.377 and is 40.196 on the vertical plane. The 
total sums of errors of square wave response on the horizontal plane and the vertical 
plane are 34.906 and 73.246, respectively. Comparisons of this work and [5] are shown 
in Table 1. Sine wave response improves at least 44%. Square wave response improves 
at least 26%. 

Table 1. Comparisons with [5] 

Error of sine wave response Error of square wave response  
hor ver improve hor ver improve 

[5] 14.0243 72.2283 125.3977 99.3753 
this 4.377 40.196 

44.3  
34.906 73.246 

26.3  
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Fig. 5.  Sine wave response of TRMS 
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Fig. 6.  Square wave response of TRMS 

5   Conclusion 

In this paper, the control problem of the TRMS is solved. The proposed control scheme 
utilizes a RGA with a specified system performance index to tune the parameters of the 
fuzzy compensator and PID controller, which can stabilize the cross-coupling nonlinear 
system. This approach has successfully overcome the influence of cross-coupling 
between two axes. In trajectory tracking control, it reduces maximum overshoot, rise 
time, steady state time and delay time. Compared to previous works, the simulation 
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results show that the new approach can reduce the total error and improve system 
performance. 
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Abstract. Fuzzy neural network adaptive tracking controller is designed to real-
ize the tracking control for a class of unknown nonlinear interconnected sys-
tems. No constraint or matching conditions of the uncertain terms are required. 
For the low dimensions unknown dynamic of the subsystems and the high one 
of the interconnected terms, two classes of fuzzy rules are adopted respectively 
to approximate the unknowns. The neural network is used to counteract the  
extra gains of the controller. The fuzzy sliding mode control is developed to 
compensate for the exterior disturb and the fuzzy neural network approximation 
errors. By the Simultaneity, based on Lyapunov method, the parameters of the 
systems are regulated on line by the adaptive laws. Global asymptotic stability 
is assured with the tracking errors converging to a neighborhood of zero. 

1   Introduction 

Recently years, people applied fuzzy logic system to control the nonlinear unknown 
dynamic systems [1-4]. There are many results about the stability, robustness and 
control performance, but most approaches are limited to assume that the uncertainty is 
known or parameterizable, which are not suitable to deal with the large-scale systems 
with unknown nonlinear subsystems. In 1994, Wang opened a new area to deal with 
the ill-defined and complex systems [6]. He firstly designed a fuzzy adaptive control-
ler. But the adaptive laws were limited to nonlinear systems with constant control 
gain, square-integrable tracking error and the disturbances cannot be eliminated. Tong 
[3] and [7] improved wang’s scheme and presented a globally stable fuzzy indirect 
controller for a class of interconnected systems with unknown terms. Zhang [8] pro-
posed a kind of fuzzy indirect adaptive tracking controller, in which For the low di-
mensions unknown dynamic of the subsystems and the high one of the interconnected 
terms, two classes of fuzzy rules are adopted respectively to approximate the un-
knowns. But there are a constraint supposes that the gain functions of the controller 
                                                           
* This paper was supported in part by NJTU Paper Foundation of China. 
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are invertible, which may not be satisfied in the engineering. Based on [8], this paper 
considers a class of large-scale systems. For the cases that the gain functions of the 
controller are invertible, a neural network is used to counteract the extra gains of the 
controller. The fuzzy-neural network adaptive controller guarantees the boundary of 
all variables of the large-scale systems and the convergence of the tracking errors to a 
neighbourhood of zero. 

2   Model Description and Problem Statement 

Consider the nonlinear interconnected large-scale system, which is composed of N 
interconnected subsystems: 

( )
1( ) ( ) ( , , , ) ( )in

i i i i i i i N iy f x g x u H t x x d t= + + +   Ni ,,2,1=  (1) 

Where n
i Rx ∈  is the state vector of subsystem i . iu  is the input and iy  is the 

output. )( ii xf , in
ii Rxg ∈)(  are the unknown dynamics of i  (unknown func-

tions), and ( )i ig x  is non-invertible. RH i ∈  represents the interconnected term  

between the subsystems, they are all smooth functions. )(tdi  are the exterior distur-

bances. Let ),,( 1 NxxX = . 

Control objective: Design adaptive controllers )|( iii xu θ  in the presence of the 

unknown dynamics of i , the interconnections, and disturbances )(tdi  such that: 

(1)  The system is stable in Lyapunov sense, i.e., all of variables are bounded. 
(2)  The tracking errors of each subsystem converge to a neighborhood of zero asymp-

totically. 

3   Assumptions and Controllers Design 

Assumption 1: *( )i id t c≤ , *
ic  is the unknown bounded constant. 

Given reference output imy , we assume that the desired output and its derivatives 
( ), , , in

im im imy y y  are measurable and bounded. Define the tracking errors as 

0i im ie y y= − . Let ( 1)
0 0 0( , , , )in T

i i i ie e e e −= , ( 1) 0( , , )
i

T
i i n iK k k−= and select iK such 

that all the roots of the polynomial are in the left half-plane, 
( ) ( 1)

( 1) 0
ˆ ( ) i i

i

n n
i i n iL s s k s k−

−= + + +  i.e., ˆ ( )iL s are Hurwitz polynomial.  

In the case of 0i id H= ≠ , utilize the fuzzy logic system to approximate the un-

known functions ( )i if x , ( )i ig x  and ( )ih X . Their membership functions adopt Gaus-

sian’s form, and construct the fuzzy logic systems as follows: 
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1 1 1
1

ˆ ( | ) ( ) ( )
p

T
i i i ij ij i i i i

j

f x x xθ θ ξ θ ξ
=

= =  

2 2 2
1

ˆ ( | ) ( ) ( )
p

T
i i i ij ij i i i i

j

g x x xθ θ ξ θ ξ
=

= =  

3 3 3
1

ˆ ( | ) ( ) ( )
q

T
i i ik ik i i

k

H X X Xθ θ γ θ γ
=

= =   

 

(2) 

 

Where iii 321 ,, θθθ  represent the set of the adjustable parameters l
ji

l
i

l
i xyy ,,~, and 

l
ji ,σ . 

Design an indirect fuzzy controller as 

1
2 2 2 1 3

( )
2

ˆ ˆˆ ˆ ˆ( | )[ ( | ) ( | )] [ ( | ) ( | )

1
]

2
i

T T
i i i i i i i i i i i i i i i

nT
i i im i fsi i i i i fsi

u g x I g x g x f x H X

K e y c u s u L u

θ θ θ θ θ

η

−= + − −

+ + − + + +
 (3) 

Where fsiiuc  are used to attenuate the exterior disturbances, and i fsiL u  are used to 

counteract the fuzzy approximation errors. fsiu can be consulted reference [3]. is  are 

the linear combinations of the error and their derivatives before 1−in , 2iu  is used to 

counteract the extra gains in the controller. 
By substituting (3) into (1), we have the error equation: 

( )
0 1 2 3

1
2 2 2

ˆ ˆˆ( ( | ) ( )) ( ( | ) ( )) ( ( | ) )

1
ˆ ˆ( ) [ ( | ) ( | )]

2

in T
i i i i i i i i i i i i i i i i i

T
i fsi i i i i i fsi i i i i i i ci

e K e f x f x g x g x u H X H

c u s d t u L u I g x g x u

θ θ θ

η θ θ −

= − + − + − + −

+ − − − − − +
 

 

(4) 

Where  

( )
1 3 2

1ˆ ˆ( | ) ( | )
2

inT
ci i i i i i i i im i fsi i i i i fsiu f x H X K e y c u s u L uθ θ η= − − + + − + + +      (5) 

Equivalently, 

1 2 3
ˆ ˆˆ[( ( | ) ( )) ( ( | ) ( )) ( ( | ) )]i i i i i i i i i i i i i i i i ie A e B f x f x g x g x u H X Hθ θ θ= + − + − + −  

1
2 2 2

1
ˆ ˆ[ ( ) ] { [ ( | ) ( | )] }

2
T

i fsi i i i i i fsi i i i i i i ciB c u d t s B u L u I g x g x uη θ θ −+ − − + − − − +      

 

(6) 

Where  

( 1) ( 2) ( 3) 0

0 1 0 0

0 0 1 0

i i i

i

i n i n i n i

A

k k k k− − −

=

− − − −

        [0 0 1]TB =      
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Suppose *
3

*
2

*
1 ,,. iii θθθ  are the optimal parameters vectors of iii 321 ,,. θθθ , Therefore, 

for the unknown dynamics of the subsystems and the interconnections, we adopt dif-
ferent approach to realize the approximation, i.e., [8]  
Let  

* * *
1 2 3

ˆ ˆˆ( ( | ) ( )) ( ( | ) ( )) ( ( | ) ( ))]i i i i i i i i i i i ci i i iw f x f x g x g x u H X H Xθ θ θ= − + − + −  (7) 

Here, denote )(
2

3iii Owv Φ+=  as the “minimum approximation error”.  

Assumption 2: Suppose that the fuzzy logic approximation errors satisfy the following 
inequalities: 

i
i ev M<  (8) 

On the other hand, there is a redundant term 1
2 2ˆ ˆ[ ( | ) ( | )]T

i i i i i i ciI g x g x uθ θ −+  in the 

error equation, which is caused by the controller gains. Then we design a neural net-
work controller 2iu  to counteract it.   

2
ˆ ˆ ( )T

i i i i fsiu W G t uϕ= − +             (9) 

where ˆ ( )i tϕ  is the estimated value of the approximation error of the neural network. 

Rewrite (6) as  

3
1 2 3

3

ˆ ( | )
( ) ( ) ( )

2i

T T T i i i
i i i i i i i i i ci i

i

H X s
e A e B x B x u B B η

θξ ξ
θ

∂
= + Φ + Φ + Φ + Φ

∂
 

*
* ˆ[ ( ) ] [ ] { ( ) }

2
Ti

ci fsi i fsi i i i i fsi i i i fsiB u B c u d t s B v L u B W G t u
η ϕ− Φ + − − + + − −  

 

(10) 

Where *
ci i ic cΦ = − , *

i iη η ηΦ = − , ˆ
i i iW W W= − , *

1 1 1i i iθ θΦ = − , *
2 2 2i i iθ θΦ = − , 

*
3 3 3i i iθ θΦ = − are parameter matched error vectors. 

The designing process of the controller is similar to the one in [3].  
Adopt the parameters and control-gains adaptive laws as: 

1 1 1 1
1

1 1 1 1

( ) , ( ) 0

{ ( )} ( ) 0

T T T
i i i i i i a i a i i i i i

i T T T
i i i i i i a i i i i i

e PB x if M or M and e PB x

P e PB x if M and e PB x

η ξ θ θ θ ξ
θ

η ξ θ θ ξ
− < = ≥

=
− = <

 (11) 

Where the projection operator }{1 ∗P  are defined as: 

1 1
1 1 1 1 2

1

( )
{ ( )} ( )

T
T T T i i i i

i i i i i i i i i i i i i

i

x
P e PB x e PB x e PB

θ θ ξη ξ η ξ η
θ

− = − +  

2 2 2 2
2

2 2 2 2

( ) , ( ) 0

{ ( ) } ( ) 0

T T T
i i i i i ci i b i b i i i i i ci

i T T T
i i i i i ci i b i i i i i ci

e PB x u if M or M and e PB x u

P e PB x u if M and e PB x u

η ξ θ θ θ ξ
θ

η ξ θ θ ξ
− < = ≥

=
− = <

 

 

(12) 
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Where the projection operators   are define as: 

2 2
2 2 2 2 2

2

( )
{ ( ) } ( )

T
T T T i i i i ci

i i i i i ci i i i i i ci i i i

i

x u
P e PB x u e PB x u e PB

θ θ ξη ξ η ξ η
θ

− = − +  

3 3
3 3 3 3

3 3

3

3 3
3 3 3 3

3 3

ˆ ˆ( | ) ( | )
( ), , ( ) 0

ˆ ˆ( | ) ( | )
{ ( )} ( ) 0

T T Ti i i i
i i i i c i c i i i

i i

i

T T Ti i i i
i i i i c i i i

i i

H X H X
e PB if M or M and e PB

H X H X
P e PB if M and e PB

θ θη θ θ θ
θ θ

θ
θ θη θ θ

θ θ

∂ ∂− < = ≥
∂ ∂

=

∂ ∂− = <
∂ ∂

 

 

 

(13) 

Where the projection operators }{3 ∗P are define as: 

3 3
3

3 3 3 3 2
3 3 3

ˆ
( )ˆ ˆ

{ ( )} ( )

T i
i i

T T Ti i i
i i i i i i i i i

i i i

H

H H
P e PB e PB e PB

θ θ
θη η η

θ θ θ

∂
∂ ∂ ∂

− = − +
∂ ∂

 

BPec i
T
iii 4η= , 25

5 ( )
2

Ti
i i ie PB

ηη = , T
i i i iW G e PBγ= , 6

2
Ti

i i ie PB
ηϕ =    

(14) 

Where iP  is a positive definite matrix, iQ  is arbitrary given positive matrix, which 

satisfies T
i i i i iP A A P Q+ = −  

Theorem 1. For nonlinear system (1), which satisfies assumption 1-2, if adopting 
control law (3), (9) and the parameters adaptive laws (11)-(14), and selecting  

T
i i iS e PB= ,  i

i eL M= , then the control objectives (1) and (2) are achieved. 

Proof: (the detail is omitted for saving space) 

4   Emulation 

Example: Apply the designing method of this article to the following system, which 
denotes two interconnected handstand cycloid [10]. 

The dynamic equation is 

1 2

2
2 1 1 3 1 2 3 1 2 4( )

x x

x f x f u f x x fβ
=

= + + − +
    

 
3 4

2
4 1 3 3 2 2 1 2 4 4( )

x x

x f x f u f x x fβ
=

= + + − −
 

Here, 1 2 3 4, , ,f f f f , 1 2,β β , g , M , m , L , l , 1 2,z z is choose the same as Jiang, B, 

et. al., [10]. Give the tracking reference output as 1 sin(2 )my t= , 2 2 sin(3 )my t= + . 

Choose 1 100η = , 2 100η = , 11 0.1η = , 21 0.1η = , 11 0.1η = , 13 0.002η = , 

1 20.01, 0.01γ γ= = , 1 1 15 5s e e= + , 2 2 25 5s e e= + , 0.05iφ = , 0.51( ) 1 (1 )xx eσ −= +  
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By using theorem 1, the controllers are designed as: 

1 11 1 1 13 1 1 1 1 12[ ( ) ( ) 2 4sin(2 ) 2 50 (0.01fsu X X e e t u sθ ξ θ γ= − − + + − − + +  

11 1 1 13 1 1 1 1 1 1 1 1
ˆ( ) ( ) 2 4sin(2 ) 2 50 ) ]T

fs fsX X e e t u s u W Gθ ξ θ γ+ − − + + − − + +  

2 21 2 2 23 2 2 2 2 22[ ( ) ( ) 2 9sin(3 ) 2 50 (0.01fsu X X e e t u sθ ξ θ γ= − − + + − − + +  

   21 2 2 23 2 2 2 2 2 2 2 2
ˆ( ) ( ) 2 9sin(3 ) 2 50 ) ]T

fs fsX X e e t u s u W Gθ ξ θ γ+ − − + + − − + +  

11 1 1 1 10.5( ) ( )e e Xθ ξ= − + , 21 2 2 2 20.5( ) ( )e e Xθ ξ= − + , 1 1 1 1 20.01( ) ( ) ( )W e e x xσ σ= +  

13 1 1 10.01( ) ( )e e Xθ γ= − + , 23 2 2 20.01( ) ( )e e Xθ γ= − + , 2 2 2 3 40.01( ) ( ) ( )W e e x xσ σ= +  

By using Matlab, the result is as Fig.1 (on the next page). 

 

Fig. 1. The curve of the state errors ( 1e  is the first state error of subsystem 1, 2e  is the second 
state error of subsystem 1, 3e  is the first state error of subsystem 2, 4e  is the second state error 
of subsystem 2) 

5   Conclusion 

In this paper, the problem of output tracking is discussed for a class of interconnected 
unknown dynamic systems. We make some primary research about the unknown 
interconnections of the large-scale systems. The proposed scheme combines the fuzzy 
logic approximation method, the neural network approximation method, the fuzzy 
sliding mode control and the adaptive control algorithm. Thus, the constraint condi-
tion of the interconnections [7] and the control gain functions [8] can be reduced. The 
fuzzy-neural network controller realize the tracking goal and assure the close-loop 
system asymptotically stable in the Lyapunov sense. 
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Abstract. To measure the certainty, we use the meaning of entropy. For the se-
lection of reliable data, fuzzy entropy through distance measure is proposed. 
The appropriateness of the proposed entropy is verified by the definition of en-
tropy measure. To measure the fuzziness of 3-phase stator currents, member-
ship functions are obtained by the Bootstrap method. Finally, the proposed en-
tropy is applied to the membership function of 3-phase currents, and the fuzzy 
entropy values of phase current each are illustrated. 

1   Introduction 

Characterization and quantification of fuzziness are important issues that affect the 
management of uncertainty in many system models and designs. The fact that the 
entropy of a fuzzy set is a measure of the fuzziness of that fuzzy set has been estab-
lished by previous researchers [1-7]. Liu proposed the axiomatic definitions of en-
tropy, distance measure, and similarity measure, and discussed the relations between 
these three concepts. Kosko considered the relation between distance measure and 
fuzzy entropy. Bhandari and Pal provided a fuzzy information measure for discrimi-
nation of a fuzzy set relative to some other fuzzy set. Pal and Pal analyzed classical 
Shannon information entropy. Also, Ghosh used fuzzy entropy in neural networks. 
However, that was an uncommon application of proposed entropy, unrelated to the 
object in this study. Hence, we apply fuzzy entropy to the membership function of the 
faulty motor stator current. 

In this paper, we propose fuzzy entropy with a distance measure. The proposed 
fuzzy entropy, which has a simple structure compared to the previously proposed en-
tropy, is derived using the well-known Hamming distance measure. With the proposed 
entropy, we represent another similar entropy. The usefulness of these two entropies is 
verified by a measure of the fuzziness of 3-phase faulty induction motor stator current. 
In previous studies just one phase current has been used. Hence, we carry out the 
measure of the fuzziness of phase current each. For the determination of a faulty mo-
tor, the phase stator current is transformed via Wavelet decomposition [14][15], and 
among the obtained coefficients, the 4th coefficient of the 6th detail is used to decide 
which fault take place. From the 20 coefficients of the 4th coefficient of the 6th detail, 
we process the Bootstrap method [16], and we also obtain the membership function via 
the Central Limit Theorem [16]. Using the proposed fuzzy entropy, we measure the 
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entropies of each phase current. In the next section, axiomatic definitions of the  
entropy of fuzzy sets are introduced. In Section 3, entropy is induced by distance 
measure. In Section 4, fault signals are measured by the proposed entropy measure. 
Conclusions follow in Section 5. Throughout this paper, terminologies are used in the 
reference of Fan and Xie[6]. 

2   Fuzzy Entropy 

In this section, we introduce some preliminary results. Liu suggested axiomatic defi-
nition of fuzzy entropy, distance measure [4]. 

Definition 2.1 (Liu, 1992) A real function, : ( )e F X R+ is called the entropy 

on ( )F X , if has the following properties: 

( )

* *

( 1) : ( ) 0, ( );

1( 2) : ([ ]) ( );2

( 3) : ( ) ( ), ;

( 4) : ( ) ( ), ( ),

A F X

C

E e D D P X

E e max e A

E e A e A for any sharpening A and

E e A e A A F X

of A

=

=

=

 

where [ ]1/2  is the fuzzy set in which the value of the membership function is 1/2 . 

If we divide a universal set X into two partsD and CD in ( )P X , then the fuzziness of 

fuzzy setA is the sum of the fuzziness ofA D and CA D . From this idea, the fol-
lowing definition follows. 

Definition 2.2 (Fan and Xie, 1999) Let e be the entropy on ( )F X . Then, for 

any ( )A F X , 

( ) ( ) ( )Ce A e A D e A D= +  (1) 

is the -entropy on ( )F X . 

From Definitions 2.2, we can focus on an interesting area of universal set and ex-
tend the theory of the entropy of fuzzy sets. Fan and Xie derived new entropy via 
defined entropy, introducd by /(2 )e e e= , where e is an entropy on ( )F X . 

We propose entropy that is induced by distance measure. Among distance meas-
ures, Hamming distance commonly uses the -distance measure between fuzzy sets 
A andB , 

1

1( , ) ( ) ( )
n

A i B i
i

d A B x x
n =

=  (2) 

where 1 2{ , , , }nX x x x= , k  is the absolute value of k . The next proposition 

shows the distance relation between fuzzy sets and crisp sets. 
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Proposition 2.1 (Fan and Xie, 1999) Let d be a - distance measure on ( )F X ; then 

(i) *( , ) ( , )near neard A A d A A  

(ii) *( , ) ( , )far fard A A d A A

 
Fan, Ma and Xie proposed the following theorem [7]. 

Now we propose another fuzzy entropy induced by distance measure which is differ-
ent from Fan, Ma and Xie’s [7]. The proposed entropy needs only the nearA crisp set, 
and it has an advantage in computation of entropy. 

Theorem 2.1. Let d be the -distance measure on ( )F X ; if d satisfies 

( , ) ( , ), , ( )C Cd A B d A B A B F X= , then 

( ) 2 (( ),[1]) 2 (( ,[0]) 2near neare A d A A d A A= +  (3) 

is a fuzzy entropy. 

Proof. The proposed equation in (3) becomes the entropy for the fuzzy set A  if it 
satisfies Definition 2.1. Hence, we start from( 1)E . For ( 1)E , ( )D P X , nearD D= ; 

therefore, 

( ) 2 (( ),[1]) 2 (( ),[0]) 2

2 ( ,[1]) 2 ( ,[0]) 2 0.
near neare D d D D d D D

d D d D

= +

= + =
  (4) 

( 2)E represents that crisp set 1/2  has the maximum entropy 1. Therefore, the en-

tropy ([1/2])e  satisfies 

2 (([1/2] [1/2] ),[1]) 2 (([1/2] [1/2] ),[0]) 2

2 (([1/2] [1]),[1]) 2 (([1/2] [1]),[0]) 2

2 1/2 2 1 2 1.

([1/2]) near neard d

d d

e = +

= +

= + =

 

In the above equation,  [1/2] [1]near =  is satisfied. 

( 3)E shows that the entropy of the sharpened version of fuzzy setA , *( )e A , is less 

than or equal to ( )e A . For the proof, *
near nearA A= is also used: 

* * * * *

* *

( ) 2 (( ),[1]) 2 (( ),[0]) 2

2 (( ),[1]) 2 (( ),[0]) 2

2 (( ),[1]) 2 (( ),[0]) 2

( ).

near near

near near

near near

e A d A A d A A

d A A d A A

d A A d A A

e A

= +

= +

+

=

 

The inequality in the above equation is satisfied because *( , ) ( , )near neard A A d A A  

in Proposition 2.1(i).  
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Finally, ( 4)E is proved using the assumption ( , )C Cd A B = ( , )d A B ; hence we have 

( ) 2 (( ),[1]) 2 (( ),[0]) 2

2 (( ),[1]) 2 (( ),[0]) 2

2 (( ),[0]) 2 (( ),[1]) 2

( ).

near near

near near

C C C C
near near

C

e A d A A d A A

d A A d A A

d A A d A A

e A

= +

= +

+

=

 

Theorem 2.1 uses only the nearA  crisp set; hence, we can consider another entropy 

the considers only farA , and it has a more compact form than Theorem 2.1. 

Theorem 2.2. Letd be the -distance measure on ( )F X ; if d satisfies 

( , ) ( , ), , ( )C Cd A B d A B A B F X= , 

then 

( ) 2 (( ),[0]) 2 (( ),[1])far fare A d A A d A A= +  (5) 

is a fuzzy entropy. 

Proof. In a similar way, we prove that (5) satisfies from ( 1)E to ( 4)E in reference [8]. 

The proposed entropies Theorem 2.1 and 2.2 have the advantage over Liu’s that they 
do not need assumption (i) of Theorem 3.1 to prove (1) and (2). Furthermore, (1) and 
(2) use only one crisp set, nearA and farA , respectively. 

 

Fig. 1. Stator currents of healthy and family case 

 

Fig. 2. 4th coefficient of the 6th detail 

 

Fig. 3. Membership function 
of Phase-1 current 

Fig. 4. Membership function 
of Phase-2 current 

 

Fig. 5. Membership function 
of Phase-3 current 
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3   Illustrative Example 

For the fault decision for the faulty motor 3-phase stator currents are given. The stator 
current is the only information that includes the characteristics of the faults that take 
place. Data from the induction machine, 220V, 3450 rpm, 4 poles, 24 bars, 0.5 HP 
motor, were used to verify the results experimentally. Six cases, bearing fault, bowed 
rotor, broken rotor bar, static eccentricity, dynamic eccentricity, and healthy condi-
tions, are given. The one-phase current for the healthy and faulty signals under the 
full load are illustrated in Fig. 1. Input signals have 16,384 data points, respectively. 
The maximum frequency is 3 kHz, and data duration is 2.1333 s. As shown in Fig. 1, 
the differences of the various signals are not easy to discriminate. Hence, we proceed 
with Wavelet transformation to detect the characteristics of the 6 signals. Among the 
12 details, the 4th coefficient of the 6th detail shown in Fig. 2 has good characteristics 
for discriminate various faults. To obtain the most reliable information from the 3-
phase stator currents, now we have to investigate other phase currents. Proceeding 
with Wavelet transformation for the other two phase currents, we obtain 20 data for 
the 4th coefficient of the 6th detail, respectively. To measure the entropies of each 
phase, we need to construct membership functions. With the 20 data of each phase, 
we generate 50 data, which are the means of randomly chosen 10 data from the origi-
nal 20 data, using the Bootstrap method. Then 50 data for Phase 1 from 6.0 to 7.1, 50 
data for Phase 2 from 5.0~7.16, and 50 data for Phase 3 from 3.5~9.0 are obtained, 
respectively.  

Now we construct a Gaussian distribution with the 50 data, respectively (by the 
Central Limit Theorem). After normalizing, we consider three Gaussian functions as 
membership functions for the 3-phase currents, which are illustrated in Fig.s 3, 4,  
and 5. For the computation of entropy, we assign the center rectangle to membership 
function. By Theorems 2.1 and 2.2, we apply fuzzy entropy as shown in Fig.s 3-5. 
With these membership functions, we can calculate the entropy measures of each 
phase current. Table 1 indicates that the 3-phase currents have similar entropies in 
Theorem 2.1 and Theorem 2.2. We can conclude that Phase 1 is the most reliable 
among the 3-phase currents. 

Table 1. Entropies of three phases 

 Phase 1 Phase 2 Phase 3 

Theorem 2.1 0.62396 0.62504 0.62432 

Theorem 2.2 0.62396 0.62504 0.62432 

4   Conclusions 

We investigated the relations of entropy, distance measure, and similarity measure. 
From the definition and results of Liu, we proposed a new entropy formula using 
distance measure. For the faulty induction motor current signals, Wavelet transform 
was carried out. Through the Wavelet transform, we found that the 4th value of the 
6th detail resulting from the 12 scales of wavelet decomposition is useful in analyzing 
the features of fault signals. Also, the membership function of the 3-phase current 
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signals was formulated using the Bootstrap method and the Central Limit Theorem. 
Furthermore, the proposed entropy computation was obtained for the faulty induction 
motor, and the values of the entropies were illustrated. 
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Abstract. The Fuzzy Inverse Kinematic Mapping Method (FIKM) is used to 
solve the inverse kinematics for the redundant robots with singularities. This 
method has some advantage due to the less computation load and robustness to 
the singularity. The method has also been implemented on a transputer-based 
parallel processing system to solve the motion planning problem of the 
redundant robots with singularity.  

1   Introduction 

The Robots have become increasingly important for industrial automation in recent 
years. Along with the development of robot arm control theory, there has been 
increasing demand for more efficient control schemes. Inverse kinematic 
computation, which maps the Cartesian space specification to the joint space, is 
usually the computational bottleneck in the robot path planning. On the other hand, it 
may not have an exact solution and thus a numerical method is required.  This 
problem becomes more complicated when the robot manipulator has redundant 
degrees of freedom to perform some optimization specification, and the 
computational load may induce difficulties in real time application of redundant 
robots. For this reasons, the transputer based parallel processing is applied to deal this 
problem.  

Redundancies in mechanisms have historically been solved through Moore-Penrose 
pseudo-inverse kinematic method (PIKM), also called the generalized inverse method. 
This method is first used in the robot control by Whitney in [1]. Let x  be the m-
dimensional velocity vector of the hand and θ  be the n-dimensinal vector of joint 
angles.  

11 ××× = nnmm Jx θ  (1) 



 Motion lanning of Redundant Robots 141 

Then zJJIxJ )( ++ −+=θ  
(2) 

where J J JJT T+ −= ( ) 1  
(3) 

Since the system is redundant, therefore, n>m . 
But the pseudo inverse cannot be used when the J +  is singular, that is, the robot 

pass through a singular position. In the singular cases, the inverse matrix of TJJ can 
not be obtained; the other methods like the solution together with homogeneous 
solution or singular decomposition methods should be used to solve this problem.[2] 
However, the solution of z  through some optimal problem is very complicated. 
Therefore, the fuzzy inverse kinematic method (FIKM) is used to solve the redundant 
inverse kinematics. This method is proposed first by Schacherbauer and Xu in 1993 
[3] and it takes advantage of human intuition and experience to avoid exact inverse 
kinematic mapping; however, they did not discuss the singular problems. In this 
paper, this method is further studied and modified for the motion planning of 
redundant robots with singular problems. 

2   Problem Formulation 

The fussy logic method for the inverse kinematic problem can work with a simple 
rule-base. The concept of this rule-base can be illustrated by the following example. 
Considering a planar robot with one link, the end-effector position can be described as  

x l

y l

=
=

cos

sin

θ
θ

 (4) 

Linearization around a given joint angle θ yields the following forward kinematic 
equations: 

dx c d

dy c d
x

y

=
=

θ
θ

 or    x c

y c

x

y

=

=

θ

θ
, where c l

c l
x

y

= −
=

sin

cos

θ
θ

 (5) 

Intuitively, a simple rule for the inverse kinematic may be formulated as 
If dx  is PM and cx  is NL then dθ  is NS. 

However, if an n-link serial robot is considered as composed of n links similar to 
the presented one, the rule-base can also apply to each of these links. Because the 
rule-base has been derived using a linearized model, the end-effector position change 
dx  or dy  can be the superposition of each results from each link. Let the coefficient 
cij  be the element of the Jacobian matrix in the ith row and jth column as the 

following.  

[ ] [ ] [ ]
11 ××× ⋅=

njnmijmi dcdx θ  (6) 

The membership function cij and dxi are defined in Fig. 1. The rule-table through 

homan ituitivity and experience is given in Table 1. Through the experiment we 
choose the fuzyy membership function of d jθ  as Fig. 2. 



142 C.-J. Lin and C.-L. Chen 

NM PMPSNS ZE

-0.8 0.8-0.3 0.0 0.3 c ij

1

    dx i

NB NM NS NVS
ZE

PBPMPSPVS

-1.5 1.5-0.7 -0.3 -0.1 0.1 0.3 0.7

1

 

        (a)                                                         (b) 
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Fig. 2. Membership functions for  d jθ  

Table 1. The rule-base for fuzzy inverse kinematic mapping 
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i
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2.1   Determination of d jθ   

Now we discuss in detail how to weight the fuzzy mapping result d jθ to the obtained 

d jθ through column and row weighting . Using the fuzzy mapping for each 

combination of dxi  and cij, we can determine d jθ ,denoted  d ijθ +: 

d ijθ + = FM c dxij i( , )  (7) 

where FM stands for the fuzzy mapping using the membership functions defined in 

Figs. 2, and 3 and the rule-base of Table 1. Since the application of each d ijθ+ yields 

dxi  approximately, that is,  

c d dxij ij iθ+ ≈  (8) 

The contributions of each d ijθ+ to dxi should be weighted by some factor, such that 

the sum of the contributions is close to dxi : 

=

+

=

=≈
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ij

ij

ijiij
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c
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(9) 
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The effective joint angle change after row weighting is accordingly to 
+⋅= ijijij dad θθ̂  (10) 

For the jth joint of the robot, there are m 
ijdθ̂  obtained. These values should be 

summed to the final solution 
jdθ with column weights bij . 

=
=

=⋅=

mi
ij

ij

ijij

m

i
ijj

c

c
bwheredbd

1

1

,θ̂θ
 

(11) 

The weights bij  are chosen under the following assumption: starting from a 

particular d jθ  and considering d jθ δ+ , the change in dxi  is the highest for the dxi  where 

the Wij is the largest. To keep errors small, the averaged d jθ  should be closest to those 

d ijθ  whose corresponding Wij is large. To summarize the weighting scheme, we find 

that the results of the fuzzy mapping can be weighted through row-weighting and 
column-weighting to obtain the effective joint angle change d jθ  . 

3   Main Results 

In order to implement the fuzzy mapping scheme onto the robot path planning, a 
planar robot with 3 d.o.f. is used to discuss the robustness of singularity for these two 
methods, PIKM and FIKM. On the other hand, a compromise between these two 
methods is proposed. The position of the end-effector (x,y) of the robot is derived as 
follows: 

++
++

=
123312211

123312211

SlSlSl

ClClCl

y

x  
(12) 

where S1 = sin θ1, S12=sin (θ1+θ2 ), S123 = sin (θ1+θ2 +θ3), C1 = cos θ1, C12 = 

cos (θ1+θ2 ) , C123 = cos (θ1+θ2 +θ3). Derive the equation (12), we obtain: 
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Define dx dx dx dy1 2= =, and denote the element of Jacobian matrix as follows: 

=⋅=
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(14) 

For the FIKM, apply the fuzzy mapping relation between idx  and ijc  and use Fig.1-2 
and Table 1 to obtain each d ijθ + ; then, each d jθ can be obtain through row and column 
weighting. However, the weighting method in Eq. should be modified when the robot 
is located at the singular positions, then the row weights should be all designed as 
zeros, that is, 0321 === iii aaa   to avoid singular problems. 
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4   Case Study 

In this section, first, the motion planning task with singularity is use to evaluate these 
two methods, PIKM and FIKM; second, FIKM is implemented by the transputer-
based parallel processing and the efficiencies of parallel processes for four 
architectures will be discussed. Consider the 3R planar manipulator shown and the 
parameters of the redundant robot are described as the following: 1,5,5 321 === lll . 

The singular task is designed as follows: the initial position of the robot is located 
near the singular position, that is, ooo 0,001.0,001.0 321 ==−= θθθ ; the middle position is 
not singular and the final position is singular, ooo 0,0,180 321 === θθθ . The motion 

planning results of PIKM and FIKM are described in Fig. 3.  
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Fig. 3. The motion planning results for the task with singularity 

Because the initial position is very near the singularity position, Jacobian matrix is 
singular so that the initial solution of PIKM will be divergent. However, the proposed 
FIKM can compute the solutions at the initial position because it uses the fuzzy 
mapping instead of obtaining the inverse matrix; the resulting data shows that FIKM 
is more robust than PIKM for singularities. Fig. 3 shows the resulting angular 
positions by the proposed method and the inverse kinematics solutions by the FIKM 
are very smooth and singularity robust. 

The parallel processing architectures and Occam language are used to realize the 
FIKM using transputers. The four architectures are applied to compare the computing 
efficiency of parallel processing and Fig. 4 describes the scheme and computation 
time. The proposed approaches are implemented by three procedures as follows. 

inout( ) : This procedure handles the communication between the transputer 

network and the personal computer. xwork( ): It receives the data jc1  and 1dx  from the 
procedure inout and processes the fuzzy mapping of the X-axis, ywork( ): It does the 
same work like the procedure xwork, but computes the fuzzy mapping of the Y-axis. 
The first architecture uses only one transputer to deal with the motion planning task of 
FIKM and it spends 18 seconds for 3000 cycles. To improve the computing 
efficiency, Architecture 2 uses parallel processing of two transputers; however, the 
efficiency is not good because the work loads are not be balanced among the 
processors. The work loads of the procedures xwork and ywork are almost the same 
and the work load of procedure inout is less than the former. Therefore, Architecture 
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3 puts the procedures inout and xwork at the same transputer and the procedure 
ywork at the other, and then the efficiency is better than the one of Architecture 2. At 
last, Architecture 4 uses three transputer to perform the parallel processing and the 
processing time is almost 7 seconds; the lost time should be due to communication 
overhead. For maximum efficiency in a processor farm, every processor should do the 
same amount of work; that is, the work load should be evenly balanced among the 
processors and this can be validated by the former illustration. 

 

1   Transputer 2   Transputers

2   Transputers 3   Transputers

inout

xwork
ywork
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Procedure 

Transputer 

KEYS : 

 

Fig. 4. The parallel processing scheme of the four architectures 

5   Conclusion 

In this study, a fuzzy inverse kinematic method based on transputer network is 
proposed to solve the motion problem of redundant manipulators with singularity. It 
has been shown that the pseudo-inverse kinematic method has some problems at the 
singular positions; however, the fuzzy inverse kinematic method has robustness to 
singularity. Further, the four parallel architectures are proposed and used to compare 
the different efficiencies due the load balanced problems. Results validate the 
approach. 
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Abstract. This paper presents a design method of robust passive controllers for 
continuous-time Takagi-Sugenon (T-S) fuzzy systems. The parametric 
uncertainty is assumed to be norm bounded. By applying the Lyapunov stability 
theory, a sufficient condition on the existence of robust passive controllers is 
given. With the help of linear matrix inequality (LMI), robust passive 
controllers are designed such that the closed-loop system is robust stable and 
satisfies the passive performance. Furthermore, a convex optimization problem 
with LMI constraints is formulated to design robust passive controller with the 
maximum dissipation rate. A numerical example demonstrates the validity of 
this method. 

Keywords: T-S fuzzy systems, robust control, passive performance, linear 
matrix inequalities. 

1   Introduction 

Most physical systems in real world are characterized by nonlinear differential 
equations, the stability analysis and stabilizing controller design of nonlinear systems 
are very important. A typical approach for the analysis and synthesis of nonlinear 
control systems is to take advantage of local linearization. Takagi-Sugeno (T-S) fuzzy 
systems can provide an effective representation of complex nonlinear systems in 
terms of fuzzy sets, described by a set of IF-THEN rules, which can locally represent 
linear input-output relations of nonlinear systems [1]. It has been proved that T-S 
fuzzy system can approach any continuous functions in nR at any precision [2, 3]. 
There has been an increasing interest in fuzzy control in recent years, yet there have 
been a lot of useful results on fuzzy systems, mainly focus on stability analysis and 
controller design [1, 4, 5, 6, 7, 8]. 

One of the most fundamental results of the stability of feedback systems is the 
theory of dissipative system. It has played an important role in the system analysis 
and synthesis. It is well known that dissipativeness is very important in systems, 
circuit, network and control engineering and theory. The notion of dissipativeness was 
first introduced in the stability analysis for dynamical systems by Willems [9, 10]. On 
the other hand, passive theory plays an important role in dissipation theory. There are 
many important results have been done [11, 12]. 

In this paper, passive control of uncertain T-S fuzzy systems is investigated. By 
analyzing Lyapunov stability, a sufficient condition on the existence of robust passive 
                                                           
*  This work was supported by Program for Changjiang Scholars and Innovative Research 

Team in University. 
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controllers is derived. Robust passive controllers are designed in terms of linear 
matrix inequalities. 

2   Problem Description 

Consider the uncertain T-S fuzzy system in which the thi rule is formulated in the 

following form: 

Plant Rule i : 

IF 1( )tθ is 1iN and and ( )p tθ is ,ipN then 

( ) 1 1

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ), 0, 1, 2, , ,

i i i

i i i

x t A t x t B t u t D t w t

z t C t x t B t u t D t w t

x t t t i rφ

= + +
= + +
= < =

 . (1) 

where ijN is a fuzzy set, ( ) nx t R∈ is the state, ( ) qz t R∈ is the output, ( ) mu t R∈  is the 

control, ( ) qw t R∈  is the disturbance input which belongs to 2[0, )L ∞ . r is the number of 

rules of this T-S fuzzy model. 1( ),tθ 2 ( ),tθ ( )p tθ are the premise variables, 

let 1 2( ) ( ( ), ( ), ( ))pt t t tθ θ θ θ= . It is assumed that the premise variables do not depend on 

the input ( )u t and the disturbance ( )w t . ( )tφ is the initial condition of the system. 
( ),iA t ( ),iB t ( ),iD t ( ),iC t 1( ),iB t and 1( )iD t are uncertain time-variant system matrices with 

appropriate dimensions which can be described as follow: ( ) ( )i i iA t A A t= + Δ , 

( ) ( )i i iB t B B t= + Δ , ( ) ( )i i iD t D D t= + Δ , ( ) ( )i i iC t C C t= + Δ , 1 1 1( ) ( )i i iB t B B t= + Δ , 

1 1 1( ) ( )i i iD t D D t= + Δ , where iA , iB , iD , iC , 1iB and 1iD are constant real matrices with 
appropriate dimensions, and uncertain matrices satisfy 

[ ]1
1 2 3

1 1 2

( ) ( ) ( )
( )

( ) ( ) ( )
i i i i

i i i i
i i i i

A t B t D t M
F t N N N

C t B t D t M

Δ Δ Δ
=

Δ Δ Δ
 . (2) 

where ijM and ikN ( 1,2; 1,2,3)j k= = are known constant real matrices that represent the 

structure of uncertainties, and ( )iF t is an unknown matrix function with Lebesgue 

measurable elements and satisfies ( ) ( )T
i iF t F t I≤ . 

Then the state equation and the output are defined as follows: 

( )
1

1 1
1

( ) ( ( ))( ( ) ( ) ( ) ( ) ( ) ( ))

( ) ( ( ))( ( ) ( ) ( ) ( ) ( )),

r

i i i i
i

r

i i i i
i

x t h t A t x t B t u t D t w t

z t h t C t x t B t u t D t w t

θ

θ

=

=

= + +

= + +

, (3) 

where
1

( ( ))
( ( ))

( ( ))

i
i r

i
i

t
h t

t

μ θθ
μ θ

=

= , 
1

( ( ) ) ( ( ) )
p

i i j j
j

t N tμ θ θ
=

= ∏ , in which ( ( ))ij jN tθ is the degree of the 

membership of ( )j tθ in .ijN  
 

In this paper, we assume that: ( ( )) 0i tμ θ ≥ , 
1

( ( )) 0
r

i
i

tμ θ
=

> , 1, 2, ,i r= , for all t . It is 

clear that ( ( )) 0ih tθ ≥ , 
1

( ( )) 1
r

i
i

h tθ
=

= , 1, 2, ,i r= . 
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Next, a fuzzy model of a state-feedback controller for the T-S fuzzy model is 
formulated as follows: 

Controller Rule i : 

IF 1( )tθ is 1iN and and ( )p tθ is ,ipN then 

( ) ( ),iu t K x t= 1,2, , .i r=  (4) 

Hence, the overall fuzzy control law is represented by 

1

( ) ( ( )) ( )
r

i i
i

u t h t K x tθ
=

= , (5) 

where , 1,2, , ,m n
iK R i r×∈ = are constant control gains to be determined. 

With the control law (5), the overall closed-loop system can be written as 

( )

1 1

1 1
1 1

( ) ( ( )) ( ( ))[( ( ) ( ) ) ( ) ( ) ( )]

( ) ( ( )) ( ( ))[( ( ) ( ) ) ( ) ( )]

r r

i j i i j i
i j

r r

i j i i j i
i j

x t h t h t A t B t K x t D t w t

z t h t h t C t B t K x t D t w t

θ θ

θ θ

= =

= =

= + +

= + +
 . (6) 

Definition 1. The dynamic system (3) with ( ) 0u t = is strictly robust passive and its 
dissipation rate is ε , if for any 0,T > 2( ) [0, ],w t L T∈ and all uncertainties, under zero 

initial state condition, there exists a scalar 0ε >  such that the following condition is 
satisfied: 

0 0
( ) ( ) ( ) ( )

T TT Tw t z t dt w t w t dtε≥  . (7) 

Problem 1. Consider the T-S fuzzy system (3), design state feedback control law (5) 
such that: 

(1) When ( ) 0w t = , the closed-loop system (6) is robust stable; 
(2) The closed-loop system (6) is strictly passive, its dissipation rate is ε . 

3   Main Results 

Theorem 1. Consider system (6), under zero initial state condition, if there exist 
matrices ,iK 1 ,i r≤ ≤ and ,jK 1 ,i j r≤ < ≤  and symmetric positive definite matrix P , 

such that the following matrix inequalities hold: 

1

1 1

( , ) ( ) ( ( ) ( ) )
0

2

T
i i i i

T
i i

M i i PD t C t B t K

D D Iε
− +

<
∗ − − +

1 i r≤ ≤ , (8) 

1

2

( , ) ( , )
0,

M i j M j i φ
φ

+
<

∗
1 i j r≤ < ≤ , (9) 

where ( , ) ( ) ( ) ( ) ( )T T T
i i i j j iM i j PA t A t P PB t K K B t P= + + + , 2 1 1 1 1( ) ( ) ( ) ( ) 4T T

i i j jD t D t D t D t Iφ ε= − − − − + ,  

1 1 1( ( ) ( )) [ ( ) ( ) ( ) ( ) ]T
i j i j i j j iP D t D t C t C t B t K B t Kφ = + − + + + , then the proposed problem is 

solvable. 
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Proof: Consider the following positive definite function as a Lyapunov function of 
the system (6) 

( ( ), ) ( ) ( )TV x t t x t Px t= , (10) 

where P is positive definite matrix. In the following, we let ( ( ))i ih h tθ= , ( ( ))j jh h tθ= . 

Differentiate (10), we can obtain 

1 1

1 1

( ( ), ) { ( )[ ( ) ( ) ( ) ( ) ] ( )

[ ( ) ( ) ( ) ( ) ( ) ( )]}

r r
T T T

i j i i i j j i
i j

r r
T T T

i j i i
i j

V x t t h h x t PA t A t P PB t K K B t P x t

h h x t PD t w t w t D t Px t

= =

= =

= + + +

+ +
 . (11) 

From (11), we can get 

1 1

( ) ( , ) ( ) ( )
( ( ), )

( ) 0 ( )

Tr r
i

i j
i j

x t M i j PD t x t
V x t t h h

w t w t= =

≤
∗

,  (12) 

it follows from (13) that 

2

1

1

( ) ( , ) ( ) ( )
( ( ), )

( ) 0 ( )

( ) ( , ) ( , ) ( ( ) ( )) ( )
.

( ) 0 ( )

T
r

i
i

i

T
r r

i j
i j

i i j

x t M i i PD t x t
V x t t h

w t w t

x t M i j M j i P D t D t x t
h h

w t w t

=

= <

≤ +
∗

+ +
∗

 (13) 

When ( ) 0,w t = , it is easy to obtain from (8), (9) and (13) that ( ( ), ) 0V x t t < thus system 
(6) is robust stable under the control law (5).  

On the other hand, consider the following cost function of system (6) 

0
{ 2[ ( ) ( ) ( ) ( )]}

T T TJ w t z t w t w t dtε= − −  . (14) 

Under zero initial condition, it follows from (11) and (14) that 

0 0
{ 2[ ( ) ( ) ( ) ( )] ( )} ( ( )) { 2[ ( ) ( ) ( ) ( )] ( )}

T TT T T TJ w t z t w t w t V t dt V x T w t z t w t w t V t dtε ε= − − + − ≤ − − + .  

Let 
0

{ 2[ ( ) ( ) ( ) ( )] ( )}
T T T

rJ w t z t w t w t V t dtε= − − + . From (8) and (9), we can obtain 

2 1

0
1 1 1

1

1 2

( ) ( )( , ) ( ) ( ( ) ( ) )

( ) ( )2

( , ) ( , )( ) ( )
0,

( ) ( )

T TrT
i i i i

r i T
i i i

Tr r

i j
i i j

x t x tM i i PD t C t B t K
J h

w t w tD D I

M i j M j ix t x t
h h dt

w t w t

ε

φ
φ

=

= <

− +
=

∗ − − +

+
+ <

∗

, then (7) holds for all 0T > , 

namely, the closed-loop system (6) is strictly robust passive. 
Based on the well-known Schur complement formula and Theorem 1, design 

problem of robust passive controller is turned into the following feasible problem of 
linear matrix inequalities. 

Theorem 2. Under zero initial state condition, the closed-loop system (6) is robust 
stable and strictly robust passive if there exist matrices ,iY 1 ,i r≤ ≤ and ,jY  1 ,i j r≤ < ≤  



150 Y. Li, Y. Fu, and G. Duan 

symmetric positive definite matrix ,X  and some scalars 0,iδ > 1 ,i r≤ ≤ 0,ijα > 0,ijγ >  

1 ,i j r≤ < ≤ satisfying the following linear matrix inequalities: 

1 1 1 2

1 1 2 3

( ) ( )

2
0,

0

T T
i i i i i i i i i i

T T
i i i i i

i

i

D C X B Y M N X N Y

D D I M N

I

I

δ
ε δ

δ
δ

Ψ − + +
∗ − − + −

<
∗ ∗ −
∗ ∗ ∗ −

1 ,i r≤ ≤  (15) 

1 1 3 1 4

2 2 3 2 3

0 0 0
0,

0 0

0

ij ij i ij j

T T
ij i i ij j j

ij

ij

ij

ij

M M

M N M N

I

I

I

I

ψ ϕ α ϕ γ ϕ
ϕ α γ

α
α

γ
γ

∗ − −
∗ ∗ −

<
∗ ∗ ∗ −
∗ ∗ ∗ ∗ −
∗ ∗ ∗ ∗ ∗ −

1 ,i j r≤ < ≤  (16) 

where
1 1 1( ) [ ]T

i j i j i j j iD D C X C X B Y B Yϕ = + − + + + ,
4 1 2( )T

j j iN X N Yϕ = + , 
3 1 2( ) T

i i jN X N Yϕ = + , 
T T T T T T T T

i j i j i i i j j i j j j iX A Y B A X B Y X A Y B A X B YΨ = + + + + + + + , T T T T
i i i i i i iX A Y B A X B YΨ = + + + ,

2 1 1 1 1 4T T
i i j jD D D D Iϕ ε= − − − − + , in this case, the robust passive control law of system (1) is 

given as follows: 

1

1

( ) ( ( )) ( ).
r

i i
i

u t h t Y X x tθ −

=

=  (17) 

Proof: The proof is omitted for the limitation of length. 

Remark 1. The solutions in Theorem 2 parameterize the set of robust passive 
controllers. The maximum of dissipation rate ε can be solved by solving following 

convex optimization problem: , , , , , ,
min

s.t. LMI (15-16).
i j i ij ijX Y Y δ α γ ε

ε
 

4   A Numerical Example 

To illustrate the proposed results, consider a control system, the system matrices and 
other matrices are given below: 

1

5 0
,

0 4
A

−
= 2

2 0
,

0 6
A

−
=

− 1

1 1
,

1 2
B = 1

0 .2 0
,

0 0.2
D = 1

0 .1 0
,

0 0.2
C = 11

0 .1 0 .1
,

0 .1 0.5
B =  

11

2 0
,

0 1
D = 2

2 1
,

1 2
B = 2

0.3 0
,

0 0.3
D = 2

0.5 0
,

0 0.1
C = 21

0.1 0.1
,

0.1 0.4
B = 21

1 0
,

0 3
D =  

and the uncertainties are given as below: 

11 12

0.1 0
,

0 0.1
M M= = 21 22 0,M M= = 11 13

1 0
,

0 1
N N= = 12 21 22 23 0.N N N N= = = =  

By the LMI Toolbox in MATLAB and Theorem 2, we can obtain the following state 
feedback gains matrices: 

1

0.2104 3.2550
,

0.0768 1.6478
K

− −
=

− 2

4.7169 0.3045
.

0.1794 12.0566
K

−
=

−
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5   Conclusions 

This paper studies the passive analysis and control synthesis of uncertain T-S fuzzy 
systems by LMI approach together with Lyapunov function method. The sufficient 
conditions on the existence of robust passive controller are given. The passive 
controller is designed in terms of LMI. A set of LMIs have been presented 
guaranteeing that a closed-loop system is stable with a passive performance. 
Furthermore, passive controller design problem is turned into a convex optimization 
problem with LMI constraints. 
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Fuzzy Region Concept�

Zhicheng Ji, Yinghuan Zhou, and Yanxia Shen

Control Science and Engineering Research Center, Southern Yangtze University,
Jiangsu Wuxi 214122, China

zhouyinghuan@163.com

Abstract. A robust controller design method based on the concept of
fuzzy region is presented for Takagi-Sugeno (T-S) fuzzy systems with
parametric uncertainties. The uncertain T-S fuzzy model is converted
into uncertain T-S fuzzy region model. A relaxed sufficient condition is
derived for robust stabilization by using Lyapunov function approach in
the form of linear matrix inequalities (LMIs). Comparing with other sim-
ilar conditions, the difficulty of solving LMIs is greatly reduced in this
method. The efficiency of the method is illustrated through the simula-
tion of a numerical uncertain fuzzy system.

1 Introduction

Stability analysis of Takagi-Sugeno (T-S) [1] fuzzy control systems has been
considered extensively [2,3,4,5,7]. Most researchers have presented the quadratic
Lyapunov function approaches to find a common positive definite matrix to
satisfy the stability conditions for all subsystems. With the concept of parallel
distributed compensation (PDC) [4], the common matrix can be derived by the
linear matrix inequality (LMI) technique. However, this method may fail when
increasing the controller rules, total number of LMIs and premise variables.

In order to find more relaxed stability conditions, some researchers made good
use of the structural information in rule base and proposed the concept of fuzzy
region to obtain relaxed stability conditions for a class of fuzzy systems [2,5].
And Sun et al. [6] proposed T-S fuzzy region model by using the concept of fuzzy
region then the amount of LMIs can be reduced greatly.

On the other hand, the issue of robust fuzzy controller design for uncertain
nonlinear systems has received considerable interest [7,8,9], for uncertainties are
frequently the main factor of instability.

Motivated by the aforementioned concerns, this paper expands the T-S fuzzy
region model [6] to uncertain T-S fuzzy region model with parametric uncer-
tainties. PDC is employed to design the fuzzy controller and a relaxed sufficient
robust stability condition is derived in LMI form.

� This work was supported by Jiangsu Province Hi-tech Plans(Projects) BG2005014.

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 152–158, 2006.
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This paper is organized as follows. The concepts of fuzzy region are introduced
and the uncertain T-S fuzzy region model is derived in Section 2. The controller
design method is presented in Section 3. Section 4 shows a numerical example.
Finally a conclusion is given in Section 5.

2 Problem Formulation and Preliminaries

Sun et al. [6] proposed the concept of fuzzy region that any premise vector within
each fuzzy region fires the same 2n rules. And these same rules are called a fuzzy
rule group. Only one region is fired at any instant. Hence, the common matrix
only needs to satisfy the corresponding 2n LMIs at any instant.

Fig. 1. Structure of the rule premise

Let r, G, f be the number of system rules, fuzzy regions and rules of each fuzzy
group respectively, and g is the number of premise variables, q is the number of
fuzzy sets of a variable. For general T-S fuzzy models, we have [4]:

r = qg, G = (q − 1)g, f = 2g (1)

Here, we expand T-S fuzzy region model to uncertain T-S fuzzy region model
and the uncertain T-S fuzzy system in [9] can be changed into:

RRi: If z1(t) is Regioni1 and . . . and zn(t) is Regionin

Then ẋ(t) =
∑f

l=1 αl{AR
l[i]x(t) + BR

l[i]u(t)}+
∑f

l=1 αl{ΔAR
l[i]x(t) + ΔBR

l[i]u(t)}

According to [6], RRi is the ith rule of region model;
∑f

l=1 αl = 1, and αl =
αl(z(t)) corresponds to wi(z(t)) of general T-S fuzzy model; Regionin denotes
the ith fuzzy region of zn(t), the membership function of fuzzy region is shown
in Figure 1; 1 ≤ i ≤ G; (AR

l[i], B
R
l[i]) denotes the lth subsystem of the ith fuzzy

region, which are suitable values of (Ai, Bi) in [9]. The derivation of subscript l
is based on the order of subscript of (Ai, Bi) in a fuzzy region. For example, if
the ith fuzzy region contains (A2, B2), (A5, B5), the relevant matrices expression
of fuzzy region model are (A1[i], B1[i]), (A2[i], B2[i]). The whole state output is:

ẋ(t) =
G∑

i=1

hR
i (z(t))

f∑
l=1

αl(AR
l[i]x(t) + BR

l[i]u(t) + ΔAR
l[i]x(t) + ΔBR

l[i]u(t)) (2)
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where hR
i (z(t)) = wR

i (z(t))/
∑G

i=1 wR
i (z(t)), wR

i (z(t)) =
∏n

j=1 Regionij(zj(t)),
Regionij(zj(t)) is the grade of membership of zj(t) in fuzzy region Regionij.

Assumption 1. The parametric uncertainties (ΔAR
l[i], ΔBR

l[i]) considered here
are norm-bounded, in the form:

[ΔAR
l[i], ΔBR

l[i]] = DR
l[i]F

R
l[i](t)[E

R
1l[i], E

R
2l[i]]

where DR
l[i], ER

1l[i], ER
2l[i] are known real constant matrices of appropriate di-

mensions, and FR
l[i](t) is an unknown matrix function with Lebesgue-measurable

elements and satisfies (FR
l[i](t))

TFR
l[i](t) ≤ I, in which I is the identity matrix of

appropriate dimension.

3 Robust Control Design

Lemma 1. [10] Given constant matrices D, E and a symmetric constant matrix
S of appropriate dimensions, the following inequality holds:

S + DFE + ETFTDT < 0

where F satisfies FTF ≤ I, if only if for some ε > 0

S + [ε−1ET , εD]
[
R 0
0 I

] [
ε−1E
εDT

]
< 0

Design the fuzzy controller using the concept of fuzzy region too:

u(t) =
G∑

i=1

hR
i (z(t))KR

[i]x(t) (3)

For simplicity, we omit z(t) in hR
i (z(t)). By taking advantage of the property

that
∑G

i=1

∑G
j=1 hR

i hR
j =

∑G
i=1(h

R
i )2 + 2

∑G
i<j h

R
i hR

j and hR
i hR

j ≡ 0 for T-S
fuzzy region model when i �= j [6], subsisting (3) into (2), we get:

ẋ(t) =
G∑

i=1

(hR
i )2

f∑
l=1

αl{AR
l[i] + ΔAR

l[i] + (BR
l[i] + ΔBR

l[i])K
R
[i]}x(t) (4)

Theorem 1. If there exists a symmetric and positive definite matrix P , some
matrices KR

[i] and positive scalar εii such that the following LMIs are satisfied,
then the continuous time T-S fuzzy region system (2) is asymptotically stabiliz-
able via the T-S fuzzy region model based state feedback controller:⎡⎢⎣ Φii (ER

1l[i]Q + ER
2l[i]M

R
[i])

T DR
l[i]

ER
1l[i]Q + ER

2l[i]M
R
[i] −εiiI 0

(DR
l[i])

T 0 −ε−1
ii I

⎤⎥⎦ < 0

1 ≤ i ≤ G, 1 ≤ l ≤ f
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where Φii = Q(AR
l[i])

T + AR
l[i]Q + (MR

[i])
T (BR

l[i])
T + BR

l[i]M
R
[i],

Q = P−1, MR
[i] = KR

[i]P
−1.

Proof. Define Lyapuov function V (x(t)) = x(t)T Px(t)
so the time derivative of V (x(t)) is
V̇ (x(t)) = ẋ(t)TPx(t) + xT (t)P ẋ(t)

=
∑G

i=1(h
R
i )2

∑f
l=1 αlx

T (t){[AR
l[i] + ΔAR

l[i] + (BR
l[i] + ΔBR

l[i])K
R
[i]]

TP

+P [AR
l[i] + ΔAR

l[i] + (BR
l[i] + ΔBR

l[i])K
R
[i]]}x(t)

Evidently, V̇ (x(t)) < 0 can be guaranteed by letting

(AR
l[i]+ΔAR

l[i]+(BR
l[i]+ΔBR

l[i])K
R
[i])

TP +P (AR
l[i]+ΔAR

l[i]+(BR
l[i]+ΔBR

l[i])K
R
[i]) < 0

(5)
Applying Assumption 1 into (5), we can get:

Γii+PDR
l[i]F

R
l[i](t)(E

R
1l[i]+ER

2l[i]K
R
[i])+(ER

1l[i]+ER
2l[i]K

R
[i])

T (FR
l[i](t))

T (DR
l[i])

TP < 0
(6)

Γii = (AR
l[i] + BR

l[i]K
R
[i])

TP + P (AR
l[i] + BR

l[i]K
R
[i])

According to Lemma 1 and applying Schur complement, the matrix inequalities
(6) holds for all FR

l[i](t) satisfying (FR
l[i](t))

TFR
l[i](t) ≤ I, if and only if there exists

a constant ε
1/2
ii > 0 such that:⎡⎢⎣ Γii (ER

1l[i] + ER
2l[i]K

R
[i])

T PDR
l[i]

ER
1l[i] + ER

2l[i]K
R
[i] −εiiI 0

(DR
l[i])

TP 0 −ε−1
ii I

⎤⎥⎦ < 0 (7)

The matrix inequality (7) is not an LMI and in order to use the convex opti-
mization technique, define the following transformation matrix as diag[P−1, I, I]
and take a congruence transformation to change QMI into LMI, we can get:⎡⎢⎣ P−1ΓiiP

−1 (ER
1l[i]P

−1 + ER
2l[i]K

R
[i]P

−1)T DR
l[i]

ER
1l[i]P

−1 + ER
2l[i]K

R
[i]P

−1 −εiiI 0
(DR

l[i])
T 0 −ε−1

ii I

⎤⎥⎦ < 0

Letting Q = P−1, MR
[i] = KR

[i]P
−1 results in Theorem 1. The proof is completed.

4 Example

In this section, to show the effectiveness of the proposed system controller design
technique, we simulate the example used in [6] with parametric uncertainties.The
structure of rules of this T-S fuzzy system is shown in Figure 2. g = 2, q = 3,
r = 9, G = 4, f = 4. The system parameters are shown as follows:
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A1 =

⎡⎣0 σ 0
υ −0.5 −3.5
6 −2 ω

⎤⎦ , A2 =

⎡⎣0 σ 0
υ −0.5 −3
6 −2 ω

⎤⎦ , A3 =

⎡⎣0 σ 0
υ −0.5 −2.5
6 −2 ω

⎤⎦
A4 =

⎡⎣0 σ 0
υ −0.5 −3.5
7 −2 ω

⎤⎦ , A5 =

⎡⎣0 σ 0
υ −0.5 −3
7 −2 ω

⎤⎦ , A6 =

⎡⎣0 σ 0
υ −0.5 −3.5
7 −2 ω

⎤⎦
A7 =

⎡⎣0 σ 0
υ −0.5 −2.5
8 −2 ω

⎤⎦ , A8 =

⎡⎣0 σ 0
υ −0.5 −3
8 −2 ω

⎤⎦ , A9 =

⎡⎣0 σ 0
υ −0.5 −3.5
8 −2 ω

⎤⎦
B1 = B4 = B7 = [0; 0; 0.6]T , B2 = B5 = B8 = [0; 0; 0.8]T , B3 = B6 = B9 =
[0; 0; 1]T .The nominal values of (σ, υ, ω) are (1, 1, 5). We assume that all system
parameters are uncertain but bounded within 30% of their nominal values.

Fig. 2. The structure of premise rules Fig. 3. The relationships between matrices

According to the structure of the fuzzy system shown in Figure 2, we ob-
tain the relationship between (AR

l[i], B
R
l[i]) and (Ai, Bi) in Figure 3. Based on

Assumption 1, we define

DR
1[1] = · · · = DR

4[4] =

⎡⎣0.3 0 0
0 0.3 0
0 0 0.3

⎤⎦ , ER
11[1] = · · · = ER

14[4] =

⎡⎣0 σ 0
υ 0 0
0 0 ω

⎤⎦
ER

21[1] = · · · = ER
24[4] =

[
0 0 0

]T
By applying Theorem 1 and solving the corresponding LMIs, we obtain the
following controller matrices:

KR
[1] =

[
120.3712 100.2569 −77.9954

]
,KR

[2] =
[
82.7684 69.7524 −55.0280

]
KR

[3] =
[
110.0283 93.4613 −74.3929

]
,KR

[4] =
[
84.8027 72.1239 −56.7064

]
And the common positive definite matrix P to be

P =

⎡⎣ 9.4568 6.8961 −4.3597
6.8961 5.2235 −3.2199
−4.3597 −3.2199 2.4833

⎤⎦
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Fig. 4. Response with uncertainties Fig. 5. Response without uncertainties

The system parameters are randomly varied within 30% of their nominal
values. The initial values of states are x(0) = [2;−1;−0.5π]T .

Figure 4 is the simulation result for the fuzzy T-S system when the system
parameter σ changes from 1 to 1.3. Figure 5 shows the simulation result without
parametric uncertainties. Two simulation results show that the T-S fuzzy region
model based controller, designed by using Theorem 1, is robust against norm-
bounded parametric uncertainties. Theorem 1 only needs to solve G × f = 16
LMIs comparing to 29 in [9]. As shown in (1), we can easily find that G× f will
be far smaller than the amount of LMIs to be solved in [9] as the pemise variable
g becomes large. Therefor, the proposed condition has much less conservative.

5 Conclusion

This paper has proposed a novel robust controller design method based on fuzzy
region concept of the fuzzy system with parametric uncertainties. A relaxed
sufficient condition for robust stabilization is derived in the format of LMIs.
And the amount of LMIs is reduced greatly. A numerical example of a uncertain
fuzzy system demonstrates the advantage of the method.
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Abstract. In practice, input and rule perturbation are two important factors that 
will heavily influence the performance of fuzzy system. Quantitatively measure 
the influence of these two kinds of perturbation on the input/output mapping 
relationship of fuzzy system has great significance, theoretically and practically. 
In this paper, a statistical-based quantitative measurement for input and rule 
perturbation is proposed. By using the proposed approach, influence of 
perturbations on fuzzy system can be computed quantitatively, analytically and 
efficiently. Simulation results demonstrate the effectiveness of the proposed 
approach. 

1   Introduction 

Fuzzy systems have been successfully used in many fields [1][2], such as nonlinear 
system identification, pattern recognition, machine learning, etc. When applying 
fuzzy systems, two kinds of perturbation must be carefully considered, the one is 
input perturbation and the other is rule perturbation.  

In real-life applications, the inputs of a fuzzy system are measured by physical 
device. Whatever the accuracy of the physical device has, the measurements are never 
100% accurate, thus importing input perturbation. In addition, noise is also an 
important factor that causing input perturbation. 

Fuzzy systems are generally implemented by hardware. More specifically, the 
parameters of fuzzy rules in a fuzzy system are stored in hardware. However, the 
hardware imprecision- the intrinsic characteristic of hardware- will definitely import 
rule perturbation [3].  

Both input and rule perturbation will influence the performance of fuzzy system. 
Quantitatively analysis the influence of these two kinds of perturbation on fuzzy 
system has significant importance.  

Statistical- and differential-based approaches are the two key frameworks for the 
quantitative perturbation analysis of neural, fuzzy and Neuro-Fuzzy systems [4] [5] 
[6] [7] [8] [9]. In our recent work, a statistical-based measurement for fuzzy system to 
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input perturbation is proposed. This paper focuses on both input and rule perturbation 
simultaneously. A statistical-based quantitative perturbation measurement and the 
corresponding analytical computation method for fuzzy system are presented. 

2   Proposed Measurement 

MISO (Multi-Input-Single-Output) fuzzy system is considered in this paper. A MISO 
fuzzy system can be expressed by a set of fuzzy IF-THEN rules [2]:  

Rule l if 1x  is 1
lA …and nx  is l

nA ,  then y  is ly    

Let 1 2( , , , )nx x x= ⋅⋅⋅x be the input vector, ( )l
i

iA
xμ  be the membership function 

of fuzzy subset 1
lA , ly be fuzzy singleton, The simplified fuzzy inference system [2] 

taking the following form is also universal approximator: 

1

ˆ ( ) ( )
M

l
l

j

y f y θ
=

= =x x  (1) 

Where  

1

( ) ( )l
i

n

l iA
i

xθ μ
=

= ∏x  (2) 

Suppose Guassian membership function is utilized, i.e.,  

( ) exp( , , )l
i

l l
i i i iA

x x mμ σ=  (3) 

For a trained fuzzy system, m  and are determinate  
( 1( , , , , )l M=m m m m ,

1 2( , , , )l l l l
nm m m=m , 1( , , , , )l M= ,

1 2( , , , )l l l l
nσ σ σ= ). It will be very convenient to compute the output deviation of 

the fuzzy system when x , Δx , Δm  and Δ  ( 1( , ,Δ = Δm m  

, , )l MΔ Δm m ,
1 2( , , , )l l l l T

nm m mΔ = Δ Δ Δm , 1( , ,Δ = Δ , , )l MΔ Δ , 

1 2( , , , )l l l l T
nσ σ σΔ = Δ Δ Δ ) are known. However, it is meaningless and unnecessary 

to compute the output deviation for every possible x , Δx , Δm  and Δ , more attention 
should be paid to finding a common relationship between the input and the output of 
the fuzzy system under input and rule perturbations. As stated in paper [6], one can 
treat x  as random variable, and then when the expected rule perturbation 
( ( )E Δm and ( )E Δ ) and the expected input perturbation ( ( )E Δx ) are known, it will 

be possible to compute the expected output deviation of the fuzzy system, i.e., 

( ( ( ), ( ), ( )) ( , , ))outS E f E E E f= + Δ + Δ + Δ −x x m m x m  (4) 

However, directly compute formula (4) is relatively complicated and difficult. We 
propose an approximated computation by defining the following two definitions.   
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Definition 1: Let M  be the number of fuzzy rules, 1 2( , , , )nx x x= ⋅⋅⋅x be the input 

vector, then the expected deviation of the inference node corresponding to the  l -th 

(1 )l M≤ ≤ rule is: 

( ( ( ), ( ), ( )) ( , , ))l l l l l l l
l ls E E E Eθ θ= + Δ + Δ + Δ −x x m m x m  (5) 

Let 1 2( , , , )M Tr r r=r represent the output vector of inference layer in a fuzzy 

system, which has M rules. lr (1 )l M≤ ≤  be the output of the l -th inference node. 

Then formula (1) can be rewritten as 

1

ˆ ( ) ( )
M

l l

l

y f g y r
=

= = =x r  (6) 

Definition 2: The expected output deviation of a fuzzy system is defined as  

( ( ( ), ( ), ( )) ( , , ))

     ( ( ( )) ( ))

out

def

S E f E E E f

E g E g

= + Δ + Δ + Δ −

= + Δ −

x x m m x m

r r r

 (7) 

3   Analytical Computation 

Let )(xρ be the density function of x . Suppose x  is uniformly distributed in space 

],[],[],[ 2211 nn βγβγβγ ××× , we can obtain ls  defined in definition 1 as: 

1

1

1

1

( 2 ) ( ) [

( ) ( ) ( ) ( )
{[ ( )] ( ( ) ( ))}

( ) ( )

{ ( ( ) ( ))}]

i i

n
l n

i

l l l ln
l l i i i i i i i i
i i l l l li

i i i i

l ln
l i i i i
i l li

i i

s

m E m E x m E m E x
E

E E

m m

β γπ

β γσ σ
σ σ σ σ

β γσ
σ σ

−=

=

=

= ⋅ Π ⋅

− − Δ + Δ − − Δ + ΔΠ + Δ ⋅ Φ − Φ
+ Δ + Δ

− −−Π ⋅ Φ − Φ

(8) 

According to definition 2, we have 

( ( ( )) ( ))outS E g E g= + Δ −r r r  (9) 

For the convenience of computation, suppose r  uniformly distribute in space 

(0,1]M . As (0,1]lr ∈ , 1 l M≤ ≤ , thus ( ) 1ρ =r . 1 2( ) ( , ,..., )r M TE S s s sΔ = =r , we have 

1 1 1

0 0
1 1

1 1 1

0 0
1 1

( ( ( )) ( )) ( ) [ ( ) ]

      ( )

M M
out l l l l l M

l j

M M
l l M l l

l l

S E g E g y r s y r dr dr

y s dr dr y s

ρ
= =

= =

= + Δ − = ⋅ + −

= =

r r r r

 

(10) 
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Note, here ( )Φ ⋅  is defined as: 
2

2
1

( ) ,
2

t
x

x e dt x
π

−

−∞
Φ = −∞ < < +∞

 
(11) 

According to paper [10] ( )xΦ  can be approximated with high accuracy by the 

following polynomial: 

2 3
1 2 31 ( )( )      0  

( )
1 ( )                                 0

x a k a k a k x
x

x x

φ− + + ≥
Φ =

− Φ − <  
(12) 

Where 

+∞<<−∞=
−

xex
x

,
2

1
)( 2

2

π
φ .

 
(13) 

4   Experimental Results 

Numerical simulations are presented in this section to demonstrate the effectiveness 
of the proposed algorithm. In the simulation, a 3-input-1-output fuzzy system is 

utilized. Let 1 2 3( , , )x x x= ∈x  [0,5]× [0,5]× [0,5] be the input vector. Two fuzzy 

sets, N (Negative) and P (Positive), are defined on each input dimension. By using 
complete combination method, we obtain 23=8 rules. Rules and the corresponding 
parameters of the trained fuzzy system are listed in Table 1.  

Table 1. Rules and the corresponding parameters of a trained fuzzy system 

Parameters Parameters Parameters 
R 1x  m  σ  2x  m  σ  3x  m  σ  

ly  

1 N -0.103 2.341 N -1.437 3.147 N -0.532 3.308 3.234 
2 N -0.103 2.341 N -1.437 3.147 P 6.013 2.103 6.381 
3 N -0.103 2.341 P 6.801 3.011 N -0.532 3.308 -0.236 
4 N -0.103 2.341 P 6.801 3.011 P 6.013 2.103 -4.235 
5 P 5.673 3.142 N -1.437 3.147 N -0.532 3.308 3.957 
6 P 5.673 3.142 N -1.437 3.147 P 6.013 2.103 2.346 
7 P 5.673 3.142 P 6.801 3.011 N -0.532 3.308 5.327 
8 P 5.673 3.142 P 6.801 3.011 P 6.013 2.103 3.246 

Simulation 1: In the first kind of simulation, we fix the input perturbation ( ( )E Δx ), 

and range rule perturbation. More specifically, we set ( )E Δm  ranging from –1 to 1 

with a fixed step size of 0.2 and ( )E Δ ) ranging from –2 to 2 with a fixed step size 

of 0.4, respectively. Then, for the given input perturbation and rule perturbation (e.g. 
( ) (0.2,0.2,0.2)E Δ =x , ( ) (0.5,0.5,0.5)E Δ =m , ( ) (0.3,0.3,0.3)E Δ = ), 

we first use the algorithm proposed in section 5 to compute the expected output 



 Quantitative Measurement for Fuzzy System to Input and Rule Perturbations 163 

deviation of the fuzzy system as the theoretical result. Simulation result of the 
expected output deviation of the fuzzy system are obtained as follows: (1) Randomly 
select N inputs from space [0,5]× [0,5]× [0,5];(2) Compute real output deviation of 
fuzzy system for each of N inputs under the given input and rule perturbation;(3) 
Simulation result of the expected output deviation of the fuzzy system is the average 
of the N real output deviations. From now on, otherwise mentioned, N is set to be 
20000. Results are shown in Fig.1. 

 

Fig. 1. Results of Simulation 1 

 

Fig. 2. Results of Simulation 2 

Simulation 2: In this simulation, ( )E Δm and ( )E Δ ) are set to be equal and 

ranging from –1 to 1 with a fixed step size of 0.2. Set ( )E Δx  ranging from –2 to 2 

with a fixed step size of 0.4. Theoretical and Simulation results are obtained as 
described in Simulation 1. Results are shown in Fig.2. 

By observing experimental results from Fig.1 to Fig.2, it is easy to conclude that 
the theoretical results obtained by the proposed algorithm are well consistent with the 
simulation results, thus demonstrating the effectiveness and correctness of the 
proposed approach.  
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5   Conclusions 

Input and rule perturbations are two import aspects when applying fuzzy systems. 
How to measure these perturbations quantitatively is very important. This paper 
presents a statistical-based quantitative measurement, which will do great help to the 
rapid performance evaluation, robust analysis and sensitivity analysis of fuzzy 
systems. Simulation results demonstrate the correctness and effectiveness of the 
proposed algorithm. 
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Abstract. Application of agent technology in Intrusion Detection Systems 
(IDSs) has been developed. Intrusion Detection (ID) agent technology can bring 
IDS flexibility and enhanced distributed detection capability. The security of 
the ID agent and methods of collaboration among ID agents are important prob-
lems noted by many researchers. This paper applies fuzzy logic to reduce the 
false positives that represent one of the core problems of IDS. ID is a compli-
cated decision-making process, generally involving enormous factors regarding 
the monitored system. A fuzzy logic evaluation component, which represents a 
decision agent model of in distributed IDSs, considers various factors based on 
fuzzy logic when an intrusion behavior is analyzed. The performance obtained 
from the coordination of an ID agent with fuzzy logic is compared with the cor-
responding non-fuzzy type ID agent. 

1   Introduction 

IDSs have greatly evolved over the past few years [1]. Artificial intelligence can be 
applied to the field of ID research. Fuzzy rule-based inference can be understood from 
several viewpoints. Conceptually it can be understood using the metaphor of drawing 
a conclusion using a panel of experts. Mathematically, it can be viewed as an interpo-
lation scheme. Formally, it is a generalization of a logic inference called mo-dus po-
nens. Dickerson proposed the development an IDS based on fuzzy logic, with a core 
technique of substituting fuzzy rules for ordinary rules so as to more accurately map 
knowledge represented in natural languages to that represented in computer lan-
guages. Christopher proposed to employ artificial intelligent methods in intrusion 
detection system in order to recognize the attackers' plans [3]. 

2   Intrusion Detection and Response 

2.1   ID Using BBA   

The BB hierarchy is set according to Joseph Barrus & Neil C. Rowe as shown in 
Figure. 1. They proposed Danger values to be divided into five different levels. These 
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five BB levels are Minimal, Cautionary, Noticeable, Serious and Catastrophic. The 
levels of the blackboard are divided by the threshold values. Threshold values are 
selected according to the following contents.  

1) the policies of the network administrator and system security level : the adminis-
trator can enforce the system security configuration to protect the network system. In 
this case threshold values can be a little low.  

2) network speed and configuration environment : threshold values can be varied 
ac-cording to the network speed and configuration environment. Namely threshold 
values of network, support the high speed network environment, can be a little higher 
than relatively low speed. And a case of having many internal processes in a local 
host is a little higher than many networking processes.  

3) system performance (CPU, memory) : threshold values of system, have a fast 
CPU speed, can be a little higher than relatively low. A memory isn't different from a 
CPU.  

4) operating system types : threshold values, OS enforce the security level, can be a 
little higher than those not.  

5) attack types : threshold values can be varied according to the attack types.  

A network attack is defined where hosts in an external network attack the host net-
work. In this case the attacked hosts insert related intrusion information in the Net-
work-Attack area of the blackboard. During a host attack, the blackboard level is 
transmitted to the Host-Attack area of the BB. When the BB state is at the Host-
Attack level and any other host is attacked, the BB state changes to Network-Attack. 
The Minimal, Cautionary, Noticeable, Serious and Catastrophic levels of Network-
Attack represent the case when multiple hosts are attacked. A host at the Cautionary 
level of the Host-Attack and host, which detects the beginning of an attack, transmits 
a Minimal level to a Cautionary. Then the whole network is at the Cautionary level of 
the Network-Attack area. The message transmission mechanism of the Network-
Attack area on the BB is basically similar to that of the Host-Attack area. When the 
BB level is at a Noticeable level of the Network-Attack area in the composed simula-
tion environment, then an attacker's packets coming from the attack point are blocked 
to protect the network. An attacker continuing the attack when the BB level is at the 
Serious level of the Network-Attack area, all packets coming from the external net-
work are prevented from the damaging the host network.  

This case is for the detection of attacks to a single host within the network pre-
sented. In this case the attacked host inserts intrusion related information to the Host-
Attack area of the blackboard. Each agent must request permission by transmitting a 
BB_update_request message to the controller, in order to manage consistency and 
contention problems. The controller transmits an BB_update_permit message to the 
agent capable of handling the current problem. The agent receiving this message 
writes (BB_update_action) the intrusion related information to the BB. After updating 
is completed, the agent transmits the BB_update_completion message to the control-
ler. Controller transmits a BB_broadcasting_of_action_request message for reporting 
this event to other IDSs. IDSs, receiving the necessary information from the BB, 
transmit the BB_information_acquisition_completion message to the controller. The 
BB levels are transmitted according to these steps. When the BB level is at the  
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Serious level, the agent adds the source IP address to the blacklist of the Firewall 
model using the network management policy, then all subsequent packets from these 
sources are blocked. 
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Fig. 1. Messages of IDS and BBA 

 

Fig. 2. The blackboard level transition of fuzzy system 

2.2   Intrusion Evaluation Using Fuzzy Logic 

The fuzzy evaluation component, which is a model of a decision-making agent in 
distributed IDSs, considers various factors for fuzzy logic calculation when an intru-
sion behavior is analyzed. 

The BB level selection in the previous system is performed according to the agent 
with the highest BB level among the participating agents [4]. Namely, if an ID agent 
A is at the Noticeable level and other agents are at the Cautionary level, then the level 
of the overall system is decided as the Noticeable level, representing the highest level. 
When the threshold value of Cautionary level is between 31 and 40 and that of No-
ticeable level is between 41 and 50, it is paramount that the threshold changes. The 
threshold change from 38 to 39 is not very important, but from 40 to 41 is very im-
portant. Since a difference of 1 changes the level of the agent. Therefore, fuzzy logic 
has been applied for finding a solution to the problem.  

Figure 2 presents the membership function of each agent. Fuzzy inference is used 
in scaling for fast computation. The Standard Additive Model (SAM) has been  
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applied for combining fuzzy logic. The structure of fuzzy rules in the SAM is identi-
cal to that of the Mandani model. This is achieved by analyzing the outputs of the 
individual fuzzy rules and then defuzzifying the combined outcome to obtain a crisp 
value is the standard procedure. The defuzzification value is calculated by Center of 
Area (CoA) method. 

Table 1. The level decision in the fuzzy system 

BB Level Fuzzy matching Rule 
(A ID:B ID:C ID) 

Combing Defuzzi-
fication 

Cautionary level 
of Network 
Attack 

(A:36 ,B:30 ,C:30) 
(C,C,C)  (N,C,C) 

(4*30+6*30)/(4+6) 30 

Noticeable level 
of Network 
Attack 

(A:36 ,B:35 ,C:30) 
(C,C,C)  (C,N,C) 
(N,C,C)  (N,N,C) 

(4*30+4*30+5*30+5*40)/(4+4+5+5) 33 

Serious level of 
Host Attack 

(A:38 ,B:37 ,C:34) 
(C,C,C)  (N,C,C) 
(C,C,N)  (N,C,N) 
(C,N,C)  (N,N,C) 
(C,N,N)  (N,N,N) 

(2*30+2*30+2*30+2*40)/(2+2+2+2)

+ 

(3*30+3*40+6*40+4*40)/(3+3+6+4) 

36 

 
The level transition is presented in the proposed fuzzy system as Fig 3. Though the 

threshold of ID agent A is changed at 36 (the Noticeable threshold value of the non 
fuzzy system) by the attack, the blackboard level which is decided by the fuzzy logic 
calculation is still Cautionary level of Network Attack. And though ID agent A is at 
the Noticeable level (threshold value is at 36), ID agent B is at the Noticeable level 
(threshold value is at 35), ID agent C is at the Cautionary level (threshold value is at 
30), the BB level is still Cautionary level of Network Attack. If threshold value of ID 
agent A reaches 38, that of B reaches 37, that of C reaches 34, then BB level is transit 
to the Noticeable level of Network Attack. False positive error ratio and false nega-
tive error ratio are lessened by this difference in the fuzzy system. The BB level tran-
sition of the fuzzy system is smoother than that of non fuzzy system. As a result, we 
assume that FPER of IDS which has many false positive is lessened. 

3   Simulation Result  

Simulation is demonstrated for two cases. The first case shows when only the BB 
detects the intrusion, the second uses the BB and fuzzy logic to detect the intrusion. 
The jolt and mailbomb attacks are used for simulation in both cases. The False Posi-
tive Error Ratio (FPER) and False Negative Error Ratio (FNER) are measured as 
performance indexes in the simulation. This is presented in previous studies where the 
ID agents using the BB for coordination are superior in ID to those not using a black-
board.  
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Figures 3 and 4 presents the false positive error ratio of the system using the BB 
levels and the system using the BB and fuzzy logic for the mailbomb and jolt attack. 
A false positive represents an incorrect alarm from acceptable behavior. Fig. 3,4 pre-
sent an increasing false positive error ratio by strengthening the security level. This 
increase in the error ratio is due to the fact that the higher the security level, the more 
error IDSs make in both cases. The FPER of the system using fuzzy logic is lower 
than the system using only the BB. The simulation results present the ID agent using 
fuzzy logic more accurately detects the intrusion using overall network information. 
Nowa-days one of the main problems of an IDS is the high false positive rate. The 
number of alerts that IDS launches is clearly higher than the number of real attacks. 
The pro-posed system lessens the false positive error ratio by using fuzzy logic. 

Figures 5 and 6 presents the false negative error ratio of the system using BB levels 
and the system using BB and fuzzy logic for the mailbomb and jolt attacks. A false 
nega-tive represents a missed alarm condition. Fig. 5,6 presents a decrease in the false 
positive error ratio as the security level is increased. For all cases, the error ratio of 
the proposed system is lower than that of the previous system, since intrusions that are 
detected are based on shared information. The fuzzy logic evaluation component, 
which is a model of a decision agent in the distributed IDS, considers various factors 
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Fig. 3. FPER of mailbomb attack                              Fig. 4. FPER of jolt attack 
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Fig. 5. FNER of mailbomb attack                             Fig. 6. FNER of jolt attack 
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based on fuzzy logic when intrusion behavior is judged. The performance obtained 
from the coordination of intrusion detection agent with fuzzy logic is compared with 
the corresponding intrusion detection agent. The results of these comparisons demon-
strate a relevant improvement when fuzzy logic is involved. 

4   Conclusion and Future Work 

We can save the time and effort through the proposed simulation environment since 
the analysis of the network security using the real system is usually not feasible and 
the construction of the real experimental environment requires unrealistic amount of 
budget as well as time. The results of simulation on this research will be influenced to 
standardize for security system and to evaluate performance of security system. If 
multiple intrusion detection agents share intrusion related information with one an-
other, detection capability can be greatly enhanced. A system using BB architecture 
for information sharing can easily be expanded by adding new agents, and by increas-
ing the number of BB levels. Collaboration between the firewall component and the 
IDS will provide the added efficiency in protecting the network. The performance 
obtained from the coordination of intrusion detection agent with fuzzy logic is com-
pared against the corresponding non fuzzy type intrusion detection agent. The results 
of these comparisons allow us to evaluate a relevant improvement on the fuzzy logic 
based BBA. 
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Abstract. To efficiently recover the lost motion vectors of corrupt macro- 
blocks, we introduce a new fuzzy metric based on Sugeno fuzzy integral as 
distortion metric in temporal error concealment. The proposed fuzzy metric can 
suit the HVS (human visual system) fairly well. Also, we integrate the proposed 
algorithm into H.264/AVC decoder. Experimental results from decoding 
several types of video sequences have shown that our scheme can considerably 
improve the visual quality of reconstructed images and achieve the PSNR gain 
at different frame. 

1   Introduction 

To achieve robust transmission of compressed video data over noisy channels, error 
concealment techniques are important and attract more attentions recently [1],[2]. 
Generally, spatial error concealment (SEC) method and temporal error concealment 
(TEC) are two groups of error concealment techniques [3]. In [4], the authors describe 
the main SEC method used in H.264/AVC reference decoder. Several TEC methods 
based on boundary matching algorithm (BMA) have been proposed in [5],]6] to 
recover the corrupt macroblocks coded in H.264/AVC. However, these BMAs use the 
SAD (sum of absolute difference) as the base of boundary matching criterion. As well 
known, SAD has the drawback that it dose not consider of the character of human 
visual system. In this paper, we make the matching criterion more consistent with the 
human visual system and use it into temporal error concealment. 

2   Definition of Fuzzy Metric and Its Fast Calculation 

Image quality assessment is an important issue in various image applications such as 
image or video compression. The most widely used measures are Peak Signal to 
Noise Ratio (PSNR), SAD etc. But the limitations of above distortion metrics have 
led to many efforts to develop more sophisticated measures that approximate the 
response of real human observers. Although many efforts have been made to establish 
some computational models for the human visual perception, the knowledge of this 
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subject is still quite primitive. Some perceptional image quality metrics based on HVS 
models are too complicated to be used in real time video applications. Here, we 
present a real time computational image distortion metric that is more consistent with 
the HVS. 
 

Definition 1: Let σ  be a σ  algebra on nonempty set X , μ  is a fuzzy measure as 

defined in [7] from σ  to [0, 1], σ∈A , h is a measurable nonnegative real valued 

function on σ , denotes that { }α�)(| xhx=H . The Sugeno’s fuzzy integral of 

h  over A  is defined as 

))(,min(supd)(
]1,0[

α
α

μαμ HAxh
A

∩=
∈

. (1) 

 

Definition 2: Let },,{ 21 ksss=S C },,{ 21 kccc  be the pixel set on blocks 

or on their borders, where ,is  ic  are pixel intensities. Then the difference between 

S  and C  is defined as: 

|)|,|,||,(||| 2211 kk cscscs −−−=− CS . (2) 

where K is the number of pixels in the set S  and C , || iii cs −=α  is the i th pixel 

difference in S  and C , ki 3,2,1= . |}|||||{| ii cscscs
i

−≥−−=αH  is 

the set of all differences, the absolute value of which is larger than iα , μ  is the 

number of elements in set 
i

Hα . Then  

Ki
csFM

≤≤
=

0
max),(  ))(,min(

i
Hi αμα . (3) 

FM is the fuzzy metric between two blocks or borders of block. Compared to the 
conventional image metrics such as SAD or PSNR, FM not only takes into account 
the difference between the corresponding pixels, but also the proportion of the pixels 
whose corresponding differences are larger than a given value. Therefore, it is the 
ideal evaluation of blocks or borders difference. The following steps are used to speed 
up the calculation of FM : 

    Step 1: create an array with 256 elements to count every pixel difference. 

Step 2: compute the absolute difference value ia  between two pixels in the same 

position in different blocks or block borders. The value of ia  ranges from 0 

to 255, then add 1 to the element of array with subscript ia . 

Step 3: repeat Step 2 for every pixel and get the maximum absolute difference value 

maxa  between two pixels. 

Step 4: for every pixel difference ia  from 1 to maxa , count for the number of pixel 
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difference that is more than ia , then the fuzzy measure )(
i

Hαμ  that is 

corresponding to every pixel difference is achieved. 

Step 5: compute the fuzzy metric in equation (2) with the achieved )(
i

Hαμ . 

For a mm ×  block, only 2 2m  times subtract, add and compare operation are 

needed in the fast algorithm, 2)1( 2 −−m  times similar computation is reduced 

compared with the original formula which need 22 )1( −× mm  similar computation. 

3   Fuzzy Metric Based Temporal Error Concealment 

When motion vectors are lost, the algorithm firstly investigates the motion activity of 
correctly received macroblocks of current image. If the motion activity is smaller than 
a predefined threshold, the corrupt macroblocks are concealed by the copy of blocks 
in spatially corresponding positions in reference frame. Otherwise, the missing 
motion vector of the corrupt macroblock is estimated from one of its neighbor 
macroblocks to recover the corrupt macroblock. As shown in Fig.1, the missing 
motion vector is selected from a set of candidates with fuzzy metric based boundary 
matching algorithm (FBMA), by minimize the luminance fuzzy distortion calculated 
as formula (4). 

),ˆ( YYFMDFM = . (4) 

Where FM  is the fuzzy metric defined as (3), Ŷ  and Y  represent the pixel values 

of the previous and current frame, respectively defined as { }IN
imvpY )(ˆˆ =Y  and 

{ }OUT
iY=Y , in which IN

imvpY )(ˆ  is the ith reconstructed boundary luminance value 

in the predicted block pointed to by mvp , here mvp is the predicted motion vector. 
OUT

iY  is the ith boundary luminance value in the neighboring blocks, and N is the 

total number of calculated boundary pixels. 
In H.264/AVC reference software, as shown in Fig.2, mvp  is selected from the 

following motion vector candidates },,,,,,,,{ V8V7V6V5V4V3V2V1ZV , 

ZV  means (0,0,0). For the purpose of reducing the complexity of error concealment, 
we restrict the number of candidates and choose the mvp on the basis of different 

block sizes. Fist, estimate the mode of the lost macroblock as [8] based on the modes 
of its neighboring macroblocks, according to the estimation of mode, there are four 
types of motion vector candidates as described in Fig.3.  

If the lost macroblock is estimated as (a), the candidates to be used for concealing 
the macroblock are as H.264/AVC reference software. For (b), the candidates of Blk0 
are },,,,{ V7V3V2V1ZV  and candidates of Blk1 are },,,,{ V8V6V5V4ZV . 

In case (c), the candidates of Blk0 are },,,,{ V5V4V3V1ZV  and the candidates 
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Fig. 1. Boundary matching                                     Fig. 2. Motion vector candidates 

                 
                         (a)                              (b)                            (c)                          (d) 

Fig. 3.  Estimated mode of lost macroblock 

of Blk1 are },,,,{ V8V7V6V2ZV . If the lost macroblock is estimated as (d), the 

candidates are as follows: Blk0: },,{ V3V1ZV , Blk1: },,{ V7V2ZV , 

Blk2: },,{ V5V4ZV  and Blk3: },,{ V8V6ZV . Among all candidates, the one with 

the minimum fuzzy distortion value in (4) is selected for concealing the lost 
macroblock. By reducing the number of motion vector candidates, the proposed 
method has lower complexity than the reference software. 

4   Experiments 

JM8.4 reference software is selected as platform to simulate our algorithm. Some 
macroblocks in the video sequence are randomly dropped with 25% block loss rate, 
which are supposed to be caused by transmission errors. Fig.4 is the result of JM and 
proposed FBMA at frame 6 of the children sequence. As shown by (b) and (c), the 
visual quality of (c) is much better than (b), especially in the region marked with 
black circle line. The similar result with Fig. 4 is achieved in Fig. 5. The PSNR 
performance at different frame of tennis is shown in Fig.6. As shown by the 
experimental results, our fuzzy metric based temporal error concealment significantly 
outperforms the method of H.264/AVC reference software both in visual quality and 
PSNR. In addition, the proposed algorithm does not lead to any increase of decoding 
time. 
 



 Temporal Error Concealment Algorithm Using Fuzzy Metric 175 

       
(a) Original frame                     (b) concealed by JM                     (c) concealed by FBMA 

Fig. 4. Results of different concealment methods at frame 6 of children sequence 

             
(a) Original frame              (b) concealed by JM            (c) concealed by FBMA 

Fig. 5. Results of different concealment methods at frame 6 of tennis sequence 
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Fig. 6. PSNR performance at different frame of tennis 

5   Conclusions 

Unlike the common used boundary matching algorithm based on SAD, this paper uses 
the fuzzy metric based on Sugeno fuzzy integral as the criterion to recover the lost 
motion vectors of corrupt macroblocks. The present fuzzy metric is more consistent 
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with the human visual system. Simulation results demonstrate the better performance 
of the proposed method both in visual quality and PSNR. The proposed fuzzy metric 
is also may be used in encoder to select the prediction mode of macroblock, which 
can improve the efficiency of encoder.  
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Abstract. The universal approximation property of binary-tree hierarchical 
fuzzy systems (HFS) is examined in this paper. A binary-tree hierarchical fuzzy 
system with typical FLUs (fuzzy logic units) is defined. The analytical 
expression of HFS is derived, and the system is shown to preserve universal 
approximation property. A simple example is also given to show the theory. 

1   Introduction 

Fuzzy control theories have been successfully applied to a variety of areas. However, 
the applications are usually restricted to systems with limited input variables due to 
curse of dimension. The problem of “curse of dimension” is defined from two 
aspects: first, the system’s fuzzy rules increase exponentially with the input variables; 
second, the system’s parameters to be designed will also increase exponentially with 
the input variables. Therefore, if the number of input variables is very large, the fuzzy 
systems become unimplemetable due to the overload of memory. To tackle this 
difficulty, Raju [1] proposed hierarchical fuzzy systems in 1991.Through years of 
development, various achievements have been accomplished in the field of 
hierarchical fuzzy systems[2]. In addition, the International Journal of Intelligent 
Systems presented a special issue on hierarchical fuzzy systems in 2002[3]. Although 
many theories on hierarchical fuzzy systems have been achieved, a lot of problems 
are still unsolved and need future research [3]. 

Universal approximation property, the main and base property of the hierarchical 
fuzzy systems, has drawn the attention of the community. Wang [4] [5] proved that the 
series-hierarchical fuzzy systems had the universal approximation property, but the 
designed systems’ parameters would increase exponentially with the number of 
inputs. Then, Waratt [6], Huwendiek [7] and Liu [8] proved that the hierarchical fuzzy 
systems with different structures all had the universal approximation property. To 
date, the binary-tree hierarchical fuzzy systems have not been well studied. Therefore, 
this paper focuses on the binary-tree hierarchical fuzzy systems and their universal 
approximation property. To make our theory of the hierarchical fuzzy systems more 
simply and more applicable, the universal approximation of the hierarchical fuzzy 
systems with typical FLUs is analyzed herein.   

This paper is organized as follows. First, the ordinary binary-tree hierarchical fuzzy 
systems with typical FLUs are defined in Section 2. Then, in Section 3, the analytical 
expression is derived and the systems are shown to preserve approximation property. 
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2   Definition of Binary-Tree Hierarchical Fuzzy Systems with 
Typical Fuzzy Logic Units (FLUs) 

The structure of proposed HFS with L( 2L ≥ ) layer hierarchy is  shown in Fig.1. 

1,( , )T n
nx x x R= ∈ is a collection of input variables for HFS; 1 2 / 2

, , , kk k k n
y y y are 

the outputs of the FLUs at the kth layer; and 1Ly is the output of the HFS. The 

configuration of the hierarchical fuzzy system is the superposition of the FLUs, and to 
make the conclusions more useful and succinct, the typical FLUs are used. And each 
typical FLU is concretely defined from four aspects as following:  

Fig. 1. the structure of the hierarchical fuzzy systems 

1) The Membership functions of input and output variables 
Without loss of generality, it is supposed that all the input and output variables fall in 
[-1, 1] (this can be easily achieved by scaling the variables). There are 2m+1 
continuous fuzzy sets Aij ( { , 1, , 1, }j m m m m∈ − − + − ) defined over [-1, 1] for i-th 

input variable xi ( {1, , }i n∈ ). The centers of the fuzzy set Aij locates at j
iλ , 

where 01, 0, 1m m
i i iλ λ λ− = − = = . The fuzzy sets of each input variable adopt the 

triangular-shaped, full-overlapped, symmetrical about vertical axis, but not uniformly 
spaced membership functions as shown in Fig.2. For the intermediate variable and the 
output variable, (2 1)mn +  fuzzy sets should be defined in order to satisfy the linear 

control rules. ( 1, , )kty k L=  represents the output of the t-th fuzzy system in the k-th 

level. The fuzzy sets of kty are denoted by ( , , )ktq
ktktB q mn mn= − with singleton, 

equally spaced membership function as shown in Fig.3. The fuzzy set ktq
ktB  locates at 

ktqδ , where 01, 0, 1mn mnδ δ δ− = − = = . Since the output’s membership function is 

equally spaced, ( )ktq
kt ktq mn q Vδ = = ⋅ . 
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Fig. 2. The membership function of ix                Fig. 3. The membership function of kty  

2) Fuzzy inference rules 
The t-th( 2 1s t= − ) fuzzy system of the k-th level is also a typical fuzzy system which 
is constructed from the following rules: 

( 1) ( 1)( 1) ( 1) ( 1)( 1)
( 1) ( 1)( 1) 1( 1) ( 1) / 2 ( 1) / 2

if is is , thenk s k s k s k sq q q q
k s k s sk s k s k s

y B and y B y δ− − + − − ++
− − + +− + +=  

3) Fuzzy inference method 
The Sum-Product inference method is used, in which the fuzzy operators are defined 
as follows: 

Sum (Bounded Sum): 1 2 1 2min{1, }m ma a a a a a= + + +  

Product: 1 2 1 2m ma a a a a a= × × × , 1 2, , , [0,1]ma a a  

4) Defuzzification algorithm 
The center of area (COA) algorithm is adopted for defuzzification. Because the 
singleton-shaped membership function is defined for output variable, the COA 
algorithm can be replaced by the weighted mean method.  

3   Universal Approximation of Binary-Tree Hierarchical Fuzzy 
System with Typical Fuzzy Subsystems 

Lemma 1 [9]. For the HFS defined as before let the input variable 
1[ , ]i ip p

i i ix λ λ +∈ 1,2, ,i n= 1im k m− ≤ ≤ −  the output of the HFS is then: 
1

1 1
1

1 1 2( )
2

i i

i i

p p
i i

n i

L n p p
i ii

xn
y h

nm nm

λ λ

λ λ

+

+
=

+−
= + +

−
,  where 

1

n

n i
i

h p
=

= . 

 
Theorem 1. Any HFS is equivalent to a piecewise linear function   
Proof of Theorem 1.  From lemma 1, we know 

1

1 1
1

1 1 2( )
2

i i

i i

p p
i i

n i

L n p p
i ii

xn
y h

nm nm

λ λ

λ λ

+

+
=

+−
= + +

−
, 

1

n

n i
i

h p
=

=  . (1) 

Let  1 2( , , , )n ip p p p and m p m= − ≤ ≤  
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1 1 2 2
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1 1
1

1 21 1 1
1 1 1 1 1 1
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−
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1 1 2 2
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1

1 1 1
1 1 2 2
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1 1 2 2
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1 .
( )

1 1
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(3) 

Then one concludes 

1 1 2
1

, ( , , , )
n

L pi i n i
i

y a x where p p p p and m p m
=

= = − ≤ ≤ . (4) 

Therefore, the output of HFS is a linear function of the input variables in the 
definite region. 

 Now one can define the piecewise line functions: 

1 2
1

, ( , , , ) .
n

pi i n i
i

S a x where p p p p and m p m
=

= = − ≤ ≤  (5) 

Let the coefficients to be same, then the HFS and the piecewise function is 
equivalent. Consequently, 

1 1, 2 1, 2( , , ) ( , , )L n ny p p p S p p p= . (6) 

 Therefore, the analytical expression of the hierarchical fuzzy systems with typical 
fuzzy systems is a piecewise linear function in nature. Theorem 1 is proved. 

Lemma 2 [8]. Let f: Rn R( [ 1,1]nx U∈ = − ) be a continuous function then for 

arbitrary 0ε > there is a piecewise linear function : nS R R→ satisfying 

supp [ ]( ) 1,1
n

s ⊂ − ,further
,U

f S ε∞− < .  

According to Lemma 2, for any given continuous function f, there is a piecewise line 
function that can approximate f for any small 0ε > . Moreover, from Theorem 1, any 
piecewise linear function is equivalent to a HFS.  Therefore, the defined hierarchical 
fuzzy systems with typical FLUs have the universal approximation property.               
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Theorem 2. The defined HFS with typical FLUs has the universal approximation 

property. Let f: Rn R( [ 1,1]nx U∈ = − ) be a continuous function. Then for any 

arbitrary 0ε > , there exists a binary-tree hierarchical fuzzy system, which satisfies 

1
,[ 1,1]nLy f ε

∞ −
− <  . 

Proof of Theorem 2. From Lemma 2, we know for any continuous function f, we can 
find a piecewise linear function S that satisfies: 

,[ 1,1]nS f ε∞ −− < . (7) 

Form Theorem 1  it is concluded that for any piecewise function S there is a 
hierarchical fuzzy system with typical FLUs corresponding to it. That is: 

1Ly S= . (8) 

Hence,  

1 1 1,[ 1,1],[ 1,1] ,[ 1,1] ,[ 1,1]

,[ 1,1]
.

nn n n

n

L L Ly f y S S f S f y S

S f ε
∞ −∞ − ∞ − ∞ −

∞ −

− = − + − = − + −

= − <
 (9) 

Therefore, for any continuous functions, there is a hierarchical fuzzy system which 
can approximate it with any desirable precision. This conclusion is very useful for the 
wide application of the hierarchical fuzzy systems, that is, the hierarchical fuzzy 
systems can be used in any case if necessary.  

4   Simulation 

Consider the function f  on U=[-1,1]4. 

1 2 3 4 2 2 2 2
1 2 3 4

1
( , , , )

1 sin ( ) sin ( ) sin ( ) sin ( )
f x x x x

x x x xπ π π π
=

+ + + +
. (10) 

Assume that f is unknown, but we know the values of f at some regular points in U. 
Our task is to design a hierarchical fuzzy system to approximate f for any small  

0.1ε = . 
First, find a piecewise linear function which approximates f. Second, find the HFS 

by Theory 1 which is equal to the above piecewise function. The detailed process is 
not listed here. From above calculating, We get the minimum m=3.The number of 

rules of the hierarchical fuzzy systems is 22 3 18× = . While the number of rules of 

the ordinary fuzzy system is 34 64= , So, the hierarchical systems solve the problem 
of curse of dimension in some sense.   

5   Conclusions 

In this paper, it is shown that the binary-tree hierarchical fuzzy system is equivalent to 
a piecewise linear function and the systems have the universal approximation property 
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as well. A simulation example simply shows the importance of the theory to solve 
curse of dimension. The universal approximation property provides the basic theory 
for the application of the hierarchical fuzzy systems. However, for further practical 
use, the sufficient and necessary conditions of the universal approximation property 
and the design methods of corresponding binary-tree hierarchical systems need to be 
studied in the future. 

Acknowledgements 

This work is supported by National Natural Science Foundation of China (60474024) 
and Doctoral Fund of Ministry of Education of China (20040003106). 

References 

1. Raju, G.V.S., Zhou, J., Kisner R.A.: Hierarchical Fuzzy Control. International Journal of 
Control 54(1991)1201-1216. 

2. Zhang, X.Y., et al.: A Review of Hierarchical Fuzzy Systems and Hierarchical Fuzzy 
Control. Journal of centeral south university (science and technology) 36(2005)25-31 

3. Torra, V.: Special Issue on Hierarchical Fuzzy Systems. International Journal of Intelligent 
Systems 17(2002)447. 

4. Wang, L.X.: Universal Approximation by Hierarchical Fuzzy Systems. Fuzzy Sets and 
Systems 93(1998) 223-230.  

5. Chen, W., Wang, L.X.: A Note on Universal Approximation by Hierarchical Fuzzy 
Systems. Information Sciences 123(2000) 241-248. 

6. Rattasirim, W., Halgamuge S.K.: Computationally Advantageous and Stable Hierarchical 
Fuzzy Systems for Active Suspension. IEEE Transactions on Industrial Electronics 
50(2003)48-61 

7. Huwendiek, O., Brockman W.: Function Approximation with Decomposed Fuzzy Systems. 
Fuzzy Sets and Systems (1999) 273-286 

8. Liu, P.Y., Li, H.X.: Hierarchical TS Fuzzy System and Its Universal Approximation. 
Information Sciences 169(2005) 279-303 

9. Du, X.Y., Zhang, N.Y.: Equivalence Analysis of Binary-tree-type Hierarchical Fuzzy 
Systems. Journal of Tsinghua University 44(2004) 993-996 



D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 183 – 194, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

A New Fuzzy Membership Function with Applications in 
Interpretability Improvement of Neurofuzzy Models  

John Q. Gan and Shang-Ming Zhou 

Department of Computer Science, University of Essex 
Colchester CO4 3SQ, United Kingdom 

jqgan@essex.ac.uk
 

Abstract. Local model interpretability is a very important issue in neurofuzzy 
local linear models applied to nonlinear state estimation, process modelling and 
control. This paper proposes a new fuzzy membership function with desirable 
properties for improving the interpretability of neurofuzzy models. A learning 
algorithm for constructing neurofuzzy models based on this new membership 
function and a hybrid objective function is derived as well, which aims to 
achieve optimal balance between global model accuracy and local model 
interpretability. Experimental results have shown that the proposed approach is 
simple and effective in improving the interpretability of Takagi-Sugeno fuzzy 
models while preserving the model accuracy at a satisfactory level. 

1   Introduction 

Fuzzy models have been widely and successfully used in many areas such as system 
modeling and control, data analysis, and pattern recognition. Traditionally, fuzzy rules 
are generated from human expert knowledge or heuristics, which brings about good 
high-level semantic generalization capability. On the other hand, some researchers 
have made efforts to build fuzzy models from observational data, leading to many 
successful applications 1-5. Compared to heuristic fuzzy rules, the fuzzy rules 
generated from data are able to model unknown complex systems or processes more 
accurately at the price of losing model interpretability. Recently, more and more 
efforts have been made to approach the problem of interpretability of data-driven 
fuzzy models 6-15. 

Although Takagi-Sugeno (TS) fuzzy model 1 has been very successful in system 
modeling and control, one problem is that its local models often exhibit eccentric 
behaviors which are hard to be interpreted and thus bring about difficulties in its 
applications. One type of fuzzy model interpretability is about distinguishable and 
physically reasonable input space partitioning. For a TS fuzzy model, the 
interpretability of its local linear models, e.g., the reflection of real local linearity of 
the system to be modeled in the TS local models, is essential to the success of its 
applications to areas such as nonlinear state estimation and process control 4561215. 
A heuristic criterion for fuzzy clustering inspires us to develop appropriate 
membership functions (MFs) for constructing interpretable TS fuzzy models. This 
criterion states that “good” clusters are actually not very fuzzy 16. The requirements 
directly related to this type of interpretability in TS fuzzy models are that under the 
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condition of preserving global model accuracy at a satisfactory level, fuzzy sets 
should have large core regions, and that adjacent fuzzy sets should be less overlapped. 
These requirements cannot be met by traditional MFs such as triangular MFs and 
Gaussian MFs. Trapezoidal MFs can meet these requirements to some extent, but they 
are not suitable for tuning by automatic learning. In order to generate distinguishable 
fuzzy sets with the above desirable properties, Zhou and Gan 15 suggested a linguistic 
modifier that can enlarge the ε -insensitive core of a fuzzy set and at the same time 
lessen the overlapping with adjacent MFs. This paper proposes a new fuzzy 
membership function, which is much simpler than the one suggested in 15 but 
possesses the same desirable properties, and develops a corresponding learning 
scheme for constructing interpretable TS fuzzy models.  

In the next section, the new fuzzy membership function is proposed based on the 
ideas from linguistic modifiers. A learning scheme for constructing interpretable TS 
fuzzy models based on this new membership function and a hybrid objective function 
is developed in Section 3. Experimental results are given in Section 4, which 
demonstrate the effectiveness of the new approach in comparison with other two 
interpretability-oriented methods.  

2   A New Fuzzy Membership Function  

The ε -insensitive core of a fuzzy set is important in evaluating the modification of a 
membership function, which is defined as 

{ }εμε −≥≥= 1)(1|)( xxAVCore                                 (1) 

where ε  is a small positive real number, and )(xμ  is the MF of the fuzzy set A.  

 

Increasing

 

Fig. 1. Linguistic hedges αμμ ))(()( xx o=  Fig. 2. The new membership function: 

1 22, 2β β= − =  

The traditional linguistic hedge αμμ ))(()( xx o=  17 has been suggested to adjust 

the overlapping of adjacent MFs for flexibility and interpretability improvement 18. 
Liu et al. 19 proposed a linguistic hedge fuzzy logic controller by combining 
linguistic hedges and genetic algorithms, in which the linguistic hedges are used to 
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modify the shapes of MFs whilst the genetic algorithms to find the optimal linguistic 
hedge combination. Casillas et al. 13 introduced a genetic tuning process for 
automatically obtaining good balance between interpretability and accuracy of fuzzy 
models, in which linguistic hedges are used to perform MF modifications. One 
problem in this type of linguistic hedges is that reducing overlapping of adjacent 
fuzzy sets will greatly shrink the ε -insensitive core, as shown in Fig. 1, which 
usually degrades the model accuracy considerably. 

What is desirable in improving model interpretability and preserving model 
accuracy at the same time is that reducing overlapping will not much affect the ε -
insensitive core or that reducing overlapping and enlarging the ε -insensitive core 
both occur at the same time. To obtain such a desirable property, Zhou and Gan 15 
proposed the following linguistic modifier: 
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where )(xoμ  is an initial MF, parameters qpCC ,,,, 21 β  are for controlling the ε -

insensitive core and overlapping in a desirable manner, )( 11
Co

C μμ =  and 

)( 22
Co

C μμ = . Compared to the linguistic hedge αμμ ))(()( xx o= , the linguistic 

modifier defined by (2) is much more complex, with piece-wise functions and too 
many tuning parameters, and makes MFs tuning a complicated process. Aiming to 
overcome this disadvantage, this paper proposes a new fuzzy membership function, 
which is very simple but can also enlarge the ε -insensitive core and at the same time 
lessen the overlapping with adjacent MFs, as shown in Fig. 2. It should be noted that a 
partition of unity and a maximum membership value of 1 can be obtained by 
normalization. These issues have no side effect on model accuracy and local model 
interpretability and thus will not be addressed in this paper.  

This new membership function is defined by the combination of two sigmoid 
functions as follows:  

)()(21
21 1

1

1

1
),,;( βρβρρββμ −−−− +

−
+

=
xx ee

x                       (3) 

where ρββ ,, 21  are parameters for adjusting the position and shape of the defined 

MF. Fig. 2 shows the desirable property of this membership function for balancing 
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fuzzy model accuracy and interpretability. This will be further explored in the 
following sections by applying it in constructing interpretable TS fuzzy models.  

3   Constructing Interpretable TS Fuzzy Models Using the New 
Membership Function 

3.1   TS Model Based on the New Membership Function 

In this paper, TS models with the following fuzzy rules will be addressed: 

                                iR : if 1x  is 1,1i
A  and … and nx  is nin

A , , 

then niniii xaxaay +++= 110                                  (4)  

where iR  is the ith rule of the TS system, jx  are input variables, iy  is the output 

variable of the ith local model, ji j
A ,  are fuzzy sets about jx , ija  are the consequent 

parameters that have to be identified from given data sets, and 111 Li ≤≤ , …, 

nn Li ≤≤1  , ∏
=

=≤≤
n

j
jLLi

1

1 , with jL  being the number of fuzzy sets about 

jx . The global output of a TS model is calculated by  

=

=
L

i
ii ywy

1

                                                     (5) 

where wi is the normalized firing strength of  rule iR :

  

=

=
L

i
i

i
iw

1

τ

τ
                                                       (6) 

and iτ  is called the firing strength of rule iR , which is computed as follows: 

,
1

( )
j

n

i i j j
j

A xτ
=

= ∏                                               (7) 

It can be seen that in this TS model, given the fuzzy sets about every variable on its 
domain of discourse, the rule base includes all the possible combinations of these 
fuzzy sets to cover the whole input space. For the sake of representing the rules 
clearly, the rules are sorted as follows: corresponding to a combination of fuzzy sets 

1,1i
A , … , nin

A , , the rule is indexed as  
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In this paper, membership functions , ( )
ji j jA x  are defined by the newly proposed 

membership function as follows: 

( ) ( )(1) ( 2 )
, ,, ,

,

1 1
( )

1 1
j

i j j i j ji j i jj jj j

i j j
x x

A x
e e

ρ β ρ β− − − −
= −

+ +
                  (9) 

where 
,ji jρ  are MF modification parameters, 

(1)

,i jj
β  and 

( 2 )

,i jj
β , satisfying 

)2(
,

)1(
, jiji jj

ββ < , are two parameters that control the position of , ( )
ji j jA x  and can be 

determined by a clustering algorithm. The core center of , ( )
ji j jA x  can be calculated 

as 
(1) ( 2 )

, , / 2i j i jj j
β β+  . Next, a learning scheme is developed for constructing TS fuzzy 

models based on the new membership function and a hybrid objective function. 

3.2   Learning Objective Function and Algorithm  

In order to improve the TS local model interpretability while preserving its global 
model accuracy at a satisfactory level, the following hybrid objective function is used 
to guide the learning process: 

FG JJJ λ+=                                              (10) 

where λ  is a regularization coefficient, GJ  is the global accuracy measure defined 

as 
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where ( )d k  is the desired output, and FJ  is the index of fuzziness of the TS fuzzy 

model, defined by 
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where )( , ji j
AF  is the index of fuzziness of ji j

A , , defined by 2021 
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Least-square estimation of consequent parameters. In order to identify the 
consequent parameters in the TS model, a base matrix M can be defined as follows: 

)1(1

1

)()(

)1()1(

+×

=

nLN

T
L

T

T
L

T

NMNM

MM

M                                   (15) 

where )( 1 niii
T
i xwxwwM = . By representing the consequent parameters by a 

column vector T
LnLLnn aaaaaaaaa )( 102212011110=a , the TS 

model can be reformulated as follows: 

da =⋅M                                                       (16) 

where ( )TNdd )()1(=d  is the desired output vector.  The least-squares estimate 

of a can be obtained by  

da += M*                                                  (17) 

where +M  is the Moore-Penrose inverse of matrix M. 
 

Gradient-descent algorithm for updating premise parameters. For the sake of 

simplicity, the premise parameters 
(1)

,i jj
β  and 

( 2 )

,i jj
β  can be determined by a clustering 

algorithm in the initialization stage. However, the premise parameters 
,{ }

ji jρ  are 

updated in terms of the hybrid objective function defined in (10), which aims at 
achieving a good trade-off between the global approximation ability and the 
interpretability of local models. The equation for updating parameters 
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ji jρ  is as 

follows:  
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where t is the iteration step, γ  is the learning rate. From (10) we have 
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The above-defined least-square estimation and gradient-descent updating are 
carried out alternatively in two-stages. At each stage either the premise parameters are 
updated with the consequent parameters fixed or vice versa.  

4   Experimental Results 

In this section, the proposed new membership function and learning algorithm for 
constructing interpretable TS fuzzy models are evaluated in terms of global model 
accuracy and local model interpretability, which are measured respectively by root 
mean squared error (RMSE): 

( )2( ) ( )

1

1 N
k k

k

RMSE d y
N =

= −                                  (27) 

and local model interpretability evaluation value (LMIEV) 22: 
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( )
( ) ( )

2( )

1

( )
k i

L
k

i i
i x N

LMIEV y k yτ
= ∈

= −                             (28) 

where N(i) is the neighborhood of the core centre of the MF  defined by (7). From 
(28), it can be seen that a smaller LMIEV value indicates better local model 
interpretability.  

Due to the page limit, this section presents one example only, but with numerical 
and graphical comparison of three interpretability-oriented TS model construction 
methods. The data set used in the experiment was generated as follows, with high-
level noise: 

z z n= +                                                         (29) 

2

3sin( )

1

x
z

x

π=
+

                                                     (30) 

where z~  is the original signal, and n  is a Gaussian noise with zero mean and 
variance of 0.1. The task here is to recover the original signal from the noisy data by 
constructing a TS model. The data set used in the experiment consists of 600 samples 

{ }N
kkdkx 1))(),(( =  (N=600), which were randomly collected for the purpose of 

parameter identification with ( ) [ 4, 2]x k ∈ − . For the purpose of comparison, two 

other schemes for interpretability-oriented TS model construction were also tested, 
which are the TS model construction method based on linguistic modifier (2) and 
developed by Zhou and Gan 15, and the combination of global and local learning 
method suggested by Yen et al. 6. 

For a fair comparison, in all the three methods the initial input space partitioning 
was done by using the GK fuzzy clustering algorithm 23 with Xie-Berni clustering 
validity index 24. 8 clusters were generated from the given data samples, which were 
used as the values of the β parameters in (9) to determine the MF positions (used for 
the same purpose in the other two methods). By using (9) and initializing the 
modification parameter values as 5, the 8 initial MFs are obtained, as shown in Fig. 3. 
The TS model and its local models constructed by using these initial MFs are 
illustrated in Fig. 4, with RMSE=0.4519. It can be seen that although the global model 
accuracy is very good, its local models have poor interpretability in the sense that its 
local models do not well reflect the real local behavior (linearity) of the real signal in 
corresponding local regions. The proposed method is then used to improve the local 
model interpretability without serious sacrifice of its global model accuracy. Fig. 5 
shows the 8 MFs generated by the method proposed in this paper by setting λ=6 and 
stopping the learning process at a preset RMSE value. The corresponding modification 
parameter values are ]21.27   14.64   11.17   9.92   14.11   20.49   20.63   21.88[][ 87654321 =ρρρρρρρρ . 

The TS model and its local models constructed by using these learnt MFs are 
illustrated in Fig. 6, with RMSE=0.4637 and LMIEV=0.5444. Using the linguistic 
modifier based TS model construction method developed in 15, the 8 MFs generated 
are shown in Fig. 7, and the corresponding TS model and its local models are 
illustrated in Fig. 8, with RMSE=0.4600 and LMIEV=0.5652. Furthermore, the 
interpretability-oriented learning scheme suggested by Yen et al. 6 was also applied to 
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the same data set to construct a TS model. This scheme combines global learning and 
local learning by a global influence factor α  and a local influence factor β  with 

1=+ βα . In this scheme, a larger β  leads to local models with better 

interpretability but degrades global model accuracy. The TS model and its local 
models constructed with β =0.2, which generated a TS model with a similar global 

model accuracy as by the other two methods, are shown in Fig. 9, with RMSE=0.4643 
and LMIEV=0.6637. 
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Fig. 3. Initial MFs generated by setting initial modification parameter values as 5 in (9) 
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Fig. 4. TS model and local models produced by the initial MFs: solid line for true signal; dotted 
line for signal recovered; dashed lines for local models 
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Fig. 5. MFs generated by the proposed method 
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Fig. 6. TS model and local models produced by the learnt MFs: solid line for true signal; dotted 
line for signal recovered; dashed lines for local models 
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Fig. 7. MFs generated by Zhou and Gan’s method 
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Fig. 8. TS model and local models produced by Zhou and Gan’s method: solid line for true 
signal; dotted line for signal recovered; dashed lines for local models 

From Figs. 6, 8, and 9, it can be seen that the newly proposed membership function 
and the learning algorithm form a simple and effective approach to the construction of 
interpretable TS fuzzy models. The RMSEs and LMIEVs of the three methods are 
summarized in Table 1, which shows that the newly developed method is capable of 
achieving better local model interpretability with comparable global model accuracy, 
with an extra advantage of simplicity that is the main motivation of this work.   
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Fig. 9. TS model and local models produced by the Yen et al.’s method with β =0.2: solid line 
for true signal; dotted line for signal recovered; dashed lines for local models 

Table 1. Comparison of RMSEs and LMIEVs of Three Methods 

 RMSE LMIEV 
Newly proposed 

method 
0.4637 0.5444 

Zhou and Gan’s 
method 

0.4600 0.5652 

Yen et al.’s method 0.4643 0.6637 

5   Conclusions 

A new membership function is proposed in this paper, which is simple and has 
desirable properties for constructing interpretable neurofuzzy models. A learning 
scheme based on this new membership function is developed as well for achieving 
optimal balance between global model accuracy and local model interpretability. 
Experimental results, in comparison with other two interpretability-oriented methods 
for constructing TS fuzzy models, have provided favorable evidence to support the 
new approach. In our future research, the models constructed by the new method will 
be expected to find successful applications in nonlinear state estimation, process 
modeling and control. 
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Abstract. This paper presents a novel fuzzy clustering method named
as AINFCM, which solves the traditional fuzzy clustering problems by
searching for the optimal centroids of clusters using artificial immune
network technology. Based on the clone and affinity mutation principals
of biological immunity mechanism, containing memory cells, the AIN-
FCM is capability of maintaining local optima solutions and exploring
the global optima defined as minimum of the objective function. The al-
gorithm is described theoretically and compared with classical K-means,
K-medoid, FCM and GK Clustering methods using PC, CE, SC, S, ADI
and DI validity indexes. Parameter setting was also discussed to analyze
how sensitive the AINFCM is to user-defined parameters.

1 Introduction

Cluster analysis divides data into groups (clusters) such that similar data objects
belong to the same cluster and dissimilar data objects to different clusters. In
real-world applications, there is very often no sharp boundary between clusters
so that fuzzy clustering is often much more suited for the data. Applications
of fuzzy cluster analysis include data analysis, pattern recognition, and image
segmentation.

Membership degrees between zero and one are used in fuzzy clustering instead
of crisp assignments of the data to clusters. The terminologies to denominate
the representatives of clusters are centers, centroids or prototypes. The family
of objective function-based fuzzy clustering algorithms includes fuzzy c-means
algorithm (FCM)[1], Gustafson-Kessel algorithm (GK)[2], Gath-Geva algorithm
(GG)[3] and many others.

FCM, the most prominent fuzzy clustering algorithm is a local optimization
algorithm, a random selection of initial value may lead to crisp premise fuzzy
set. In order to present a global optimization version of FCM, some biological
inspired evolutionary algorithm was used. A genetic algorithm was proposed
to evolve step FCM and shown good results [4]. However, the degeneration of
genetic algorithm may increase iteration times and decrease veracity.

The vertebrate immune system has several useful theories from the viewpoint
of information processing. The immune network theory imitates the activities of
the immune cells, the emergence of memory and the discrimination between our
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own cells (known as self) and external invaders (known as non-self). There are
several immune network models presented in the literature. The aiNet immune
network model proposed by Leandro N. de Castro can be used for data compres-
sion and hierarchical data clustering [5]. An adaptive version of aiNet named as
opt-aiNet is able to implement function optimization [6].

In this paper, AINFCM algorithm working as an artificial immune network
was proposed to perform fuzzy data clustering, according to the view that data
clustering is essentially centroids optimization problem. The objective function
of FCM algorithm was adopted as optimal function. So, based on the clone
and affinity mutation principals of biological immunity mechanism, containing
memory cells, the AINFCM is capability of maintaining local optima solutions
and exploring the global optima.

The outline of this paper was as follows. In section 2, the AINFCM algorithm
was described. In section 3, AINFCM was tested for Iris and wine data set
and compared with K-means, K-medoid, FCM and GK clustering algorithms
according to 6 validity indexes. The setting of immune network parameters was
also discussed. Finally, we draw some conclusions and looked at future research.

2 Fuzzy C-Means Algorithm (FCM)

Fuzzy c-means (FCM) is a method of clustering which allows one piece of data
to belong to two or more clusters. This method can be seen as a strategy for
minimizing the following objective function:

J(U, c1, . . . , cc) =
c∑

i=1

Ji =
c∑

i=1

n∑
j

um
ijd

2
ij , (1)

under the constraints:
c∑

i=1

uij = 1, ∀j = 1, . . . , n . (2)

where uij ∈ [0, 1] indicates the membership of data vector xi assigned to
clusterith. cj is the jth centroid of C and dij is the Euclidean distance between
data vectorxi and centroidcj. Parameter m ∈ [1,∞) is so-called fuzzifier, which
is used to control how much clusters are allowed to overlap [7].

FCM is carried out through an iterative optimization of the objective func-
tion shown as equation (1). Taken the constraints (2) into account by Lagrange
function, the new objective function is constructed as following:

J(U, c1, . . . , cc, λ1, . . . , λn) = J(U, c1, . . . , cc) +
n∑

j=1

λj(
c∑

i=1

uij − 1)

=
c∑

i=1

n∑
j

um
ijd

2
ij +

n∑
j=1

λj(
c∑

i=1

uij − 1), (3)
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with the update of membership uij and the cluster centers cj by:

cj =

∑n
j=1 um

ijxj∑n
j=1 um

ij

, (4)

uij =
1∑c

k=1

(
dij

dkj

) 2
m−1

. (5)

3 AINFCM Algorithm

3.1 Artificial Immune Network Theory

The immune network theory, as originally proposed by Jerne [8], hypothesized
a novel viewpoint of lymphocyte activities, natural antibody (Ab) production,
pre-immune repertoire selection, tolerance, self/nonself discrimination, memory
and the evolution of the immune system[9]. The immune system was formally
defined as an enormous and complex network of paratopes, which recognize sets
of idiotopes, and of idiotopes(Ag), that are recognized by sets of paratopes. The
relevant events in the immune system are not only the molecules, but also their
interactions. The immune cells can respond either positively or negatively to the
recognition signal. A positive response would result in cell proliferation, activa-
tion and antibody secretion, while a negative response would lead to tolerance
and suppression. In general terms, the structure of most network models can be
represented as

RPV = InfluxofNnewCells−DeathofUnstimulatedCells

+ReproductionofStimulatedCells, (6)

where RPV is the rate of population variation, and the last term includes Ab–Ab
recognition and Ag–Ab stimulation.

3.2 Problem Description

The artificial immune network is an edge-weighted graph, not necessarily fully
connected, composed of a set of nodes, called antibodies, and sets of node pairs
called edges with an assigned number called weight, or connection strength. To
fuzzy data clustering problem:

Antigens (Ag) represent data set for data clustering.AgN×P ⊂ �P Euclidean
Shape-space.N is the number of data and P is the dimension degree.

Antibodies(Ab) are evolved centroids of clusters. AbM×CP ⊂ �CP ,where
CP = P × ClusterNumber ,M is the number of network cells.

From objective function equation (1) we can see that the goal of FCM is to
obtain the optimal centroids set C and membership matrix U . Since there is
relationship between C and U , it is feasible to encode either C or U . We encode
C into antibodies of immune network accounting for calculation scle.
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Fitness (f) evaluates a set of given centroids, which is inversely proportional
to objective function J . The smaller FCM objective function J is, the better
output centroids C are. f can be calculated as:

f =
1

J (Abi, Ag) + 1
, f ∈ [0, 1] . (7)

Similarity of Abi to Abj describes the recognition level within antibodies.

Similarity (Abi, Abk) = D (Abi, Abk) =

√√√√ P∑
i=1

(Abji , Abki)
2

. (8)

Clone and Mutation: Through clone process,offspring cells are identical copies
of their parent cell as a certain clone rate. Then offspring will suffer a somatic
mutation so that they become variations of their parent. Clone rate N and
mutation rate β are proportional to the fitness of Ab, which determine the next
generation of antibodies.

Ab∗ = Ab + βN(0, 1), (9)

where N(0, 1)is a Gaussian random variable of zero mean and standard deviation
σ = 1.
Stop criterion can be set as a fixed iteration number of step FCM, combined
with following:

‖f (n+1) − f (n)‖ < ε . (10)

3.3 Process of AINFCM

Set the parameters and initialize immune network.
While stopping criterion is not met do
Calculate the fitness value of network cells and normalize the vector of fitness.
Select best antibodies to lone and mutate proportionally to their fitness values.
Calculate fitness vector of new generation.
Reselect highest fitness cells with ς% from new generation.
Suffer network suppression and remove cells with lower fitness value and higher
similarity value.
Random add d% new cells.
Calculate the highest fitness value of network cells.
Determine the clusters and membership function.

4 Experiments

The AINFCM algorithm was applied to several fuzzy data clustering problems
in order to assess its performance. In this paper, Iris data set and Wine data set
were selected to illustrated the process of AINFCM algorithm.
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Fig. 1. Iris data set (a) Objective function value in each iteration (b) Size of immune
network cells in each iteration
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Fig. 2. Wine data set (a) Objective function value in each iteration (b) Size of immune
network cells in each iteration

Iris data set
The data set contains 3 classes of 50 instances with 5 attributes. One class is
linearly separable from the other two classes; the latter are nonlinear separated
from each other.
Wine data set
The Wine data contains the chemical analysis of 178 wines grown in the same
region in Italy but derived from three different cultivars. The problem is to
distinguish the three different types based on 13 continuous attributes derived
from chemical analysis.

Fig.1 showed that after 10 times iteration, the immune network for Iris data
set became stable containing 16 memory cells, and the value of objective function
decreased from 20 to 5. In fig.2, after 40 times iteration, the immune network
became stable containing 45 memory cells, and the value of objective function
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decreased from 75 to 30. The AINFCM algorithm shows good convergence for
these two data set.The number of attributes mainly affects the convergence rate
and size of immune network of the AINFCM algorithm. Noticed that the value
of objective function is a relative value, which can only be used as a evaluation
for the results of a fixed data set running with different algorithms.

4.1 Validity and Comparison with Clustering Methods

Cluster validity refers to the problem whether a given fuzzy partition result
fits to the data all. Different scalar validity measures have been proposed in
the literature, none of them is perfect by oneself, therefore we selected 6 crite-
ria: Partition Coefficient (PC), Classification Entropy (CE)[10], Partition Index
(SC), Separation Index (S), ADI and DI [11].

There were four clustering methods compared with AINFCM:
K-means, K-medoid, FCM and GK [12]. K-means and K-medoid are hard parti-
tioning methods, which are simple and popular, although these algorithms have
some numerical problems. The FCM (Fuzzy C-means) clustering algorithm is a
classical fuzzy clustering algorithm based on the minimization of an objective
function called C-means functional. The GK (Gustafson and Kessel) algorithm
extends the standard fuzzy c-means algorithm by employing an adaptive dis-
tance norm, in order to detect clusters of different geometrical shapes in one
data set [14].

Firstly, from table1 and table2 we can see that PC and CE are useless for K-
means and K-medoid, while they are hard clustering methods. So the PC values
of K-means and K-medoid are 1, CE values of them are not a number.

Secondly, the values in the table1 were better than that in the table2, because
the numerical values of all validity indexes were greatly affected by the attributes
number of data set, which represented scale of the problem.

Table 1. The values of PC, CE, SC, S, DI, ADI validity indexes for Iris data set

PC CE SC S DI ADI

AINFCM 0.74671 0.47642 0.26236 0.0027312 0.070093 0.011067

K-means 1 NaN 0.49752 0.0049515 0.016397 0.0095903

K-medoid 1 NaN 0.49295 0.0048583 0.089868 0.0091068

FCM 0.74252 0.46721 0.62591 0.0063462 0.034696 0.0090153

GK 0.72774 0.46631 0.51275 0.0048623 0.043001 0.01935

Table 2. The values of PC, CE, SC, S, DI, ADI validity indexes for Wine data set

PC CE SC S DI ADI

AINFCM 0.53128 0.88701 1.21505 0.00891 0.13170 0.00120

K-means 1 NaN 0.97091 0.00673 0.13511 0.00222

K-medoid 1 NaN 0.84543 0.00500 0.14236 0.00697

FCM 0.50338 0.85461 1.62950 0.01200 0.14232 0.00452

GK 0.35420 1.06823 8.69256 0.06058 0.10961 0.00201
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Fig. 3. AINFCM sensitivity to ts. (a) Relationship between and size of immune net-
work. (b) Validity measure values of PC,CE and S in consideration of ts ∈ [0.1, 0.3].
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Fig. 4. AINFCM sensitivity to n. (a) Relationship between n and size of immune
network. (b) Validity measure values of PC,CE and S in consideration of n ∈ [1, 10].

Thirdly, the table1 illustrated that the value of PC index for AINFCM algo-
rithm was greater than the value for FCM and GK algorithm, at the same time,
the values of S, SC indexes for AINFCM algorithm were smaller than the values
for FCM and GK algorithm. Table2 illustrated that the AINFCM algorithm was
good than K-means, K-medoid and GK algorithms according to all five indexes
and good than FCM algorithm according to S, DI and ADI indexes.

In short, the results partly depend from the structure of the data, and no
validity index is perfect by itself for a clustering problem.

4.2 Network Parameter Setting

During the process, number of clusters, parameters of immune network were
fixed as m = 2,ε = 1e− 3.
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Fig. 5. AINFCM sensitivity to β. (a) Relationship between β and size of immune
network. (b) Validity measure values of PC,CE and S in consideration of β ∈ [0, 0.5].

To apply the AINFCM to any problem, a number of parameters for immune
network have to be defined. The main parameters for the AINFCM were:

n : Number of selected n best antibodies;
N : Clone parameter, max clone number of each selected Ab;
β: Mutate parameter, max mutate rate;
ς: Reselection rate of antibodies after clone and mutation;
ts : Suppression threshold of immune network cells;

In this section, we intend to discuss and analyze how sensitive the AINFCM
is to some of these user-defined parameters. In particular, it will be studied the
influence of the parameters ts , n ,N ,β and ς in the convergence speed, final
network size and validity index values.

Figure 3 (a) illustrates that the suppression threshold ts , which leads to the
deletion of similar network memory cells with lower fitness, controls the final
network size and is responsible for the network plasticity. Too large value for
ts indicates small network size, while too small value results in larger immune
network . The value of ts at minimum position of CE and S validity measure
is same as that of maximum value of PC validity measure, which indicates the
optimal ts = 0.22.

In each iteration, n best Ab with the highest fitness will be selected to undergo
mutation. The clone rate and mutation rate are proportional to the fitness of
each selected antibody. Figure 4 (a) demonstrates this suspicion. Figure 4 (b)
shows that larger value of n will improve the validity of AINFCM, but for PC
and CE measures, it shows little influence. To acquire a balance between network
size and validity, n = 4 orn = 8 can be set.

Figure 5 illustrates that the mutate parameter β is critical to control the iter-
ation times of AINFCM final network size and is responsible for the convergence
of the network. Too small value for β leads to large iteration times. The value of
β at minimum position of CE and S validity measure and at that of maximum
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Fig. 6. AINFCM sensitivity to ς. (a) Relationship between ς and size of immune net-
work. (b) Validity measure values of PC,CE and S in consideration of ς ∈ [0, 0.5].
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Fig. 7. AINFCM sensitivity to N . (a) Relationship between N and size of immune
network. (b) Validity measure values of PC,CE and S in consideration of N ∈ [1, 100].

value of PC validity measure indicate the optimal β value. To acquire a balance
between convergence time and validity, β = 0.05 can be set.

Figure 6 illustrates that the reselection rate of antibodies after clone and
mutation ς is critical to control the iteration times of AINFCM final network size
and is responsible for the convergence of the network. Too small value for ς leads
to large iteration times. The value ofς at minimum position of CE and S validity
measure and at that of maximum value of PC validity measure indicate the
optimalς value. To acquire a balance between convergence time and validity,ς =
0.1 can be set.

Figure 7 illustrates that the clone parameter, maximum clone number of each
selected antibody.N controls the iteration times of AINFCM final network size
and is responsible for the convergence of the network. Too small value forN leads
to low value of validity measures. To acquire a balance between convergence time
and validity, N = 20 can be set.
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5 Summary and Conclusions

This paper presented an immune network AINFCM for fuzzy clustering. Firstly,
the results of our experiments clearly show that the AINFCM algorithm is able
to keep local optimal centroids of clusters as memory network cells and to explore
global optimum through clone and mutation and renew processes of the immune
network.

Secondly,AINFCM outperforms K-means, K-medoid, and GK algorithm
according to Partition Coefficient, Classification Entropy, Partition Index,
Separation Index, ADI and DI criteria. Compared with FCM algorithm, AIN-
FCM is independent of the initially random individuals and show comparable
performance.

Thirdly, parameter setting is an important and heavy task for biological based
algorithms. In this paper, the parameters of the AINFCM immune network were
set according to a balance between convergence time and validity. The suppres-
sion threshold ts , which leads to the deletion of similar network memory cells
with lower fitness, controls the final network size and is responsible for the net-
work plasticity. The mutate parameter β is critical to control the iteration times
and is responsible for the convergence of the network. In most cases, β = 0.05
can be set.

Noticed that AINFCM and other algorithms use random initialization, so dif-
ferent running issues different partition results, such as values of the centroids
and membership function matrix. To minimize the influence of random initial-
ization, average value of partition results for each algorithm should be used.

With regards to future research we are focus on several topics. We plan to
exert AINFCM to various structure data set in order to test performance and
adapt to special applications. Since there are many parameters needed to be set,
we are going to do further study for self-adjusting parameters.
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Abstract. This paper presents a new Fuzzy Neural Network (FNN) model to 
evaluate design alternatives in conceptual design. In the proposed method, a 
fuzzy reasoning based on feedforward neural network is used to evaluate 
concepts, and a learning algorithm based on ranking-based adaptive 
evolutionary operator genetic algorithm (RAOGA) is utilized to adjust fuzzy 
weights and thresholds with fuzzy inputs and outputs in FNN. 

1   Introduction 

The evaluation and decision of conceptual design is very important, which is the key 
to total design of products. The process of conceptual design is very complicated and 
the information in this stage is incomplete, uncertain and imprecise [1-2]. 
Conventional methods, such as weighted objectives method, are not flexible to deal 
with fuzzy information [3]. The recent advances of fuzzy set theory provide new tools 
for managing incomplete and imprecise information. Thurston and Carnaban 
proposed the Fuzzy Weighted Average (FWA) to multi-criteria design evaluation [4]. 
However, Vanegas and Labib pointed that the normalized weights were not used in 
the conventional FWA method to avoid the extended division, which increased the 
imprecision [5]. Identification of the importance of each criterion is another important 
task in conceptual design evaluation. The analytical hierarchy process (AHP) is the 
commonly used method to determine the relative importance of each alternative or 
criterion. But some subjective problems are inevitable when AHP is adopted.  

This paper proposed a FNN model to evaluate design alternatives in conceptual 
design. In the proposed method, a feedforward neural network-based fuzzy reasoning 
was used to evaluate concepts and a RAOGA-based learning algorithm was adopted 
to adjust fuzzy weights and thresholds with fuzzy inputs and outputs of FNN.  

The paper is organized as follows: Section 2 proposes the FNN model with a 
RAOGA-based fuzzy learning algorithm. Section 3 presents application of FNN 
model to evaluate and identify design alternatives in conceptual design. Section 4 
concludes this paper. 
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2   RAOGA-Based FNN Model 

FNN is an evaluation method based on knowledge, which simulates the logic thinking 
of human brain and has strong approaching capability of nonlinear function. In this 
paper, a FNN model with fuzzy inputs and fuzzy weights will be used to conceptual 
design evaluation. 

2.1   Structure of Evaluation Model 

According to the features of conceptual design evaluation, the FNN model presented 
in this research is shown in Fig. 1, where In , Hn  and On  are the numbers of neurons 

in input layer, hidden layer and output layer respectively. 
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layer
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layer

Output 
layer

1x

ix
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jiw

kjw
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Ony

jθ

kθ

 

Fig. 1. FNN model of conceptual design evaluation 

The input and output relation of each unit of the FNN can be seen in [6]. 
In engineering application, triangular or trapezoidal functions are usually used to 

depict fuzzy variables. But Kuo and Xue pointed that the assumption of triangular or 
trapezoidal distribution is not similar to human beings’ thinking [7]. In this paper, to 
simplify the problem, symmetric normal function denoted with two-tuple ( , )μ σ is 

used to represent membership function of fuzzy numbers. Normal distribution of 
fuzzy numbers is shown in Fig. 2. 

( )
A

xμ

μL[ ]A α
U[ ]A α

α

bμ − bμ +
 

Fig. 2. Normal distribution fuzzy number 
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Normal function-shaped fuzzy numbers can be elaborated with two-tuple ( , )μ σ , 

where μ  is the centre of normal function. According to the “ 3σ  rule”, we can let 

/ 3bσ = . As shown in Fig. 2, b is the half span length of normal function. 

2.2   RAOGA 

To avoid the deficiencies of simple genetic algorithm, in this research, a ranking 
based adaptive evolutionary operator genetic algorithm is adopted to train fuzzy 
weights and thresholds of FNN.  

The evolutionary process of RAOGA can be described with Markov chain. Let 
state space be *l nS B= , where l represents the binary length of every individual and n 
is the population size of GA. Every element in state space can be viewed as an integer 
expressed with binary codes. Let ( )i kπ  represent the kth binary segment of the ith 

element in state space, i.e. ( )i kπ  is kth individual in the population of state i. 

In RAOGA, the ranking of individuals is performed according to their fitness 
values. In the state i after ranking, the fitness value of left is bigger than that of right. 

(1) (2) ( ) ( )i i i if f f k f n≥ ≥ ≥ ≥ ≥  . (1) 

The selection ratio of ( )i kπ  in the evolutionary process is defined as 

1 1 2
( ( )) ( )        ( 1,2, , )

( 1)i

n k
s k t k n

n n n
π α + −= + ⋅ =

+
 . 

(2) 

Where ( )tα  is adaptive coefficient of selection operator, 0 ( ) 1tα< < . 

The action of crossover is to combine useful genetic information in the individuals 
to be swapped to generate offspring. The crossover ratio of RAOGA is defined as 

( 1)
( ( )) [1 exp( )]          ( 1, 2, , )c

c i c

k
p k k n

n

βπ λ −
= ⋅ − − =  . 

(3) 

Where cλ  and cβ  are constants, 0 1cλ< ≤ . 

Mutation simulates the change of gene mode caused by accidental factors in 
natural evolutionary environment. The mutation ratio of RAOGA is defined as 

( 1)
( ( )) [1 exp( )]          ( 1,2, , )m

m i m

k
p k k n

n

βπ λ −
= ⋅ − − =  . 

(4) 

Where mλ  and mβ  are constants, 0 1mλ< ≤ . 

In RAOGA, binary encoding is used to construct chromosomes of fuzzy weights 
and thresholds, Each weight and threshold is expressed as normal function-shaped 
fuzzy number with two parameters. The precision level of a fuzzy weight is 8 bits per 
parameter. The detailed coding method can refer to [8]. The construction of fitness 
function in RAOGA can be seen in [6]. 
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2.3   RAOGA-Based Learning Mechanism of FNN 

The learning of FNN is to construct the nonlinear mapping between fuzzy inputs and 
fuzzy outputs and make FNN have the capability of association and judgment. The 
learning process of FNN based on RAOGA is summarized as follows: 

Step 1. Map solution space into genetic search space represented with binary code, 
set values of cλ , mλ , cβ  and mβ , determine the population size, the function ( )tα  

and termination conditions of RAOGA, and construct fitness function. 
Step 2. Initialize the fuzzy weights and fuzzy thresholds. 
Step 3. Repeat Step 4 for 1, 2, ,p m= , where p is the number of samples. 

Step 4. Repeat the following procedures for 1 2{ , , , }nα α α α= . 

Calculate α -cuts of fuzzy output and the total squared error; 
Step 5. Evaluate each individual in the population of RAOGA. 
Step 6. If termination conditions are met, go to Step 10. 
Step 7. Rank individuals and calculate selection ratio of each individual. 
Step 8. Compute crossover ratio according to Eq. (4), create new individuals by 

crossover and replace poor parent individuals with the newly generated ones. 
Step 9. Compute mutation ratio according to Eq. (5) and mutate at randomly 

selected point. Return to Step 5. 
Step 10. Stop search and translate into the fuzzy weights and thresholds of FNN. 

After training, the FNN model can be used to the evaluation of conceptual design. 

3   Case Study: Evaluation and Selection of Tank Engines 

FNN will be capable of associating and reasoning after learning fuzzy rules. In this 
section, the conceptual design evaluation of tank engines is used as an example to 
illustrate and verify the proposed RAOGA-based FNN evaluation model. 

Evaluation is an important task in the design process of tank engines. In this 
section, we use the RAOGA-based FNN model to perform the design evaluation of 
tank engines. Consider the example described with linguistic values shown in table 1, 
in which the seven evaluation criteria are strengthening coefficient, specific density, 
volume power, oil consumption, reliability, maintainability and life cycle cost. 

Table 1. Linguistic description of tank engines 

Linguistic variables Evaluation criteria 
Design 1 Design 2 Design 3 Design 4 

Strengthening coefficient Medium Very Good Good Very Good 
Specific density Good Medium Medium Good 
Volume power Poor Good Very Good Medium 

Oil consumption Good Medium Poor Good 
Reliability Medium Good Good Very good 

Maintainability Poor Good Medium Good 
Life cycle cost Good Poor Medium Poor 
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As shown in Fig. 3, the normal function-shaped fuzzy numbers are defined to 
elaborate the linguistic values of “very poor (VP)”, “poor (P)”, “medium (M)”, “good 
(G)” and “very good (VG)”. 

( )
A

xμ

x
 

Fig. 3. Membership function of linguistic variables 

In the learning algorithm of FNN, parameters are specified as follows: 

(1) The number of input neurons is seven, inputs of which are fuzzy numbers 
corresponding to the seven evaluation criteria respectively. The number of hidden 
neurons is twenty. The number of output neurons is one, the output of which is the 
fuzzy number of evaluation value. 

(2) Values of α : 0.2,0.4,0.6,0.8,1.0α = ; 
(3) Population size of RAOGA is 50, 1cλ = , 0.2mλ = , 5cβ = , 10mβ = . ( )tα  is 

defined as the following piecewise function: 

( ) 0.2           ( 300)
400

t
t tα = + ≥  . 

(5) 

(4) Termination condition is that the iterative number reaches 20000. 
100 samples are used to train the FNN model. Fig. 4 is the error curve of fuzzy 

neural network training. 

 

Fig. 4. Error curve of fuzzy neural network training 
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The four tank engine designs in Table 1 are evaluated with the trained FNN model. 
Table 2 is the output of the RAOGA-based FNN corresponding to the serial values of α . 
The ranking of design candidates is performed by fuzzy centroid method. 

Table 2. Evaluation results of tank engine designs 

0.2α =  0.4α =  0.6α =  0.8α =  1.0α =  
 L

0.2[ ]O U
0.2[ ]O L

0.4[ ]O U
0.4[ ]O L

0.6[ ]O U
0.6[ ]O L

0.8[ ]O U
0.8[ ]O L

1.0[ ]O U
1.0[ ]O

Centroid
x  

Rating 

Design 1 0.24 0.55 0.29 0.50 0.33 0.49 0.36 0.44 0.39 0.40 0.3993 4 
Design 2 0.39 0.69 0.42 0.66 0.46 0.62 0.49 0.60 0.54 0.55 0.5430 2 

Design 3 0.38 0.67 0.41 0.64 0.44 0.61 0.46 0.58 0.52 0.52 0.5211 3 

Design 4 0.45 0.76 0.49 0.70 0.52 0.69 0.55 0.65 0.60 0.61 0.6023 1 

 
From the Table 2, it is easy to see that Design 4 is the best scheme of tank engine. 

4   Conclusions 

The evaluation and selection of conceptual design alternatives is a challenging task. 
This paper introduced a RAOGA-based FNN model to evaluate design alternatives. 
Applying RAOGA to adjusting fuzzy weights and thresholds of FNN avoids the 
differentiable information being used and simplifies the calculating process. A case 
study of tank engines evaluation was given to show the effectiveness of the 
introduced method. 
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Abstract. This study modifies the Evolving Fuzzy Neural Network Framework 
(EFuNN framework) proposed by Kasabov (1998) and adopts a weighted factor 
to calculate the importance of each factor among these different rules. In 
addition, an exponential transfer function (exp (-D)) is employed to transfer the 
distance of any two factors into the value of similarity among different rules, 
thus a different rule clustering method is developed accordingly. The intensive 
experimental results show that the WEFuNN performs very well when applied 
in the PCB sales forecasting. 

1   Introduction 

The field of Artificial Intelligence (AI), such as Neural Network (NN), Fuzzy Theory, 
Expert System (ES), Genetic Algorithms (GA), and Rule Induction has been rapidly 
developed in recent years. Each algorithm has their own strengths but there are still 
some limitations of them. In order to reduce these limitations, the hybrid algorithm 
was developed from combining two or three different A.I. approaches and then draws 
on the strength of each to offset the weakness of the others. Thus, the main ideal of 
this research is to develop a better weighted evolving fuzzy neural network for 
various applications. 

This study modifies the Evolving Fuzzy Neural Network Framework (EFuNN 
framework) proposed by Kasabov [14] and adopts a weighted factor to calculate the 
value of similarity of different rules. 

2   Literature Review 

Soft computing algorithm which combined fuzzy theory with neural network has 
found a variety of applications in various fields ranging from industrial environment 
control system, process parameters, semi-conductor machine capacity forecasting, 
business environment forecasting, financial analysis, stock index fluctuation 
forecasting, consumer loan, medical diagnosis and electricity demand forecasting. 

The study by Lin and Lee [19] is the most earliest study to combines the fuzzy 
theory with neural network. They proposed a hybrid model which combines the idea 
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of fuzzy logic controller, neural network structure and learning abilities into an 
integrated neural-network-based fuzzy logic control and decision system. 
Subsequently, several researchers also investigate some related studies with regard to 
the application of this combined approach and then continually developed several 
kinds of approaches [4, 5, 6, 7, 8, 12, 16, 17, 18, 20, 21, 22, and 23]. The commonly 
used methods are as follows: 

1. Fuzzy Adaptive Learning Control Systems (FALCON) [Zhong, 1999] 
2. Fuzzy Back-Propagation Network (FBPN) 
3. Adaptive Neuro-Fuzzy Inference Systems (ANFIS) 
4. Fuzzy Hyper Rectangular Composite Neural Networks (FHRCNNs) 
5. Fuzzy Neural Network (FuNN) 

Some of the previous studies concerning the application of fuzzy neural network in 
the forecast aspect will be presented as follows: 

Kasabov [15] modified fuzzy neural network and then proposed the method of 
FuNN/2. Under the framework of FuNN, the author employed the function of Genetic 
Algorithms which has the ability to search quickly in large spaces and then offset the 
insufficiency of neural network’s parameters setting. The EFuNN combined 
unsupervised learning and supervised learning was proposed by Kasabov [14]. The 
first stage: in order to achieve the objective of connecting fuzzy rules, Kasabov 
employed unsupervised learning to adjust the connection weights of fuzzy input and 
fuzzy rule. The second stage: the supervised learning of BPN was used to adjust the 
connection weights of fuzzy rule and fuzzy output so as to achieve the goal of inner 
rule of incoming vectors and outgoing vectors. 

Abraham and Baikunth [1] proposed a method of Fuzzy Neural Network that 
employed hybrid supervised and unsupervised learning to forecast short-term 
electricity demand in the State of Victoria. The authors regarded “the maximum and 
minimum temperatures of the day”, “previous day’s electricity demand”, “season” 
and  “the day of week” as input factors and used EFuNN to develop a forecasting 
model of electricity demand. The EFuNN forecasting technique is also compared with 
Conjugate Gradient Algorithm (CGA), Back-propagation Network (BPN) and Box-
Jenkins. Abraham et al. [2] utilized Fuzzy Neural to forecast the long-term rainfall in 
Kerala state. The rainfall was affected by global warming, season, storms and 
butterfly effect and so on. Under the BPN framework, the authors made explicit 
values to be fuzzy and then proceeded with fuzzy rule aggregation, clustering and 
extraction. Moreover, employed a process of training via BPN algorithms and 
adjusted the weights of concealment to output through each time of training. Abraham 
et al. [3] applied Fuzzy Neural Network to analyze the strategic decision-making of 
stock market. Firstly, the researchers choose six stock indices from the listing 
companies in the Nasdaq Stock Market and used conjugate gradient algorithm to 
forecast these stocks. Kasabov [13] investigated the short-term forecasting of the 
Gross Domestic Product (GDP) for totally 15 countries which are EU countries, USA 
and so on. The related factors considered in this study are Consumer Product Index 
(CPI), Interest Rate (IR), Unemployment Rate and GDP per capita. The results of this 
study revealed that the MSE of the 15 countries performed well after fuzzy rule  
re-aggregation, rule adaptation and rule extraction. It also reveled that the results of 
EFuNN forecasting are highly accurate in various kinds of environments. 
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3   Development of WEFuNN 

The main ideal of this research is to modified the EFuNN [13], generate better weight 
combination so as to improve the forecasting accuracy. The WEFuNN will be used to 
forecast the demand of PCB product and it is a five-layer network (Figure. 1) where 
nodes and connections are created/connected as data examples are presented. 
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Fig. 1. Architecture of WEFuNN 

3.1   Feed-Forward Learning Phase 

For each training case, there are four characteristics to be processed by using the 
following steps: 

3.1.1   Data Fuzzification Step 
Triangular membership function is used to transfer the input characteristics to the 

fuzzy membership function xμ~  (Figure. 2 & Eq. 1). 
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Fig. 2. The triangular membership function 
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In this research, we added the dynamic weight ( jW1 ) for character j  between the 

1st layer and the 2nd layer. This process can derive better forecasting result because the 
triangular membership function will become a non-isosceles one. 

For the first data, )1(
,

input

kj
MF  is its input fuzzy membership function for the j -th 

characters and the k -th region. )1(output
nMF  is its output fuzzy membership function 

for the n -th fuzzy region. 

3.1.2   Initial Network Setting Step 
In the beginning, there is no fuzzy rule in the network. Thus, the first rule should be 
built by the first data input. The connection weights between the 2nd layer and the 3rd 

layer are input
mkjW ,,2 ; between the 3rd layer and the 4th layer are output

nmW ,3 ; between the 4th 

layer and the output layer are nW 4 . m  is the rule number. 

3.1.3   Network Constructing Step 
In order to construct the fuzzy rule and weights of the network, all of the training data 
must process the following sub-steps: 

Step 1.   Similarity Computing 
Instead of Kasabov’s fuzzy distance function, weighted Euclidean distance miD ,  is 

used to generate the distance between the i -th case and the m -th rule, which have 
been determined. 

−×=
j k

kj
inputinput

mkjmi mRiMFWD
kj

2
,,,, )]()([2

,
 (2) 

In this weighted distance function, the direct distance between case i  and rule m  
is computed to represent the difference of them. This study further takes the weights 
into account in an effort to express the degree of importance between each factor. 
Moreover, to present the relation between distance and similarity, an exponential 
transfer function is used to transfer the distance to the similarity. Which, 

)exp( ,, mimi DA −=  (3) 

Comparing with the linear transfer function, we will get much larger similarity in 
the close distance and much smaller similarity in the large distance from this function.  
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Step 2.   Rule Determining 
Find the most similar rule of case i , where )max(1 ,mii AA = . If SA i >1 , here S  is the 

similarity threshold, it presents that the case has to merge in this rule. Thus, go to Step 3. 

Otherwise, create a new fuzzy rule and compute its connection weights, input
mkjW ,,2  

and output
nmW ,3 , then go to Network Generating Step. 

Step 3.   Output Computing 
In this sub-step, saturating linear transfer function will be used to transfer the fuzzy 
membership function of case i  to the fuzzy forecast output,  

)13(2 ,, i
output

nmmi AWSatlinA ×=  (4) 

The figure of Saturating linear transfer function will be shown as follows: 

-1

-1 +1

+1

0
Input
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Fig. 3. Saturating linear transfer function 

Step 4.   Error Computing 
Compute the error between fuzzy forecast of the case i  and its actual fuzzy 

demand iA , 

|2| , imii AAErr −=  (5) 

If thri EErr <  retain this forecasting result, where thrE  is the error threshold. 

Otherwise, create a new fuzzy rule and compute its connection weights, input
mkjW ,,2  

and output
nmW ,3 , then go to Network Generating Step. 

Step 5.   Defuzzification 
Each fuzzy forecast output has been defuzzified to the real forecast output. where, 

mini AWO ,24 ×=  (6) 

Step 6. Weights Updating 

For the occurrence of each merging process, the connection weights input
mkjW ,,2  and 

output
nmW ,3  should be updated as follows, 



 The Development of a Weighted Evolving Fuzzy Neural Network 217 

])()([ ,, oldkj
input mRiMFdist

kj
−=  (7) 

distmRmR oldkjnewkj ×+= 1,, )()( α  (8) 

)1()()()( 2 iold
output

nnew
output

n AErriMFiMF ××+= α  (9) 

where, 1α  is the learning rate of )(, mR kj  and 2α  is the learning rate of )(iMF output
n . 

The diagram of weights updating process will be presented below. 

1data

Original rule scope 

Rule scope 
after update

2data 3data

4data

 

Fig. 4. The diagram of rule scope before/after update 

 

Fig. 5. The Diagram of fuzzy rule generating 

3.1.4   Network Generating Step 
For each training data, go to Network Constructing Step to generate our network 
which includes the connection weights and fuzzy rules. 

After network feed-forward training phase, we can get the fuzzy rules of these 
training data. And these fuzzy rules will be used to forecast in recall forecast phase. 
The original concept of fuzzy rule after generating will be similar as Figure 5. 

3.2   Recall Forecast Phase 

In general, the most similar rule can be retrieved from the rule base for each testing 
data according to the similarity miD , . In addition, the fuzzy output from this similar 

rule will be treated as the fuzzy forecast of this testing data. After defuzzification, we 
can get the forecast demand. However, the concept of K-NN (k-nearest neighbor 
method, Gordon, 1997) is utilized to find the forecast in this research. 
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The most similar k rules of each testing data will be considered, the distances 
between the k-nearest rules and the testing data present the ratios in summarizing the 
forecasts of k rules. Thus, we can get the combined result from many different rules. 
To sum up, we expect that we can get more accurate forecasting results. 

3.3   Evaluating Indices 

The forecasting methods of evaluating indices are presented as follows: 

3.3.1   Mean Absolute Percentage Error (MAPE) 

=

−
=

n

t t

tt

A

AF

n
MAPE

1

1
 (10) 

where tF  is the expected value for period t , tA  is the actual value for period t , n  is 

the total number of periods. 

3.3.2   Mean Absolute Deviation (MAD) 

=
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t
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n
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1

1
 (11) 

3.3.3   Root of Mean Squared Error (RMSE) 

( ) nAFRMSE
n

t
tt

=
−=

1

2  (12) 

4   Integrated Comparisons 

The best parameter combination of WEFuNN was collected from the Taguchi 
experimental design, and the result is shown as Table 1: 

Table 1. Detail parameter setting of WEFuNN 

Factors The best parameters 
The no. of fuzzy region in X1 9 
The no. of fuzzy region in X4 9 
Weight of X1 0.26 
Weight of X2 0.2 
Weight of X4 0.35 

 
In this section, it will focus on the comparisons between WEFuNN and other 

forecasting models. As shown in Table 2, this study employed MAPE and MAD to 
evaluate the degree of accuracy. Among these five forecasting models, WEFuNN is 
the most accurate forecasting model since the value of MAPE and MAD is 2.11% and 
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16445 square foot respectively. In addition, RMSE is used as an evaluating index for 
the degree of precise. The value of RMSE is 24909 square foot. The results show that 
WEFuNN has the best degree of precise among these five forecasting models. 
Accordingly, it could be concluded that the WEFuNN forecasting model proposed in 
this study has considerably accurate forecasting ability.  

Table 2. The comparison of each forecasting methods 

  WEFuNN EFuNN BPN MRA GANN 
MAPE 2.11% 6.44% 8.76% 9.88% 3.06% 
MAD 16445 47072 72494 82673 23991 
RMSE 24909 59081 114785 131115 33497 

 
According to the experimental results above, it could draw some conclusions: 

1. The model taken other domains into consideration rather than just focus on the 
trend factors and seasonal factors will get a better result no matter in the average 
or the standard deviation of error. Therefore, to take other domains into account 
can reduce the error and standard deviation effectively and then increase the 
accuracy and stability of the model. 

2. The forecasting model taken all input factors into account and offered these 
factors different weight value will derive more accurate results than the 
forecasting model with the same weight value between each factor. 

3. Considering the accuracy and the precise of the forecasting model, the WEFuNN 
is superior to other forecasting models since it has the minimum value of MAPE 
and RMSE. 

4. As for the cost variance caused by the forecasting errors, WEFuNN has the 
minimum error cost when compared with other forecasting models. 

5. The WEFuNN usually takes one epoch to get the results. It is faster than other 
forecasting models such as BPN. 

6. The forecasting ability of Multiple Regression Analysis is the worst one among 
the five forecasting models as it is only suitable for the linear question and its 
forecasting ability for the non-linear question is comparatively poor and weak.  

5   Discussions 

According to the experimental results shown in the previous section, it could be 
concluded that the forecasting model proposed in this study is superior to the others. 
The possible reasons might be as follows: 

1. WEFuNN utilized weight which is allocated according to the degree of importance 
in each factor to calculate the similarity. This approach is much better than EFuNN 
with the same weight in each factor. 

2. The original WEFuNN used Fuzzy Distance Function to calculate the value of 
similarity. Thus, the value of similarity is 1-D when the distance between the two 
factors is D. However, in this study, exponential transfer function (exp(-D)) is 
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employed to transfer the distance to the value of similarity, and the result shows 
that the outcome is better after using the exponential transfer function. 

3. At the recall stage, the method of combining WEFuNN with K-Nearest-Neighbor 
to get the fuzzy rule is much accurate than the method of WEFuNN which only 
find out the most similar fuzzy rule. It is because that K-Nearest-Neighbor can 
modify the accuracy of the forecasting results and relatively adapt to the 
complicated environmental change.  

4. As can been seen from the experimental results, the forecasting results of 
WEFuNN, EFuNN and GANN are better than that of BPN which employed the 
Gradient Steepest Descent Method. According to Chang (2005), this result is in 
line with the previous finding that the performance of the Gradient Steepest 
Descent Method is not good. 
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Abstract. A novel fuzzy neural classifier and learning algorithm are proposed 
based on EM learning in this paper. The method firstly applies rough set of its 
information measurement ability to evaluate system parameters importance. 
Then, based on EM learning the unknown parameters of fuzzy member func-
tions are estimated. Then a fuzzy neural classifier based on EM algorithm is 
generated. The research indicates that the proposed network possesses higher 
diagnosis precision and speed as well as excellent anti-interference abilities, and 
is an ideal pattern classifier. In the end, a practical application in transformer 
fault diagnosis shows the availability of the method. 

 1   Introduction 

In recent years, with the fast advancement of artificial neural networks (ANN), it has 
already been in a broad application in diverse fields such as artificial intelligence 
(AI), patter recognition (PR), expert systems (ES), image processing and other related 
fields. Due to its prominent characteristics of self-learning and non-linearity as well as 
parallel distributed processing, ANN is considered very suitable to facility fault diag-
nosis[1], and has been successful application in power systems[2],[3], mechanical 
engineering[4],[5], chemical engineering[6],[7] and medical systems[8],[9], etc. 
Clearly, to achieve parallel algorithm and nonlinear mapping are the most excellent 
properties of neural networks. 

However, ANN can’t distinguish those knowledge is redundant and those knowl-
edge is useless in knowledge base, and also, it is difficult to evaluate importance of 
system parameters. Another one flaw of ANN is disposal of ill data, that is, if one 
input datum belongs to several classes simultaneously, ANN can’t implement effec-
tive processing. To tackle the problems, in the paper rough set and fuzzy set are  
respectively applied to measure importance of system parameters so as to simplify 
networks structure and process fuzzy imprecise information so as to improve anti-
interference abilities. Thus the constructed networks can possess stronger fault toler-
ance and information processing abilities, and more adaptive to dynamic indetermi-
nate environment.  

In addition, while constructing fuzzy membership functions, the related parameters 
can’t be confirmed correctly. In generic methods, these parameters are subjectively 
set by man, the error is unavoidable. Hence, EM learning is applied to estimate the 
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unknown parameters in the paper. Since it can overcome the subjectivity in identify-
ing the hidden parameters, the error therefore is reduced.    

The following contents include parameter evaluation technique; fuzzy neural net-
work and EM algorithm; example analysis and conclusions, etc. 

2   Importance of System Parameters 

While R is used to express a group of system parameters or only is a parameter of 
system, R can be applied to define or describe the correct degree of the investigated 
object or ability of classifying object or denoting system, and can be measured using 
system parameter importance factor. 

Definition 1. Set X is characteristic vector set of input objects, and xi represents the ith 
characteristic in X, for output pattern Y, the importance factor of characteristic xi is 
defined as follows[10]. 

γxi(Y)=card(posX(Y)- posX-xi (Y))/card (U) (1) 

In equation (1), U expresses universe. Clearly, for output pattern Y, if character vari-
able xi has larger importance factor γxi(Y), then its classification role is large, in-
versely, and small. If γxi(Y)=0, then the variable xi can be ignored,  reduction of the 
redundant attributes therefore is accomplished. 

3   EM Algorithm 

EM algorithm is developed by Dempster in 1977[11], and is a broadly applied learn-
ing algorithm while the hidden variables exist. EM algorithm may be used to deal 
with the situation that the values of some variables can’t be directly observed all 
along but the probabilistic distributions followed by them are known. EM algorithm 
has already been used to train Bayesian networks and radial basis function, etc. In 
addition, it is still a basis for hidden Markov models. 

3.1   Basic EM Algorithm 

Set data Y=X∪Z, X is the observed data, and Z is the hidden data. Noting that the 
unobserved Z may be viewed as a random variable, whose probabilistic distributions 
relay on parameter θ  and data X. Clearly, Y is also for that a random variable. Set h is 
the initial assumption value of θ and h’ is the revised value of h in process of iteration 
each time. EM algorithm seeks the maximum likelihood hypothesis h’ by letting 
E[lnP(Y/h’)] up to the maximum. In general, the probabilistic distribution followed by 
Y is unknown because it is confirmed by the estimated parameterθ. However, EM 
algorithm may estimate the distribution of Y by the use of the current hypothesis h to 
replaceθ.  Now we can define a function Q(h’|h) as follows.  

))([( 1 XhhYhh ,|'/PlnE|Q = . (2) 

Then EM algorithm may be described as follows. 
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Step1. (Estimation step or E step). The probabilistic distribution in Y is worked out 
according to the observed data X and hypothesis h of the current θ  so as to further 
calculate Q(h’|h), that is 

))([( 1 XhhYhh ,|'/PlnE|Q ← . (3) 

Step 2. (Maximization step or M step). Using h’ that can make Q(h’|h)  up to the 
maximum to replace h, that is 

hhQh |
'h

' 1(argmax← . (4) 

3.2   Estimation of the Means of k Gauss Distributions   

Set θ=<u1, u2 ,…, uk> is the average value of k Gauss distributions, the observed data 
is X=|<xi>|, the hidden variable Z=|<zi1,zi2,…,zik>|. For convenient analysis, Set the 
variances of k Gauss distributions are equal and also known beforehand, that is, σ1 
=σ2=…=σk=σ. . With respect to each xi , then we have  
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In (5), only one of all zij equals one while other zij=0. The distribution of single ex-
ample xi is p(yi|h’), then lnP(Y|h’) of all m examples therefore is represented by  
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In general, to the linear function f(x), E[f(x)]=f[E(x)]. Therefore, from (6) we have 
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According to (4) and (8)  
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From (10), we have 
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3.3   Practical EM Algorithm 

In practical algorithm, the variance σ is unknown, σ therefore requires to be esti-
mated, that is θ=<u1, u2 ,…, uk ; σ>=<h, σ>.  Wherefore, we use method below to 
replace M-step in EM learning 

1) Firstly, set hypothesisσ’ meets 

)(argmax( σσ←σσ
σ

,h|,hQ,|,Q ''

'

hh . (12) 

2) Then, h’ meets 

)(argmax( ''

h

''' ,h|,Q,|,Q
'

σσ←σσ hhh . (13) 

Alternately applying the formula (12) and (13), the conditional maximum may be 
achieved, eventually.  The method therefore is called ECM algorithm. 

4   Fuzzy Neural Classifier with ECM Learning-Based 

During fault diagnosis, to dispose incomplete and imprecise information Gauss sub-
jection degree function is often used as fuzzy membership function, and defined as 
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−=  . (14) 

In (14), Gauss function is confirmed by {Ci, i}. The parameter {Ci, i} can be 
learned through ECM algorithm. Assume that objects set of class is composed of N 
input vectors, and every input vector consists of n-dimensional variables, s- dimen-
sional variables are abstracted from n-dimensional space, after fuzzification, C× s-
dimension input vector is gained. For convenience analysis, let C=3, then  

,,xu,xu,xu jLjMjHj )()()([)( 111=Xu )]()()( sjLsjMsjH xu,xu,xu         (15) 

In (15), Xj expresses input vector,  uH, uM and uL represent Gauss membership 
function defined by (14), respectively. From (15), the dimension of fuzzy input  
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information should be 3×s, 3×s neurons for that are required in input layer of neural 
classifier. Set drill samples has N objects, they are divided as Q classes, according to 
every classification, set nk  input objects are mapped to output class l, then we have. 

=

=
Q

l
lk Nn

1

. (16) 

Thus input objects and output l establish a relationship. While characteristic attrib-
ute i of nk input objects is mapped to l, we define centre of l regarding i as follows. 
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Similarly, fuzzy variable vector of Ul may be expressed by 
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Distance between Xj and class l is defined by 
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where subscript P=1,2, 3 expresses H,M,L,  xi is an importance factor of xi to output 
class. Noting that defuzzification is done, therefore, output results may be exactly 
expressed out. fl(Xj) is used to express a level that input Xj belons to l , and defined as 
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In learning algorithm of networks, the aim function of classifier is defined as 
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The center of the network output class is acquired by minimizing aim function 
(21). Each classification center is attained through the following algorithm. 
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From (19) to (23), we have  
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According to gradient drop principle, each center of l is updated by  
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where )(tη =1/|t| is a learning decline factor. 

In light of (26), update uil, till |uil(t+1)-uil|<ε, where ε is a very small  positive num-
ber. After networks learning, a group of certain classification centre uil is achieved, 
then according to (19), Djl may be calculated. Based on (20), fl(Xj)=(1+Djl)

-1 that ex-
presses an extent X belongs to l can be work out. Input vector X is believed to belong 
to l since max{fi(X), i=1,2,……,Q}= fl (X).   

5    Example Analysis  

In light of Rogers ratio diagnosis table and data of the transformer DGA, history data 
library of transformer fault diagnosis is established as shown Table 1. The condition 
attributes a, b, c and d respectively express CH4/H2, C2H6/CH4, C2H4/C2H6 and 
C2H2/C2H4, the decision attribute D express diagnosis result. Where D=1 represents 
normal aging; D=2 is local discharge; D=3 is overheating, but temperature is no more 
than 150 °C; D=4 is overheating,  but temperature is between 150°C and 200 °C; D=5 
is also overheating, but temperature is between 200°C and 300°C; D=6 is naked metal 
overheating; D=7 expresses circumfluence in winding; D=8 is iron-heart/hull circum-
fluence or tie-in overload; D=9 is electric arc discharge, and is non perfoliate dis-
charge; D=10 is electric arc discharge, but is perfoliate; D=11 is continuous discharge 
accident; D=12 is local discharge with creepage electricity trace. In Table 1, U ex-
presses universe, n expresses is sample frequency. 

According to equation (1), the important factor of each attribute is worked out as 
γa= 9/12,  γb= 6/12,    γc= 9/12, γd= 6/12. It is easy to see from Table 1 that samples 8 
and 16 are noise, they therefore may be eliminated. According to (14) and (15), order 
C=3 for a,c,d and C=2 for b, the initial parameter h=θ =(<uaH, uaM, uaL>, < ubH, ubL >, 
< ucH, ucM, ucL >, < udH, udM, udL>, ) = (<0.2,1.2,2.5>, <0.5,0.5>, <0.2,0.5,1.8>, 
<0.5,0.3,0.6>, =0.5). After ECM learning, we get h=(<0,1.5,3>,<0,1>,<0,1,2>, 
<0,1,2>, =0.75). Below an diagnosis example then is given out. 

The gas volume capacities in transformer oil are tested as ϕ(CH4)=74×10-6,      
ϕ(H2)=60×10-6,         ϕ(C2H2)=103×10-6,          ϕ (C2H6)=58×10-6, ϕ (C2H4)=187×10-6.  
Rogers ratio code is (1,0,2,1), and fuzzy characteristic vector is X=(0.03,0.8,1,0.14,1, 
0.14,1, 0.14,0.14,1,0.14), the output result of fuzzy neural classifier is described by 
(0.53,0.5,0.57,0.52,0.49,0.55,0.60,0.79,0.46,0.54,0.56,0.55), since max{fi(X), i=1, 
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Table 1. The history data library 

U                   n                    a                    b                      c                      d                    D  

 1                      60                   0                    0                      0                      0                     1      
2                    38                   3                    0                      0                      0                    2 
3                    35                   1                    0                      0                      0                    3 
4                    30                   2                    0                      0                      0                    3 
5                    35                   1                    1                      0                      0                    4 
6                    40                   2                    1                      0                      0                    4 
7                    43                   0                    1                      0                      0                    5 
8                    5                     0                    1                      1                      0                    5 
9                    35                   0                    0                      1                      0                    6 
10                  3                     1                    0                      1                      0                    6 
11                  42                   1                    0                      1                      0                    7 
12                  35                   1                    0                       2                     0                    8 
13                  50                   0                    0                       0                     1                    9 
14                  35                   0                    0                       1                     2                   10 
15                  35                   0                    0                       2                     2                   11 
16                  5                     1                    0                       2                     0                   11 
17                  45                   3                    0                       0                     1                   12 
18                  25                   3                    0                       0                     2                   12 

2,…,12} =0.79= f8(X), diagnosis result is D=8, that is, iron-heart/hull circumfluence 
or tie-in overload, fielded inspection proves the diagnosis result is correct. 

6   Conclusions 

Rough set is applied to evaluate system parameters importance and implement attrib-
ute reduction, effectively drop the scale of solution and system space dimensions, and 
simplify the neural networks architecture, improve real-time properties of fault diag-
nosis. Meanwhile, ECM algorithm is applied to automatically acquire the relevant 
parameters hidden in samples, which makes the algorithm possess stronger robust-
ness. Fuzzy characteristic vector makes fault-tolerance of system dramatically im-
proved, fuzzy outputs can interpret single and multi-fault phenomenon. Hence, The 
learning algorithm of the proposed network is ubiquitous, training time is also shorter, 
and is an ideal pattern classifier. 
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México, D.F.C.P. 07738, México

Abstract. The conventional fuzzy CMAC can be viewed as a basis func-
tion network with supervised learning, and performs well in terms of its
fast learning speed and local generalization capability for approximat-
ing nonlinear functions. However,it requires an enormous memory and
the dimension increase exponentially with the input number. Hierarchi-
cal fuzzy CMAC (HFCMAC) can use less memory to model nonlinear
system with high accuracy. But the structure is very complex, the nor-
mal training for hierarchical fuzzy CMAC is difficult to realize. In this
paper a new learning scheme is employed to HFCMAC. A time-varying
learning rate assures the learning algorithm is stable. The calculation of
the learning rate does not need any prior information such as estimation
of the modeling error bounds. The new algorithms are very simple, we
can even train each sub-block of the hierarchical fuzzy neural networks
independently.

1 Introduction

The Cerebellar Model Articulation Controller (CMAC) presented by Albus [1]
is an auto-associative memory feedforward neural network, which is a simple
mathematics mode of the cerebellar based on the neurophysiological theory. Be-
cause of the simple structure and fast learning speed of CMAC, it has been
successfully used in many areas especially in control and robot where the real-
time capabilities of the network are of the particular importance. In CMAC the
data for a quantized state are constant and the derivative information is not pre-
served. To overcome this problem a new structure of CMAC called Fuzzy CMAC
(FCMAC) [3], [7], uses fuzzy set (fuzzy label) as the input clusters instead of
crisp set. Compared to normal CMAC which associates with numeric values, FC-
MAC can model a problem using linguistic variables based a set of If-Then fuzzy
rules which are determined by fuzzy membership functions. Thus, the FCMAC
network becomes more robust, highly intuitive and easily comprehended.

In the design of the fuzzy CMAC is common to use a table look-up approach,
which is a time-consuming task. Especially when the number of inputs is huge,
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the memory of fuzzy CMAC increase exponentially. This would be overload the
memory and make the fuzzy system very hard to implement. Generally n in-
put variables with m quantization, has n−dimension space and mn memory.
This phenomenon is called “curse of dimensionality”. In order to deal with the
memory explosion problem. A number of low-dimensional fuzzy CMAC in a hi-
erarchical form are consisted, instead of a single high-dimensional fuzzy CMAC.
This is main idea of hierarchical fuzzy CMAC (HFCMAC) [2] [5]. But they did
not give learning algorithms.

Both neural networks and fuzzy logic are universal estimators. Resent results
show that the fusion procedure of these two different technologies seems to be
very effective for nonlinear systems identification. Gradient descent and back-
propagation are always used to adjust the parameters of membership functions
(fuzzy sets) and the weights of defuzzification (neural networks) for fuzzy neural
networks.

The stability problem of fuzzy neural identification is very important in ap-
plications. It is well known that normal identification algorithms (for example,
gradient descent and least square) are stable in ideal conditions. In the presence
of unmodeled dynamics, they might become unstable. Some robust modifications
must be applied to assure stability with respect to uncertainties. Projection op-
erator is an effective tool to guarantee fuzzy modeling bounded . It was also
used by many fuzzy-neural systems [7]. Another general approach is to use ro-
bust adaptive techniques [4] in fuzzy neural modeling. For example, [9] applied a
switch σ−modification to prevent parameters drift. By using passivity theory, we
successfully proved that for continuous-time recurrent neural networks, gradient
descent algorithms without robust modification were stable and robust to any
bounded uncertainties [10], and for continuous-time identification they were also
robustly stable [11]. Nevertheless, do hierarchical fuzzy CMAC has the similar
characteristics?

In this paper backpropagation-like approach is applied to system identification
via hierarchical fuzzy CMAC neural networks (FCMAC), which is capable of
resolving high-dimensional classification problems well. The new algorithms are
very simple, we can even train the parameters of each sub-block independently.
Time-varying learning rates is used to hierarchical FCMAC neural networks.
One example is given to illustrate the effectiveness of the suggested algorithms.

2 Hierarchical Fuzzy CMAC for System Identification

Consider following discrete-time nonlinear system to be identified

y(t) = h [x (t)] = Ψ [X (t)]
= Ψ [y (t− 1) , y (t− 2) , · · ·u (t− 1) , u (t− 2) , · · · ] . (1)

where X (t) = [y (t− 1) , y (t− 2) , · · ·u (t) , u (t− 1) , · · · ]T .
This network can be divided into five layers: Input Layer (L1), Fuzzified Layer

(L2), Fuzzy Association Layer (L3), Fuzzy Post-association Layer (L4) and Out-
put Layer (L5). The input Layer transfers input x = (x1, x2..xn)T to the next
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layer mfi = xi, i = 1, ...n, n is the number of input variables. Each node at Fuzzi-
fied Layer corresponds to a linguistics variable which are expressed by member-
ship functions μAi

j , there are m quantizations (membership functions) for each
input. The number of the nodes in this layer is nm. Fuzzified Layer accomplishes
the fuzzification of input variables. And it corresponds to both sensor layer of
CMAC and fuzzifier of fuzzy logic controller. Fuzzy Association Layer connects
fuzzified layer and accomplishes the matching of precondition of fuzzy logic rule.
Each node at this layer completes fuzzy implication operation ( flo) to obtain
firing strength αj = π (x) flo {mfi (x1) , ..., mfn (xn)} . If we use product rule

for flo, αk =
n∏

i=1

λk

(
μAi

j

)
, where k is association times, k = 1 · · · l, l is associa-

tion number, λ is the selection vector of association memory which is defined as

λk

(
μAi

j

)
= μAi

j,k
= [0, 0 · · ·1, 0 · · · ]

⎡⎢⎣μAi
1,

...
μAi

m

⎤⎥⎦ , i = 1 · · ·n. Fuzzy post-association

layer will calculate the normalization of firing strength and prepare for fuzzy

inference, ᾱk = αk/
l∑

k=1

αk ==
(

Ni∏
i=1

μAi
j ,

)
/

(
NA∑
j=1

Ni∏
i=1

μAi
j ,

)
. In the output layer,

Takagi fuzzy inference will be used, that is, consequence of each fuzzy rule is
defined as a function of input variables Rj :IF x1 is A1

j · · · and xn is An
j THEN

y is f (x1, x2, ..., xn). The output of the CMAC can be expressed in a vector
notation as

y =
l∑

k=1

wkϕk, y (x) = WTϕ (x) (2)

where wk plays the role of connective weight, W is adjustable weight values, ϕ (x)

is base function defined as ϕk =
n∏

i=1

λk

(
μAi

j ,

)
/

l∑
k=1

n∏
i=1

λk

(
μAi

j ,

)
. We use l (k =

1 · · · l) times to perform association from an input vector X = [x1, · · · , xn] ∈ �n

to an output linguistic y. Each input variable xi (i = 1 . . .n) has m quantiza-
tions. So the memory space is l ×mn. The number of memory has to increase
exponentially with the number of input variables. A serious problem facing fuzzy
CMAC applications is how to deal with this memory explosion problem. One
approach to deal with this difficulty is use hierarchical fuzzy CMAC. This kind
of systems have the nice property that the number of memory needed to con-
struct the fuzzy system increases only linearly with the number of variables. For
example each sub-block has two input, the memory space is l × m2 × b, b is
number of sub-block.

We use the following example to explain how to use the backpropagation
technique for hierarchical fuzzy CMAC neural networks. The output of each hi-

erarchical block of fuzzy CMAC is given by ŷr =
l∑

k=1

wr,kϕr,k, r = 1, 2, 3. The

outputs of each hierarchical block fuzzy CMAC in the previous layer are used as
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the input linguistic variables of the next layer. The intermediate outputs, how-
ever, are artificial in nature in many cases and do not possess physical meaning.
Thus if they are used as the input variables of the next layer, then the involved
fuzzy rules in the middle of the hierarchical structure have little physical mean-
ing and consequently is hard to design. This phenomenon becomes prominent
as the number of layers grows larger in an hierarchical system. The performance
index is defined as J = 1

2e2
3, e3 = ŷ3−y. For FCMAC3, the learning algorithm is

w3,k (t + 1) = w3,k (t)− ηϕ3,k (t) e3 (t) (3)

where η > 0 is learning rate. For subsystem FCMAC2, if we want to update w2,k,

we should calculate ∂J
∂w2,k

= ∂J
∂ŷ3

∂ŷ3
∂ŷ2

∂ŷ2
∂w2,k

. We know ∂ŷ3
∂ŷ2

corresponds to x3,2 (k) ,
so

∂J
∂ŷ3

= ŷ3 − y = e3 (t)
∂ŷ3
∂ŷ2

= ∂ŷ3
∂z3,k

∂z3,k

∂ŷ2
=
[

a3
b23
− w3,k

b3

]
z3,k

[
2

ŷ2−ci
3,2

(σi
3,2)

2

]
∂ŷ2

∂w2,k
= ϕ2,k = z2,k

b2

(4)

where z3,k =
n∏

i=1

λk

(
μAi

j ,

)
, a3 =

l∑
k=1

w3,kz3,k, b3 =
l∑

k=1

z3,k. The gradient learn-

ing for w2,k is

w2,k (t + 1) = w2,k (t)− ηϕ2,k (t) z2,k

b2
2 ŷ3−w3,k

b3
z3,k

ŷ2−ci
3,2

(σi
3,2)

2 e3 (t)

= w2,k (t)− ηϕ2,k (t) e2 (t)
(5)

where

e2 (t) = 2
ŷ3 − w3,k

b3
z3,k

ŷ2 − ci
3,2(

σi
3,2

)2 e3 (t) =
∂ŷ3

∂ŷ2
e3 (t)

So (5) has the same form as (3). Similar we can obtain with

e1 (t) = ∂ŷ3
∂ŷ1

e3 (t) , ∂ŷ3
∂ŷ1

= 2 ŷ3−wi
3

b3
z3,k

y2−ci
3,1

(σi
3,1)

2

w1,k (t + 1) = w1,k (t)− ηϕ1,k (t) e1 (t)

In general , the training procedures are as follows:

1) According to the structure of the hierarchical fuzzy CMAC neural networks,
we calculate the output of each sub-fuzzy CMAC neural networks by (2).
Some outputs of fuzzy CMAC neural networks should be the inputs of the
next level.

2) Calculate the error for each block. We start from the last block, the iden-
tification error is eo (t) = ŷo (t) − y (t) , where eo (k) is identification error,
ŷo (k) is the output of the whole hierarchical fuzzy CMAC neural networks,
y (k) is the output the plant. Then we back propagate the error form the
structure of the hierarchical fuzzy CMAC neural networks.We can calculate
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the error for the block p (defined as ep) form its former block q (defined as
eq). By the chain rule discussed above

ep (k) = 2
ŷq − wi

q

bq
zq,k

ŷp − ci
q,p(

σi
q,p

)2 eq (k) (6)

3) Train the Gaussian function (membership functions in the premise and
the consequent parts) for each block independently, for p th block backpro
pagation-like algorithm is

wp,k (k + 1) = wp,k (k)− ηϕp,k (t) ep (k) . (7)

3 Stable Learning

Since we assume the base function ϕr,k of CMAC for each block is known, only
the weights need to be updated for system identification. We will design a stable
learning algorithm such that the output ŷ (t) of fuzzy CMAC neural networks
(2) can follow the output y (t) of nonlinear plant (1). Let us define identification
error vector e (t) as e (t) = ŷ (t) − y (t) . By (6) e (t) can be propagated to each
sub-block, named ep (t). We define the virtual output of the plant as yp (t) , which
is corresponding to the output of the sub-block ŷp (t) , so ep (t) = ŷp (t)− yp (t) .
For p th block, we assume the nonlinear plant can be expressed. According to
function approximation theories of fuzzy logic [9] and neural networks [11], the
identified nonlinear process (1) can be represented as yp (t) = W ∗ϕ [X (t)]−μ (t) ,
where W ∗ is unknown weights which can minimize the unmodeled dynamic μ (t) .
The identification error can be represented by ep (t) = W̃ (t)ϕ [X (t)] + μ (t) ,

where W̃ (t) = W (t) −W ∗. In this paper we are only interested in open-loop
identification, we assume that the plant (1) is bounded-input and bounded-
output (BIBO) stable, i.e., y(t) and u(t) in (1) are bounded. By the bound
of the base function ϕ, μ (t) is bounded. The following theorem gives a stable
gradient descent algorithm for fuzzy neural modeling.

Theorem 1. If we use the hierarchical fuzzy CMAC neural networks to iden-
tify nonlinear plant (1), the gradient descent algorithm (7) with a time-varying
learning rate as the following, can make identification error e (t) bounded

W (t + 1) = W (t)− ηte (t)ϕT [X (t)] (8)

where the scalar ηt =
η

1 + ‖ϕ [X (t)]‖2 , 0 < η ≤ 1. The normalized identification

error eN (t) = e(t)

1+max
t

(‖ϕ[X(t)]‖2) satisfies the following average performance

lim sup
T→∞

1
T

T∑
t=1

‖eN (t)‖2 ≤ μ (9)

where μ = max
t

[
‖μ (t)‖2

]
.
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4 Conclusions

In this paper we propose a simple training algorithm for hierarchical fuzzy
CMAC neural networks. The modelling process can be realized in each sub-block
independently. The new stable algorithms with time-varying learning rates are
applied to hierarchical fuzzy CMAC neural networks. Further works will be done
on structure training and adaptive control.
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Abstract. While the Resilient Backpropagation (RPROP) method can be 
extremely fast in converging to a solution, it suffers from the local minima 
problem. In this paper, a fast and reliable learning algorithm for multi-layer 
artificial neural networks is proposed. The learning model has two phases: the 
RPROP phase and the gradient ascent phase. The repetition of two phases can 
help the network get out of local minima. The proposed algorithm is tested on 
some benchmark problems. For all the above problems, the systems are shown 
to be capable of escaping from the local minima and converge faster than the 
Backpropagation with momentum algorithm and the simulated annealing 
techniques.  

1   Introduction 

Since the introduction of Backpropagation algorithm (BP) [1], there have been a 
number of refinements made to the Backpropagation algorithm [2][3][4][5]. Up to 
now, the Resilient RPROP method has been proven to be one of the best first-order 
learning methods for neural networks [6]. While the RPROP method can be extremely 
fast in converging to a solution, it suffers from the same problem faced by all gradient 
decent based methods: it may often converge to local minima. Numerous approaches 
those added some noise during the learning process or used the simulated annealing to 
modify the gradient decent based learning model have been proposed in order to help 
the network escape from local minima [7][8][9][10]. However, these methods were 
usually very slow and failed to converge to a global minimum within a reasonable 
number of iterations [11] [12]. A similar gain parameter adaptive method has been 
applied to the traditional backpropagation algorithm in our previous work [21]. But it 
has not been used in the fast gradient descent method yet. 

This paper proposes a novel approach using both the RPROP method and gradient 
ascent to supervised learning for multi-layer artificial neural networks. Instead of 
adding any noise to the learning process, we design a deterministic algorithm that is 
expected to be more effective than the noise-adding algorithms to solve the local 
minima problem. The systems are shown to be capable of escaping from local minima 
and converge more reliably than the RPROP method by simulations. 
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2   Algorithm 

Usually, the activation function of the feed-forward neural network is given by a 
sigmoid function with the “gain” parameter g :  

gxe
xf −+

=
1

1
)( . (1) 

In general, the gain parameter of the sigmoid function is set to a positive constant 
[13] and not changed by the learning rule. However, there is evidence suggesting that 
the nervous system has mechanisms that modulate the neural response function in a 
manner similar to the “gain” parameter [14]. There is also evidence that these amines 
play an important role in the modulation of learning [15]. Some improved learning 
algorithms modifying gain parameters have been proposed [16][17] to speed up the 
learning. 

2.1   RPROP Phase 

In this phase, we modify the weights and thresholds using the RPROP method to 
decease the overall error measure E. In iteration t, the weights is updated as follows:  

)()()1( twtwtw ijijij Δ+=+ , (2) 

where ijw  denotes the weight in neural network from neuron j to neuron i. 
ijwΔ  is the 

weight-update of 
ijw .  

The main difference of the RPROP method to other techniques is that the sizes of 
weight-update are independent of the absolute value of the partial derivatives. The 
weight-updates are computed as:  

)())(()( tt
w

E
signtw ij

ij
ij Δ

∂
∂−=Δ , (3) 

where the sign (.) operator return +1 if its argument is positive, -1 if the argument is 

negative, and 0 otherwise. The ijΔ  is initialized to a constant 0Δ and adapted for 

each weight individually using the following rule: If the partial derivative 
ijw

E

∂
∂  

possesses the same sign for consecutive steps, the update value is increased, whereas 
if it changes sign, the update value is decreased. The update values are bounded by 
the parameters minΔ and maxΔ . The detailed explanation could be referred from [5].   

The RPROP rule causes each iteration to modify weights and thresholds to 
approximate a minimum very rapidly. But, if the network descends into a minimum 
that achieves insufficient accuracy, it fails to learn. To help the network escape from 
the local minima, we add a gradient ascent phase in the gain space. 
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2.2   Gradient Ascent Phase 

First, we must consider when a gradient ascent phase should be started. In the RPROP 
phase, the absolute value of the change of the error measure is accumulated for every 
n-correction. Here one correction corresponds to the modification to weights and 
thresholds for all patterns. If the accumulation is less than a very small pre-selected 
constant ρ , the network is considered to converge to a global or local minimum, then 

the RPROP phase stops. If the resulting error measure is smaller than an error 
criterion or a pre-selected maximal number of learning epochs is reached, terminate 
the learning procedure. Otherwise, go to the gradient ascent phase. 

Here suppose that a vector {g} corresponds to the gain parameters of neurons. We 
can modify the vector {g} iteratively in a way that is similar to the weights and 
thresholds but to increase the error measure. At iteration t+1, the updated gain 
parameter 

jg  of neuron j are given by 

)()()1( tgtgtg jjj Δ+=+ . (4) 

For the gain vector {g}, the modification requires the change of the gain to be in 
the positive gradient direction. Then the gain-updates are computed as 

)())(()( tt
g

E
signtg j

j
j Δ

∂
∂=Δ , (5) 

where )(tjΔ  is the update value of gain parameter 
jg  in iteration t, )(t

g

E

j∂
∂  is the 

derivative of the error measure with respect to the gain parameter (
jg ) of neuron j. 

Similarly, )(tjΔ  is updated . For each neuron j an individual update value jΔ  is 

adjusted as follows:  

   ),)1((min maxΔ∗−Δ +λtj
    if 0)()1( >

∂
∂⋅−

∂
∂

t
g

E
t

g

E

jj

 

)(tjΔ =    ),)1((max minΔ∗−Δ −λtj
    if 0)()1( <

∂
∂⋅−

∂
∂

t
g

E
t

g

E

jj

.           

)1( −Δ tj                  otherwise 

 
(6) 

In the gradient ascent phase, the absolute change value of the error measure E is also 
accumulated for every gain correction. If the accumulated value of the error measure 
E is larger than a pre-selected small constant return to the RPROP phase again. In the 
RPROP phase, using the new gains, the RPROP method is performed right along.  In 
this way, the two phases are repeated until the error measure is less than the error 
criteria or when the number of epochs reached an upper limit.  
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3   Simulations 

In our simulations, the Backpropagation algorithm used is its improved form – the 
Backpropagation with momentum algorithm [1]. The learning rateη  is set to 0.5 and 

momentum term parameter α  is set to 0.8 in all experiments. The only exception is 
the ionosphere data problem where η  is set to 1.0 and α  is set to 0. The process of 

the simulated annealing method is based on [10] and the same parameters as in [10] 
are used in our simulations. Since the proposed algorithm and the RPROP method 
have a number of parameters in common and the gain parameters are modified in a 
manner analogous to the weights and thresholds, these parameters are set to the same 
value as those used in RPROP [5]. The increase factor +η =1.01 and decrease factor 

−η =0.99 are set for the update of weights and thresholds. The choice of increase 

factor +λ  and decrease factor −λ  used in gradient ascent phase is also very important. 
In order to investigate the sensitivity of the gain parameter to these factors, we have 

performed our proposed algorithms with different pairs of increase factor +λ  and 

decrease factor −λ . 

 
Fig. 1. Learning curve for the exclusive-or problem 

3.1   Exclusive-OR (XOR) Problem 

It is useful to begin with the exclusive-or problem since it is the classic problem 
requiring hidden units and since many other difficult problems involve an exclusive-or 
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as a subproblem [1]. A simple architecture (2-2-1 network) with one hidden layer 
containing two hidden neurons and no direct connections from input to output is used. 

Figure 1 shows the typical learning curves of the proposed algorithm and the 
RPROP method for the exclusive-or problem. In this figure, we can see that while the 
there is a local minimum for the Backpropagation algorithm converged into a local 
minimum, the proposed algorithm avoided the local minimum and trained the 
network successfully with two gradient ascent phases ( 2t  and 4t ).  

Furthermore, to see how well the method is being made of escape from local 
minima, we generate 100 initial weights vectors randomly for the exclusive-or 
problem and performed the learning with the proposed algorithm, the original RPROP 
method, the Backpropagation with momentum term algorithm and the simulated 
annealing method respectively. The weights and thresholds are initialized randomly 
from –1.0 to 1.0 and the gains of all neurons are set to 1.0 initially. 

The results of the simulation are shown in Table 1. Note that this problem exhibits 
over 94% global convergence when the proposed algorithms are utilized, while only 
68% convergence for the original RPROP method and 78% for the Backpropagation 
with momentum algorithm.  Although the average epoch of the proposed algorithm is 
slightly larger than that of the original RPROP method, it is much less than the 
Backpropagation with momentum algorithm and the simulated annealing method. 

Table 1. Simulation results for the XOR problem 

Algorithms 
Success Rate 
(100 trials) 

Avg. Number 
of Epochs 

RPROP 68%  257 
Backpropagation algorithm 78%  427 

SA method 97% 3896 
The proposed algorithm 

 (
+λ =1.1, 

−λ =0.9) 
97%  269 

The proposed algorithm 

 (
+λ =1.2, 

−λ =0.5) 
96%  295 

The proposed algorithm  

(
+λ =2.0, 

−λ =0.1) 
94%  296 

3.2   The Modified Exclusive-OR (XOR) Problem 

The modified XOR problem is different form the classical XOR problem because one 
more pattern is included, that’s 5.0,5.0 21 == xx and 0.1=output , such that several 

local minima exist simultaneously and a unique global minimum exits [18, 19]. We 
use a 2-2-1 neural network to solve this problem.  

To explain how the network escapes from local minima more clearly, it is useful to 
plot a map of the function approximated by the network in the multi-dimensional 
space spanned by the input variables.  Figure 2 shows the simulation results that 
illustrate the relationship between the output and two inputs (X1 and X2) of network  
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Fig. 2. The relationship between the output and two inputs (X1 and X2) for modified XOR 
problem during the RPROP phase and the gradient ascent phase: (a) the network starts with 
initial weights; (b) the network got stuck into the first local minimum; (c) the first gradient 
ascent learning was performed; (d) the network reached the second local minimum; (e) the 
second gradient ascent learning was performed; (f) the network finally converged to the global 
minimum 

during the RPROP phase and the gradient ascent phase for the modified XOR 
problem.  The two horizontal axes correspond to the two inputs to the network, and 
the vertical axis is the output of the network.  As can been seen, from an initial state 
(Fig.2 (a)), the network got stuck into the first local minimum (Fig.2 (b)). After the 
first gradient ascent learning (Fig.2 (c)) the network returned to RPROP phase and 
reached the second local minimum (Fig.2 (d)). Then the second gradient ascent 
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learning (Fig.2 (e)) was performed, the network finally converged to the global 
minimum (Fig.2 (f)).  

Table 2 shows the results of simulations for 100 run for this modified XOR 
problem. It can be seen from the table that the proposed algorithms with various value 

of +λ and −λ  converge more reliably than the RPROP method and more rapidly than 
the simulated annealing algorithm and the Backpropagation with momentum 
algorithm.  

Table 2. Simulation results for the modified XOR problem 

Algorithms SuccessRate 
(100 trials) 

Avg. Number 
of Epochs 

RPROP  72%  128 
Backpropagation algorithm  70%  503 

SA method 100% 3178 
The proposed algorithm 

 (
+λ =1.1, 

−λ =0.9) 
 93%  347 

The proposed algorithm  

(
+λ =1.2, 

−λ =0.5) 
 96%  221 

The proposed algorithm  

(
+λ =2.0, 

−λ =0.1) 
 96%  323 

Table 3. Simulation results for ionosphere data classification problem 

Algorithms Success Rate 
(100 trials) 

Avg. Number 
of Epochs 

RPROP 72%   249 
Backpropagation algorithm 13%  1510 

SA method  0%   ------ 
The proposed algorithm  

(
+λ =1.1, 

−λ =0.9) 
88%   572 

The proposed algorithm  

(
+λ =1.2, 

−λ =0.5) 
82%   301 

The proposed algorithm  

(
+λ =2.0, 

−λ =0.1) 
82%   514 

3.3   Ionosphere Data 

Furthermore, we apply our method to a ‘real-world’ problem: classification of radar 
returns from the ionosphere. The data set was created by Johns Hopkins University 
and obtained from the databases [20]. There are 34 attributes used to represent the 
pattern. Each pattern belongs to two classes: “Good” or “Bad” that were free electrons 
in the ionosphere. “Good” radar returns that were represented by 0 in the experiment 
are those showing evidence of some type of structure in the ionosphere. “Bad” returns 
that were represented by 1 are those that do not.  
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The database consists of 351 data patterns. We use the first 200 instances for 
training, which were carefully split almost 50% “Good” and 50% “Bad”. A 34-3-1 
neural network model was used to solve this problem.  We set the error criteria =0.01 
and performed 100 trails for the proposed algorithm, the RPROP method, the 
Backpropagation with momentum algorithm, and the simulated annealing method. 
For the Backpropagation with momentum algorithm, we set η =1.0,α =0.  

The simulation results are shown in Table 3. They demonstrate that the proposed 
algorithm is superior to the RPROP method and the Backpropagation with momentum 
algorithm in network training. The data of the simulated annealing method are the 
results obtained from performing simulated annealing learning on computers for 24 
hours. 

4   Conclusion 

In this paper we have presented a fast and reliable algorithm for multi-layer artificial 
neural networks.  The proposed method updates weights and thresholds by RPROP 
rule to minimize the error measure. Once a local minimum is found, it increases the 
error measure intentionally and temporarily by modifying the gain parameters in a 
gradient ascent direction of the error measure to help the network escape from the 
local minimum. Finally, the learning method is applied to several benchmark 
problems and a realistic “real-world” problem, indicating that the proposed learning 
algorithm significantly outperforms the RPROP method in global optimization and 
the simulated annealing method and the Backpropagation with momentum algorithm 
in convergence speed. 
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Abstract. The manifold learning methods can discover the varying in-
trinsic features in face image space. However, in order to efficiently solve
face image recognition problem with an image database, the extraction
of discriminative features should be firstly considered. This paper pro-
poses a new discriminative manifold learning method for face recogni-
tion. Besides like the recently proposed local perserving projectioin and
local discriminative embedding algorithms which can preserve the local
structure similarity in the face submanifold, our method emphasizes the
discriminative property of embedding much more by a proposed Fisher
Manifold Discriminant Embedding (Fisher MDE) criterion to build an
object function and achieve the maximum. Experimental results on three
open face datasets indicate the proposed method achieves lower error
rates and provides a promising performance.

1 Introduction

Face recognition is an attracting and challengeable task both in human per-
ception research and real-world applications. Since last decade, subspace-based
methods, originated from Turk’s Eigenface based on the Principal Components
Analysis (PCA) [1] and improved by Belhumeur’s Fisherface based on Fisher
Linear Discriminant Analysis (LDA) [2], have dominated the approaches in face
recognition for good performance and computational feasibility. Both of them
try to transform a given set of face images into a smaller set of basis images using
matrix decomposition techniques. While the unsupervised Eigenface intends to
maximize the covariance and the supervised Fisherface intends to maximize the
discriminability. Although Martinez explained that LDA doesn’t always outper-
form than PCA [3], LDA is still widely accepted in face recognition and more
effective than PCA.

Recently, human faces are thought of varying intrinsic features such as illumi-
nation, pose and expression, but both PCA and LDA effectively discover only the
global linear structure. Kernel methods are introduced to mapping this nonlinear
structure due to their success in Support Vector Machine (SVM). So there ap-
pear many nonlinear face recognition methods such as Kernel PCA (KPCA) [4],

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 245–255, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Kernel LDA (KDA) [5] and etc. However, most of these methods are not only
computationally expensive, but also too implicit for choosing parameters.

More recently, Faces are also thought of data points possibly residing close
to a nonlinear submanifold embedded in a high-dimensional observation space.
Some nonlinear techniques i.e. Isomap [6], LLE [7] and Laplacian Eigenmaps [8],
have been proposed to discover the nonlinear structure of the manifold. These
nonlinear methods do yield impressive results on some benchmark artificial
datasets. However, they are developed based on reconstruction and perhaps are
not optimal for classification viewpoint [9][10][11]. Moreover, they are difficult
for new-come data which is essential for face or digital number recognition. In
order to cope with this problem, Yang proposed an extended Isomap method
[9] that utilized LDA to replace Multidimensional Scaling (MDS) during the
low-dimensional embedding process. He and Niyogi proposed a Local Preserving
Projections (LPP) method [10][11], which is an optimal linear approximation to
Laplacian Beltrami operator on the face manifold, and very flexible in connec-
tion with both PCA/LDA versus clustering/classification. However, LPP shares
local preserving character to LLE, which still goes against in face recognition in
some sense. Chen and Chang proposed Local Discriminant Embedding (LDE)
[12] and extension versions which seek to dissociate the submanifold of each class
from one another, and outperform than many classical methods.

Our proposed method in this paper focuses on the supervised classification
and is mainly motivated by LDE, moreover, it owns more discriminative ability
essentially to different face classes. We introduce a Fisher Manifold Discriminant
Embedding (MDE) criterion to build an object function. According to this cri-
terion, the discriminant embedding can be divided in LDE and null space LDE
two cases, and the later can get a better performance in many cases. The exper-
imental results on three open datasets show the effectiveness and superiority of
our method.

The rest of this paper is organized as follows: in Section 2, the proposed MDE
criterion and null space-based LDE (NLDE) method is described from the start
of ill-pose problem in LDA. Experimental results and discussions are presented
in Section 3 and some main interests for future work are concluded in Section 4.

2 Null Space-Based Local Discriminant Embedding
(NLDE)

2.1 Null Space-Based Methods for LDA

Suppose {ωi}c
i=1 are c known pattern classes, {xi}N

i=1 are N h-dimensional sam-
ples, ni is the number of samples in the subset ωi. Let m be the mean sample
of all samples and be the mean for the i-th class, then we can calculate the
between-class scatter matrix Sb, the within-class scatter matrix Sw and the to-
tal scatter matrix St. As a linear statistic classification method, Fisher LDA
tries to find a linear transform W so that after its application the scatter of
sample vectors is minimized within each class and the scatter of mean vectors
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around the total mean vector is maximized simultaneously. By using between-
class scatter matrix Sb and within-class scatter matrix Sw, Fisher LDA can be
formulated as an optimization problem, and the objective function is highlighted
as follows:

argmax JF (W ) =
|WTSbW |
|WTSwW | (1)

In many practical applications, there are not enough samples to make the
within-class scatter matrix nonsingular (i.e. small sample size problem, SSSP)
and Sw is ill-posed. In order to cope with this problem, Belhumeur [2] use PCA
to reduce dimensionality. Yang [13] proposed a direct LDA method to diagonalize
the Sb and Sw. Chen [14] regarded the null space of Sw was particularly useful in
discriminability and proposed a way to makes use of it. Huang [15] followed this
basic idea by firstly removing the common null space of both Sb and Sw, which
means the null space of total-scatter matrix St is also removed since St = Sb+Sw.
In our earlier research [16], the null space-based methods show more promising
results on some face datasets, too.

2.2 Null Space-Based Local Discriminant Embedding

From viewpoint of manifold learning,M is supposed as a manifold embedded in
R

h and {xi ∈ R
h}N

i=1, any subset of data points that belong to the same class
is assumed to lie in a submanifold of M. We want to discover the most of a
discriminative submanifold for classification, data visualization, dimensionality
reduction and etc, so the object becomes the discovery of a most preserving
or discriminative submanifold. Just like the basic idea of LPP, we intend to
respect this fact: if two data points are close, we hope them still keep close in
submanifold and vice versa. Of course, when class information is labeled, there
are some points are close in different class and are far away in same class because
of the noisy point and the outliers. According to the basic manifold assumptions,
similarities can be locally measured, and in order to emphasis the similarity and
dissimilarity among the neighborhoods of a point, we use two neighborhood
graphs to measure this locality under the constraint of class information. They
are defined as similar in [12]:

Let Nb = {xj}b
j=1 is a subset of b nearest neighbors of a data point xi , G

and G denote two undirected graphs both over all points. We consider each pair
of points xi, xc and xc ∈ Nb, when they are from same class an edge is added to
between xi, xc (The ε -ball implementation way also can be considered). When
they are from different classes, an edge is added to G between xi, xc.

According to neighborhood graphs G and G , the affinity matrix S and S can
be specified, where each element sij refers to the weight of the edge between
xi, xj in S ,and refers sij to S. The weight can be given by the way of “heat
kernel”, “cosine kernel” or “simple-minded”. For example, a heat kernel is a
Guassian-like function as follows:

sij =
{exp(− ‖xi−xj‖2

2σ2 );σ ∈ R if xi, xj are connected in G
0 else

(2)
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and a cosine kernel is a similarity distance measure as follows:

sij =
{ <xi,xj>2

<xi,xi><xj,xj> if xi, xj are connected in G
0 else

(3)

where < ·, · > means a kind of inner product operation. An advantage of cosine
kernel is it doesn’t need to adjust parameter. In the following, we propose a
Fisher Manifold Discrimiant Embedding (MDE) criterion JM (W ) for classifica-
tion purpose:

arg maxJM (W ) =

∑
i,j ‖yi − yj‖2sij∑
i,j ‖yi − yj‖2sij

(4)

where yi is the shape of xi after manifold embedding, yi = WTxi, and ‖yi −
yj‖2 is the difference measure of yi and yj in a difference matrix. Apparently
the JM (W ) is formally like Fisher criterion in Eq.1. Both of them want to
find a transform which can minimize the within-class difference and maximize
the between-class difference simultaneously. The optimization can be solved as
follows. Let JM (W ) =

∑
i,j ‖WTxi −WTxj‖2sij , so

JM (W ) =
∑

i,j
(WTxi −WTxj)T (WTxi −WTxj)sij

= 2
∑

i,j
WT (xisijx

T
i − xisijx

T
j )W

= 2(WTXDXTW −WTXSXTW )
= 2WTX(D − S)XTW (5)

Let Laplacian matrix L = D − S, the fact that L is symmetric and positive
semidefinite causes XLXT is symmetric and positive semidefinite. So JW (W ) ≥
0, and the Fisher MDE criterion can be analyzed from the following two aspects:

(1) JW (M) > 0. This case happens when L is non-singular.The solving
method is same as Local Discriminant Embedding (LDE), and the embedding
matrix W = [w1, w2, ..., wk] can be obtained by solving the following generalized
eigenvector problem:

XLXTw = λXLXTw (6)

where L = D − S and JM (W ) is a max finite real number in R.
(2) JW (M) = 0. In this case, consider the property of symmetric and positive

semidefinite matrix:

JM (W ) = 2WTX(D − S)XTW = 0
⇔ X(D − S)XTW = 0
⇔ X(D − S)XT = 0
⇔ (D − S)XT = 0 (7)

It means that mapping the data points to the null space of L can make JM (W ) =
0. L ∈ R

n×n, the rank of L is n−c [11]. so the dimensionality of the null space of
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L is c−1. Let Wnull = {vi}c−1
i=1 is the basis set which spans the null space of L, so

firstly after consideration of using PCA as preprocessing for noise reduction(note
that the reconstruction is without any loss. For simplicity, we still use X to
represent the original data points after PCA dimensionality reduction). We then
project the data X → X̃,X̃ = WT

nullX , and change the Fisher MDE criterion as
follows:

arg max J̃M (W ) =
∑

i,j
‖ỹi − ỹj‖2sij (8)

where ỹi = WT x̃i, and apparently, J̃M (W ) = WTWT
nullXLXTWnullW , where

L = D−S. Since WT
nullXLXTWnull is a full rank matrix, we can solve the opti-

mization problem by finding the generalized eigenvectors {wi}k
i=1 corresponding

to the k largest eigenvalues of WT
nullXLXTWnull and W = {wi}k

i=1. So the
embedding matrix is WnullW after PCA process. Theoretically speaking, it is
notable that JM (W )→ +∞ and the discriminability is the best one.

3 Experimental Results and Discussion

Here we compared our proposed method with the several other face recognition
methods (Eigenface, Fisherface, Null-space LDA, LPP and LDE) using the pub-
licly available Yale, AT&T and CMU PIE database. Our intension is to discover
different characteristics among these methods.

The AT&T database [17] contains 400 images of 40 persons where the vari-
ations are mainly due to the facial contours, scale and pose of a person in the
image. The Yale database [18] contains 165 images of 15 individuals where
the images demonstrate variations in lighting condition, face expression, and
with/without glasses. The CMU PIE database [19] contains 41368 face images
of 68 subjects under varying pose, illumination and expression. Some processes
during the experiment are marked as follows:

– For each image in Yale database, we manually crop the face to size of 92×112
(same as the resolution in AT&T). For computational efficiency, each image
in both two databases is down-sampled to 1/4 of the original size. For PIE
database, we use the dataset collected by He [11]. Which means each face
image is cropped to 32× 32 sizes and one individual holds 170 images. We
lastly normalize them to be zero-mean and unit-variance vectors.

– The parameters, such as the number of principle components for dimen-
sionality reduction in Eigenface, LPP and LDE methods, are empirically
determined to achieve the lowest error rate by each method. So at last, the
dimensionality of projection is different among these methods. The neigh-
bor number for each test is same as the training number of per subject. For
Fisherface and our proposed NLDE method, the projection dimensionality
are both c− 1.

– The recognition is performed using nearest-neighbor (1-NN) classifier for
its simplicity. And the number for training/test is changeable for different
purpose.



250 Y. Niu and X. Wang

The experimental details is discussed as follows:
(1) Experiment on the AT&T Database: We firstly use a case to compare

the performance of different methods where first 5 images of each individual for
training and the rest for testing. For those methods need PCA to reduce dimen-
sionality firstly, the number of principal components is decided by remaining 95%
energy. The heat kernel with same parameter is designed to measure the affinity
matrix. The recognition results are shown in Fig.1 and the best recognition rates
are shown in Table1.

Fig. 1. A case of recognition accuracy versus dimensionality on AT&T database (first
5 images of each individual for training and the other for testing)

Table 1. Best recognition rate versus dimension reduction on AT&T database,data
are from Fig.1

Approach Rate(%) Max Dim.(Reduced)

Eigenfaces(PCA) 86.5 62(62)
Fisherfaces(PCA+LDA) 89.0 39(24)
Null-space LDA (LDA) 94.0 39(11)
Laplacianfaces (PCA+LPP) 95.0 62(17)
LDE (PCA+LDE) 93.0 62(20)
Null-space LDE 97.0 39(11)

From Fig.1 we can find that the performance of Null-space LDA is better than
Eigenfaces and Fisherfaces because it considers the most discriminative vector
in the null space of the within-class scatter matrix Sw. Among the manifold-
based methods, Null-space LDE method outperforms the others. We also find
two interesting things:

– The recognition curve of Eigenfaces and Laplacianfaces is similar;
– The recognition curve of Null-space LDA and Null-space LDE is similar;

We further repeat 10 times to get the average values of the best recognition
rate of each method under different training samples. The result is reported in
Table 2. Here we preserve the number of principal components for 98% energy.

(2) Experiment on the Yale database: The subjects in this database is much
less than AT&T dataset, while the illumination condition is more complex. For
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Table 2. Performance comparison on AT&T database, each method is gotten from the
average best recognition rate of 10 times under different training samples by random
selection

Racog.Rate(%) 2 3 5 7 9

Eigenfaces(PCA) 72.19(60) 78.75(75) 84.89(108) 82.62(80) 82.57(33)
Fisherfaces(PCA+LDA) 76.25(25) 83.21(39) 93.44(33) 95.83(32) 90.00(17)
Null-space LDA (LDA) 82.18(39) 88.93(39) 96.00(37) 97.46(38) 97.50(36)
Laplacianfaces (PCA+LPP) 81.16(48) 87.50(36) 96.02(31) 95.83(37) 99.78(12)
LDE (PCA+LDE) 75.94(63) 84.29(43) 93.52(51) 95.92(24) 99.78(13)
Null-space LDE 83.13(35) 90.97(39) 97.01(33) 97.68(37) 99.84(13)

Fig. 2. A case of recognition accuracy versus dimensionality on Yale database (first 5
images of each individual for training and the other for testing)

Table 3. Best recognition rate versus dimension reduction on AT&T database,data
are from Fig.2

Approach Rate(%) Max Dim.(Reduced)

Eigenfaces(PCA) 70.0 58(32)
Fisherfaces(PCA+LDA) 81.11 14(13)
Null-space LDA (LDA) 82.22 14(11)
Laplacianfaces (PCA+LPP) 78.89 58(14)
LDE (PCA+LDE) 80.0 58(13)
Null-space LDE 83.33 14(13)

those methods use PCA to reduce dimensionality, we preserve 95% energy, Fig.2
shows a case of recognition curves of different methods and Table3 gives the
best recognition ration versus reduced dimensionality, where we still can find
the two distinctive characters mentioned above. Table 4 reports the average best
performance of different methods by 10 times experiments.

(3) Experiment on the CMU PIE database: This selected dataset only con-
tains five near frontal poses (C05, C07, C09, C27, C29) and all the images under
different illuminations and expressions. So, there are 170 images for each indi-
vidual. In the stage of case study, we use five images of each subject for training
and the other five images of each subject for testing. Fig.3 depicts twenty images
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Table 4. Performance comparison on Yale database, each method is gotten from the
average best recognition rate of 10 times under different training samples by random
selection

Racog.Rate(%) 2 3 5 7 9

Eigenfaces(PCA) 54.07(22) 55.56(29) 59.17(59) 76.67(27) 93.33(44)
Fisherfaces(PCA+LDA) 48.89(11) 76.67(13) 78.89(10) 86.67(14) 90.00(14))
Null-space LDA (LDA) 57.04(14) 78.33(14) 81.10(9) 88.33(11) 93.33(9)
Laplacianfaces (PCA+LPP) 61.00(12) 79.17(15) 77.78(10) 88.33 (14) 98.88(14)
LDE (PCA+LDE) 758.52(26) 74.17(18) 78.89(10) 88.33(13) 98.93(13)
Null-space LDE 61.96(14) 78.50(14) 82.22(13) 90.00 (9) 98.96(10)

Fig. 3. The samples of cropped face images of two subjects on PIE database, the upper
row is for training and the down for testing

Fig. 4. A Case of Recognition Accuracy versus Dimensionality on PIE Database (the
5 images of each individual for training are 1,4,7,10,13 and the images for testing are
2, 5, 8, 11, 14)

Table 5. Best recognition rate versus dimension reduction on PIE database, data come
from Fig.4

Approach Rate(%) Max Dim.(Reduced)

Eigenfaces(PCA) 38.82 95(89)
Fisherfaces(PCA+LDA) 67.84 67(63)
Null-space LDA (LDA) 75.59 67(66)
Laplacianfaces (PCA+LPP) 77.66 95(73)
LDE (PCA+LDE) 77.35 95(25)
Null-space LDE 82.65 67(30)
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Fig. 5. The first 9 basis images of different methods calculated from PIE database,
where each row represents a method from up to low: Eigenfaces,Fisherfaces, Null-space
LDA, Laplacianfaces, LDE, Null-space LDE. Visually, the basis image of methods
considering similarity are more like face, while those considering discriminability are
more like dissimilarity in face. Some remarkable features still exist in the base face
images.

Table 6. Performance comparison on PIE database, each method is gotten from the
average best recognition rate of 10 times under different training samples by random
selection

Racog.Rate(%) 5 10 15

Eigenfaces(PCA) 39.17(90) 56.33(118) 61.14(123)
Fisherfaces(PCA+LDA) 67.89(61) 77.28(62) 83.46(65)
Null-space LDA (LDA) 75.21(64) 78.68(65) 84.20(58)
Laplacianfaces (PCA+LPP) 78.30(75) 79.31(89) 86.92(115)
LDE (PCA+LDE) 78.83(26) 80.26(32) 87.27(60)
Null-space LDE 81.07(28) 82.35(33) 87.43(61)

of two individual, for each subject, the upper row is for training and the down
row is for testing.

For those methods need PCA to dimensionality reduction firstly, we decide the
number of principal components by remaining the 95% energy. The affine matrix
is based on heat kernel. Fig.4 shows the recognition curves of various methods.
And the first 10 basis images are shown in Fig.5, where each row represents a
method, from up to down there are methods of Eigenfaces, Fisherfaces, Null-
space LDA, Laplacianfaces, LDE and Null-space LDE.

Table 6 reports the average best performance of different methods by 10 times
experiments. For those methods need PCA to dimensionality reduction firstly,
we decide the number of principal components by preserving the 95% energy.
Considering the computational cost, we choose the cosine kernel-based affine
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matrix because it doesn’t need adjust parameters. Although the training number
of each individual can be improved to 169, we only select three kinds (5, 10 and
15 ) for experiment, and which is equal to the testing number per class.

(4) Discussion: Three experiments on three datasets have been carried out.
On each dataset, we firstly use a case to compare different methods and prepare
for parameter selection. Although it is not sure that we have chosen the best
parameter for each evaluation and the results apparently are not the best, we
still try to keep the impartiality of each method, and some discussions are drawn
as follows:

– Eigenfaces and Laplacianfaces both use PCA to reduce dimensionality and
preserve the very vectors for reconstruction in a matrix which describes the
assimilability in each class. PCA uses St, while Laplacianfaces uses St and
L. The optimization objects of Null-space LDA and Null-space LDE are
similar; both of them want to get a set of most discriminative vectors in a
null space of a matrix which describes the assimilability in each class. Null-
space LDA consider the null space of Sw, while Null-space LDE consider
the null space of L , and add the dissimilarity to the L. So it can get the
promising performance among all the methods.

– The performance of methods considering face submanifold is better than
those not considering this local structure. However, when the training
number of each individual is not very large, null-space methods, even not
considering face submanifold, give more effective results and vice versa. So
combining the advantage of null-space and local discriminant embedding can
yield impressive results.

– In the manifold consideration, although their basis images are visually differ-
ent in detail (see Fig.5), the difference of the methods based on discriminant
embedding and the methods based on preserving embedding is not very large
as called. Both of them preserve the local structure which is more important
than global structure for classification. But when the idea of null space is in-
troduced, the advantage of discriminant embedding is remarkably improved.

– From the viewpoint of dimensionality reduction, all the methods based on
manifold learning can achieve the presetting object more quickly. While some
methods such as PCA are not so effective. Moreover, PCA-based method
is always regarded without consideration of discriminability, however, in
some case, it actually outperforms than LDA-based methods as discussed by
Martinez.

4 Conclusion and Future Work

In this paper, a new face recognition method based on most discriminative man-
ifold learning is proposed. Our method is similar as the LDE algorithm while
gives it a remarkable extension from different start point. The basic idea of our
method can be modeled by a Fisher Manifold Discriminant Embedding (MDE)
criterion. The implementation of our method is similar with LPP, LDE, but
it is simpler, faster and more powerful in face recognition. From the combined



Face Recognition Using Null Space-Based Local Discriminant Embedding 255

viewpoint of disrciminant analysis and manifold learning, our proposed method
can discover the most discriminative nonlinear structure of the face images and is
an optimal solution for face recognition. Of course, it can be extended by kernel
methods, 2D representation and etc, which is our next main research interests.
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Abstract. This paper presents a new parametric learning scheme, namely, 
Reformulated Parametric Learning (RPL). Instead of learning the parameters 
directly on the original model, this scheme reformulates the model into a 
simpler yet equivalent one, and all parameters are estimated on the reformulated 
model. While a set of simpler equivalent models can be obtained from deriving 
Equivalent Decomposition Models (EDM) through their associated ordinary 
differential equations, to achieve the simplest EDM is a combination 
optimization problem. For a preliminary study, we apply the RPL to a simple 
class of models, named 'Additive Pseudo-Exponential Models' (APEM). While 
conventional approaches have to adopt nonlinear programming to learn APEM, 
the proposed RPL can obtain equivalent solutions through Linear Least -Square 
(LLS) method. Numeric work confirms the better performance of the proposed 
scheme in comparing with conventional learning scheme.  

1   Introduction 

Machine learning is a technique of acquiring inherent rules or hidden patterns 
according to information suggested by past experiences and available evidences. 
Usually it is impossible to identify the patterns exactly and completely, thus one has 
to construct good and useful approximations, which are usually done by determining a 
pre-designed approximator, also called learning machine, to optimize performance 
criterion based on a collection of observed data ([1], [2], [11], [12]). 

A parametric learning machine is in general a function with a set of parameters 
which needs to be learned, and therefore the learning problem is reduced to a 
parameter identification task formularized as below (also see Fig.1, [13]): 

= arg max ( ( ), ( ; ))J f gx x  (1) 

where f(x) is the target system to be approximated, g(x, ) is a parametric learning 
machine which is usually designed according to prior knowledge,  stands for the 
parameter vector of g(x, ), x stands for the input vector, the object function J(·) 
stands for the performance criterion. 

In order to get an approximation of f(x), one needs to identify all the parameters of 
the learning machine, that is, to solve  from formula (1) to finally determine g(x, ). 
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Fig. 1. Schematic diagram of a typical parametrical learning task: the structure of the learning 
machine is pre-designed, in the training phase, the parameters are estimated to finally determine 
the learning machine, which is then applied to make prediction of the system outputs in the 
operating phase 

However, this is usually not an easy job because most popular learning machines, 
such as neural network (RBF NN, sigmoid NN, etc., [2], [6]), Generalized Linear 
Models ([4]) and so on, are, typically, nonlinear functions of . Thus, to obtain a 
solution, nonlinear programming or other optimization tools are adopted to solve (1). 
This leads to many drawbacks in reality: firstly, due to the slow learning algorithm 
which is usually based on gradient, the learning speed is far lower than required 
especially when it is getting close to convergence, thus the computation cost can be 
unacceptably high, which make it impossible to apply the algorithm to large scale 
problems or tasks involve huge amount of data (e.g., data mining); secondly, it is 
prone to be trapped into a local minimum and produce a non-optimal solution, which 
may have very poor generalization performance; etc. 

In this paper, we first indicate that the conventional direct learning scheme, or 
learning directly on the original model, is not the only option we can choose in order 
to learn the parameters, since the learning machine may have many equivalent 
models. Then we propose a novel learning scheme of learning indirectly and 
equivalently on a much simpler model which is derived from the original learning 
machine (this scheme is called Reformulated Parametric Learning, RPL). One way to 
obtain such simpler equivalent model is to decompose the learning machine into 
several sub-models, the combination of which is equivalent to the original learning 
machine (such sub-models are called equivalent decomposition models, EDM). 

For SISO (single-input-single-output) tasks, it is very easy to derive EDM by the 
associated ordinary differential equations (ODE) of the learning machine. Usually, a 
learning machine may have many EDMs, and the learning process will become much 
easier if we learn the all the parameters by using the simplest EDM. However, in most 
situations, to obtain the simplest EDM is a combination optimization problem, which 
is not easy, either. Fortunately, we don’t need to derive the simplest EDM frequently 
since most popularly used learning machines share several structures, we just need to 
derive the simplest EDM for each structure. We also find that for a quite simple type 
of learning machines, which we called APEM (Additive Pseudo-Exponential Models), 
the result is quite simple: the simplest EDM of APEM is linear for all the parameters 
and thus they can be determined analytically. Note that the APEM itself is nonlinear,  
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Output: y Target System f(x) 
(Inherent rules) 

Learning machine
g(x, ) 

 Estimator 
(Learning algorithms) 

Operating Training 



258 S.-H. Yang and B.-G. Hu 

yet its EDM is totally linear, the result is quite interesting and enlightening. 
Numerical studies on APEM shows that RPL outperforms direct learning in many 
aspects, such as much higher learning speed, better generalization performance and 
ease to reach the global optimum. 

Although the idea of RPL has been revealed much strength, it suffers from some 
weaknesses. The reformulated model is usually a generalized function which involves 
unordinary operations (e.g., differential operation), thus it may introduce ill-posed 
problems. In this paper, since the EDMs are derived based on the associated ODE of 
the learning machine, the reformulated model involves numerical differential of 
observed data, which is a typical ill-posed problem. Thus a major bottleneck is that 
the illposedness of numerical differentiation makes the solutions, or learning results, 
extremely susceptible to data noise. As an alternative, the Tikhonov regularization 
methods are introduced to relieve this problem. 

The rest of this paper is organized as follows. Equivalent learning machines, 
equivalent decomposition models (EDM) and the overview idea of RPL are 
introduced in Section 2. In Section 3, as a case study, we apply RPL to APEM and 
provide some simple numerical experiments on APEM. Section 4 summarizes the 
main results of this paper. 

2   Reformulated Parametric Learning 

From the previous section, we can see that the learning task in parametric learning is 
equivalent to identify all the parameters of the learning machine. From this point of 
view, one can define learning machines on which one will almost always obtain the 
same estimations of parameters to be equivalent. 

Definition 1: Equivalent Learning Models. Given two learning models y=g(x, ) and 
y=h(x, ), they are defined to be equivalent if there exists mappings u:R( )→R( ) 
and v:R( )→R( ), such that for any given ∈R( ), g(x, ) ≡h(x,  | =u( )) always 
holds, and for any given ∈ R( ), h(x, ) ≡h(x,  | =v( )) always holds. Where 

=( 1, 2, …, m) and =( 1, 2, …, n) are the parameter vectors of the two learning 
models, R( ) and R( ) stand for the admissible spaces of  and  respectively, ≡ 
denotes the identical-equal relationship and | means “in the condition of”. 

It should be noted that the equivalent learning models we defined above are 
equivalent in that they can approximate the same input-output relationships such that 
the learning process based on them will produce equivalent estimations of parameters. 
From this point of view, y=g(x, ) and y=h(x, ) are equivalent because if we can 
learn  on a given training set by using y=g(x, ) as the learning model, we can also 
learn the almost same  from the same training set by using y=h(x, ) as the learning 
model and then applying the mapping =v( ). This means that learning directly on the 
learning machine is not the unique option one can choose in order to learn the 
parameters, if the learning machine has equivalent learning models. Compared with 
direct learning, we call the learning based on its equivalent models as RPL. It is to 
say, if a learning machine is too hard to be learned but the learning process based on 
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one of its equivalent models is much easier, we prefer to learn indirectly and 
equivalently on the latter. 

Obviously, the relationship between the two models, y=g(x, ) and y=h(x, ), is an 
equivalence relationship if they are equivalent learning models, that is, the 
relationship is reflexive, transitive and symmetric ([14]). Thus, the learning machine 
itself is one of its equivalent learning models, that is, the conventional direct learning 
process, or learning directly on the original model, is just a special case of RPL. 

However, for a given learning machine, is there any equivalent learning models on 
which the learning is much easier and more probable to obtain good solutions? It is a 
common idea that we usually try to divide a problem into several sub-problems if it is 
too complicated to solve directly. By dividing a problem and solving the sub-
problems separately, we can reduce the solution space and obtain the optimal solution 
much more easily. 

Definition 2: Equivalent Decomposition Model (EDM). A model y=h(x, ) is defined 
as an EDM of the given learning machine y=g(x, ), if it is equivalent to y=g(x, ) and 
can be reformulated as below. 

{ 1 1

2 2

( , , ) 0
( , , ) 0

h y
h y

=
=

x
x

 (2) 

where 1=( 1, 2, …, k), 2=( k+1, k+2, …, m), k<m , = 1⊕ 2,and ⊕ denotes the 
direct sum operator of two vectors.  

It is obvious that if y=h(x, ) can be rewritten as (2), we can learn 1 and 2 
separately. However, dose there always exist EDM for any given learning machine 
and how can we get EDM for a given learning machine? According to the differential 
equation theory we know that the general solution of a given n-th order ordinary 
differential equation (ODE) is a function with n independent free parameters, and that 
for any analytic function with n independent parameters there always exists an n-th 
order ODE whose general solution can be formularized as a function with n free 
parameters ([5]). It enlightens us that we can derive the EDM of a given SISO 
learning machine by using ODE.  

Suppose we have a learning machine y=g(x, )=g(x, 1, 2, …, k,…, m), and we 
want to derive a EDM such that we can learn 1=( 1, 2, …, k) and 2=( k+1, k+2, …, 

m) separately. One feasible way is to derive derivative of y=g(x, ) till the k-th order 
(see formula (3)). Then eliminated 1 from equations (3), we will get an equation 
which is formularized as formula (4). Combine formula (4) and the original model, 
we have finally got a EDM of y=g(x, ) which can be formularized as equations (5), 
where 1 2, ,...,k k mθ θ θ+ +  stand for the optimal solutions of 1 2, ,...,k k mθ θ θ+ + , which is 

learned by using the equation (5-a) as the learning model. That is to say, in order to 
learn the parameters of y=g(x, ), we can first learn 1 2, ,...,k k mθ θ θ+ +  by using the 

equation (5-a) as the learning model, and then learn the rest parameters by using the 
equation (5-b) as the learning model under the condition that 1 2, ,...,k k mθ θ θ+ +  take the 

values of the optimal solution we have obtained.  
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Fig. 2. While in conventional learning scheme, all the parameters are learned by using the 
original model directly as the learning model, in RPL scheme, the derivative information is first 
obtained through numerical differentiation, then a subset of parameters, k+1, k+2, …, m, are 
learned by using EDM(1), i.e. equation(5-a), as the learning model, and the rest parameters are 
learned by using EDM(2), or equation(5-b), as learning model under the condition that k+1, 

k+2, …, m take the values of the optimal solution we have obtained  

The EDM of a model is not unique, actually if derived by ODE, there are at least 
2m EDMs for a given machine with m parameters, which means that it is a 
combination problem to get the simplest EDM of a given learning machine. But 
fortunately, we needn’t do this frequently, because most learning machines shared a 
few structures, and once when we get the simplest EDM for a given structure, 
anytime afterwards when we employ a learning machine with that structure in 
application we can learn the parameters immediately by using the simplest EDM of 
that structure without bothering to derive it again. The basic principal of RPL is 
demonstrated in Fig.2. 

By ODE, we have provided not only an existence proof of RPL scheme, but also a 
feasible way to do so. However, it should be noted that the EDM has become a 
generalized function since it involves differentiation operations. In fact, the nature of 
RPL is to extract as much as possible information of the learning machine and 
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observed data to make the learning process easier. And by ODE, we are in fact adding 
the derivative information to make the learning process easier. 

3   Case Study: Applying RPL to APEM 

In this section we apply RPL to a class of learning models called APEM. Some 
computation issues are discussed in the second subsection and numerical studies are 
provided in the final subsection.   

3.1   Learning APEM 

We call a simple type of learning models formularized as (6), Additive Exponential 
Models (AEM), and any model that can be rewritten as AEM (see (7)) is called 
Additive Pseudo-Exponential Models (APEM).   

1

1 1 0
( , ) ( , ) exp{ }i

pm m j
i i i ij ii i j

xy P x f x x θθ β−

= = =
= =

 ,
 (6) 

1
( ) ( ( ), ) ( ( ), )

m
i i ii

t y P s x f s x θ
=

=
 ,

 (7) 

where ( , )i iP x  is a polynomial and ( , )if x θ is an exponential function, t(·) and s(·) 

stands for two specific transformation. 
Obviously, AEM can be seen as the general solution of the ODE below. 

( ) ( 1)
1 1 0... ' 0M M

My a y a y a y−−+ + + + = , (8) 

where 
1

m

ii
M p

=
= ,and {ai} are the coefficients of the characteristic polynomial of 

ODE(8), which can be formularized as (9) : 

1
1 011

( ) ( ) ...i
m p M M

i Mi
a a aϕ λ λ θ λ λ λ−

−=
= − = + + + +∏ .

 (9) 

In other words, the characteristic equation of ODE (8) is: ( )=0.  
Note that the parameters {ai} in equation (8) are all independent of { ij}, in fact, 

each ai is a function of { i}, thus, actually we now have got a EDM for AEM, which 
can be formularized as below. 

( ) ( 1)
1 1 0

1

... ' 0

( , ) ( , | )

M M
M

m
i i i i ii

y a y a y a y

y P x f x θ θ θ
−−

=

+ + + + =
= =

 ,

 (10-a) 

(10-b) 

where { }iθ  are the roots of the algebraic equation ( )=0 under the condition that 

{ }ja take values of the optimal solution learned by using equation (10-a) as the 

learning model. 



262 S.-H. Yang and B.-G. Hu 

It is amazing that we have got a totally linear EDM (see (10)) for the nonlinear 
AEM (see (7)). Based on (10) we can establish an algorithm of learning all the 
parameters of AEM linearly, which is described as Algorithm (I).  

 

Algorithm (I) 
Step1: Learn {aj} by using (10-a) as the learning model; 
Step2: Solve the algebraic equation: ( )=0; 
Step3: Learn { i} by using (10-b) as the learning model.. 

 
In fact, both equations in (10) can be written compactly as linear vector equations: 

X =b, thus the solutions of Step 1 and Step 3 in Algorithm (I) can be determined 
analytically (usually realized by linear least-square, LLS). Fig. 3 shows the flow chart 
of Algorithm (I). 

The parameters of the more generalized APEM model can also be learned by 
Algorithm (I), but we need to apply the transformation t(·) and s(·) to the data set at 
first, then it is quite natural to adopt Algorithm (I) to learn APEM since the relation 
between u= t(y) and v= s(x) can be described as AEM. 

Finally, it’s worth mentioning that Algorithm (I) is also possible to be extended for 
MISO (multi-input-single-output) tasks, but in that case, it should be described in 
tensor representation. 

3.2   Several Computation Issues 

3.2.1   Over-Determined Linear Equations 
Finding the vector  that satisfying equation X =b, given the data matrix X and 
supervisor vector b, is the linear inverse problem associated to X =b ([3], [8]). In 
general, it is ill-posed, i.e., the solution either not exists, is not unique or stable. 
Usually, the existence and uniqueness of the solution can be restored by introducing 
the Moore-Penrose generalized inverse of X, which is denoted as X† and defined by 
Penrose equations ([3], [8]). And the solution of X =b can be formularized as = X†b. 
However, this solution is usually not stable, or, it doesn’t depend continuously on the 
training data. So, it is still an ill-posed problem. One possible way to get a stable 
solution is to replace X =b with the following convex problem ([3][7][8][9]). 

( )2 2arg min || || || ||μ= +α α − αX b
.
 (11) 

And for >0, we can get a unique stable solution given by 

( ) 1
T TIλ μ

−
= +α X X X b

.
 (12) 

Formula (12) is well known as the Tikhonov regularization method of linear 
inverse problem, in regression analysis it is similar to the ridge regression methods. 
However, another problem of how to choose the regularization parameter  arises.  

It should be noted that: 1). in learning tasks, the number of training examples is 
usually larger than the dimensionality of an example, so X =b is often over-
determined; and 2). the Moore-Penrose generalized solution = X†b is the unique 
minimum-norm least-squares solution of X =b, that is, it can minimize the training 
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error, and it has the minimum norm among all the least-square solutions, and it is 
unique. According to computation learning theory, the norm of the weights is usually 
associated with the confidence interval, thus, the smallest norm least-square solution 
may also mean a solution having the best generalization performance ([13]). 

Numerical differentiation: estimating {y(k), k=1,2,…M}

LLS: Learn {aj} by using (10-a) as learning model

Solving algebraic equation           to obtain 

LLS: Learn {ßi} by using  (10-b) as learning model

( ) 0ϕ λ = { }iθ

 

Fig. 3. Flowchart of Algorithm (I) 

3.2.2   Differentiation of Noisy Data 
To implement the Step1 of Algorithm (I), we need to obtain {y(k)} first. In general, the 
only way of getting the derivative of y is numerical differentiation of observed data 
since the exact y=f(x) is unknown. Again this is an ill-posed problem due to the noise 
in the observed data ([3], [8], [9]), i.e., instead of the exact f(x) we only observed a 
noisy one, f (x). In the worst case, the noise is not differentiable so that one cannot 
even compute a derivative. Or if it is possible to get a derivative, the error can be 
arbitrarily large even when the noise is arbitrarily small. 

One way to solve this problem is again the famous Tikhonov regularization 
methods, which in this case is equivalent to the following functional minimization 
problem: 

( )2 2min ( ) ( ')f f dx df dxσ μ− +
.
 (13) 

In a very simple case, the error bound of the derivative is of order σ  ([3],[9]), 
where  (usually <<1) is the norm of the data error. This means the noise in 
derivative is much larger than that in the data, and, the higher the order of the 
derivative is, the larger the noise will be. Besides, in this paper, in order to get a 
reasonable estimation of {y(k)}, we need to further assume that the observed data is 
neither too sparse nor too skew.  

3.3   Numerical Studies of Learning APEM by RPL 

In this subsection, numerical experiments on APEM are demonstrated to evaluate the 
proposed RPL methods in comparing with the conventional Gradient-Decent (GD) 
based methods. All the simulations are carried out in MATLAB7.0 environment 
running on a Pentium 4 2.4GHz CPU. Note that all the experiments are just simple 
demos of RPL since APEM is neither popular nor powerful as a learning machine, 
further numeric studies will be available when we finish deriving the simplest EDM 
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of other learning machine structures, such as sigmoid, Gaussian RBF and so on, 
which will be included in our future work. For simplicity, the APEM we used in our 
experiments is in the following expression, which we called an ‘APEM (m, p) model’:   

1

1 0
( ) [ ( )] exp{ ( )}

pm j
ij ii j

xt y s x sθβ−

= =
=

 .
 (14) 

Example 1: Identifying second-order Linear Control Systems 
The unit step response of a second-order linear control system, whose transfer 
function is G(s)= 2/(s2+2 s+ 2) (where 0< <1) ,can be formularized as below: 

2

1
( ) 1 sin( )

1
t

dy t e tςω ω α
ς

−= − +
−

, (15) 

where 1 2 2tan ( 1 / ), sin 1dα ς ς ω ω α ω ς−= − = = − , and we set the damping ratio 

=0.35 and the nature frequency =1 in our experiments.  
To fit the step response, or to identify  and  based on the step response, is a very 

important problem in control engineering. In this example we apply RPL to such a 
task and investigate the performance of RPL in compared with GD based learning.  

Note that equation (15) can be rewritten as an APEM(2,1): 

1-y(t)= 1exp( 1t)+ 2exp( 2t) , (16) 

where 1=0.5+0.5i•tan-1( ), 1=- cos( )+i• sin( ), 2=conj( 1), 2=conj( 1), i 
denotes the imaginary unit, and conj is the conjugate operator. Thus, Algorithm (I) 
can be employed to estimated 1 and 1, and  and  are obtained by the following 
equations: 

=|imag( 1)|/| 1| , =-real( 1)/  , (17) 

where imag(z) and real(z) denote the imaginary part and real part of the complex 
variable z respectively. 

The effective of RPL is evaluated in compared with GD-based method on the data 
set sampled with t=0.1. In the first simulation, the data is pure, i.e., no data noise is 
involved, while a additive sine noise is considered in the second simulation. The 
results of the simulations are demonstrated in Table 1 and Fig 4, from which we can 
get the following conclusions:  

— The GD-based method is dependent on the initialization of the simulation, 
occasionally it can be trapped into a local minima and get a very bad solution; in 
contrast, the solution of RPL is far more stable, in fact, the RPL method is totally 
deterministic, i.e., it will always obtain the unique optimum solution from its 
sight. 
— The computation cost of RPL is much lower than that of GD-based method, 
since its solution can be analytically determined. 
— The estimation error of RPL solution is much smaller than that of GD-based 
method when the data is pure. 
— The RPL method is extremely susceptible to data noise. 
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Table 1. Comparison of RPL and GD based learning in identifying a sencond-order linear 
control system 

Setup Methods RMSE Time  
(sec) 

Parameter Estimation  
Error(relative) 

GD based 0.0066 0.92 Err_ =6.4%, Err_ =7.4%  

No noise, 
and =0 RPL (m=2,p=1) 0.000081 0.0016 Err_ =0.15%, Err_ =0.19% 

GD based 0.010 1.2 Err_ =17%, Err_ =19% With noise 
0.05sin( t), 
and =0.001 RPL (m=2,p=1) 0.017 0.0015 Err_ =20%, Err_ =25% 
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Fig. 4. RPL in identifying a second-order linear control system: (a) the observed data is pure, 
i.e., no noise is involved in. (b) The observed data is polluted by an additive sine noise 
n(t)=0.05sin( t/2). In both simulations, the RPL prediction (dots) is almost coincident with the 
true function (pure data). 

Example 2: Approximation Nonlinear Functions 
In this example, we investigate the performance of RPL in approximating nonlinear 
functions and the function below is taken as an example:  

x(t)=sin( t)/t, where  t∈[-4,4] . (18) 

Note that the above function x(t) cannot be rewritten as an APEM with finite m, 
since its Fourier expansion has infinite exponential terms. For this example, we 
employ an APEM(2, 3)(m=2, p=3, see equation(14)), an APEM(4, 1), an APEM(4, 2) 
and an APEM(4, 3) in four simulations respectively, and demonstrate the results  in 
Fig. 5, from which we can get the following conclusions: 

— Though APEM model is not a good enough learning machine, it is still possible 
to get reasonable solutions through RPL scheme when APEM is adopted to 
learning tasks. 
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Fig. 5. RPL in approximating the nonlinear functions, x(t)=sin( t)/t, training data is sampled 
with a step t=0.1. In simulation (a), an APEM(2,3) is adopted, in (b), an APEM(4,1) is 
adopted, in (c) an APEM(4,2) and in (d),an APEM(4,3) is adopted. 

— Like other machine learning method, RPL method can get a good solution only 
when a proper learning machine is designed. In other words, RPL is just a method 
to learning parameters, it has nothing to do with model selection, thus, to get a 
reasonable learning result, one should choose a suitable learning machine first. 

4   Conclusion 

The main goal of learning is to infer a function from a finite set of examples, which is 
equivalent to parameter identification when the structure of the learning machine has 
been designed. In conventional learning, the parameters are usually learned directly on 
the learning models, and nonlinear programming or other optimization tools are 
therefore adopted to obtain a solution, which leads to many demerits. Different from 
the conventional scheme, the proposed RPL scheme learn all the parameters on an 
equivalent reformulated model, and the former is only a special case of RPL, but is 
probably not the optimal one because the original learning machine is probably not the 
simplest model in its equivalence class. The EDMs of APEM is totally linear and thus 
all the parameters can be analytically determined. EDM of other learning machine may 
be nonlinear, but there exists a simplest one among all those EDM’s, thus learning on 
the simplest EDM may be always a better choice. Our future work will mainly focus 
on exploring the robustness of RPL to data noise and deriving simplest EDMs for other 
learning machines such as sigmoid models Gaussian models and so on. 
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Abstract. Feature extraction plays an important part in pattern recognition 
(PR), data mining, machine learning et al. In this paper, a novel supervised 
feature extraction algorithm based on continuous divergence criterion (CDC) is 
set up. Firstly, the concept of the CDC is given, and some properties of the 
CDC are studied, and proved that CDC here is a kind of distance measure, i.e. it 
satisfies three requests of distance axiomatization, which can be used to 
measure the difference degree of a two-class problem. Secondly, based on 
CDC, the basic principle of supervised feature extraction are studied, a new 
concept of accumulated information rate (AIR) is given, which can be used to 
measure the degree of feature compression for two-class, and a new supervised 
feature extraction algorithm is constructed. At last, the experimental results 
demonstrate that the algorithm here is valid and reliable. 

1   Introduction 

Pattern recognition (PR) is the scientific discipline whose goal is the classification of 
objects into a number of categories or classes. We know that the procedure of a PR 
system includes four stsges, that is information acquisition, feature extraction and 
selection, classifier design and system evaluation [1, 2]. In all 4 stages, the feature 
extraction or selection plays an important part in the PR system. A major problem 
associated with the PR is the so called curse of dimensionality. The number of 
features at the disposal of the designer of a PR system is usually very large. There is 
more than one reason for the necessity to reduce the number of features to a sufficient 
minimum. Computational complexity is the obvious one. A related reason is that 
although two features may carry good classification information when treated 
separately, there is little gain if they are combined together in a feature vector, because 
of a high mutual correlation. Thus, complexity increases without much gain. Another 
major reason is that imposed by the required generalization properties of the classifier. 
Generally speaking, the higher the ratio of the number of training patterns N to the 
number of free classifier parameters, the better the generalization properties of the 
resulting classifier. A large number of features is directly translated into a large 
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number of classifier parameters, e.g., synaptic weights in a neural network, weights in 
a linear classifier. Thus, for a finite and usually limited number N of training patterns, 
keeping the number features as small as possible is in line with our desire to design 
classifiers with good generalization capabilities. One might expect that the inclusion 
of increasing numbers of features would increase the likelihood of including enough 
information to separate the class volumes. Unfortunately, this is not true if the size of 
the training data set does not also increase rapidly with each additional feature 
included[3,4]. In order to choose a subset of the original features by reducing 
irrelevant and redundant, many feature selection algorithms have been studied. The 
literature contains several studies on feature selection for unsupervised learning in 
which the objective is to search for a subset of features that best uncovers “natural” 
groupings (clusters) from data according to some criterion. For example, principal 
components analysis (PCA) is an unsupervised feature extraction method that has 
been successfully applied in the area of face recognition, feature extraction and 
feature analysis. But PCA method is effective to deal with the small size and high-
dimensional problems, and gets the extensive application in Eigenface and feature 
extraction. In high-dimensional cases, it is very difficult to compute the principal 
components directly. Fortunately, the algorithm of Eigenfaces artfully avoids this 
difficulty by virtue of the singular decomposition technique. Thus, the problem of 
calculating the eigenvectors of the total covariance matrix, a high-dimensional matrix, 
is transformed into a problem of calculating the eigenvectors of a much lower 
dimensional matrix[5-7]. Partial least squares (PLS) regession is introduced for 
information feature compression, which is proven to be more advantages than 
principal component analysis (PCA), in its simplicity, robustness,and clearly 
qualitative explanation. It is powerful for multicollinearity, particularly when the 
number of predictor variables is large and the sample size is small. Meanwhile the 
information of data matrix X is compressed while considering maximum correlation 
with objctive matrix Y[8,9]. Some authors make use of the concept of Shannon 
information theory[10], and propose two new concepts of possibility information 
function (PIF) and possibility information entropy (PIE), and improve the algorithm 
of PCA called IPCA. Comparing PCA with IPCA, we find that IPCA is efficient, and 
the principal components by IPCA contain more information than that by PCA. 

In this paper, the authors are going on studying supervised feature extraction 
problem based on continuous divergence criterion (CDC). In second 2, we study and 
discuss the continuous divergence criterion (CDC), including some new concepts and 
some properties. In section 3, we give some principles of supervised feature extraction 
based on CDC, and a new supervised feature extraction algorithm is designed. 

2   Continuous Divergence Criterion 

Given two classes 1ω , 2ω , and a feature vector x, we select 1ω  if 

)|()|( 21 xPxP ωω >  (1) 

The classification error probability depends on the difference between )|( 1 xP ω  and 

)|( 2 xP ω . Hence, the ratio )|()|( 21 xPxP ωω  can convey useful information 

concerning the discriminatory capabilities associated with an adopted feature vector x , 
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with respect to the two classes 1ω , 2ω .  In the sequel, we assume that the priori 

probabilities, )( 1ωP , )( 2ωP , are known. This is a very reasonable assumption, because 

even if they are not known, they can easily be estimated from the available training 
feature vectors. Indeed, if N  is the total number of available training patterns, and 

21 , NN  of them belong to 1ω and 2ω , respectively, then 

,)( 11 NNP ≈ω NNP 22)( ≈ω . The other statistical quantities assumed to be 

known are the class-conditional probability density functions )|(),|( 21 ωω xpxp , 

describing the distribution of the feature vectors in each of the classes. Then the log-
likelihood function is defined as 

)|(

)|(
log)(

2

1
12 ω

ω
xp

xp
xD =  (2) 

This can be used as a measure of the separability information of class 1ω  with 

respect to 2ω . Clearly, for completely overlapped classes we get 0)(12 =xD . Since 

x  takes different values, it is natural to consider the average value over class 1ω , the 

average separability information (ASI) is defined as follows. 

Definition 1. Let X  be a continuous random variable with two probability density 
functions )|(),|( 21 ωω xpxp , the ASI is defined by 

[ ] ===
xx
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1
11211212 ω

ω
ωω  (3) 

where E  denotes mathematical expectation.  
It is not difficult to see that 12D , i.e. ASI is always non-negative and is zero if and 

only if )|()|( 21 ωω xpxp = . However, it is not a true distance distribution, since it is 

not symmetric and does not satisfy the triangle inequality. Nonetheless, it is often 
useful to think of ASI as a separability measure for class 1ω .  Similar arguments hold 

for class 2ω  and we define 

[ ] ===
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In order to make ASI true distance measure between distributions for the classes 

1ω and 2ω , with respect to the adopted feature vector x , the definition of ASI is 

improved as follows. 

Definition 2. Suppose that 12D , 21D  are defined by the formulae (3) and (4), then the 

sum 

−=+=
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1
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is known as continuous divergence criterion (CDC).  
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The value of CDC can be used as a separability measure for the classes 1ω , 2ω  

with probability density functions )|(),|( 21 ωω xpxp , with respect to the adopted 

feature vector x . About the CDC, we give the following Theorem. 

Theorem 1. The CDC, i.e. )2,1(S  satisfies the following  basic properties: 

( ) Non-negativity: 0)2,1( ≥S , 0)2,1( =S  if and only if )|()|( 21 ωω xpxp = ; 

( ) Symmetry: )1,2()2,1( SS = ; 

( ) Triangle inequation:  Suppose that class 3ω  is another class with the class-

conditional probability density function )|( 3ωxp , with respect to the adopted feature 

vector x , describing the distribution of the feature vectors in class 3ω , then  

)2,3()3,1()2,1( SSS +≤  (6) 

Proof. according to the definition of ASI, the properties ( ) and ( ) are right 
obviously. Now we prove the property ( ) as follows.  

Based on the formulae (2), (3) and (4), we have 
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which is the triangle inequation. 
Therefore, the CDC is a true distance measure, which can be used to measure the 

degree of variation between two random variables. We think of CDC as separability 
criterion of the classes for information feature extraction. We can see that the smaller 
the value of CDC, the smaller the difference of two groups of data. In particular, 
when the value of CDC is zero, the two groups of data are same completely, namely 
there is no difference at this time. For information feature extraction, under the 
condition of the given reduction dimensionality denoted by d , we should select 
d characteristics, and make the value of CDC incline toward biggest.  

For a multi-class problem, the value of CDC is computed for every class pair 

iω , jω  as follows 
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and the average CDC can be computed by 

=
i j

ji jiSPPd ),()()( ωω  (8) 

It can be used to be separability criterion of the multi-class problem for infor-
mation feature extraction. 

Assume now that the density functions are Gaussians ),( iiN μ and ),( jjN μ , 

respectively, the computation of the ASI is simplified as follows. 
As 
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So, the value of CDC for two-class is 
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According to formula (9), if the covariance matrices of the two Gaussian distribu- 
tions are equal, i.e. == ji , then the value of CDC is simplified to 

[ ]))((
2

1 1 ′−−= −
jijiij trD μμμμ )()(

2

1 1
jiji μμμμ −′−= −  (11) 

Put the formula (11) into the formula (10), we get 

)()(),( 1
jijijiS μμμμ −′−= −  (12) 



 Supervised Feature Extraction Algorithm Based on Continuous Divergence Criterion 273 

For one-dimension case, the value of CDC is further simplified to 

2

2)(
),(

σ

μμ ji
jiS

−
= . (13) 

3   Supervised Feature Extraction Algorithm Based on CDC 

3.1   Principle 

Suppose the relation of n -dimensionality original feature vector x and d - 
dimensionality transform vector, 2nd feature vector, y  is 

xWy ′=  (14) 

where W being dn ×  transform matrix, and nd ≤ , so W being dn × compression  
matrix. Assume now that the density functions are Gaussians ),( iiN μ and 

),( jjN μ , respectively, then after transform (14), the CDC can express as follows. 

        ]})()[({
2

1
)( 1

2
1

1
−− ′+′′= WWWWMWWTrWJ D  

              ]2)()[(
2

1
122

1
1 EWWWWWWWWTr −′′′+′′+ −  (15) 

where ))(( 2121 ′−−= μμμμM . 

(1) When == 21 , 21 μμ ≠ ,  the formula (15) can be changed as 

              ])[()( 1 MWWWWTrWJ D ′′= −  (16) 

let 0)( =∂∂ WWJ D , we can get 

              0)( 1 =′′− − MWWWWWMW  (17) 

Suppose eigenvalue matrix and eigenvector matrix of the matrix MWWWW ′′ −1)(  

are Λ and U respectively, that is Λ=′′ − UMWUWWW 1)( , so the formula (17) is 

              Λ=− WUMWU1  (18) 

let WUV = , i.e. 1−= VUW , then we can get a conclusion that V is an eigenvector 

matrix of M1− , and Λ  is a digonal eigenvalue matrix of M1− . According to the 
formula (18), )(WJ D  is simplified as 

             )()()( 1 Λ== − TrMTrWJ D  (19) 

so the optimal feature extraction matrix, W , is composed of  eigenvectors of M1− . 

As the rank of M  is one, i.e. 1)( =MR , so the matrix M1−  has only one nonzero 
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eigenvalue λ , therefore optimum transform W  is an eigenvector ξ  of M1−  

corresponding to the nonzero eigenvalue  λ , i.e. 

             λξξμμμμ =′−−− ))(( 2121
1  (20) 

let ξμμλ )( 21 ′−= , then 

             )( 21
1 μμξ −== −W  (21) 

(2) When 21 ≠ , 21 μμ = ,  the formula (15) can be simplified  as 

        ]2)()()()[(
2

1
)( 1

1
22

1
1 EWWWWWWWWTrWJ D −′′+′′= −−  (22) 

let 0)( =∂∂ WWJ D , we can get 

              
0)()]()(

)())][(()([
1

12
1

1

1
1

21
1

221

=′⋅′′−

′′′′−
−−

−−

WWWWWW

WWWWWWWWWW
 (23) 

so 

              0)()( 1
1

21
1

2 =′′− −− WWWWWW  (24) 

suppose the digonal eigenvalue matrix of )()( 1
1

2 WWWW ′′ −  is Λ , and 

eigenvector matrix is U , i.e. 

              Λ=′′ − UUWWWW )()( 1
1

2  (25) 

put the formula (25) into the formula (24), we can get 

              Λ=− WUWU1
1

2  (26) 

This shows that WUV = is an eigenvector matrix of 1
1

2
− , and Λ  is a digonal 

eigenvalue matrix of 1
1

2
− .  So the formula (22) is simplified as 

]2)[(
2

1
)( 111 EUUUUTrWJ D −Λ+Λ= −−−  

=

−− −+=−Λ+Λ=
d

i
iiETr

1

11 )2(
2

1
]2[

2

1 λλ  (27) 

where iλ  is eigenvalues of matrix 1
1

2
− . 

So for given nd ≤ , in order to make max)( →WJ D , the transform matrix W  is 

composed of d  eigenvectors of matrix 1
1

2
− , which is corresponded to d  

eigenvalues, satisfied following inequality. 
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111
22

1
11

−−−− +≥≥+≥≥+≥+ nndd λλλλλλλλ  (28) 

the total sum of eigenvalues above is denoted by 
=

−+=
n

k
kknV

1

1 )( λλ , and so 

=

−+=
d

k
kkdV

1

1 )( λλ , and then the accumulated information rale (AIR) is defined as  

AIR=
n

d

V

V
 (29) 

the value of AIR can be used to measure the degree of information compression. 
Generally speaking, so long as AIR %80≥ or bigger, we can reach the purpose of 
feature extraction.  

If %80≥iV , we may select d eigenvectors duuu ,,, 21  corresponding to the first 

d eigenvalues satisfied with the formula (28), and then we may construct the 
information extraction matrix ),,,( 21 duuuW = .  

3.2   Algorithm 

According to the basic principle above, a new supervised feature extraction algorithm 
based on CDC is derived as follows. 

Step 1: Compute covariance matrixes 21 ,  for two-class known samples. 

suppose there are two-class samples denoted by )2()1( , XX . 

Step 2: Compute eigenvalues of matrix 1
1

2
−  and corresponding eigenvectors 

according to Jacobi method. 
Step 3: Construct feature extraction matrix W  based on the formule (28) and (29).  

Step 4: Make transformation )()( ii XTY ′= )2,1( =i , and the purpose to compress 

the data information is attained. 

4   Example Analysis 

Suppose that there are data vector ),,,( 621 ′= xxxx  composed of 6 features, and 

the original measured data is listed in table 1 and table 2. 
Applied DPS data processing system, we can get all eigenvalues and corresponding 

to eigenvectors of matrix 2
1

1
− , according to algorithm set up above, the optimum 

feature extraction matrix 26×W  is attained, and so the results of )2()1( , XX  are 

=
421.1408.1408.1431.1419.1443.1380.1408.1335.1329.1

233.0594.1324.1988.1875.0657.1518.1374.1588.0029.2)1(Y  
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=
4006.15146.14562.15051.15465.12442.12902.1

3111.11833.12249.12693.12765.12575.12139.1)2(Y  

while AIR=93.8504%, that is to say, when 2=d , the information content contained 
by Y  can reach 93.8504% of the total information content of X  after being 
compression. 

Table 1. The 1st  class data )1(X  

features 
No. 

1x  2x  3x  4x  5x  6x  

1 1.170� 0.060� 5.000� 163 6.50� 8.10�
2 0.680� 0.078� 7.000� 93 8.10� 8.10�
3 1.010� 0.071� 11.000 83 7.70� 8.10�
4 1.090� 0.073� 17.000 115 6.90� 8.10�
5 0.964� 0.057� 7.750� 112 4.43� 8.40�
6 0.415� 0.038� 4.400� 101 4.30� 8.50�
7 1.346� 0.079� 9.000� 133 9.10� 8.45�
8 1.108� 0.081� 8.200� 99 14.80 8.40�
9 0.995� 0.059� 4.800� 77 6.70� 8.00�

10 0.842� 0.120� 11.500 66.5 3.42� 8.35�

Table 2. The 2nd  class data )2(X  

features 
No. 

1x  2x  3x  4x  5x  6x  

1 0.740� 0.056� 6� 165 6.50� 8.20�
2 0.660� 0.037� 5� 138 10.70 7.80�
3 0.770� 0.055� 3� 95 8.80� 9.10�
4 0.820� 0.057� 18� 72 4.80� 8.50�
5 0.496� 0.030� 4.8� 107 2.77� 8.60�
6 0.650� 0.045� 6� 52 4.30� 8.50�

10 0.842� 0.120� 11.5� 66.5 3.42� 8.35�

5   Conclusions 

From information theory, we study and discuss the supervised feature extraction 
problem in this paper, and come to a conclusion that the concept of CDC has given 
and proved that it is a kind of distance measure, based on CDC, we have studied the 
principle of supervised feature extraction, and constructed a new feature extraction 
algorithm.  
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Abstract. One of the powerful classifiers is Support Vector Machine (SVM), 
which has been successfully applied to many fields. Despite its remarkable 
achievement, SVM is time-consuming in many situations where the data 
distribution is unknown, causing it to spend much time on selecting a suitable 
kernel and setting parameters. Previous studies proposed understanding the data 
distribution before classification would assist the classification. In this paper, 
we exquisitely combined with clustering and classification to develop a novel 
classifier, Clustering-Launched Classification (CLC), which only needs one 
parameter. CLC employs clustering to group data to characterize the features of 
the data and then adopts the one-against-the-rest and nearest-neighbor to find 
the support vectors. In our experiments, CLC is compared with two well-known 
SVM tools: LIBSVM and mySVM. The accuracy of CLC is comparable to 
LIBSVM and mySVM. Furthermore, CLC is insensitive to parameter, while the 
SVM is sensitive, showing CLC is easier to use. 

1   Introduction 

Classification is one of the most fundamental data mining tasks [1-3]. Examples of 
classification applications include pattern recognition, bio-informatics, and fault 
detection in industry applications and so on [4-6]. Some useful tools have been 
employed for classification. Among them, one of the tools with the most potential for 
classification is the Support Vector Machine (SVM) [7], which has already been 
successfully applied to a wide variety of fields such as signal de-noising [8], bio-
informatics [9], intrusion detection [10], face recognition [11], credit card fraud 
detection [12, 13] and more.  

SVM developed by V.N. Vapnik [7] is a supervised machine learning technique 
based on the generalized portrait algorithm. SVM can generate classification function 
from a set of training data with complex distribution. SVM can precisely map the 
non-separable data into a higher-dimensional feature space and define a separating 
hyper-plane, called the optimal hyper-plane that maximizes the margin. Based on the 
data, SVM can find some parts of the training set as the support vectors and then 

                                                           
* Corresponding author. 
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assign the data into well-defined classes [7]. SVM has high accuracy of classified 
results; however, SVM is time-consuming in many situations where the distribution 
of the data is unknown [5, 6]. This is because that one might spend much time on 
finding a suitable kernel and setting its related parameters for good classification 
accuracy [9, 10, 19]. In addition, SVM is difficult to understand for those without 
good background of mathematics or machine learning, resulting in poor interpretation 
in the results and failure to make the best use of SVM. 

As previous literature proposed [1, 2, 13], understanding the distribution of the 
data prior to classifying and then using or developing suitable classifiers would help 
increase the accuracy of classification. To improve the problems described in the last 
paragraph, in this paper, we develop an integrated classifier which combines 
clustering with classification. This novel classifier is called Clustering-Launched 
Classification (CLC), which possesses of high accuracy, is easy to use and only needs 
one parameter. We firstly employ Divisive Hierarchical K-means algorithm (DHK) 
[14] to cluster the data into several groups to characterize the features of the data. 
Clustering techniques can group a set of data to many clusters in line with different 
features. The data which are grouped into the same cluster have maximum similarity 
[14-16]. Hence, the distribution of the data in each group can be clarified. 
Sequentially, in order to classify the data, we adopt the concept of the SVM to find 
the support vectors by using one-against-the-rest algorithm [17] and nearest-neighbor 
methods [18]. The data are substituted by support vectors; therefore, the performance 
of this method is effective. In the testing phase, we also adopt the nearest-neighbor to 
predict the class of a new instance. The results obtained by the proposed approach in 
this paper show that CLC can classify the data with high accuracy. 

2   Proposed Classifier: Clustering-Launched Classification (CLC) 

Consider a training vector set V= {v1, v2, v3, ..., vi,} and a training set R={< v1, t1>,  < 
v2, t2>, < v3, t3>, …, < vi, ti>}, where ti, i=1, 2, 3, …, n, is the class of each instance. 
Each training vector vi is k dimensional. The value of ti symbolizes the class of the 
corresponding vector. CLC is a two-class classifier; thus, the value of ti is set to be 
either -1 or +1, ti { 1, 1}∈ − + .  

The training set R is divided into two subsets, a negative subset R- and a positive 
subset R+, where R- = {<vi,ti>| ti = -1 and i = 1, 2, 3, …, n-}, R+ = {<vi,ti>| ti = +1 and i 
= 1, 2, 3, …, n+}, and R-∪R+= R.  Likewise, we define V - and V+ in R- and R+. Give 
two vectors vi and vj. Let sim(vi,vj) represent the similarity value between vi and vj. 
The larger the similarity value, the more similar the two vectors. 

The proposed classifier contains two phases: the training and the testing phases. 
The two phases are separately described as follows. 

2.1   The Training Phase of CLC 

2.1.1   Clustering 
The original DHK regards the training set R as a group, which will be divided into 
smaller groups until the total number of groups set by user.  
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In this phase, CLC uses DHK to divide the training set R into a number of groups, 
G= {g1, g2, g3, ..., gi}, where i=1, 2, 3, …, n. The groups G is divided into two 
subsets, a negative subset g- and a positive subset g+, where g-

i∪g+
i= gi, g

-
i ∈ R-, and 

g+
i ∈ R+. CLC terminates clustering when max(||g+

i||/||gi||, ||g-
i||/||gi||) ≥  d. d is the 

parameter set by user. In our experiments, a suitable value of d is 0.9.  
After clustering, gi consists of majority and minority. CLC eliminate the minority, 

because we regard the minority as noises. It means that the class ti of gi is the same. 

 V- V+ 

v+
s(1) 

v+
s(2) 

v+
s(3) 

.

. 

. 

v-
s(1) 

v-
s(2) 

v-
s(3) 

. 

. 

. 
v-

s(n-) 
v+

 s(n+)  

Fig. 1. The concept of support vectors 

2.1.2   Collection of Support Vectors 
CLC employs one-against-the-rest and nearest-neighbor to decide which support 
vector is. CLC selects a group gi as V+ and see the rest as V -. Then, CLC tries to 
identify the support vector from the training vector set V. When consider a vector v+

i 
∈ V+, for example, as Figure 1 shows, is an example of the support vectors in a two-
dimensional feature space. In this figure, gray circles and squares are support vectors. 
we can define the corresponding support vector v+

s(i) of v+
i as follows: v+

s(i) is the 
support vector of v+

i if and only if v-
s(i) belongs to V - and sim(v+

i,v
-
s(i)) is the maximum 

of sim(v+
i, v

-
j) for each v-

j ∈ V -.  
If we let V -

s be the support vector set in V -, then V -
s = {v-

s(1), v
-
s(2), v

-
s(3),…, v-

s(n-)}, 
where n- is the size of the negative training set.If there are two vectors v+

i and v+
p 

whose support vectors are the same, some overlap must exist in {v-
s(1), v

-
s(2), v

-
s(3),…, v-

s(n-)}. V -
s = {v-

s1, v-
s2, v-

s3,…, v-
sn-} after deleting the overlap. Here sn- means the 

number of support vectors in V –.  In the same way, CLC can find the support vector 
set V+

s in V+, with V+
s = {v+

s1, v+
s2, v+

s3,…, v+
sn+},  sn+ denoting the number of 

support vector in V+. The class ti of the training set R which in each group gi are the 
same, hence V+

s and V-
s are easy to obtain.  

2.2   The Testing Phase of CLC 

In the testing phase, consider an input vector u. Let max_sim-(u) stand for the 
maximum similarity value of sim(u,sv-

i) for all sv-
i in V –

s, and max_sim+(u) stand for 
the maximum similarity value of sim(vi,sv+

i) for all sv+
i in V+

s. If max_sim-(u) > 
max_sim+(u), u will belong to class -1; otherwise, u will belong to class +1.  
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3   Experimental Results and Discussion 

All experimental results in this paper were obtained from an IBM PC with an Intel 
Pentium IV 3.0 GHz CPU and 768 Mbytes RAM. We used Microsoft Visual C++ to 
develop the proposed classifier. To demonstrate the effectiveness of CLC, we 
performed experiments by using the published template datasets and compared the 
results with LIBSVM [19] and mySVM [20]. The comparison is based on 5-fold and 
10-fold cross validations. The experimental results are listed by accuracy rate, as 
shown in Table 1. In these experiments, parameter d is set to be 0.9. We define the 
accuracy rate as follows: 

accuracy rate (%) = (the number of correct separation in V) / R   (1) 

Four template datasets were tested in our experiments. The first is WDBC dataset 
which has 30 attributes and the size of instances is 569. The second is Diabetes 
dataset with 8 attributes and 768 instances. The third is Ionosphere dataset consisting 
of 34 attributes and 351 instances. The fourth is Sonar dataset which contains 60 
attributes and the size of instances is 208. All of the datasets can be found in UCI 
machine learning database [21].  

Table 1. The accuracy rate comparison of CLC, LIBSVM and mySVM 

Diabetes Ionosphere WDBC SonarDatasets 
 
Classifiers  5 fold 10 fold 5 fold 10 fold 5 fold 10 fold 5 fold 10 fold 

CLC 84.7% 85.7% 88.0% 89.4% 94.0 % 94.5% 88.8% 91.0%

LIBSVM 77.3% 77.2% 91.5% 92.0% 96.1% 96.5% 79.8% 79.3%

MySVM 76.8% 77.5% 94.9% 94.9% 98.1% 98.1% 85.1% 86.0%

We tried to find the best accuracy rates of LIBSVM and mySVM in the same 
experiment environment as would be used in CLC. We have tried linear, polynomial 
and radial kernel functions. The best results for both mySVM and LIBSVM were 
obtained using RBF kernel function, whose related parameter gamma was set from 
0.0001 to 100 and parameter C ranged from 0.01 to 10000. In each step, the next 
parameter value was set be 10 times larger than the previous one. In Table 1, we can 
find that the accuracy of CLC is comparable to LIBSVM and mySVM. For WDBC 
datasets, the accuracy of CLC is slightly less than LIBSVM and mySVM. Moreover, 
the accuracy of CLC was found to be better than that of LIBSVM and mySVM in 
Diabetes and Sonar datasets. Note also that while the accuracy of mySVM and 
LIBSVM were better than that of CLC in some situations, their accuracy could be 
worse than CLC’s if one chooses unsuitable parameters. 

CLC is insensitive to parameter setting. This is because the parameter d only 
influences on the clustering results but not on selecting support vectors and 
prediction. On the other hand, as has been shown in some previous studies, SVM is 
sensitive to parameter setting. Especially, the result is unacceptable when using some 
inappropriate parameters. In our experiments, the range of parameter d is varied from 
0.6 to 0.9, but the accuracy rate does not change dramatically. 
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4   Conclusions 

Previous scholars suggested that knowing the distribution of the data before 
classifying and then using or developing suitable classifiers would help improve the 
classification accuracy. Hence, we present a new integrated classifier: Clustering-
Launched Classification (CLC), which combines clustering with classification, to 
classify data conveniently and efficiently. The concept of CLC is much easier to be 
understood than SVM, which was derived from a complex statistical learning theory. 
CLC is also simpler to use, while SVM generally requires some kernels and their 
related parameters to be selected for getting better performance. Contrast to SVM, 
CLC needs only one parameter. Because the basic concept of CLC can be realized 
intuitively, it is not only much easier to use than SVM, but also can easy to redo. 

To demonstrate the effectiveness of CLC, we performed experiments by using four 
published template datasets and compared the results with LIBSVM and mySVM. 
Four template datasets, WDBC, Diabetes, Ionosphere, and Sonar, are applied in our 
experiments. All of the datasets can be found in UCI machine learning database. Our 
experimental results indicate that the accuracy of CLC is as good as LIBSVM and 
mySVM. Additionally, CLC is insensitive to parameter setting, but the others are 
sensitive, indicating CLC is a more easy-to-use tool for classification. This tool is 
freely available at http://163.17.136.185/CLC/CLC.htm. 
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Abstract. In the field of cluster analysis and data mining, fuzzy c-means algo-
rithm is one of effective methods, which has widely used in unsupervised pat-
tern classification. However, the above algorithm assumes that each feature of 
the samples plays a uniform contribution for cluster analysis. To consider the 
different contribution of each dimensional feature of the given samples to be 
classified, this paper presents a novel fuzzy c-means clustering algorithm based 
on feature weighted, in which the Variable Precision Rough-Fuzzy Sets is used 
to assign the weights to each feature. Due to the advantages of Rough Sets for 
feature reduction, we can obtain the better results than the traditional one, 
which enriches the theory of FCM-type algorithms. Then, we apply the pro-
posed method into video data to detect shot boundary in video indexing and 
browsing. The test experiment with UCI data and the video data from CCTV 
demonstrate the effectiveness of the novel algorithm. 

1   Introduction 

Cluster analysis is one of multivariate statistical analysis methods and one of impor-
tant branches of unsupervised pattern recognition [1], whose basic task is to partition 
an unlabelled sample set into several subsets so that the homogenous samples can be 
classified into same subset and inhomogenous samples can be classified into another 
subsets. So, cluster analysis can be used to quantificationally determine the relation-
ship of closeness among objects under studying and to realize the reasonable and 
valid classification and analysis. 

Fuzzy c-means algorithm [2] is one of effective and typical methods for fuzzy clus-
ter analysis of the categorical data, which has widely applied to various fields such as 
unsupervised pattern classification, computer vision and fuzzy intelligent control. In 
the traditional fuzzy c-means algorithm, it is implied that each dimensional feature of 
the given samples to be analyzed has the same contribution for classification. How-
ever, in practice, the contribution of each feature is different from others, since the 
features come from different sensors with different dimension, precision and reliabil-
ity. In the other hand, not all the extracted features are suitable and effective for  
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pattern classification. So, the practical application of existing fuzzy c-means algo-
rithm is limited to some extend. 

Variable selection and feature weighting have been important research topics in 
cluster analysis, even in the fields of data mining, image processing and pattern rec-
ognition, which is often used to assign a weight to each feature according to its con-
tribution and find the most effective features. The Rough Sets (RS) theory introduced 
by Pawlak in the early 1980s [3] is an effective mathematical analysis tool to deal 
with vagueness and uncertainty in the areas of machine learning, knowledge acquisi-
tion, and pattern recognition etc.. The limitation of Pawlak Rough Sets model is the 
fact that the class proposed is absolutely determinate. The classification by Rough 
Sets model is precise because classification is processed according to the equivalence 
relation strictly. That is, there not exists ‘inclusion’ to some extent. Generally, when 
samples may be polluted by noises, even include error examples, the Pawlak Rough 
Sets is not suitable to deal with them. So, the variable precision rough set model is 
introduced, which is the extension of Pawlak Rough Sets model. The variable preci-
sion rough set model introduces the parameter β . That is to say, this model admits the 

existence of a certain error rate. In addition, due to the effectiveness and good per-
formance of dealing with the fuzzy data(or numerical data) using Rough-Fuzzy 
Sets(FRS)[4] by considering the continuous data as the membership, we introduce the 
variable precision Rough-Fuzzy Sets into the fuzzy c-means clustering to assign the 
weights to each feature. 

2   Variable Precision Rough-Fuzzy Sets 

The rough sets theory introduced by Pawlak in the early 1980s[3] is an effective 
mathematical analysis tool to deal with vagueness and uncertainty in the areas of 
machine learning, knowledge discovery, expert systems, and pattern recognition etc.. 

Definition 1[4] Let X be a set, R be an equivalence relation defined on X and the 

output class A be a fuzzy set. A rough-fuzzy set is a tuple ( αA , βA ) where the lower 

approximation αA  and the upper approximation βA  of A are fuzzy sets of X/R depend-

ing coefficients 10 ≤≤≤ αβ , with membership functions defined by 

})(|{ αα ≥∈= xAUxA ;    })(|{ ββ ≥∈= xAUxA . (1) 

The lower approximation αA  and the upper approximation βA can be expressed as the 
elements whose the membership affirmatively belonging to fussy set A in the U no 

less than the coefficient α  and those elements whose the membership possibly be-

longing to fussy set A in the U no less than the coefficient β . 

Definition 2 Let X be a set, R be an equivalence relation defined on 

X )(UFA∈ the definition of class accuracy )(ARη of A is  

||
||)(

β

αη
A

AAR = . (2) 

where 0|| =βA then 0)( =ARη . 
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3   Feature Weighted Clustering Algorithm Based on VPFRS 

As an effective unsupervised analysis tool, the FCM algorithm has been widely used 
in many fields. Recently, It has been introduced into content based video indexing and 
browsing by more and more researchers [5]. 

In the case of using FCM-means algorithms to perform cluster analysis, it is always 
assumed that features are extracted perfectly and are mutually independent. So, one 
seldom considers the influence of feature quality on the classification. It thus arises a 
problem whether or not each entity of feature vector contribution uniformly for the 
classification. Obviously, it is impossible. However, all the existing FCM-means 
algorithms make a positive default. To overcome this drawback, a novel feature-
weighted FCM algorithm based on the Variable Precision Rough-Fuzzy Sets 
(VPFRS-FWCM) is proposed in the section, which considers the different contribu-
tion of every entity in feature vector for the classification. Hence, it obtain more ef-
fective in the cluster analysis. 

Let },,,{ 21 nxxxX =  be a given set of objects to be clustering processed, and ix  

denotes the m features of the i-th object (sample), Let },,,{ 21 lpppP =  
( cl ,,2,1= ), represent the means of the i-th class. The crisp c-partition is extended 
to fuzzy c-partition. For the fuzzy c-means clustering, the objective function is modi-
fied as 

= = =

−=
c

l

n

i

m

j
jljllli pxPWJ

1 1 1

222 )||(),( ωμ . (3) 

In which ]1,0[∈liμ indicates the membership degree of sample xj to the l-th cluster. 
Note that we weight an exponential 2 for liμ to guarantee the extension from crisp 
partition to fuzzy partition not trivial. 

By minimizing the objective function J(W,P), the optimal clustering result can be 
achieved. The weights will be calculated by Variable Precision Rough Sets as Eq.(4) 
according to the Eq.(2). 

||
||

)(
β

αηω
Q

Q
QR ==  (4) 

where R and Q are conditional attributes and decision attribute respectively, n is the 
number of samples.

β
Q is the β ( 10 ≤≤ β )lower approximation of R depending on Q. 

Due to the advantage of our algorithm to deal with continuous data, the proposed 
method is applied into video data to detect shot boundary in video indexing and 
browsing.  

4   Shot Boundary Detection Scheme Based on VPFRS-WFCM 

4.1   The Feature Extraction of Video Data 

To detect the video shot boundaries, 12 candidate features are usually extracted  
for common use [5-7]. The component in RGB model and in HSV model respec-
tively(R,G,B;H,S,V), Gray-histogram(G-H), Color-histogram (the color histogram of 
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RGB model and the color histogram of HSV model respectively: RGB-H and HSV-H ) 
and Statistic features(mean, variance and skewness: M, St, P)[5]. 

4.2   The Detection Scheme 

According to the characteristics of news scenes, shot transition can be divided into 
three types: cut transition, gradual transition and no transition. Due to the great ca-
pacity of video data, the computer cannot deal with a lot of data once. So, the video is 
partitioned into several clips. During a mount of observation and experiments, a little 
news unit often lasts less than 150 seconds and the shot transition is no more than 5 
seconds. Therefore, we select 150 frames in length and deal with 300 units video clips 
to select optimal feature for shot boundary detection and generate general rules for 
different shot transition types firstly. That is to say, the 300 units with each of includ-
ing 150 frames are selected to perform feature selection. Therefore, the number of 
condition attributes, the number of samples and the number of decisions in proposed 
method are 12, 300 and 3 respectively, where the original decisions of VPFRS is 
made by Twin Comparison method [7]. The scheme of shot boundary detection is 
shown in the Fig.1. Then, the detail procedure can be referred as the Ref. [5]. 

 

Fig. 1. The scheme of shot boundary detection 

5   Experimental Results 

There are two coefficient α  and β  in Rough-Fuzzy Sets. According to the need of 
this paper, we set β  is one. Then, during the variation of WCN and WCR with the 
coefficientα ,The optimal α  can be obtained. That is, the best performance of clus-
tering is in 7.0=α . 

5.1   Experiments on the UCI Real Data  

We employ the real data set of Iris as tested data [8] to verify the effectiveness and 
robustness of our proposed algorithm. The Iris data set contains 150 samples in 4-
dimensional feature space, and the 4 components of each sample represent the petal 
length, petal width, sepal length and sepal width of Iris. The whole data set is often 
divided into 3 categories, i.e., Setosa, Versicolor and Virginica, each of which is com-
posed of 50 samples. In feature space, the samples of the Setosa are separated from 
the other 2 categories, while there exists overlapping between the Versicolor and the  
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Virginica. We employ the traditional fuzzy c-means algorithm (FCM) and the pro-
posed algorithm to classify the Iris data set. And the wrong classified number (WCN) 
of samples and the wrong classification rate (WCR) are used as criteria for comparing 
the performance of the 2 clustering algorithms. For the data set of Iris, Hathaway 
provided the real cluster centers of the above 3 categories in 1995 [9]: p1 = (5.00, 
3.42, 1.46, 0.24), p2 = (5.93, 2.77, 4.26, 1.32), p3 = (6.58, 2.97, 5.55, 2.02). So, the 
sum of the squared error (SSE) between the obtained cluster centers by the algorithm 
and the real centers can also be used as evaluation criteria. The comparison of per-
formance between the FCM and our algorithms is shown in the Table 1. 

Table 1. The comparison of performance between the FCM and our algorithms 

Algorithms WCN WCR The obtained cluster centers SSE 
P1=(5.0042,3.4262,1.4692,0.2484) 
P2=(5.8946,2.7460,4.4154,1.4273) FCM 16 10.67% 
P3=(6.8484,3.0750,5.7283,2.0741) 

0.155 

P1=(5.0044,3.4089,1.4761,0.2461) 
P2=(5.9454,2.7623,4.3393,1.3499) 

Our 
method 

4 2.67% 
P3=(6.6808,3.0356,5.6039,2.0889) 

0.03 

In addition, the obtained feature weight isω = [0.3002, 0.2804, 0.2844, 0.7185] in 
7.0=α , which implies that the forth features have the bigger contribution and the 

second features have the smaller contribution for classification, which is accord with 
the real data. 

5.2   Experiments on the News Video Real Data 

To verify the proposed method on large data sets, The method described above is 
applied into 7 news from CCTV lasting over 3h, whose frame size is 352×240 and 
frame rate is 30 frames per second, which include cut, fade and dissolve, as well as 
zoom, pan and other camera motions and object motions, including 2112 shots, where  
 

Table 2. The comparison of our method with the histogram method 

Proposed method Twin Comparison[7]method Program 

video H M F R P H M F R P 

News 1 372 12 10 96.8% 97.3% 380 30 36 92.0% 90.5% 

News 2 322 9 8 97.2% 97.5% 350 15 42 95.4% 88.0% 

News 3 400 16 20 96.0% 95.0% 400 46 50 88.4% 87.5% 

News 4 245 13 11 94.7% 95.5% 250 22 25 91.1% 90.0% 

News 5 187 10 10 94.7% 94.7% 190 17 20 90.9% 89.5% 

News 6 246 7 8 97.1% 96.8% 255 18 28 92.7% 89.0% 

News 7 338 14 12 95.9% 96.4% 358 22 40 93.5% 88.9% 

Total 2110 81 79 96.2% 96.3% 2183 170 241 92.0% 89.0% 
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there are 1999cuts and 113 gradual transitions. We conduct an experiment with Twin 
Comparison method [7] on the same video clips. The experimental results are summa-
rized in Table 2. We use the standard recall and precision criteria, shown in refer-
ence[6].H,M,F,R and P are denoted Hits Misses False alarms Recall Precision 
respectively. And the number of right hits is hits minus false alarms. 

6   Conclusions 

This paper present a novel feature weighted fuzzy c-means algorithm based on Vari-
able Precision Rough Sets. The experimental results on UCI data sets demonstrate the 
effectiveness of the proposed feature weighted clustering algorithm. In real applica-
tion, the proposed algorithm is complemented into shot transition detection in video 
indexing and browsing.The experimental results with real news totaled over 190 min-
utes in length video from CCTV show that our method is reasonable and effective.  
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Abstract. Applying Bayesian approach to decision tree (DT) model, and then a 
Bayesian-inference-based decision tree (BDT) model is proposed. For BDT we 
assign prior to the model parameters. Together with observed samples, prior are 
converted to posterior through Bayesian inference. When making inference we 
resort to simulation methods using reversible jump Markov chain Monte Carlo 
(RJMCMC) since the dimension of posterior distribution is varying. Compared 
with DT, BDT enjoys the following three advantages. Firstly, the model’s 
learning procedure is implemented with sampling instead of a series of splitting 
and pruning operations. Secondly, the model provides output that gives insight 
into different tree structures and recursive partition of the decision space, resulting 
in better classification accuracy. And thirdly, the model can indicate confidence 
that the sample belongs to a particular class in classification. The experiments on 
music style classification demonstrate the efficiency of BDT. 

1   Introduction 

The Bayesian approach is attractive in being logically consistent, simple, adaptive, 
and flexible. When applied to a machine learning model, it can treat uncertainty uni-
formly at all levels of the modeling process. Thus not only builds the ability to infer 
the parameters of the model in Bayesian framework but also provides confidence that 
the sample belongs to a particular class in classification. 

In recent years, various researchers have been devoting themselves to applying 
Bayesian approach to learning models. For example, Sollich applied Bayesian ap-
proach to support vector machine (SVM) and interpreted it as maximum a posteriori 
solutions to inference problems with Gaussian processes priors [1]. Holmes proposed 
a Bayesian approach to multivariate linear splines (MLS) fitting [2]. In literature [3], a 
Bayesian version of the multivariate adaptive regression spline (MARS) model was 
illustrated. Additionally, Denson presented a Bayesian version of the classification 
and regression tree (CART), resulting in BCART model [4]. 

Decision tree (DT) model has received a great deal of attention over recent years in 
the fields of machine learning and data mining because of its simplicity and effective-
ness [5]. Motivated by the works from Sollich, Holmes and Denson etc., we apply 
Bayesian approach to DT and seek to incorporate the Bayesian inference into the 
learning procedure of the model. As a result, a Bayesian-inference-based decision tree 
(BDT) model is built in this paper. 
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2    A Review on Decision Tree Model 

The DT model addresses a classification problem by building a binary tree. The tree 
consisting of nodes and branches is a recursive structure for expressing classification 
rules. For each tree structure, there is a corresponding recursive partition of the deci-
sion space. In partitioning, the decision space is partitioned into a set of non-
overlapping subregions, which have clear boundaries with each other. 

The DT model are usually constructed beginning with the root of the tree and pro-
ceeding down to its leaf nodes according to a series of splitting and pruning opera-
tions [5]. The classification boundary obtained by DT can be represented as 

( ) ( )
1

k

i i
i

f Bβ
=

=x x ,   (1) 

where iβ  are the coefficients of the basis functions ( )iB x  and k  is the number of 
leaf nodes. The basis functions is the product of iJ  Heavisine functions defined as 

( ) ( )( )
1

i
v ji

J

i ji ji
j

B H S x r
=

= −∏x , (2) 

where the sign indicators jiS  is equal 1± . The knot points jir  give the positions of 

the splits and ( )v ji  give the index of the variable which is being split on the jir . 

In the DT model, the parameters k , iJ , jiS , jir , ( )v ji and iβ  ( 1, 2, , ij J= , 

1, 2, ,i k= ) are set to single optimal values. This optimization is achieved gradually 
in the model’s learning procedure that includes a series of splitting and pruning opera-

tions. For convenience, we take these parameters the vector ( )k  as a whole.  

3   Proposed Bayesian-Inference-Based Decision Tree 

3.1   Implemental Process of BDT Model 

The BDT model is proposed when applying Bayesian approach to DT model. In gen-
eral, the Bayesian approach consists of the following steps when it is applied to a 
learning model. Firstly, prior distributions are assigned to the parameters of the 
model. Together with observed samples, prior is converted to posterior through 
Bayesian inference. Finally, posterior is calculated by some approximation techniques 
such as MCMC, mean field method and soon on. BDT also follows above-mentioned 
steps.  

The BDT model’s prior is places on all unknown parameters. It is useful to write it 
in factorized form that highlights conditional dependencies 

( )( ) ( ) ( )( ), |k kP k P k P k=    . (3) 

Similar with BCART [4], a Poisson distribution with parameter λ  is used to specify 
the prior for the number of leaf nodes k , giving 
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( ) ( )/ 1 !kP k e kλλ= −    . (4) 

The conditional distribution ( )( )|kP k  can be factorized as the product of the probabil-
ity over each element of the vector ( )k . On the other hand, we assume the likelihood 
with the form of 

( )( ) ( )( )( ) ( )( )( )

1

1

1 1
| , 1

1 exp , , 1 exp , ,

n nt t

N
k

k k
n

n n

P D k
f k f k

−

=

= −
+ − + −

∏
x x

. (5) 

where D is the learning samples set. Finally, the posterior ( )( ), |kP k D  can be ob-
tained with the prior and the likelihood according to Bayesian inference 

( )( ) ( )( ) ( )( ) ( ), | , | , /k k kP k D P k P D k P D= .   (6) 

Similarly with DT, the classification boundary obtained by BDT can also be repre-
sented as 

  ( )( ) ( )
1

, ,
k

k
i i

i

f k Bβ
=

=x x .   (7) 

After that, the parameterized output of BDT can be represented as 

( )( ) ( )( )( )
1

| , ,
1 exp , , k

P t k
f k

=
+ −

kx
x

    .   (8) 

By marginalization which integrates the vector ( )k out from the Eq. (8), we obtain the 
output of BDT, the confidence that the sample x  belongs to a particular class t  

  ( ) ( )( ) ( )( ) ( )| | , , , |k k

k

P t P t k P k D d= kx x .   (9) 

Clearly the integral in Eq. (9) is analytical intractable and some approximation 
method is required. An elegant solution is provided by MCMC simulation which 
allows one to draw cN  samples ( )( ), nk

n nk , 1,2, , cn N= , from the posterior distribu-
tion ( )( ), |kP k D  and then approximate Eq. (9) by 

  ( ) ( )( )
1

1
| | , ,

c

n

N
k

n n
nc

P t P t k
N =

≈x x .  (10) 

3.2    Sampling Via RJMCMC 

Now the key to BDT is how to draw cN  samples from ( )( ), |kP k D . In the BDT, the 
parameter k  is unknown and the dimension of the posterior distribution is varying. 
Therefore we will generate samples from the posterior by RJMCMC [6]. For the BDT 
model, supposing the current number of leaf nodes equals to mk , i.e. mk k= , the  



 Applying Bayesian Approach to Decision Tree 293 

corresponding model posterior is ( )( ), |mk
mP k D . We construct ergodic Markov chains 

admitting ( )( ), |mk
mP k D  as the invariant distribution. However, the Markov chains 

would admit ( )( ), |nk
nP k D  as the invariant distribution when the number of leaf nodes 

changes to nk . The parameters ( )m mk NR∈  and ( )n nk NR∈  are model dependent and the 
dimension of subspaces mNR  and nNR  are different.  

RJMCMC allows the sampler to jump between the different subspaces. To ensure a 
common measure, it requires the extension of each pair of communicating subspaces, 

mNR  and nNR . It also requires the definition of deterministic, differential, invertible 
dimension matching functions n mϕ →  and m nϕ → between the extended subspaces. 

 ( )( ) ( )( ), ,, ,m nk k
m n n m n mϕ →=u u ,  ( )( ) ( )( ), ,, ,n mk k

n m m n m nϕ →=u u       (11)  

where ,m nu  and ,n mu  are auxiliary variables. If the current state of the chain is 
( )( ), nk

nk , we jump to ( )( ), mk
mk  by generating ( )( ), ~ | , nk

n m n mq n→ ⋅u , ensuring that Eq. 
(11) holds, and accepting the jump according to some probability ratio. The 
RJMCMC sampler is iterated until enough samples have been collected. An initial 
portion is discarded to allow time for the chain to converge sufficiently closely to its 
invariant distribution. In the end cN  samples can be obtained.  

According to above theoretical depiction, we can infer that BDT enjoys the follow-
ing three advantages. Firstly, unlike DT making inference about ( )k  in the learning 
procedure that includes a series of splitting and pruning operations, BDT mimics 
partitioning and pruning by regarding ( )k  as additional parameters and makes infer-
ence about them during the sampling. So the model is more intuitive and flexible. 
Secondly, the output of BDT is approximated by Eq. (10), where the parameter k  
could take cN  different values. Since k  is the number of leaf nodes of BDT, we 
change the structure of the tree when we change k . Hence, BDT provides output that 
gives insight into cN  kinds of tree structures. Moreover, for each tree structure there 
is a corresponding recursive partition of the decision space. Thus BDT provides out-
put that also gives insight into cN  kinds of recursive partition schemes. Compared 
with the DT model considering only one tree structure and one recursive partition 
scheme, it is anticipated that BDT can obtain better performance.  Thirdly, BDT can 
output posterior class probability ( )|P t x . 

4   Experiments 

Music style classification has been receiving an increasing attention in recent years. 
To verify the efficiency of the BDT model, we employ it as the classifiers to auto-
matically classify music into the pre-defined classes----pleasurable music and sorrow-
ful music. Usually, in music style classification one takes MIDI as sample source, and 
the other takes audio as source [7]. However, our work will take music staff as source 
since it is quite general. We collected 320 music staffs to construct a staff database. 
These staffs include pianos, symphonies, popular songs, and Chinese folk songs 
downloading from CDs and the Internet. Based on the pre-defined staff conversion 
rule, a segment of music staff given in Fig.1 could be converted into the text file as 
following 
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1. 6#_ 3. 2__ 3__| 2-- 3| 7#_ 5#_ 3__ 2__ 7#_ 3_ 2__ 3__ 5#_|1_ 6#. 6#-| 1^_ 6. 6-
|1^_ 2^. 1^_ 2^_ 1^__ 2^__ 6| 1^_ 6. 6-| 6---||$ 

It is a challenge to extract the most common and salient features to characterize the 
music style from unstructured text files. People usually define the commonness by 
some high-level perceptive features, such as melody and rhythm. However it is diffi-
cult to give a determinate description for these high-level features. Fortunately, the 
high-level features can be reflected through some low-level features. The first low-
level feature we extracted is the number of sharp octave (NSO) that reflects the mu-
sic’s melody. The second feature, the number of simple meters (NSM), is extracted to 
reflect the music’s rhythm. The third feature we used is the music playing speed 
(MPS). After extraction, three features are sent into the classifier.  

 

Fig. 1. Example of staff segmentation for a piece of music 

The experiment is simulated in Matlab circumstance. The computer used is Cel-
eron (2.8GHZ) PC with 256 RAM. In the experiment, 10 pleasurable and sorrowful 
music samples are selected respectively from the database to form the training set. 
The remaining samples are put into the test set. That means we will use totally 20 
samples for the training and 300 samples for the testing. A comparative evaluation 
between DT and BDT is carried out and the results shown in Fig. 2 and Table 1 are 
promising. 
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Fig. 2. Classification accuracy rate (CAR) comparison between BDT and DT. The left graph 
shows the dependence of CAR on the parameter 

cN  with the fixed value of 2.5λ = . The right 

graph shows the dependence of CAR on the parameter λ  with 16cN = . 

The BDT model has two main user set parameters cN and λ . Fig. 2 illustrates the 
variation of classification accuracy rate (CAR) with two parameters. From the left 
graph we can see that BDT outperforms DT in all the cases except for 8cN =  and 

10cN = . In Fig.2, the curve in right graph is quite different from that of left graph. It’s 
found that the BDT outperforms DT in all the cases no matter what value of the  
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parameter λ  taken. Furthermore, the CAR curve with the parameter λ  is relatively 
flat. This implies that λ  has little influence on the performance of BDT. 

To give a further investigation on model’s computational efficiency, we compare 
the CPU time in seconds consumed for learning between BDT and DT. With view of 
Table.1, the CPU time for BDT is little longer than DT, whereas CAR improves a lot 
if the parameter cN  selected appropriately (such as 15cN =  or 20cN = ). In other 
words, BDT takes little longer time and yields quite better performance.  

Table 1. Classification results on music database with the fixed value of 2.5λ = . Time denotes 
the CPU time in seconds consumed for learning.  

Items DT BDT 

cN  --- 5 10 15 20 40 100 
Time 10.1 10.5 12.5 15.2 19.7 31.6 68.9 
CAR 91.2% 86.3% 89.7% 95.0% 93.9% 93.0% 92.8% 

5   Conclusions 

In this paper, Bayesian approach is applied to the DT model, and then a Bayesian-
inference-based BDT model is proposed. Based on theoretical analysis, BDT enjoys 
some advantages. As anticipated, experimental results on music style classification 
exhibit the performance of BDT far superior to existing DT model. The results also 
show the performance of BDT relying heavily on the parameter cN . Future investiga-
tion needs to be done into whether the better likelihood function exists. 
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Abstract. In this paper, we study clustering with respect to the k-modes 
objective function, a natural formulation of clustering for categorical data. One 
of the main contributions of this paper is to establish the connection between k-
modes and k-median, i.e., the optimum of k-median is at most the twice the 
optimum of k-modes for the same categorical data clustering problem. Based on 
this observation, we derive a deterministic algorithm that achieves an 
approximation factor of 2. Furthermore, we prove that the distance measure in 
k-modes defines a metric. Hence, we are able to extend existing approximation 
algorithms for metric k-median to k-modes. Empirical results verify the 
superiority of our method. 

1   Introduction  

Clustering categorical data is an important research topic in data mining. The k-modes 
algorithm [1] extends the k-means paradigm to cluster categorical data. Because the k-
modes algorithm uses the same clustering process as k-means, it preserves the 
efficiency of the k-means algorithm. Recently, some k-modes based clustering 
algorithms have been proposed [2-5].   

Although the k-modes algorithm is very efficient, it suffers two well-known 
problems as k-means algorithm: the solutions are only locally optimal and their 
qualities are sensitive to the initial conditions. To overcome locally optimal in k-
modes clustering, some techniques such as tabu search [4] and genetic algorithm [5] 
have been investigated to find the globally optimal solution. However, they cannot 
provide approximation guarantees. Thus, effective approximation algorithms should 
be designed for k-modes clustering. To the best of our knowledge, such kinds of 
approximation algorithms are still not available to date and this paper is the first 
attempt to this problem. 

In this paper, we study clustering with respect to the k-modes objective function. 
We first establish the connection between the k-modes problem and the well-known 
k-median problem by proving that the optimum of k-median is at most the twice the 
optimum of k-modes for the same categorical data clustering problem. Based on this 
observation, we derive a deterministic algorithm that achieves an approximation 
factor of 2. Furthermore, we prove that the distance measure in k-modes defines a 
metric. Hence, we are able to extend existing approximation algorithms for metric k-
median (e.g., [6], [7]) to k-modes. 
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2   K-Modes Clustering  

Let X, Y be two categorical objects described by m categorical attributes. The simple 
distance measure between X and Y is defined by the total mismatches of the 
corresponding attribute values of the two objects. The smaller the number of 
mismatches is, the more similar the two objects. Formally, 
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=
m

j
jj yxYXd

1

),(),( δ . (1) 
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Let S be a set of categorical objects described by m categorical attributes A1, …, 
Am. A mode of S ={X1, X2, …, Xn} is a vector Q =[q1, q2,…, qm] that minimizes 
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Here, Q is not necessarily an object of S. 
Let 

rkcn
,

 be the number of objects having the kth category 
rkc ,
in attribute 

rA and 

nncAf
rkcrkr /)(

,, == be the relative frequency of category 
rkcn

,
in S. The function 

),( QSD is minimized iff )()( ,rkrrr cAfqAf =≥=  for 
rkr cq ,≠  and all r = 1, …, m. 

The optimization problem for partitioning a set of n objects described by m 
categorical attributes into k clusters S1, S2, …Sk becomes to minimize 

= ∈

k

i SX i
i

QXd
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where Qi is the mode of cluster Si.  
In the above k-modes clustering problem, the representative point of each cluster 

Si, i.e., the mode Qi, is not necessarily contained in Si. If we restrict the representative 
point to be in Si, it becomes the well-known k-median problem. In the next section, 
we will show that the optimum of k-median is at most the twice the optimum of k-
modes for the same categorical data clustering problem. Hence, the loss is modest 
even restricting representatives to be points contained in original set.  

3   Approximation Algorithms 

Lemma 1: Let S be a set of n categorical objects described by m categorical attributes 
and Q be the mode of S. Then, there exists a SX i ∈ such that 

= =

≤
n

j

n

j
jij QXdXXd

1 1

),(2),( . (5) 

Proof: To prove the lemma, we only need to show the following inequality holds. 



298 Z. He, S. Deng, and X. Xu 

= ==
≤

n

i

n

j
j

n

j
ij QXdnXXd

1 11

),(2),( . (6) 

Recalling that 
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,
 is the number of objects having the kth category 
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rA  has largest relative frequency in S for all r = 1, …, m.  
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Summing over r, we can verify inequality (6).                                                          

Lemma 2: The optimum of k-median is at most the twice the optimum of k-modes for 
the same categorical data clustering problem. 

Proof: Let )},(),...,,(),,{( 2211 k
O
k

OOO QSQSQSOPT = be the optimal solution of k-modes 

clustering, and )},(),...,,(),,{( 2211 k
E
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EEE YSYSYSOPT =  be the optimal solution of k-

median clustering. According to Lemma 1, we can find a solution 
)},(),...,,(),,{( 2211 k

O
k

OOE WSWSWSP = for k-median clustering such that 

∈∈

≤
O
i

O
i SX

i
SX

i QXdWXd ),(2),(  for all i = 1, …, k. When considering all partitions, we 

have 
= ∈= ∈

≤ k

i SX i

k

i SX i O
i

O
i

QXdWXd
11

),(2),( .  

Furthermore, since EOPT is the optimal solution of k-median clustering, we have 

= ∈= ∈
≤ k

i SX i

k

i SX i O
i

E
i

WXdYXd
11

),(),( .  
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),(2),( , i.e., the optimum of k-

median is at most the twice the optimum of k-modes for the same categorical data 
clustering problem.                                                                                                         

By enumerating all k-subsets of S, we could find the optimal solution of k-median 
problem. Therefore, by Lemma 2, we can solve the k-modes clustering 
deterministically in time O (knk1), for a 2-approximation to the optimal solution. That 
is, we can derive a deterministic algorithm that achieves an approximation factor of 2. 
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The above deterministic algorithm is feasible for small k; for larger k, we can use 
existing efficient approximation algorithms for metric k-median (e.g., [6], [7]) since 
the distance measure in k-modes defines a metric (as shown in Lemma 3). That is, the 
distance is nonnegative, symmetric, satisfy the triangle inequality, and the distance 
between points X and Y is zero if and only if X = Y.  

Lemma 3: The distance measure d in k-modes is a valid distance metric, such that: 
(1) YXYXd ≠∀> ,0),( , (2) YXYXd =∀= ,0),( , (3) ),(),( XYdYXd =  and (4) 

ZYXZXdZYdYXd ,,),,(),(),( ∀≥+  

Proof: It is easy to verify that the first three properties are true. We prove the fourth 
statement is true. To simplify the presentation, we view the points X ,Y and Z as sets 
of elements. Thus, we have ||),( YXmYXd ∩−= , ||),( ZYmZYd ∩−= , and 

||),( ZXmZXd ∩−= . To prove the lemma, we only need to show the following 

inequality holds: 
||||||2 ZXmZYYXm ∩−≥∩−∩− , i.e., mZYZXYX ≤∩+∩−∩ ||||||  

We have |||)(||||||| ZYZYXZYZXYX ∩+−∩≤∩+∩−∩ mYZYZY ==∩+−≤ ||||||  

Thus, the fourth statement is true.                                                                              
By Lemma 3, we know that the k-median problem with distance measure d in k-

modes is a metric k-median problem. Therefore, one obvious idea for designing 
approximation algorithms for k-modes clustering is the direct adaptation and use of 
existing approximation algorithms for metric k-median. More precisely, as shown in 
Theorem 1, one -approximation algorithm for metric k-median is a 2 -
approximation algorithm for k-modes clustering by Lemma 2 and Lemma 3.  

Theorem 1: For the same categorical data clustering problem with respect to the k-
modes objective function, any -approximation algorithm for metric k-median will be 
a 2 -approximation algorithm for k-modes clustering, where  is the approximation 
ratio guaranteed.  

Proof: Trivial.                                                                                                            
According to Theorem 1, we are able to select effective -approximation algorithm in 
metric k-median literature such as algorithms in [6] and [7] to approximate k-modes 
clustering with approximation ratio 2  guaranteed.  

4   Empirical Studies 

We experimented with two real-life datasets: the Congressional Votes dataset and 
Mushroom dataset, which were obtained from the UCI Repository [8]. 

Congressional Votes Dataset: It is the United States Congressional Voting Records 
in 1984. Each record represents one Congressman’s votes on 16 issues. All attributes 
are Boolean with Yes (denoted as y) and No (denoted as n) values. A classification 
label of Republican or Democrat is provided with each record. The dataset contains 
435 records with 168 Republicans and 267 Democrats. 
The Mushroom Dataset: It has 22 attributes and 8124 records. Each record 
represents physical characteristics of a single mushroom. A classification label of 
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poisonous or edible is provided with each record. The numbers of edible and 
poisonous mushrooms in the dataset are 4208 and 3916, respectively. 

Validating clustering results is a non-trivial task. In the presence of true labels, as 
in the case of the data sets we used, the clustering accuracy for measuring the 
clustering results was computed as follows. Given the final number of clusters, k, 
clustering accuracy r was defined as: r = na

k

i i /)(
1=

, where n is the number of 

objects in the dataset and ai is the number of objects with the class label that 
dominates cluster Si. Consequently, the clustering error is defined as e = 1 r. 

Furthermore, we also compare the objective function values produced by both 
algorithms since such measure is non-subjective and provides hints on the goodness 
of approximation. 

We studied the clusterings found by our algorithm and the original k-modes 
algorithm [1]. For the k-modes algorithm, we use the first k distinct records from the 
data set to construct initial k modes. That is, we use one run to get the clustering 
outputs for k-modes.  

On the congressional voting dataset, we let the algorithms produce two clusters, 
i.e., k=2. Table 1 shows the clusters, class distribution, clustering errors and objective 
function values produced by two algorithms. As Table 1 shows, k-modes algorithm 
and our algorithm have similar performance. In particular, the objective function 
value of our algorithm is only a little lower than that of k-modes. It provides us hints 
that local search heuristics based k-modes algorithm could find good solutions in 
some cases. However, as shown in the next experiment, such algorithm does not 
provide a performance guarantee and can produce very poor clustering output.  

Table 1. Clustering results on the congressional votes dataset 

k-modes (Clustering Error: 0.136, Objective Function Value: 1706) 
Cluster NO No of Republicans No of Democrats 

1 154 45 
2 14 222 

Our 2-Approximation Algorithm (Clustering Error: 0.149, Objective Function Value: 1701) 
Cluster NO No of Democrats No of Democrats 

1 158 55 
2 10 212 

Table 2. Clustering results on the mushroom dataset 

k-modes (Clustering Error: 0.435, Objective Function Value: 63015) 
Cluster NO No of Edible No of Poisonous 

1 1470 1856 
2 2738 2060 

Our 2-Approximation Algorithm (Clustering Error: 0.121, Objective Function Value: 62512) 
Cluster NO No of Edible No of Poisonous 

1 4182 960 
2 26 2956 
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Table 2 contrasts the clustering results on mushroom dataset. The number of 
clusters is still set to be 2 since there are two natural clusters in this dataset. As shown 
in Table 2, our algorithm performed much better than k-modes algorithm with respect 
to both clustering accuracy and objective function values. It further empirically 
confirms the fact that our algorithm deserves good performance guarantee. 

5   Conclusions 

This paper reveals an interesting fact that the optimum of k-median is at most the 
twice the optimum of k-modes for the same categorical data clustering problem. This 
observation makes possible the study of k-modes clustering problem from a metric k-
median perspective. From this viewpoint, effective approximation algorithms are 
designed and empirically studied. 

Furthermore, it is already known that the optimum of k-median is also at most the 
twice the optimum of k-means for a numeric data clustering problem [6]. Hence, it is 
straightforward to show that optimum of k-median is at most the twice the optimum 
of k-prototypes [1] for a mixed data clustering problem. Based on this fact, we can get 
a similar deterministic algorithm that achieves an approximation factor of two for k-
prototypes clustering. Further investigating such kinds of approximation algorithms 
for k-prototypes clustering would be a promising future research direction. 

To date, local search algorithm [9] provides the smallest approximation ratio for 
metric k-median problem. A natural question one may ask is “Does the local search 
heuristics based k-modes algorithm provide a bounded performance guarantee?” The 
general problem is open and provides promising future research directions. 
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Abstract. Decomposition methods is the main way for solving support
vector machines (SVMs) with large data sets. In this paper a new de-
composition algorithm is proposed, and its convergence is also proved.

1 Introduction

Support vector machines (SVMs) introduced by Vapnik and co-workers [2],[3],[4]
are a new classification method (see [1]). The problem arising in SVMs is as
follows: ⎧⎨⎩

min f(α) = 1
2α

ᵀQα− eᵀα
s.t. 0 ≤ αi ≤ C, ∀i∑

i yiαi = 0
(1)

Q is a symmetric and positive semi-definite matrix with Qij = yiyjK(xi, xj).
It is difficult to solve (1) directly due to the large amount of training samples

in real world problems. Up to now, the major method to conquer this difficulty
is decomposition methods (see, e.g. [5],[6],[7],[8]) with essential idea as follows:

1) Let α0 be the initial solution which satisfies constrains of (1) and set k = 0.
2) If αk is an optimal solution of (1), stop. Otherwise, select the working set B
from the samples, with the remaining part being the non-working set N .
3) Solve the sub-optimization problem with the same objective function and
constrains as in (1), while with a different and lower-dimensional variable αB.
4) Set αk+1

B be the solution in step 3), αk+1
N = αk

N , set k ← k + 1, go to step 2).

The difference among various decomposition algorithms lies in working set
selection (WSS). Platt’s SMO [5] selects one pair which violates KKT-conditions
most. In [9], a generalized SMO algorithm is proposed based on the concept of
τ -violating pair and its convergence is also proved. However, |B| is limited to
2 in the above algorithms. SVM light [6] chooses q/2 most KKT-violating pairs
with convergence proved in [11] under condition minI(min(eig(QII))) > 0, QII

is any |I| × |I| submatrix of Q with |I| ≤ q. Note that this condition is removed
in [12] for the modified SMO proposed in [10] (i.e., in the case q = 2).
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2 A New Decomposition Algorithm

As showed in [9], KKT-conditions of (1) can be simplified as

Fi(α) ≥ Fj(α), ∀i ∈ Iup(α) ∪ Imid(α), j ∈ Ilow(α) ∪ Imid(α) (2)

where Iup(α) = {i : yi = 1, αi = 0} ∪ {i : yi = −1, αi = C}, Imid(α) = {i :
0 < αi < C}, and Ilow(α) = {i : yi = 1, αi = C} ∪ {i : yi = −1, αi = 0}. Here
Fi(α) = [Qα]i−1

yi
= yi[∇f(α)]i and [Qα]i denotes the i-th element of vector Qα.

Definition 1. (τ-violating pair). (i,j) is called a τ-violating pair at α for (1)
iff Fi(α) < Fj(α)− τ , where i ∈ Iup(α) ∪ Imid(α) and j ∈ Ilow(α) ∪ Imid(α).

WSS of the New Decomposition Algorithm
Let τ be a given positive parameter and qm be an even number. Choose a τ -
violating set as |B|, which consists of q/2 independently-selected τ -violating
pairs, where q is an even number satisfying 2 ≤ q ≤ qm.

3 Convergence Proof

First we consider the k-th iteration in the new algorithm. Let us denote the initial
point as α, H be the q − 1 dimensional hyper-plane in which the minimization
takes place and α(t) be any point in H. Then α(t) can be expressed as

α(t) = α + At, (3)

where t is a vector parameter in R
q−1 and A is a q × (q − 1) matrix defined by

A =

⎛⎜⎜⎜⎜⎝
−(q−1)

y1
. . . 1

y1
...

. . .
...

1
yq−1

. . . −(q−1)
yq−1

1
yq

. . . 1
yq

⎞⎟⎟⎟⎟⎠ (4)

Then the objective is to minimize ψ(t) = f(α(t)).
Since ψ(t) = f(α(t)) is a quadratic function of the variable t, we have

ψ(t) = ψ(0) +
q−1∑
i=1

∂ψ(0)
∂ti

ti +
1
2

q−1∑
i,j=1

∂2ψ(0)
∂ti∂tj

titj , (5)

∂ψ(t)
∂ti

=
q∑

j=1

∂f(α(t))
∂αj

∂αj

∂ti
=

q∑
j=1

Fj(α(t))− q ·Fi(α(t)), i = 1, · · · , q− 1, (6)

Theorem 1. Suppose αnew = α(t∗) is the optimal value obtained in the k-th
iteration, with α be the initial value, then f(α)− f(αnew) ≥ τ

4
√

q−1
· ‖α−αnew‖.
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Proof. We first consider the case that the coefficient of titj in expanding expres-
sion of ψ(t) equals to zero for all i �= j and equals to 1 or 0 for all i = j. In
this case, the shape of function ψ(t) is a regular hyper-paraboloid in R

q. Let us
introduce a series of intermediate points between 0 and t∗ with definition as{

t
(i)
j = t

(i−1)
j + t∗j if j = i

t
(i)
j = t

(i−1)
j ∀ j �= i

From t(i−1) to t(i), only ti changes, so in the single direction along ti-axis

ψ(t) = ψ(t(i−1)) +
∂ψ(t(i−1))

∂ti
· (ti − t

(i−1)
i ) +

1
2

∂2ψ(t(i−1))
∂t2i

· (ti − t
(i−1)
i )2. (7)

Suppose the optimal point in this direction with no constraints is t(i
′), then

∂ψ(t(i′))
∂ti

=
∂ψ(t(i−1))

∂ti
+

∂2ψ(t(i−1))
∂t2i

(t(i
′)

i − t
(i−1)
i ) = 0. (8)

Thus it follows from(7) and (8) that

ψ(t(i′)) = ψ(t(i−1)) +
1
2

∂ψ(t(i−1))
∂ti

(t(i
′)

i − t
(i−1)
i ). (9)

Since t∗i = t
(i)
i − t

(i−1)
i is the actual increment in the ti-axis direction from 0

to t∗ and ψ(t) is a convex function of t, there is

t
(i)
i − t

(i−1)
i = λi[t

(i′)
i − t

(i−1)
i ], 0 ≤ λi ≤ 1. (10)

From the convexity of ψ(t), addition with equations (9) and (10), we have

ψ(t(i)) ≤ ψ(t(i−1)) + λi[ψ(t(i′))− ψ(t(i−1))]

= ψ(t(i−1)) + 1
2 t

∗
i

∂ψ(t(i−1))
∂ti

∀i = 1, . . . , q − 1.
(11)

It follows that

ψ(t(0))− ψ(t(q−1)) =
q−1∑
i=1

[
ψ(t(i−1))− ψ(t(i))

]
≥ −

q−1∑
i=1

1
2
t∗i

∂ψ(t(i−1))
∂ti

. (12)

Since ∂ψ(t)
∂ti

only depends on ti, and noting that t
(i−1)
i = t

(0)
i = 0, t∗i = t

(q−1)
i ,

then we have ∂ψ(t(i−1))
∂ti

= ∂ψ(0)
∂ti

, ∀i = 1, . . . , q − 1. Thus (12) becomes

ψ(0)− ψ(t∗) ≥ −
q−1∑
i=1

1
2
t∗i

∂ψ(0)
∂ti

(13)

We now examine ∂ψ(0)
∂ti

. From (6) it is clear that the largest value of |∂ψ(0)
∂ti

|
and |Fi(α(0))| occur at the same index. Suppose maxi=1,...,q−1{|∂ψ(0)

∂ti
|} =
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|∂ψ(0)
∂ti0

|1, where Fi0 (α(0)) = mini=1,...,q{Fi(α(0))}. For the working set
{(i1, j1), . . . , (i q

2
, j q

2
)}, we have Fis(α(0)) < Fjs(α(0)) − τ, ∀s = 1, . . . , q/2.

Thus from (6) we obtain that

∂ψ(0)
∂ti0

=
∑q/2

s=1[Fis(α(0))− Fi0 (α(0))] +
∑q/2

s=1[Fjs(α(0))− Fi0 (α(0))] > q
2 · τ

Consequently,

max
i=1,...,q−1

{|∂ψ(0)
∂ti

|} >
q

2
· τ. (14)

Next we examine the value of t∗i . Note the assumption we made in the be-
ginning, we’ll know that variables ti (i = 1, ..., q − 1) all move along exactly the
same shape of parabola in the optimization, the only difference being their initial
and end locations. It can be seen that if

∣∣∣∂ψ(0)
∂ti0

∣∣∣ = maxi=1,...,q−1

{∣∣∣∂ψ(0)
∂ti

∣∣∣} , i.e.
variable ti0 stands at the highest initial location on the parabola among these
variables, then it also changes most while reaching its end location, which means

|t∗i0 | = max
i=1,...,q−1

{|t∗i |}. (15)

We now consider the sign of ∂ψ(0)
∂ti

. Note that the objective of optimization

is to minimize ψ(t), therefore, t∗i ≤ 0 if ∂ψ(0)
∂ti

≥ 0, and t∗i ≥ 0 if ∂ψ(0)
∂ti

≤ 0. So

− 1
2 t

∗
i · ∂ψ(0)

∂ti
≥ 0, ∀i = 1, . . . , q − 1, which together with (13) implies that

ψ(0)− ψ(t∗) ≥
q−1∑
i=1

1
2
|t∗i | · |

∂ψ(0)
∂ti

| ≥ 1
2
|t∗i0 | · |

∂ψ(0)
∂ti0

| ≥ 1
2
|t∗i0 | ·

q

2
τ,

that is,

f(α)− f(αnew) ≥ 1
4
qτ · |t∗i0 |. (16)

Now let us evaluate ‖α− αnew‖. From (3) and (4) it follows that

‖α(0)− α(t∗)‖2 = ‖At∗‖2 = q2

(
q−1∑
i=1

(t∗i )
2

)
− q

(
q−1∑
i=1

t∗i

)2

≤ q2‖t∗‖2,

then from this and (15) it is easy to see that

q ·
√

q − 1 · |t∗i0 | ≥ q ·
√√√√q−1∑

i=1

t∗2

i = q · ‖t∗‖ ≥ ‖At∗‖ = ‖α− αnew‖. (17)

Combining (16) and (17) gives

f(α)− f(αnew) ≥ τ

4
√
q − 1

· ‖α− αnew‖. (18)

1 For the case that maxi=1,...,q−1{|∂ψ(0)
∂ti

|} = |∂ψ(0)
∂tj0

|, a similar result holds as ∂ψ(0)
∂tj0

<

− q
2
· τ.
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Finally, we consider the case that the assumption about expanding expression
of ψ(t) does not hold. In this case there exists a transformation matrix P from
current basis to a canonical basis of AᵀQA, so that Pᵀ(AᵀQA)P is a canonical
form. Furthermore, since Q is positive semi-definite, then there exists a matrix
D that transforms the canonical matrix above into a diagonal matrix I′ with
the diagonal elements 1 or 0. Thus, if we change the definition of vector t into
α(t) = α + (APD) · t, then the quadratic terms of ψ(t) becomes

1
2
(APDt)ᵀ ·Q · (APDt) =

1
2
tᵀ ·Dᵀ[Pᵀ(AᵀQA)P]D · t =

1
2
tᵀ · I′ · t.

From this it is found that the coefficients of all the new titj terms are equal to
zero for all i �= j, and equal to 1 or 0 for all i = j. Thus this case is reduced to
the first case discussed above. The proof of the theorem is thus complete. �

We now give the convergence proof of our new decomposition algorithm.

Theorem 2. The sequence {α(k)} obtained from the new decomposition algo-
rithm converges for a given positive parameter τ and an even number qm.

Proof. From (18) it follows that for k ≥ 0

f(α(k)) − f(α(k + 1)) ≥ τ

4
√
q − 1

· ‖α(k)− α(k + 1)‖

≥ τ

4
√
qm − 1

· ‖α(k)− α(k + 1)‖.

By repeated application of the above inequality, together with the use of triangle
inequality, we get

f(α(k))− f(α(k + l)) ≥ τ

4
√
qm − 1

· ‖α(k)− α(k + l)‖, ∀k, l ≥ 0. (19)

Since {f(α(k))} is decreasing and bounded from below, there exists an fτ

such that f(α(k)) → fτ . This together with (19) implies that {α(k)} is a Cauchy
sequence, thus the sequence {α(k)} converges to some value ατ . �

4 Conclusions

In this paper we proposed a new decomposition algorithm for SVMs based on
the concept of τ -violating set. Moreover, the convergence of the new algorithm
is also proved. Experiments have also show its convergence, and tightness of
bound of α(k)’s movement given by (18). (In fact, the two sides of (18) are
almost equal in some iterations.) It should be remarked that the mathematical
skills used in this paper should be inspiring for further theoretical research of
the SVMs decomposition methods.

The concept of τ -violating pairs was first introduced in [9], where a generalized
SMO algorithm was proposed which chooses a τ -violating pair as the working
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set. The size of the working set selected in [9] is restricted to be q = 2, so
no optimization procedure is needed. There are other decomposition algorithms
which use different strategies to select the working set (e.g. Joachims’ SV M light

algorithm [6] and Platt’s SMO algorithm [5]). In Table I below we compare our
algorithm with some of the existing decomposition algorithms.

Table 1. Comparison among some decomposition algorithms

Algorithms working set size q working set selection convergence condition

SV M light [6] q ≥ 2 most KKT-violating pairs convergence minI(min(eig(QII))) > 0

SMO [5] q = 2 most KKT-violating pair convergence no

Generalized SMO [9] q = 2 τ -violating pair convergence no

Our New Algorithm q ≥ 2 τ -violating set convergence no

References

1. Burges, C.J.C.: A Tutorial on Support Vector Machines for Pattern Recognition.
Data Mining and Knowledge Discovery, VOL. 2, (1998) 121–167

2. Scholkopf, B., Burges, C.J.C., Smola, A.J. (eds.): Advances in Kernel Methods-
Support Vector Learning. MA: MIT Press, Cambridge. (1998)

3. Vapnik, V.: The Nature of Statistical Learning Theory. Springer, New York. (1995)
4. Vapnik, V.: Statistical Learning Theory. Wiley, New York. (1998)
5. Platt, J.C.: Fast Training of Support Vector Machines Using Sequential Minimal

Optimization. Advances in Kernel Methods-Support Vector Learning. Scholkopf,
B., Burges, C.J.C., Smola, A.J. (eds.) MA: MIT Press, Cambridge. (1998)

6. Joachims, T.: Making Large-scale SVM Learning Practical. Advances in Kernel
Methods-Support Vector Learning. Scholkopf, B., Burges, C.J.C., Smola, A.J.
(eds.) MA: MIT Press, Cambridge. (1998)

7. Osuna, E., Freund, R., Girosi, F.: Trainig Support Vector Machines: An Application
to Face Detection. Proceedings of CVPR’97, (1997)

8. Saunders, C., Stitson, M.O., Weston, J., Bottou, L., Scholkopf, B., Smola, A.J.:
Support Vector Machines Reference Manual. Royal Holloway, University of London,
U.K., Tech. Rep. CSD-TR-98-03. (1998)

9. Keerthi, S., Gilbert, E.: Convergence of a Generalized SMO Algorithm for SVM
Classifier Design. Machine Learning, VOL. 46, (2002) 351–360

10. Keerthi, S., Shevade, S., Bhattacharyya, C., Murthy, K.: Improvements to Platt’s
SMO Algorithm for SVM Classifier Design. Neural Computation, VOL. 13, (2001)
637–649

11. Lin, C.J.: On the Convergence of the Decomposition Method for Support Vector
Machines. IEEE Transactions on Neural Networks, VOL. 12, (2001) 1288–1298

12. Lin, C.J.: Asymptotic Convergence of an SMO Algorithm without Any Assump-
tions. IEEE Transactions on Neural Networks, VOL. 13, (2002) 248–250

13. Lin, C.J.: A Formal Analysis of Stopping Criteria of Decomposition Methods for
Support Vector Machines. IEEE Transactions on Neural Networks, VOL. 13, (2002)
1045–1052



D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 309 – 314, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Online Learning of Bayesian Network Parameters with 
Incomplete Data 

Sungsoo Lim and Sung-Bae Cho 

Dept. of Computer Science, Yonsei University 
Shinchon-dong, Seodaemun-ku, 

Seoul 120-749, Korea 
lss@sclab.yonsei.ac.kr, sbcho@cs.yonsei.ac.kr 

Abstract. Learning Bayesian network is a problem to obtain a network that is 
the most appropriate to training dataset based on the evaluation measures given. 
It is studied to decrease time and effort for designing Bayesian networks. In this 
paper, we propose a novel online learning method of Bayesian network  
parameters. It provides high flexibility through learning from incomplete data 
and provides high adaptability on environments through online learning. We 
have confirmed the performance of the proposed method through the compari-
son with Voting EM algorithm, which is an online parameter learning method 
proposed by Cohen, et al. 

1   Introduction 

The parameters of a Bayesian network (BN) are determined by the use of expert opin-
ion or by learning from data [1]. The former has the advantage of reflecting experts’ 
knowledge, but it is a difficult and time-consuming process. Moreover, it is not clear 
whether the network designed by the experts is really the most appropriate model for 
the domain. Although the latter, learning from data, can overcome the problems of the 
former, it is not always available because the data cannot be ready at all the time the 
BN is constructed. Furthermore, it cannot consider the change of environments. 

To overcome these limitations, online learning methods are discussed [2], [3]. Online 
learning of BN parameters is a method that learns parameters of BN using the given 
data and parameters at time t. Cohen, et al. proposed Voting EM algorithm which 
adopts EM( ) algorithm to online learning [4], [5]. Zhang, et al. verified the usefulness 
of Voting EM algorithm by utilizing it to flood decision-supporting system [6]. 

Although, in the case of complete data, Voting EM algorithm can quickly converge 
to the proper parameters, in the case of incomplete data, it adapts parameters partially 
and incorrectly. It is because Voting EM algorithm is based on EM algorithm. EM 
algorithm can estimate the missing data by using many data, but Voting EM algo-
rithm, which uses only one data, cannot do well. In this paper, we propose a novel 
method for online BN parameter learning which can overcome the limitation of Vot-
ing EM algorithm. 
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2   Voting EM Algorithm 

Let xi be a node in the network that takes any value from the set {xi
1, xi

2, , xi
p} and   

i be the set of parents of  in the network that takes one of the configurations denoted 
by { i

1, i
2,…, i

p} then we can define an entry in the CPT (Conditional Probability 
Table) of the variable xi as ijk = P(xi = xi

k | i = i
j). Online learning of BN parameters 

is to get the new set of parameters t+1 from the given set of parameters t and the 
observed data dt at time t as follows:  

)],()|([maxarg1 tt dDL ΘΘ−Θ=Θ
Θ

+ η . (1) 

Where L( |D) denotes log likelihood and d( , t)  denotes the distance between the 
sets of parameters,  and t. Therefore, t+1 is the new set of parameters which has 
high log likelihood with given data set D and the character of the set of parameter t. 
, which is the importance of log likelihood comparing with distance factor, denotes 

learning rate. Bauer, et al. solve the maximization problem of Eq. (1) with constrains 
that k ijk = 1 for all i and j, called EM( ) algorithm [3]. Cohen, et al. proposed Vot-
ing EM algorithm which adapted EM( ) algorithm to online learning [4], [5].  

≠≠−
≠=+−
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ii

t
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k
ii
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t
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dPdxx

θ
θπθη
θπηθη

θ
. 

(2) 

As shown in the Eq. (2), Voting EM algorithm only learns the parameter ijk
t+1 

when the node xi is observed. Moreover, even though the node xi is observed, if all of 
the parent nodes of xi are not observed, it does not learn correctly because it does not 
consider the relation between the node xi and unobserved parent nodes. 

X1 X2

X3 X4
 

Fig. 1. Simple Bayesian network 

For example, if there exists Bayesian network like Fig. 1 and if the node x3 is un-
observed node (dt = {x1

a, x2
b, x3

?, x4
d}), the parameters at the node x3 are not learned 

and the parameters at the node x4 are learned without considering the effect of the 
node x3 as follows: In the case of  P(x3

j | dt, t) 0, if x4
k x4

d then 4jk
t+1 = (1– ) 4jk

t 
and if x4

k = x4
d then 4jk

t+1 = (1– ) 4jk
t + . Otherwise, 4jk

t+1= 4jk
t. In other words, if 

the node x3 is unobserved, the node x4 only learns the probability P(x4 = x4
d | dt, t) 

and it cannot correctly learn the relation between x3 and x4 which means P(x4 = x4
d | 

4
j
, dt, t). In this paper, we propose a novel method to overcome such limitations of 

Voting EM algorithm which can learn BN parameters with incomplete data. 
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3   Proposed Learning Method 

The data used for learning BN parameters online are the observed value x̂i
k, which 

denotes the value of observed state of each node xi, and the predicted value P(xi = xi
k | 

dt – {xi}, t), which shows how well the set of parameters t can predict the situation 
dt. The value of x̂i

k is 1 when the state of node xi is k; otherwise, it becomes 0. Using 
these data, we first find the set of parameters Θ  well fit for the data dt, and get the 
next set of parameters t+1 by exponential smoothing method as following equation:  

ijk
t
ijk

t
ijkijk θηθηθ +−=∀ + )1( , 1 . (3) 

where  denotes the rate of convergence. 
Now let us find out how we get the set of parameters Θ . If we have the Bayesian 

network structure that consists of n nodes, let O = {xO1, xO2,  xOa} be the set of ob-
served nodes except xi and U = {xU1, xU2,  xUn-a-1} be the set of unobserved nodes 
except xi. Then we can get the predicted value P(xi = xi

k | dt – {xi}, t) by Eq. (4) and 
it can be rewritten as Eq. (5), which consists of CPT variables, by using the independ-
ent assumption and chain rules.  
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(5) 

Through canceling, we can simplify Eq. (5) to A / (A + B), where A and B consist of 
the sum of multiplication of CPT variables. Therefore, we can update the parameters as 
the following. If the observed value x̂i

k is 1, it increases A and decreases B; if the value 
is 0, it decreases A and increases B. However, there are too many factors consisting of 
A and B, and so it requires much computational time to apply for all i and k. We as-
sume that only the parent nodes of xi affect the node xi and the affected parent nodes 
are independent. With these assumptions, we can rewrite Eq. (5) as Eq. (6).  

We update the parameters, which are related with the predicted value P(xi = xi
k | dt 

– {xi}, t) by using Eq. (6) and the value of observed node x̂i
k according to the weight 

to the predicted value. 
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The following pseudo code shows the whole process of the proposed method. 
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Pseudo code of proposed method 

procedure OnlineLearning(dt) 
begin 
  for all xi S   //S is the structure of BN 
    for k:=0 to pi  
      if x̂i

k :=1 then Update(i,k,1.0); 
      else if x̂i

k :=0 then Update(i,k,-1.0); 
  for all ijk   //  is a set of weights for updating t 
    if ijk > 0 then θ ijk 

:=(1- ijk)+  ijk

t+ ijk; 
    else θ ijk 

:=(1- ijk)+ ijk

t; 
  for all i, j Θ  
    normalize to k θ ijk

=1; 

  for all θ ijk Θ  
    ijk

t+1:= (1- ) ijk

t + θ ijk
; 

end 

procedure Update(i,j,w) 
begin 
  if w < threshold then return; 
  for all i

j S 
    ijk := ijk + wP( i

j | dt -{xi}, t); 
  for all i

j S 
    if P( i

j | dt -{xi}, t) 0 then 
      for all xa

b  i

j and xa at dt = null 
        Update(a, b, w ijk

t 
}{

b

a

j

i

d

c xx −∈ π P(xc

d | dt -{xi}, t)); 
end 

4   Experiments 

We have conducted a comparison test with Voting EM algorithm at Asia network to 
manifest the performance of the proposed method. We have collected 10,000 data as 
the samples of learning data: To test the adaptability, we get the first 5,000 of the data 
from the real network and the last 5,000 of the data from the modified network where 
the probability of the attack of tubercle when he or she visits Asia to 40%. 

The comparison test has been conducted by changing the missing rate of data and 
the learning rate. The missing rate that is unobserved value at the tuberculosis node is 
changed from 0% to 100% with 10% intervals and the learning rate is changed from 
1% to 50% with 1% intervals. We evaluate the learned parameters using the distance 
between the learned parameter and real parameter as follows:  

′−=′
kji

ijkijkD
,, allfor 

||),( θθθθ . 
(7) 

Fig. 2 shows the distance of Voting EM algorithm and the proposed method from 
the real parameters in terms of missing rate and learning rate. As shown in Fig. 3(a), 
when the given data is complete, both algorithms manifest the same performance: 
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When the data is complete, the proposed method is the same as the Voting EM algo-
rithm. However, when the data is incomplete, Voting EM algorithm shows great dif-
ference when compared with the result of the complete data. It shows that Voting EM 
algorithm is weak when the incomplete data is used. Especially, when the missing rate 
is 100% (no data at tuberculosis node), it has learned nothing. On the other hand, the 
proposed method is robust at incomplete data. In the case of learning rate, Fig. 2(b) 
shows that the proposed method performs better than Voting EM algorithm. More-
over, it shows that the learning 2% provides the best performance. 

Fig. 3 shows the convergence of the proposed method and Voting EM algorithm to 
real value according to the missing rate at tuberculosis node. As shown in Fig. 3(a), 
the proposed method provides better performance than Voting EM algorithm and Fig. 
3(b) shows that the proposed method can acknowledge the change of environments 
though Voting EM algorithm learns nothing when the missing rate is 100%. Although 
it seems that the proposed method shows worse performance than Voting EM algo-
rithm after time 9000 in Fig. 3(b), if we compare it with all the other parameters, the 
proposed method performs better than Voting EM algorithm as shown Fig. 2(a). 

 
       (a) Result through the missing rate              (b) Result through the learning rate  

Fig. 2. Result of comparison test 

     
              (a) Missing Rate 50%                             (b) Missing Rate 100% 

Fig. 3. Convergence to real value at node tuberculosis using 02.0=η  
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5   Concluding Remarks 

Online BN learning is needed for modeling the variable environment or the change of 
user’s preference. Voting EM algorithm is one of good methods to learn BN parame-
ters online. However, there are limits to its capability in learning with the incomplete 
data. In this paper, we have proposed an online learning method of BN parameters 
which works well with incomplete data. We have confirmed the performance of the 
proposed method through the comparison with Voting EM algorithm. 

For the future works, it is required to analyze the convergence of the proposed 
method and conduct more experiments in realistic domains. In addition, by adding a 
mechanism in order to automatically adjust the learning rate , we can obtain an en-
hanced version of the online learning method that learns more quickly than the pre-
sent method. 
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Abstract. Quality of Service (QoS) and Traffic Engineering (TE) capa-
bilities are two important techniques in IP networks to support real-time
applications. Multi Protocol Label Switching (MPLS) plays an impor-
tant role in terms of QoS and TE provisioning. The paper investigates
the optimal resource allocation in MPLS-based VPN. Firstly the hose
model is introduced; then, the traffic engineering using hose model to
provide multi-VPN services in MPLS network is formulated. A genetic
algorithm (GA) for the optimization of the bandwidth assignment in
hose-modeled VPN to provide multi services is presented. The optimal
model and instances of the algorithm are given too. The results of the
instances show that the proposed method can balance the network load
and is simple to be implemented.

1 Introduction

Nowadays, VPN based on MPLS is becoming prevalent. How to allocate the
LSP bandwidth plays an important role in the ensuring of the VPN’s QoS.
The basic requirement of VPN is to improve the utilization of network resource
while satisfying the user’s profiled-traffic demand, that is to say, the bandwidth
reserved for VPN shall be as little as possible while the QoS of VPN service is
satisfied.

Another requirement is to avoid over-utilizing of some network resources while
other resources are under-utilized, which is the problem that TE must resolve.
The main object of TE is to optimize the routing of network traffic and to bal-
ance the network load while improving the utilization of network resources and
ensuring the traffic performance. Differentiated Services (DiffServ) and MPLS
proposed by IETF are promising technologies to implement the TE [1,2].

Generally, the pipe model is used in the optimization of bandwidth allocation
in MPLS network. In the pipe model the VPN customers have to specify QoS
requirements and the traffic load between each pair of endpoints for each type
of traffic. But the traffic is stochastic in VPN application and the users are
normally unable to predict the traffic load between each pair of endpoints. What
� The research is funded by the Chinese National Science Foundation under grant

number 60472105 and in part by NUPT Research Foundation (NY 2005-002) and
Jiangsu Provincial Education Bureau Doctoral Program Foundation (JS 2002-10).
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the user can give is the bandwidth that shall be provided for each site. Two
values are given for each site: Bin, the capacity required for aggregate outgoing
traffic from the endpoint into the network (to other endpoints of the VPN)
and Bout, the capacity required for aggregate incoming traffic from the network
into the endpoints (from other endpoints of the VPN), the network provider
should guarantee the QoS of the service among all sites of the VPN when the
injecting traffic of each site is no more than its Bin and receiving traffic of each
site is no more than its Bout. Since the traditional pipe model is not suitable
for VPN services, Duffield gave a hose model. As mentioned in [3,4], the hose
model provides customers with the following advantages over the pipe model:
(1) only Bin and Bout per hose endpoint need to be specified, as compared to
the bandwidth for each pipe between pairs of hose endpoints in pipe model; (2)
flexibility-traffic load from and to a hose endpoint can be distributed arbitrarily
among other endpoints if the bandwidth of each endpoint is not violated; and
(3) multiplexing gain among the same VPN users.

Tequila task group of IETF presented a heuristic approach for bandwidth
allocation in multi-service networks in [5]. The approach uses the traditional
gradient projection method. In the method not only the initial bandwidth as-
signment needs to be given but also the first and second derivatives of objective
function have to be computed. So the objective function must be continuous,
differentiable and convex. Practically, sometimes the objective function does not
possess the“nice” properties. Kumar in [6] proposed an algorithm using optimal
VPN tree for provisioning VPN, but the algorithm assumes that the link capacity
is infinite. The algorithm is not applicable when the link capacity is finite. This
paper gives a GA for the optimization of bandwidth assignment in hose-modeled
VPN. Neither the initial bandwidth assignment nor the objective function needs
to be continuous, differentiable and convex in the algorithm. Furthermore it is
able to balance the traffic load effectively.

2 Notations and Definitions

Notation Description
TT k

d,i Hose traffic trunk of the class k service of VPN d rooted at i, where
i ∈ {V PNd}

Dk
d,i The max traffic load can be injected to the networks from hose traffic

trunk TT k
d,i

H The set of hose traffic trunks
s Hose traffic trunk tree corresponding to TT k

d,i

S The set of hose traffic trunks trees
xk

d,s Bandwidth allocated to the tree s ∈ S

Definition 1. Hose traffic trunk: A hose traffic trunk is the aggregation of a set
of traffic flows with similar QoS requirements. Each traffic trunk is associated
with an ingress and a set of egress nodes. In this paper, a hose is also identical
with a traffic trunk.
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Definition 2. QoS hop-count constraint:Assume that a link has a worst delay
and loss probability bounds for each type of PHB corresponding to the max trans-
mit delay and the max loss probability of the link. We can accumulate the max
delay and the max loss probability of links in a path, thus the constraints of
end-to-end delay and end-to-end loss probability is converted to QoS hop-count
constraints. Finally, the more severe hop-count constraint is selected as QoS
hop-count constraint.

Definition 3. Hose traffic trunk tree: Trees that root at the ingress site of a
hose and termite at egress sites of a hose and the only path in the tree from the
source endpoint to other destination endpoint satisfies QoS hop-count constraint
of the hose. Generally, there are several trees of hose traffic trunk corresponding
to a hose.

Definition 4. Bandwidth of a tree: Same bandwidth is allocated to all links in
a tree, the bandwidth is called bandwidth of a tree.

3 Problem Statement and Modeling

3.1 Hose Model

A hose is the interface for customers (sites) to access a network. A customer of
a VPN can send traffic to the network without knowledge of the point to point
demand. Using the hose model, the amount of bandwidth allocated to access
links and core links can be decreased.

As shown in Fig. 1, the VPN is composed of three sites. Assume the maximum
sending rate and receiving rate for each site is 1Mbps. For the hose rooted at site
1, if we reserve the bandwidth using pipe model, we require two pipes, allocate
bandwidth of 6Mbps to core links and 4Mbps to access links. However if hose
model is used, only one hose is needed, bandwidth of 4Mbps is allocated to core
links and 3Mbps is allocated to access links.

A C

G

1

2

3

E

F

pipe1

pipe2

hose 1Mbps

1Mbps 1M
bps

1Mbps1Mbps

Fig. 1. Efficiency implications of the hose trunk model

Parameters of service level subscriber for a hose model include: VPN member,
ingress, egresses, the maximum traffic load that an ingress is able to inject to
the network, the maximum traffic load from the network to the ingress of the
hose and the associated QoS.
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3.2 Problem Statement

The network can be expressed as G = (V,E), where V is the set of network
nodes and E is the set of links between adjacent nodes. Assume that there are
N nodes and L links. For each link (m,n) ∈ E , the following parameters need to
be allocated: link capacity b(m,n) , percent of bandwidth allocated to k ∈ K type
service, hk , the set of PHB classes K supported by the link, maximum delay
Dk

(m,n) and maximum loss probability Lk
(m,n) for each type of services. When

implementing traffic engineering in multi service environment, we can carry out
different bandwidth constraints for different type of services[7], thus transforming
traffic engineering in multi service environment into several independent traffic
engineering in single service environment. In this paper, firstly, the traffic is
classified as different hoses according to the QoS of the traffic and different
types of hose traffic trunks are mapped to different class of hoses respectively,
then traffic load is balanced by several trees of hose traffic trunk for each hose.

3.3 Objectives of TE

One of the primary objectives of TE is to avoid over-loading of some network
resources while other network resources are under-loaded; the other objective is
to minimize the overall network cost while satisfying the QoS requirements of all
trunks as long as their traffic is within the trunk’s bandwidth limit. If a function
F(m,n) associated to a link (m,n) is used, the above objectives can be associated
with the following optimization criteria[5]:

Minimize
(

max
(m,n)∈E

F(m,n)

)
. (1)

Minimize

⎛⎝ ∑
(m,n)∈E)

F(m,n)

⎞⎠ . (2)

The first criterion attempts to minimize the maximum utilization among all
the links, hence avoid over-utilizing parts of the network. The other criterion
tries to keep up a low overall network cost. We define a compromise between
them as follows:

Minimize
∑

(m,n)∈E

(F(m,n))n, n ≥ 1. (3)

Where n is a parameter representing a tradeoff between the maximum utiliza-
tion among all the links and overall network cost.
When n = 1, only overall network cost is considered, if n = ∞, only the maxi-
mum utilization is considered.

3.4 GA Formulation

Let zk
(m,n) be traffic load in the link(m,n) after all k class of traffic demands are

allocated to the trees. Let f(zk
(m,n)) be:
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f(zk
(m,n)) =

⎧⎨⎩ (
zk
(m,n)

b(m,n)−zk
(m,n)

)n if zk
(m,n) ≤ hkb(m,n)

pent ∗ ( hkb(m,n)

b(m,n)−hkb(m,n)
)n if zk

(m,n) > hkb(m,n)

. (4)

Where pent is penalty coefficient.
Let z = [zk

(m,n)], x = [xk
d,s] be a vector of size 1-by-L and a vector of size

1-by-M (M is the number of all trees for class k service) respectively.
We have:

z = x′∗Q. (5)

Where, Q is a L ∗M matrix called tree–link incidence matrix.
Each row in the matrix corresponds to a tree and each column in the matrix

associates with one link.
If tree i uses link j, the element Qij in the matrix is 1, otherwise, it is 0.
The problem of bandwidth assignment in Hose-modeled VPN for class k ser-

vice is formulated by the following form in a GA:

Minimize
∑

(m,n)∈E

f(zk
(m,n)). (6)

s.t.
∑
s∈S

xk
d,s ≤ Dk

d,i For all TT k
d,i ∈ H. (7)

0 ≤ xk
d,s ≤ Dk

d,i. (8)

For each hose, TT k
d,i is the sum of bandwidth allocated to independent trees

of a hose that must satisfy constraint (7).
Constraint (8) is lower and upper bounds of independent variables respectively.
In above problem, the network topology, link capacity, Dk

d,i, the max traffic
load can be injected to the networks from hose traffic trunk TT k

d,i and trees of
each hose are given and xk

d,s is decision variable. So the number of independent
decision variable, w is:

w = u ∗ (v − 1). (9)

Where u, v are the number of hoses of class service and the number of trees
associated to each hose.

4 Optimal Algorithm Based on GA for Bandwidth
Assignment

4.1 Solution Representation

A string of bandwidth allocated to trees is represented by a chromosome and
each gene represents bandwidth allocated to a tree. Real-valued code technique
is used .A real-valued code representation moves the original problem closer to
the problem representation which offers higher precision with more consistent
results across replications.
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4.2 Fitness Function

Fitness function must give a high fitness for chromosomes with lower objective
function values. The fitness function is defined as:

F (zk
(m,n)) = const−

∑
(m,n)∈E

f(zk
(m,n)). (10)

In the formulation, const is a large constant.

4.3 Genetic Operators

Genetic operators are as following:

– Population size is ten times of the number of independent variable
– Roulette wheel selection together with elite children maintained parent
– Intermediate crossover, with crossover fraction 0.85 [8]
– Using adaptive and feasible mutation, mutation step size and direction are

adaptive and the solution after each mutation must be feasible [8].

5 Numerical Experiments and Results

We evaluate our algorithms by simulation using Matlab genetic algorithm tool-
box in a network which has 10 nodes and 9 bidirectional core links.

The network topology, as well as the labels of nodes and links is shown in
Fig. 2. The number above the link is the link capacity and links without capacity
label is with infinite capacity.
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Fig. 2. Network topology

There are three VPNs that have subscribed SLS from provider. VPN1 consists
of site1, site3 and site5, VPN2 consists of site2, site4 and site6, VPN3 consists
of site3, site4 and site7. There are three types of services: EF, AF and BE. The
values of simulation parameters are shown in table 1.

Since an edge node only accesses to a core node, only links between core nodes
are considered. In order to balance the load, the links superposed among trees
corresponding to a hose is as little as possible.
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Table 1. The values of simulation parameters

Traffic type Max. band-
width con-
straint

Hop-count
constraint

The number.
of trees of a
hose

Total trees of
hoses

The number
of independent
variable

EF 10% 4 2 18 9
AF 80% 5 3 27 18
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Fig. 3. Utilization rate of links
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Fig. 4. Standard deviation of link utilization

6 groups of data are used in optimization and the result is compared with the
method proposed in [5] and the method given by Kumar. In the following figures
these methods is represented by method 3, method 2, method 1 respectively.
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Fig. 5. Total bandwidth to be allocated

Fig. 3 represents the utilization result of the optimization with the fourth data
groups after allocating bandwidth for EF and AF services. Fig. 4 and Fig. 5 are
standard deviation of link utilization and total bandwidth to be allocated for
all instances. From Fig. 3, we know that method 1 will lead to over utilizing
of some network resource while other resource is not used, but method 2 and
3 will not. With the increase of load if method 2 is used, a service with higher
class will preempt resource belonging to a service with lower class, and may even
throttle the service with lower class. If method 3 is used, the above problem can
be avoided. From Fig. 4 and Fig. 5, it is known that the performance of method
3 is close to that of method 2 and sometimes its load balance is even better than
that of method 2.

6 Conclusion

The hose model is first introduced in this paper. Then the GA is used in the
optimization of bandwidth assignment problem and is shown to be suitable and
efficient for the problem. GAs are superior to classical optimization techniques
since there is no restrictions on the objective or constraints in GAs. The proposed
GA to solve the problem of bandwidth assignment in hose-modeled VPN is
simple to be implemented. Further more, it is an offline and static method to
bandwidth allocation.
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Abstract. Agent-based production scheduling is a promising approach to solve 
production scheduling problem, especially in a dynamic, uncertain environ-
ment. In the system, agents are connected through a network and negotiate with 
each other to fulfill scheduling. The negotiation mechanism specifies the way in 
which negotiation should take place. This paper proposes an adaptive negotia-
tion framework and two kinds of negotiation policies to fulfill scheduling and 
rescheduling in the flexible job shop. The mechanism makes the system more 
adaptive in dynamic production environments. The computational experiments 
are given to demonstrate the feasibility and performance of the mechanism. 

1   Introduction 

In agent-based production scheduling system, agents are used to encapsulate physical, 
logic and/or function entities in the production system [1-4]. While making autono-
mous decision, agents in the system interacts and negotiates with each others to fulfill 
scheduling [4]. In the system, negotiation mechanisms play a key role in managing 
message passing, the behaviors of agents, reaching closure, and determining the final 
schedule. 

The negotiation policy can be classified into planning type and reactive type. The 
planning type, such as combinatorial auction [5,6], can get optimal or near-optimal 
schedule result in distributed framework. But this type of policy lacks of capacity to 
react to disturbances in dynamic environment. The reactive type allocates tasks or 
resources in real time manner, such as contract net [7], voting [8], etc. It behaves well 
in dynamic environment and balances the loads of agents. Therefore it is adopted in 
production scheduling system widely. However, the agents that adopt this type of 
negotiation policy make decision only according to local information and current state 
of the agents. It is hard to predict the performance of the result. The real world manu-
facturing problems are dynamic and tightly coupled. A slight change may make a 
previously ideal schedule totally unacceptable. Agents must have an efficient way to 
select right negotiation policies, related negotiation strategies and negotiation partners 
under various environment situations [9]. 

                                                           
*

 The research is supported by National Basic Research Program of China (No. 2002CB 
312204 03) and National Nature Science Foundation of China (No. 70431003). 



 A Kind of Adaptive Negotiation Mechanism for Flexible Job Shop Scheduling 325 

In that case, such negotiation mechanisms, which achieve good performance and 
keep responsive capacity to handle disturbance at the same time, have not hitherto 
been considered, and so we consider them here. The adaptive negotiation mechanism 
utilizes an adaptive negotiation framework and two kinds of negotiation policy to 
fulfill scheduling and rescheduling problem of flexible job shop. The design and de-
scription of the negotiation mechanism are presented. In the last part of the paper, a 
prototype system and two experiments are presented to demonstrate and verify feasi-
bility and performance of the mechanism. 

2   The Adaptive Negotiation Mechanism 

2.1   Problem Description 

The problem considered here is scheduling and rescheduling of flexible job shop in 
dynamic production environments. The scheduling problem is to schedule N tasks on 
M resources in order to minimize the total tardiness of the tasks. If there is distur-
bance in the system, such as emergency task, breakdown of resource or task can-
celled, original schedule is not feasible, and rescheduling is needed to keep system 
running and keep performance of the system in certain extent. Adaptive negotiation 
mechanism is considered as an approach to increase the adaptability of the system. By 
adaptive negotiation more intelligence and rationality are integrated into negotiation 
mechanisms, thus makes the system adaptive in dynamic environments. The negotia-
tion mechanism is presented below. 

The symbol used is presented as following: 

• Agent types 
Part Agent – PA; Resource Agent – RA; Part Mediate Agent – PMA; Resource 

Mediate Agent RMA; Job Manage Agent – JMA; Mobile Submit Agent – MSA. 
• Variables 

( , )O i j  The j th subtask of the task i ; T  The length of the planning horizon; 

M  The number of resources; t  The index of time slot; h  The index of re-

source; 
,h t

λ  The price for time slot t  for resource h ; N  The number of tasks; 

i
n  Number of subtask of task i ; 

, ,i j h
p  processing time of ( , )O i j  if it is processed 

on 
,i j

h H∈ , otherwise 0; 
i

ω  Weight of task i ; 
,i j

H  Resource set capable proc-

essing ( , )O i j ; 
,i j

I  Set of subtasks preceding immediately ( , )O i j ; 
,i t

TD  Cost for 

task i  to complete in time slot t ; 
, ,

1
i j t

X =  if ( , )O i j  is complete at time t , 0 other-

wise; 
, ,i j h

Y =1 if ( , )O i j  is processed on resource h , 0 otherwise. 

• Logical symbols 
NOT  ~; AND  ; OR  . 

• Events and messages 
Resource breakdown  Br; Emergency task  E; Task cancelled  C; Preparation 

for combinatorial auction negotiation mechanism  Aauction; Adoption of disturbance 
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handling negotiation mechanism  Adynamic; All PA’s task lists are empty  Pempty; 
Start auction  Sa; Stop auction  Pa; MSAi is ready  Mr. 

Bi  Bid submitted by MSAi; PAi’s planning list  Pli; Auction result  Ar; Mlist  
MAj’s planning list. 

State of scheduling policy: Salloc  Static state; Dalloc  Dynamic state. 
Value of auction state (AuctionState): Auction is initiated  Sinit; MSA is dis-

patched  Sdisp; A new round auction starts  Snew_round; The prices is announced  
Sann; Bid is constructed  Scon_bid; Bid is submit  Ssub_bid; Market is cleared  Scl_mar; 
Revenue is calculate  Scal_rev; Prices is updated  Supd_pri; Result is notified  Sresult; 
Auction is end  Send; MSA returns  Sreturn; Auction is stopped  Sstop. 
• Basic behavior of agents 

SEND (message1<content1>, message2<content2> …) TO (agent1, agent2 …) 
SET_STATE (state1, state2 …) TO (state_new1, state_new2 …) 
SET_CONTEXT(context1, context2 …) 
DISPATCH (mobile_agent) TO (agent) 
(mobile_agent) RETURN TO (agent) 
CREATE (agent) 
DESTROY (agent)  
UNREGISTER (agent) 

2.2   The Adaptive Negotiation Framework 

To realize adaptive negotiation in the agent-based system, an appropriate framework 
is important [9]. The negotiation mechanism makes the system adaptive to the dy-
namic environments by applying different negotiation policy. The adaptive negotia-
tion framework is proposed as a foundation for management of negotiation policies in 
the system. The framework implements adaptive characteristics of agent negotiation 
by system architecture, knowledge to select negotiation policy and different negotia-
tion policy. The system architecture has some important characteristics which explic-
itly support adaptive negotiation among agents. The knowledge is integrated into the 
agent negotiation mechanism is used by agents in terms of rational decision making. 
Two kinds of negotiation policy and some selection heuristics have been presented as 
well. Furthermore, the preprocessing for switch negotiation policy is presented. 

2.2.1   The Heuristics to Select Negotiation Protocols 
In the adaptive negotiation framework, negotiation policy selecting heuristics play an 
important role. They are used to select suitable negotiation policy under different 
situations. For the agent-based production scheduling, some domain specific heuris-
tics are adopted to distinguish the important characteristics of different negotiation 
policies under different environment conditions. 

The selection process is shown in the Fig. 1. While in smooth progress, corre-
sponding agents uses combinatorial auction negotiation policy to allocate tasks. The 
auction result is global near optimal. If disturbance happens, such as emergency task, 
task cancelled and resource breakdown, the combinatorial auction would be stopped. 
And after disturbance preprocessing is done, modified contract net would be initiated 
to allocate the tasks that are not processed. After that, according to the state of the 
system, combinatorial auction or modified contract net is used to schedule tasks. The 
corresponding behaviors of agents and its description are given in the table 1. 
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Fig. 1. The process of adaptive negotiation mechanism 

Table 1. The switch between different kinds of negotiation mechanism 

Behavior agent Behavior description 
Adopt combinatorial auc-
tion mechanism 

JMA Context: Pempty 

Behavior: SET_STATE (T') TO (Salloc); 
SEND (Aauction) TO (RMA) 

Adopt disturbance han-
dling mechanism 

JMA Context: Br E C  
Behavior: SET_STATE (T') TO (Dalloc); 
SEND (Adynamic) TO (RMA,MAs,PAs,PMA) 

2.2.2   The Prepossessing for Switching Different Negotiation Protocols 
If disturbance happens, rescheduling is needed to keep system running and keep cer-
tain performance of the system. Rescheduling is done in two steps. The disturbance is 
handled and then tasks left in the Combinatorial Auction Time Window (CATW) are 
allocated through modified contract net. Preprocessing negotiation mechanism speci-
fies corresponding agents to handle disturbance. The process of preprocessing is 
shown in Fig. 2. The preprocessing is performed according to the type of disturbance. 
 

 

Fig. 2. The process of disturbance preprocessing 
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The purpose of preprocessing is to recover from disturbance and prepare for task 
allocation through modified contract net. The preprocessing is done by corresponding 
agents’ behaviors (shown in table 2). 

2.3   Description of the Negotiation Policies 

2.3.1   The Combinatorial Auction Negotiation Policy 
Combinatorial auctions commonly refer to auction mechanisms in which agents are 
allowed to bid on combinations, or bundles f items. Being able to bid on bundles 
clearly mitigates the exposure problem, since it gives the agents the option to bid their 
precise valuations for any collection if items they desire. On the other hand, combina-
torial auctions require the market maker, the agents, or both, to solve complex deci-
sion problems. 

For the scheduling problem, the time window considered for scheduling is divided 
into T time slots equably. All resources delegate their time slots to a mediator who acts 
as s-agent, jobs act as b-agents and auction items are the time slots of the resources and 
defined as a set of pairs (resource, timeslot). Each job competes for time slots with its 
precedence constraint, process requirement and local utility function. The s-agent ad-
justs the price of each time slot according to the demand from b-agents to reduce the 
resource conflicts among the b-agents until result of auction is obtained, and the re-
source and complete time for all operations in each job are determined. The schedule 
generated according to auction result is near-optimal [10]. Formally, we have: 

Definition 1  
The descriptor of a CA is , , , , ,CA p roundP G Buyer S Bid tλ= , where: 

− { },h tG g=  is the goods, time slots on resources, to be auctioned. 

− { }1 2, , , nB b b b=  is finite set of identifiers of b-agents, where n is the number of 

b-agents, also, the number of jobs. 
− S  is the identifiers of seller-agent. 

− { }1 2, , , nBid Bid Bid Bid=  is the bids constructed by the b-agents, where 

( ){ },1 ,2 ,, , , ,
ii i i i n iBid Bid Bid Bid p=  is the bid submitted by the ith b-agents. 

Here, ip  is the payment for the bid, and triple ( ), , , ,, ,i j i j i j i jBid m t l  presents re-

quirement of ( ),O i j  for timeslots, ,i jm  presents resource, ,i jt  presents start index 

of time slot, ,i jl  presents the number of time slots which means the processing time 

on the resource. 
− roundt  is used for defining the condition for terminating the CA, that is, the maxi-

mum number of iterations is reached or the result is acceptable, the CA terminates. 

Definition 2  
A round in a CA is the time period between two successive deals or the period from 
the beginning of the CA to the time when the first deal takes place. If a round is the 
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rth ( r IN +∈ ) round of the CA, then r  is called the round number. A CA consists of 
multiple rounds. 

The following is the formal definition of the valid behaviors of agents during a CA. 

Definition 3  
The CA protocol with descriptor CAP consists of the following steps: 
Each PA dispatches a MSA to the platform in which RMA lies in. 

1. MSAs with routing, precedence constraints, utility function and construct bid 
method are dispatched into the platform which RMA lies in. 

2. 1r = , , 0h tλ = . 

3. A new round of the CA starts, 1r r= + , RMA clears market, updates pλ  and an-

nounces new prices to all MSAs. 
4. MSAs construct bids to minimize the utility function under current prices and sub-

mit them to RMA. 
5. If closure is reached goto 3, else goto 6. 
6. MSAs bring result including the processing resource and starting time of each 

subtask to the corresponding PA. 

The reason for introducing MSA is to improve the communication efficiency, be-
cause the communication cost in same platform is 10 times lower than that in differ-
ent platform [10]. For the design of combinatorial auction, Lagrangian Relaxation 
approach is adopted [11]. by In combinatorial auction, the communication cost is 

( )( )
i

C O N R M T n= × × × +  for each round auction, if platform factor (JADE [12], 

Java Agent Development Framework) is considered, the communication cost is ad-

justed to ( )( )2

i
C O N R M T n= × × × +  [11]. 

2.3.2   Modified Contract Net Negotiation Policy 
After disturbance preprocessing is done, PAs compete for process time on resource 
through modified contract net until all tasks left in the CATW are allocated. According 
to the requirement to allocate tasks, several improvements are proposed to basic contract 
net protocol. The first improvement is sending offers to a limited number of agents 
instead of broadcasting them. And subtasks satisfying precedence constraints can send 
offers in parallel. At last the reactive time of agents is limited. There are three time 
windows: T1 for MA to receive offers, T2 for PA to select subtask and T3 for MA to 
confirm. In modified contract net, PAs select subtasks whose precedence subtasks have 
been allocated and sends offers to corresponding MAs. If MAs receive first requirement 
and the requirement list is empty, the T1 time window of the MA starts timing. When 
the T1 is out, the MA sorts the offers in the list according to its own objective and selects 
the first offer and notifies result to the concerned PA. And the T3 time window starts 
timing. When the PA receives first notification, the T2 time window starts timing. And 
the PA puts the notification into counteroffer list. When the T2 is out, the PA sorts the 
notification according to its own objective, selects the first notification and sends con-
firmation to the MA. If the MA receives confirmation message in the T3 time window, 
the MA would put the subtask into its planning list and send re-confirmation to the PA. 
The process of modified contract net is shown in Fig. 3.  
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Fig. 3. Negotiation process of the modified contract net 

3   Experiments 

Based on prototype system, two experiments are used to demonstrate the feasibility 
and efficiency of negotiation mechanism. Experiment one compares combinatorial 
auction negotiation mechanism with dispatching rule for tardiness and flowing time. 
Experiment two shows a rescheduling example after disturbance happens. 

Parameters in the experiments are set as following. Because the value of α  affects 
the performance of the system, the value of α  is specified for 1.05, 1.1, 1.15, 1.2, 
1.25. Also, considering of the dynamic character of the environment, the negotiation 
mechanism must has the character of “anytime”, which means that a feasible solution 
can be available whenever the negotiation is stopped. In real environment, the cycle 
times of the auction can’t be guaranteed. For the reason, cycle times of 100, 200, 300, 
400 and 500 are adopted respectively. Therefore, total 25 times for each experiment 
were performed and the average value of the experiment was obtained. 

3.1   Experiment One 

This experiment is designed to compare the performance of the negotiation mecha-
nism with dispatching rules for tardiness and flowing time. Four groups data, includ-
ing 6 6, 8 8, 10 10, 12 12, are generated randomly. The subtasks number is six 
in former two groups and eight in latter two groups. The experiment data is generated 
randomly in the manner as same as reference [13]. The parameters for generating are 
described as following. The process time of each subtask is an integer chosen ran-
domly from [3,12]. The alternative resource number is chosen randomly from [0,2]. 
The process time in alternative resource is the process time in original resource multi-
ply a coefficient chosen randomly from [0.5,2]. The weight of each production task is 

1.0. The due date of each production task is calculated by { }( ), , ,
1

min
N

i j h i j
i

p h H
=

∈ . 

The number of direct precedence of subtask is chosen randomly from [0,3]. Using 
above data, the performance of negotiation mechanism is compared to SPT and EDD 
dispatching rule. 
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Table 2. Simulation result of experiment one 

problem method Total tardiness Flowing time 
SPT 749 56 
EDD 855 58 6 6 

Combinatorial auction 126 45 
SPT 1945 65 
EDD 1706 79 8 8 

Combinatorial auction 593 60 
SPT 3804 134 
EDD 2963 177 10 10 

Combinatorial auction 818 110 
SPT 4158 174 
EDD 4267 187 12 12 

Combinatorial auction 1121 133 

Using above data, average value of total tardiness and flow time of all tasks are 
got. As shown in table 2, combinatorial auction negotiation mechanism gets better 
performance in total tardiness comparing to SPT and EDD dispatching rules. In addi-
tion, the experiment shows that the negotiation mechanism does better in flowing time 
comparing to dispatching rules. 

3.2   Experiment Two – Example of Rescheduling 

Take 6 6 experiment data in experiment one to describe rescheduling example after 
disturbance happens. The disturbances include resource breakdown, emergency task  
 

 

Fig. 4. Example of rescheduling after disturbance 
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and task cancelled. In the example, MA takes SPT dispatching rule, PA takes EDD 
dispatching rule, and we suppose the part, which is processing on the resource that is 
breakdown, need to be processed from beginning. The result of rescheduling is shown 
in Fig. 4. The example shows that the negotiation mechanism can fulfill rescheduling 
when disturbance happens in the system. And the negotiation mechanism is adaptive 
to dynamic environments, whereas the rescheduling is feasible but not optimal now. 

4   Conclusions 

Based on survey of negotiation mechanism in the agent-based production scheduling, 
an adaptive negotiation mechanism is proposed in the paper. The adaptive negotiation 
mechanism includes an adaptive negotiation framework, knowledge to select negotia-
tion policy and two kinds of negotiation policies. The mechanism is designed to 
schedule production tasks with flexible routing and in-tree precedence constraints in 
dynamic environment in distributed manner. A prototype system is developed and 
two experiments are performed based on the mechanism to demonstrate the mecha-
nism to be feasible and effective. 

The rescheduling heuristics in the paper is feasible but not optimal. According to 
specified production environment and production objective, appropriate selection of 
rules is needed to achieve optimal result. The selection of the rules hitherto mainly 
depends on experiences. How to transform the experiences into agent’s knowledge 
and help agent to make decision to improve the performance of rescheduling is our 
future work. 
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Abstract. The speed and convenience of the Internet facilitated the 
development of electronic commerce (e-commerce). E-commerce research and 
technologies have always drawn the attention of researchers. Among them, the 
application of mobile agent on e-commerce has drawn much attention in recent 
years. Mobile agents can roam freely over different execution environments to 
execute tasks assigned to them. However, a mobile  agent may be attacked 
when it requests services from other servers or when comes in contact with and 
exchange information with another agents while roaming on the internet. 
Hence, a mobile agent user may be concerned that his mobile agent could be 
corrupted or private information tapped and pirated by other agents. To ensure 
the security of mobile agents in public network environment, this paper 
proposes a security scheme that is suitable for mobile agents. The scheme 
includes access control and key management; it is also an improvement on the 
key management and access control for mobile agent scheme of Volker and 
Mehrdad. The proposed scheme corrects the drawback in Volker and 
Mehrdad’s scheme which is the need of a large amount of storage for storing 
the secret keys. Security and performance analysis of our scheme proves the 
proposed scheme to be more efficient and secure. 

1   Introduction 

Following the easy availability of the Internet, in order to improve efficiency, 
complex distributed computing can now be performed online.  Simultaneous 
computing on distributed system can be performed through transmission of bulk 
information and messages between host servers. However, the bulky data causes 
overloading of network flow [5]. 

A mobile agent is a type of program that can move between servers and 
simultaneously handle distributed computing. Compared to the traditional structure, 
mobile agent has the following qualities: 

1. Reduce network load: Distributed systems are completely dependent on 
communication mediums for exchange of information, especially when using 
security protocols. This causes bulk network flow. Mobile agent does not 
require constant connection with the target server, it packages the instructions 
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and send it to the target server and can interact on the target server. Mobile 
agent can also compute large amount of data on remote servers, reducing the 
network flow and the number of connections between the source server and 
target server. 

2. Overcome network delay: When the control system needs to process large 
amount of data instantaneously, delays could happen. Therefore, if a mobile 
agent is used, then messages can be exchanged on remote servers by sending 
the agent to each of the servers to carry out the task. Thus network delay can 
be reduced. 

3. Packaging protocol: Traditional distributed systems have a fixed protocol for 
exchanging data. However, varying platforms require each server to create 
their own protocol, each having its own coding. Therefore, if the protocol 
needs to be redesigned when met with efficiency or security problems and if 
one of the servers were not quick enough with its update, then incompatibility 
or delays may occur. A mobile agent can package the message and request a 
connection with the remote server when it reaches the same; hence it does not 
face protocol problems. 

4. Non-simultaneous and spontaneous execution: A mobile agent can non-
simultaneously and spontaneously execute its task while a server is offline. It 
reports back when the task is completed. 

5. Adapt to dynamic environment: A mobile agent has the ability to assess its 
environment and make spontaneous adjustment to adapt to the environment. 

6. Innate heterogeneity: From the point of view of hardware or software, network 
computing is basically of diverse nature. Mobile agent is independent from the 
computer or the network transmission layer; it is related only to the 
environment. 

7. Expandability: Mobile agent allows flexible adjustment or expansion between 
source and target. 

Recently, many mobile agent researchers are exploring ways to apply mobile agent 
technology to improve business activities [10]. A mobile agent, during its execution, 
roams about the Internet and may come in contact with other agents and exchange 
information; consequently it may face some security problems [5, 9]. The security 
problem of mobile agent happens mostly at unsafe contact. Therefore, this paper has 
put together four types of security risks [4] a mobile agent may face, as follows. 

1. Host server gets accessed by unauthorized personnel: An unauthorized agent 
accesses data on a host server. 

2. Host server is attacked by malicious agent: An agent forges another agent’s 
identification marking to access services or resources, or to evade 
responsibility and break the trust of the rightful agent. 

3. An agent is attacked by another agent: An agent forges another agents ID to 
trick another agent. The malicious agent constantly sends messages to cause 
receiving end server to overload and cause computation time on the receiving 
end server to increase. 

4. Agent attacked by a malicious host: A host may impersonate another host to 
trick agents; or a malicious host may ignore an agent’s request. For example, a 
host deliberately delays an agent’s request, or even terminates an agent without 
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warning causing other agents awaiting response from this agent to enter into a 
deadlock. In addition, another case is that a malicious host deliberately causes 
an agent to be unable to carry out his task causing the agent to be live-locked. 

The first three security risks listed above can be resolved using present 
cryptography technology. Since a mobile agent carries along the commissioner’s 
private information while visiting hosts of different security levels to deliver 
computations carried out by the host, there is a need for codes, secret keys and 
security schemes that protects the agent and the information it carries. However, since 
a mobile agent is controlled by an agent host, it is not possible to guard against 
malicious behavior of a server. Therefore it is very difficult to resolve the fourth 
security risk; this is also the problem this paper proposes to solve. 

Researchers in recent years are focusing their research on the security of mobile 
agents. Corradi et al. [3] proposed a mobile agent structure, SOMA. This structure 
included agent, agent server, management system, and security approach. Karnik and 
Tripathi [9] also proposed a structure, Ajanta; it has the same functions as SOMA. In 
response to SOMA and Ajanta, Volker and Mehrdad [13] proposed a tree structure; 
its functions include authorization of mobile agent, key management and access 
control. This paper examines Volker and Mehrdad’s security scheme, amending its 
drawback and proposes two mobile agent key management and access control 
schemes based on hierarchical structures [1]. This paper, through systematic and 
complete mobile agent, and related security technology, proposes to combine present 
security technologies to design a more suitable mobile agent key management and 
access control scheme. At the same time, we shall compare and analyze security and 
efficiency to prove the feasibility and efficiency of the scheme, and its ability to 
protect the safety of a mobile agent in its work environment; and thus protects user 
rights. 

This paper is divided into six sections. Section 1 introduces mobile agent, its 
characteristics and security risks in addition to explaining the purpose of this paper. 
Section 2 examines Volker and Mehrdad’s mobile agent key management and access 
control scheme and points out its drawbacks. Section 3 proposes the new schemes, 
which is analyzed in section 4. Section 5 compares efficiency between Volker and 
Mehrdad’s scheme and the proposed scheme to prove that the drawback in Volker and 
Mehrdad’s scheme has been effectively amended. A conclusion is finally drawn in 
section 6. 

2   Volker and Mehrdad’s Scheme 

Volker and Mehrdad [13] proposed a scheme with access control and key 
management for mobile agents to effectively protect an agent. This section examines 
the security and drawbacks of the scheme. 

2.1   Volker and Mehrdad’s Scheme 

This security scheme designed a tree as the basic structure; it supports agent 
authorization, key management and access control. The structure is as shown in fig. 1. 
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Fig. 1. A tree based mobile agent structure 

The whole structure can be divided into two parts: static and dynamic.  The static 
part includes all permanent information, like group classification, security approach, 
and others, which will not change during the agent’s lifetime. In order to prevent 
information from being tampered, an agent owner can use security technologies (like 
digital signature) to accomplish data comprehensiveness and authenticable identity. In 
the static part, the accuracy of a message can be verified by the visited host. Relatively, 
modified data is stored in the dynamic part, like group, shared storage space and the 
confidential message. When the agent completes its task on a server, the agent’s status 
and information gathered by the agent could be altered by the same server. In order to 
maintain comprehensiveness of the message, the last visited host must sign the root 
node, which also supports the source and all visited hosts’ signature [2]. 

On the other hand, a confidential message whether in static part or dynamic part 
must maintain confidentiality. To prevent unauthorized personnel from accessing the 
message, we need a fine access control method. For this purpose, Volker and 
Mehrdad proposed an access control and key management scheme, which employs 
the public key cryptosystem and the symmetric encryption system. A summary of 
their scheme is as follows. Create a folder for each visited node in the static/sctx/acl 
folder. Each folder includes the decryption key of the same node. A host authorized to 
a particular file can find its corresponding decryption key in the same folder. The files 
in the folders are also encrypted. 

Use the host’s public key to encrypt the folder stored under static/sctx/acl.  When 
the agent reaches a certain host, the same host can find the corresponding folder under 
static/sctx/acl. Each host can only use its corresponding secret key to decrypt and 
access the corresponding folder. 

Figure 2 [11] explains this scheme’s simple access control and key management 
scheme example. In the diagram, the classes folder contains seven files: agent.zip, 
application.zip, server.zip, support.zip, picture.zip, control.zip, and route.zip. Except 
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for agent.zip, the rest of the six files are confidential and has been encrypted with the 
secret keys, SK1, SK2, SK3, SK4, SK5 and SK6. Additionally, SK1, SK2, SK3, SK4, SK5 and 
SK6 denote six different hosts, thu.edu.tw, pu.edu.tw, fcu.edu.tw, nchu.edu.tw, 
ncku.edu.tw and nctu.edu.tw, respectively. 

 

Fig. 2. An example of the Volker and Mehrdad access control and key management scheme 

Suppose a host is authorized to a certain file, then the decryption key can be found 
under the host’s folder. For example, Host has six decryption keys: SK1, SK2, SK3, 
SK4, SK5 and SK6; hence, host SC1 can decrypt the files, application.zip, server.zip, 
support.zip, picture.zip, control.zip, and route.zip. Host SC2 has four decryption keys: 
SK1, SK2, SK3, and SK4; hence, host SC2 can decrypt the files, application.zip, 
server.zip, support.zip, and picture.zip. The same applies to host SC3, SC4, SC5 and 
SC6. The six folders, static /sctx/acl/SC1, static/sctx/acl/SC2, static/sctx/acl/SC3, 
static/sctx/acl/SC4, static/sctx/acl/ SC5, and static/sctx/acl/SC6 must each be 
encrypted with the secret key of their corresponding host, and the secret keys are held 
only by the authorized host. Hence, confidential files can be protected by adhering to 
and adopting the access control and key management scheme. 

2.2   Drawbacks of Volker and Mehrdad’s Scheme 

Volker and Mehrdad’s scheme is based on the tree structure. This study examined 
their scheme and discovered the following drawbacks. 

(1) Wastage of large amount storage space: From Volker and Mehrdad’s 
security scheme, this study discovered that the decryption key in the 
scheme is repeatedly stored under different folders. From fig. 2, we can see 
that secret key SK1 can be found under the folders of hosts SC1, SC2 and 
SC4; secret key SK2, SK3, SK4, SK5 and SK6 are also repetitively stored. 
Therefore, we can clearly see that the scheme wastes large amount of 
storage space on repetitive storage, increasing the size of the mobile agent. 

(2) Large amount of public key computations: The decryption key for 
decrypting confidential files are repeatedly stored under the folder, 



 A Novel Key Management and Access Control Scheme for Mobile Agent 339 

static/sctx/acl/. Therefore, a mobile agent owner spends large amount of 
time computing the public key to maintain the security of the folder. 

To allow a mobile agent to move easily through the Internet, the storage space 
required by an ideal mobile agent as well as the computation cost of its secret key 
should the lower the better. This study proposes amendments to Volker and 
Mehrdad’s scheme in the next section, explaining the cited concept, describing its 
process of execution and stating examples. 

3   The Proposed Scheme 

In 1983, Akl and Taylor [1] proposed an access control scheme based on hierarchical 
structure. In their proposed method, each user is assigned to a security group, C1, C2, 
…, Cm. According to the hierarchical structure, user Ci of a higher hierarchy has 
greater access rights than user Cj of a lower hierarchy. This kind of access 
relationship can be denoted by Cj<Ci. Akl and Taylor also proposed a superkey 
concept to handle key management problems. Suppose user Ci has greater access 
rights than user Cj, then Ci can use his superkey to compute and determine the 
superkey of user Cj to access data available to Cj. This paper cites the superkey 
concept of Akl and Taylor’s scheme to design two highly efficient access control and 
key management schemes for mobile agent, to mend the drawback in Volker and 
Mehrdad’s scheme. 

Before a mobile agent is sent to work in an internet environment, the source host 
must first decide which hosts will the mobile agent be visiting and which information 
can be accessed by the visited hosts. Furthermore, mobile agent owner must also first 
decide the path the agent shall take as well as the access plan. Afterwards, agent 
owner uses individual secret key to encrypt each confidential file, and may use 
symmetric cryptosystems [12] like AES, DES or IDEAL to encrypt the files. Then, 
according to access plan customize various access rights, and according to the extent 
of access rights construct access hierarchy. Agent owner will assign a superkey to 
each host and publish the public parameters of a number of agents. Each host can use 
its superkey to access data of lower access rights host. 

Before describing the proposed scheme, this paper first shall modify the tree 
structure of Volker and Mehrdad’s scheme, turning it into the hierarchical structure of 
our proposed scheme as shown in fig. 3. Figure 3 is a hierarchy based on fig. 2. 

 

Fig. 3. Hierarchy after modification 
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The SK7 of the leaf node in a hierarchy represents the decryption key used to 
encrypt files; the other internal nodes SCs represent the various corresponding hosts; 
Ss represent host superkey. This superkey is used to obtain the decryption key of their 
successors. In figure 3, root node SC1 has superkey S1 and also the right to access all 
decryption keys. Node SC2 has superkey S2 and right to access the decryption key of 
SK7, SK8, SK9 and SK10. 

Scheme one of this paper is a hierarchy based scheme; it uses exponential 
operations to construct polynomials and also employs the modulus of a large prime 
number n to encrypt the decryption key of each leaf node. Scheme two adopts the 
polynomial concept of scheme one; the exponent is replaced by the elliptic curve 
paired with one way hash function, which not only reduces the length of the 
polynomial but also strengthens security. The security of the two schemes proposed in 
this paper is mainly dependent on the difficulty of solving the polynomial by using 
the congruence of large prime number.Consequently, the proposed scheme ensures 
that only authorized hosts can access the decryption key to encrypted confidential 
files. 

3.1   Scheme One 

Step 1: Agent owner randomly chooses a large prime number n 2180 and a non-
repeated parameter 

nj
Zg ∈  for each leaf node. Both n and 

j
g are public. 

Step 2: Agent owner chooses a non-repeated superkey Si for each host (internal 
node), and chooses a non-repeated decryption key SKj for each leaf node. 
Both Si and SKj are private. 

Step 3: When host SC i has access to SCj, that is, SCj < SCi, and when i  j, agent 
owner calculates all    and then uses the same to construct fj(x); fj(x) is as 
shown below: 

f j (x) =
 

 
j iSC SC<
∏ ( x – g j

 Si ) + SK j  (mod n) . (1) 

Step 4: If a host SCi wants to access the decryption key SKj of a successor, then it 

can use its superkey Si and public parameter gj to calculate fj( is
jg ) to 

obtain decryption key SKj. 

Compared to Volker and Mehrdad’s scheme, scheme one proposed by this paper 
clearly reduces the number of time a key is stored, thus the storage space needed is 
greatly reduced, and consequently the mobile agent size is also much smaller. hash 
function not only compresses stored data into a fixed size, its non-reversible nature 
strengthens the security of the agent. Also, the ECC reduces storage space and 
therefore fewer calculations to be performed; the processing speed is also faster and 
the security stronger. Hence, this paper proposes a second scheme that combines ECC 
and one way hash function. 



 A Novel Key Management and Access Control Scheme for Mobile Agent 341 

3.2   Scheme Two 

Step 1: Agent owner randomly chooses a large prime number n 2180, and then 
define an elliptic curve E with base n, and from En select a base point Gj for 
each leaf node. Both n and Gj are public. 

Step 2: Agent owner selects a non-repeated superkey Si for each host (internal 
node), and selects a non-repeated decryption key SKj for each leaf node. 
Both Si and SKj are private. 

Step 3: Agent owner employs the algorithm below to calculate the value obtained 
after encryption with one way hash function h, and uses the same to 
construct fj(x) for each leaf node to protect decryption key SKj. 

Begin algorithm: 
                For all hosts SCi with access rights to leaf nodes SCj  

                        Generate SiGj=(xj , i , yj , i) and use one way hash function to calculate 
the value of h(xj , i || yj , i), || denotes a successive operator 

                End For 
             End algorithm 

Afterwards, use each h(xj, i || yj ,i) to construct fj(x), fj(x) can be denoted as follows: 

f j (x) =
 

 
j iSC SC<
∏ ( x –h(x j, i || y j, i )) + SK j  (mod n) . (2) 

Step 4: If a host SCi wants to obtain the decryption key SKj of its successor, it can 
use its superkey Si and public parameter Gj to calculate SiG j after one way 
hash function operation; finally, substitute the result in fj(x) to obtain 
decryption key SKj. 

4   Security Analysis 

This section analyzes the schemes proposed in this paper to prove their security and 
feasibility. The analysis is based on the possible forms of attack. Through security 
analysis, this study can prove that the security of the proposed schemes is very strong. 

4.1   Reverse Attack 

The first potential attack is, when host SCj and host SCi have a SCj < SCi relationship 
or when host SCj and host SCi belongs to the same level of a hierarchy, can host SCj 
use its superkey and public parameters to derive the super key of host SCi to access or 
modify internal information of host SCi? 

In the proposed schemes, host SCj and host SCi are independent. When there exists 
a SCj < SCi relationship between the two hosts, host SCj cannot access internal 
information on host SCi. This paper proposes two schemes. Scheme one uses 
exponential operations and large prime numbers which requires long periods of time 
to calculate making the result not worth the cost and therefore it is very difficult for 
the attacker to determine the victim’s superkey. Scheme two adopts the non-
reversibility of the one way function and the ECC to meet security requirements. 
Since one way hash function is a method that is incapable of obtaining the input via 
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the output, and the correct base point of the ECC cannot be determined without first 
solving the elliptic curve discrete logarithmic problem (ECDLP) [14, 15]. Thus, 
attacker SCj cannot determine superkey Si and therefore cannot access confidential 
information. If host SCj and host SCi belonged to the same level of a hierarchy, the 
attacker will meet with complex exponential computations and large prime numbers, 
or the challenge of solving the one way hash function and ECC.  

4.2   Conspiracy Attack 

The second potential attack is, if a host SCj corresponding to a mobile agent and 
another host SCi has a SCj < SCi relation, can hosts SCj, SCj+1, …, SCj+k work together 
to collect correlated public parameters to derive the superkey of host SCi? For 
instance, in figure 3, can host SC4 and host SC5 conspire to derive the superkey of host 
SC1? Or the access right of host SCi and host SCj is greater than equal to that of host 
SCk, but SCi, SCj and SCk do not have mutual access relationship, can hosts SCi and 
SCj conspire to derive the superkey of host SCk? For instance, can hosts SC2 and SC4 
in figure 3 conspire to derive the superkey of host SC6? 

Generally speaking, the attacker uses known information to determine the desired 
superkey. The attacker must resolve the barrier created by exponential operation, 
large prime number application, ECC and one way hash function.  This situation has 
been described in the first form of attack.  Although users from the lower levels of a 
hierarchy conspire by collecting known public parameters and superkeys, the 
information remains incomplete; therefore this method of attack shall fail. 

4.3   External Collective Attack 

The third potential attack is an external attack.  Can an intruder determine the desired 
superkey via known public parameters? In scheme one of this paper, an intruder not 
only need to reverse the public polynomial to its original form, but also find the 
matching superkey in exponential operations and among the large prime numbers; 
both of which are extremely difficult to accomplish. Moreover, scheme two employs 
the one way hash function which is not only irreversible, but also incapable of 
deriving the inputs via the output; in addition, the use of ECC makes it extremely 
difficult to determine the superkey. Therefore, the intruder cannot possibly succeed 
within the valid period. In other words, the proposed schemes are highly secure 
against intruders. 

We shall assess the computation load of the two proposed schemes. The notations 
are defined as follows: 

TMUL : time cost of modulus multiplication operation 

TEXP : time cost of modulus operation 

TH : time cost of one way hash function operation 

TEC_MUL : time cost of perform elliptic curve multiplication operation 

Next, we shall equate the time complexity of multiplication operation of the two 
proposed schemes to allow comparison of the two below. According to reference [16], 
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in gt mod p operation, t is a 160 bits random integer, p is a 1024 bits prime number, and 
elliptic curve multiplication is performed to calculate bG, where )( pZEG ∈  and 

1602≈p , b is a 160 bits random integer.  Combining all of the above, we can derive 

the following: 
Table 1 below is the time complexity of the two proposed scheme composed from 

the above-mentioned information. From table 1, we can see that in the parameter 
generation stage, the computation load of scheme one is greater than that of scheme 
two, and scheme two has one way hash function operation but not scheme one.  And 
the computation load varies according to the adopted one way hash function. In the 
equation construction stage, since both schemes need to only calculate the leaf nodes, 
therefore computation load is same. 

TEXP  240TMUL . (3) 

TEC_MUL  29TMUL . (4) 

Table 1. Time complexity comparison table 

Item Equation construction stage 

Time complexity 
1

n

r=
r(n- r+ 2)TEXP +

1

n

r=
r(n- r+ 2)TMUL-2nTMUL 

Scheme one

Rough estimate 241
1

n

r=
r(n- r+ 2)TMUL-2nTMUL 

Time complexity 
1

n

r=
r(n –r +2)TEC_MUL +

1

n

r=
r(n- r+ 2)TMUL 

-2nTMUL +
1

n

r=
r(n- r+ 2)TH 

Scheme two

Rough estimate 30 
1

n

r=
r(n-r+2)TMUL-2nTMUL +

1

n

r=
r(n-r+2)TH  

6   Conclusion 

Mobile agent is a growing research arena in today’s advanced internet environment. 
Putting internet resources to good use will be a great help to the improvement of 
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efficiency of an organization and the reduction of costs. Mobile agent is also 
important in e-commerce, and we predict a thriving future for mobile agents. At the 
same time, mobile agent is also a challenging research subject. Presently, mobile 
agent is facing an all out execution barrier which stems mainly from security 
problems. Hence, we need a wholesome mobile agent security system structure. 

This study applies existing information security tools along with related security 
technology to propose a more suitable key management and access control scheme for 
mobile agent.  We have successfully used exponential operation, ECC encryption 
technology and one way hash function to form a new direction of thinking and 
solution. The above-mentioned also proved that the proposed schemes are feasible 
and secure; it not only successfully ensures the security of a mobile agent, but is also 
more advantageous than Volker and Mehrdad’s scheme. The proposed scheme 
effectively reduced the storage space required by an agent as well as the number of 
computations, making the mobile agent operate more efficiently.  
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Abstract. In this paper we present a platform-level simulation architecture for 
tactical armored force combat entity agents system by setting up mappings from 
combat entities to respective combat entity agents. In order to solve the 
problems on negotiation to enhance overall system efficiency, based on 
qualitative description of its framework, we place particular emphasis on 
quantitative analysis. Through transforming the system into a series-wound 
queueing system, we attain a Markov chain of stationary transition 
probabilities, since its stationary transition process in negotiation is a discrete 
state Markov process and accords with real military combat behaviors. Solving 
the stationary transition equations makes us find high-efficiency negotiation 
according to optimized system configuration. The obtained results show the 
effectiveness of the proposed approach and model. 

1   Introduction 

The concept of agency is being now broadly used not only as a model for computer 
programming units displaying a certain kind of characteristics but also in a more 
abstract and general way, as a new metaphor for the analysis, specification and 
implementation of complex software systems. Although, in many cases, agents can 
act separately to solve a particular problem, it often happens that a complete system 
made of several different agents has to be designed to cope with a complex problem 
involving either distributed data, knowledge, or control. A multi-agent system [1]~[3] 
can therefore be defined as a collection of, possibly heterogeneous, computational 
entities, having their own problem solving capabilities and which are able to interact 
among them in order to reach an overall goal. 

On information battlefield, tactical armored force has some members including 
tanks and armored command platforms (information processing vehicles) which have 
lives and administrative levels. These platforms, or members, have believes, desires, 
intentions, and may adopt roles or have relationships with each other. Therefore, it 
may be seen as a system revealing a kind of a synergy that would not be expected 
from the simple sum of its component agents. This synergy is an emergent property of 
the system as a whole. In this paper, we view this synergy as a multi-agent-oriented 
model of armored force on information battlefield to build underlying mechanisms for 
the advanced concept technology demonstration of land combat action. 
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In a multi-agent system, a negotiation protocol contains the basic rules for the 
negotiation process and the communication. Thus it is explicit to point out existing 
and challenging problems that researchers are facing in designing and implementing 
this agent-based military combat system, such as 

(1) how can we enforce the necessary teamwork, leading to coherent and effective 
results according to the overall system’s goals and making all combat entity agents 
perform actions and fulfill tasks with higher efficiency? 

and (2) how can we design and implement a system in a way that avoids 
computational overload by means of load balancing strategies so that we can attain 
higher negotiation efficiency? 

However, current research on agent or multi-agents technologies usually 
concentrates on domain specification, and implementation problems [3]~[8]. There 
exists deficiency on negotiation efficiency by system organization optimization. The 
principal aim of this paper is to suggest possible answers to the above questions by 
using Markov chain model based on system framework description and its series-
wound queueing system design. 

2   Problem Statement 

An agent with human being properties such as autonomy, sociality, adaptability and 
intelligence can act as a human. Especially multi-agent systems technology considers 
how a group of intelligent and autonomous agents coordinate their capacities and plan 
in order to achieve certain (local or global) goals [2], [4]. Agents may be seen as a 
natural extension of the concept of software objects. Object-oriented programming 
added abstraction entities, i.e., objects, which have persistent local states to the 
structured programming paradigm. Similarly, agent-based programming adds 
abstraction entities, i.e., agents, which have an independent execution thread and pro-
activity to the object-oriented paradigm [5]. Thus, compared to an object, an agent is 
able to act in a goal-directed fashion (e.g., by interacting with other agents, reading 
sensors, or sending commands to effectors) rather than only passively react to 
procedure calls, as shown in Fig. 1. 

In addition, an agent typically has also one or more of the following abilities: to 
communicate with other agents, to learn from experience and adapt itself to changes 
in the environment, to make plans, to reason using logic or game theory, to negotiate 
with other agents. Also, agents are sometimes programmed, or at least modeled, in 
terms of “mental states”, such as, believes, desires, and intentions. A multi-agent 
system is a collection of agents co-operating with each other in order to fulfill 
common and individual goals (in some environments they may also compete). In a 
multi-agent system different agents often have different roles and individual goals. 

According the above analysis, tactical armored force is so alike a multi-agent 
system in behaviors that we can set up mappings from the internal members of 
armored force to agents, i.e., tank → tank agent, information processing vehicle → 
information processing vehicle agent. Thus, we can establish a platform-level tactical 
armored force combat entity agents system model. 
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client server client server

OBJECTS AGENTS

method call

messagemethod return

message

 

Fig. 1. Multi-threaded agents 

Furthermore, we can define these combat entity agents as two multi-agent sub-
systems as follows: 

MAS1=A={Ai}; 
MAS2=B={Bi}; 

where MAS1 consists of all tank agents and MAS2 consists of all information 
processing vehicle agents. They exchange information by network system (NS). The 
armored force combat entity agents system can be illustrated as Fig. 2. 

 

Fig. 2. Organization of combat entity agents system 

In our system the distributed negotiation protocol has the following properties: 

(1) The negotiation leads to a finite number of states. 
(2) The negotiation process does not enter cyclic or infinite sequences but always 

reaches a terminal state. 
The multi-agent negotiation has the following features: 
(1) There is a seeding agent who initiates the negotiation. 
(2) Each agent can be active or inactive. 
(3) Initially all agents are inactive except for a specified seeding agent, which 

initiates the computation. 
(4) An active agent can do local computation, send and receive messages and can 

spontaneously become inactive. 
(5) An inactive agent becomes active, if it receives a message. 

A1 A3 A4 AN A2 …

NS

B1 B2 BC …
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(6) Each agent may retain its current belief, revise or update its belief as a result of 
receiving a new message by performing a local computation. If it modifies its belief, 
it communicates its new belief to other concerned agents; else it does not modify its 
belief and remains silent. 

Fig. 3 shows the negotiation behaviors process. 
 

 

Fig. 3. Negotiation behaviors process 

The distribution law of negotiation priority can be illustrated as Fig. 4. 

 

 

 

 

Fig. 4. Distribution law of negotiation priority 

3   Problem Analysis 

We assume that there are N tank agents (TAs) and C information processing vehicle 
agents (IPVAs), where 

(1) A TA works independently and brings forward randomly requests on combat 
tasks, and the time T between requests from each TA is an exponential distribution, 

i.e., teTtP λ−=≤ )( . 

(2) The NS acts as a server and affords functions of control logics and 
communication service, and the time used in serving a combat task is another 

exponential distribution, i.e., teTtP 1)( μ−=≤ . 

(3) An IPVA works independently and performs randomly requests on combat 
tasks and the time T between requests performed from each TA is another exponential 

distribution, i.e., teTtP 2)( μ−=≤ . 

By military experts’ evaluation, these hypotheses are consistent with real tactical 
armored force combat behaviors, i.e., they reflect battlefield combat rules in some 
senses. In addition, according to the military experiences on tactical armored force 
combat process on distributed battlefield, we can think that there is only one combat 
task produced by an arbitrary TA at any time, i.e., it is impossible for two or more 
combat tasks to be produced by a TA simultaneity. Of course, it is reasonable to think 
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Fig. 5. Series-wound queueing system 

Fig. 6. Stationary transition diagram 

that a combat task can be performed by an IPVA. Thus the agent-based platform-level 
armored force combat entities system can be viewed as a series-wound queueing 
system shown as Fig. 5. 

In a balanceable state, the probability of 1n  requests on combat tasks in NS and 2n  

requests on combat tasks in IPVAs is 
21 ,nnP . When a new request on combat tasks 

arrives, 1n  adds 1; when it enters the IPVAs service, 1n  decreases 1 and 2n  adds 1; 

and when the IPVAs performs a request, 2n  decreases 1. 

A Markov chain is a sequence of random values whose probabilities at a time 
interval depend upon the value of the number at the previous time. The controlling 
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factor in a Markov chain is the transition probability, which is a conditional 
probability for the system to go to a particular new state, given the current state of the 
system [9]~[12]. In fact, in our problem the probability 

21 ,nnP  is only relevant to the 

previous time, i.e., future evolution of this stochastic process depends only on current 
state. Therefore the negotiation process is a discrete state Markov process and can be 
represented by a Markov chain with stationary transition probabilities (See Fig. 6). 

According to Fig. 6, we can obtain the stationary transition equations as follows: 
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Thus we can attain the numbers of TAs which are in state “waiting” in the first and 
the second queueing systems respectively as follows: 
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The mean utilization rate of IPVAs can be computed as 
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Fig. 7, Fig. 8 and Fig. 9 present respectively the relations of N-C-q, N-C-L1/N and 
N-C-L2/N in case 1 ( λ =0.2/min, 1μ =3/min, 2μ =3/min) and case 2 ( λ =0.2/min, 

1μ =6/min, 2μ =3/min). 

From these relations we can present the analysis results as follows: 

(1) In case 1, when 1=C  and N augments, i.e., the number of TAs gets larger, the 
ratio of L1/N increases, the ratio of L2/N increases tardily and presents downtrend in 
the end (at this time approximately 25≥N ), and the mean utilization rate of IPVAs 
q increases a lot and gets reposeful in the end (at this time approximately 20≥N ). 
The fact shows that the jam-up in this system occurs mainly in NS. Once more IPVAs 
are joined to the military combat system, i.e., C augments, the ratio of L2/N descends 
fleetly and the jam-up is resolved well. But meanwhile the ratio of L1/N increases and 
q descends. Therefore, under this condition we should pay more attention to NS and 
enhance its performance. 

(2) In case 2 (here 1μ =6/min), when 1=C  and N augments, which means only 

service efficiency of NS is enhanced, the ratio of L1/N increases tardily and begins to 
descend (at this time approximately 25≥N ), the ratio of L2/N increases rapidly, and 
q increases accordingly and gets reposeful in the end (at this time approximately 

25≥N ); when N augments, the jam-up in this system is resolved dramatically with 
a linearly increasing q. 

 

Fig. 7. Contrastive N-C-Q relation graph (in case 1 and case 2) 
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Fig. 8. Contrastive N- L1/N relation graph (in case 1 and case 2) 

 

Fig. 9. Contrastive N- L2/N relation graph (in case 1 and case 2)  

These computational results are testified by the simulation of our platform-level 
tactical agent-based armored force combat system where some combat entities are 
designed to demonstrate combat behavior on dynamic and distributed battlefield and 
explore some issues, such as the role of speed in combat, how combat strategies might 
change when more combat platforms are added to a force or force structure is 
changed, and how distribution of combat power affect overall force effectiveness. 

4   Conclusion 

Analyzing the configuration and overall efficiency of negotiation in a complex 
military multi-agent system, especially like a platform-level armored force combat 
entity agents system, is a problem needing to be studied by researchers interested in 
this area. Markov chain approach is a useful tool to analyze a discrete state system. In 
this paper, according to military operational experiences and the system framework, 
we transformed agent-based armored force combat entities system into a series-
wound queueing system, and developed a Markov chain model on the negotiation 
process, since the stationary transition probabilities of the next state depend only on 
current state. The feasibility and efficiency of our model are proved by the results. 
The fact shows that the analyzing technique we proposed has the capability of 
analyzing the negotiation problems of practical platform-level armored force combat 
entity agents systems. 
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Abstract. Building intelligent environment is one of crucial challenges for 
ubiquitous computing developers. To make the environment adapt rationally 
according to the desire of users, the system should be able to guess users’ 
interest, by learning users’ behavior, habit or preference. While learning the 
user preference, dealing with uncertainty and conflict resolution is of the utmost 
importance. When many users are involved in a ubiquitous environment, the 
decisions of one user can be affected by the desires of others. This makes 
learning and prediction of user preference difficult. To address the issue, we 
propose an approach of user preference learning which can be used widely in 
context-aware systems. We use Bayesian RN-Metanetwork, a multilevel 
Bayesian network to model user preference and priority.  

1   Introduction 

Ubiquitous computing is mainly about building systems which are useful to users, 
which "...weave themselves into the fabric of everyday life until they are 
indistinguishable from it" [1]. Users tend to move around often, doing new things, 
visiting new places, changing their minds suddenly, and changing their moods, too. 
Therefore, a helpful system should react according to the changing context of the user. 

Absorbing and developing the key ideas of ubiquitous computing as well as 
context-awareness, a smart environment (e.g. smart office, smart home) contains a 
large number of invisible sensors and actuators which enable the system to “think and 
work” based on its own perception of users’ context [2]. Let us consider following 
scenario of a smart office:  

“In the morning, secretary comes to the office. When she enters the room, the light is turned 
on and the curtain is opened. The music player plays the secretary’s favorite song. After that, 
professor arrives. Because the priority of professor is higher than that of secretary, the music is 
changed to professor’s favorite. When a student enters the office and sits down on the chair in 
front of professor’s desk, knowing that professor is having a meeting with his students, the 
music will be switched off...” 

The scenario sounds like it has some intelligence involved. It somehow satisfies 
the “invisible interface” requirement of a ubiquitous computing system, because the 
                                                           
* Corresponding author. 
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user does not need to use any explicit interface to interact with the system. However, 
this is just an automatic system triggered by events. System developer creates the 
rules and therefore thinks about what the system should do in each situation.  The 
smart system built in this way, will make the same decision, even if the user changes 
his preference. We argue that, a real smart system should have three capabilities. 
First, a smart system should be able to do inference. Second, a smart system should be 
able to learn by itself. User and developers can act like teachers, but the knowledge 
should be improved incrementally. Finally, a smart system should be able to solve 
some difficult problems, such as the conflict among the users [3]. Let us add some 
details to the above scenario to reflect this idea:  

“The music playing is stopped. Even though the command is from the remote control on the 
secretary’s desk, it does not totally mean that the secretary herself wants to stop the music. 
Maybe professor uses that remote control, or maybe the secretary does it because professor 
tells her to do. Moreover, there are some possible reasons that he or she does not want to listen 
to music at this time. The data from other sensors should be used to detect the person who 
wants to stop the music and his/her reason, so that the next time when the same situation 
happens, the music will be automatically stopped.” 

The preference of user changes over time or based on situation. It makes online 
learning (or adaptation) a crucial requirement. Sometimes there is uncertainty in 
user’s temporary preference. User does not always select the most weighted choice. 
Again, when there are many users in the smart environment, the action of one user 
can affect others’ choice [4]. It raises the challenges of distinguishing the preference 
of each user as well as resolving the conflicts among different user preferences.  The 
introduction of probabilistic model can handle these uncertainty and adaptive 
prioritization of users. But how the system measures the utility or user satisfaction 
level? If the system can read the user’s expression, and then tell whether the user is 
sad or happy, or anything else, it makes a very good utility function for the learning 
process. However, so far this is not realistic. Hence we base the utility function on the 
user control commands. After the smart system gives a command to an actuator, if the 
user selects another command, implies he does not agree with the system’s decision. 
If he does nothing, it means he is satisfied. By other words, this is a “Yes/No”, or 
Boolean utility function. Anyway, it is enough for a smart system to learn about the 
user’s preference, at least at the current level. In this paper, we discuss Bayesian RN-
Metanetowok [5] for preference learning with conflict resolution scheme. We also 
discuss the adaptation of the Bayesian model over time span. 

To resolve conflicts for Context-aware Media services in smart home 
environments, GIST [6] applies Naïve Bayes classifier to resolve conflicts among 
users. The system sums up the preferences of users who are collided with each other 
and recommends the specific contents ordered by the summed preference. However, 
this system does not have online learning capability. Reactive Behavioral System 
(ReBa) resolves conflicts by inferring only the group activities [7], so it is very 
difficult in ReBa to provide particular services to a specific user when a group of 
people is present. 

In the next section, we point the superiority of our method with an introduction of 
Bayesian RN-Metanetwork. The subsequent sections describe the modeling of the 
network for user preference and priority.  
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2   Bayesian RN-Metanetwork  

The smart system should deal with uncertainty, should learn the preference of each 
user in a multi-user environment, should utilize domain knowledge and user-defined 
rules and should adapt to the changed user preference. Besides, we see that when 
combining the preferences of many users, we often base on user priority. Priority can 
be fixed, but normally it changes over time, or based on situation; for example a 
sleeping user will be considered more important than others. Hence the context-aware 
system should be able to learn and adapt to the changes of user’s situation-based 
priority. To address these issues, We propose a Bayesian RN-Metanetwork (RN 
stands for Relevant Network). 

 

Fig. 1. A Bayesian RN-Metanetwork structure 

The Bayesian RN-Metanetwork is a set of Bayesian networks, which are put on 
two levels in such a way that the distribution of probabilistic networks on first level 
depends on the local probability distributions associated with the nodes of the second 
level network. The Bayesian RN-Metanetwork is a triplet: 

RMBN = (BN0, BNS, R) (1) 

where BNS = {BNS1, BNS2, ... BNSn} is a set of sets of Bayesian networks in first  
layer and BN0 is the second level Bayesian networks; R = {R1 ... Rn} is a set of inter 
level links. The probability distribution of each Bayesian network is included inside 
it. Each Ri is a link “vertex – network set” meaning that stochastic values of vertex vi 
in the network BN0 correspond to the distribution of one set of Bayesian networks in 
the first level.  

Bayesian RN-Metanetwork supports multi-agent systems. As depicted in Fig. 1, 
each set of Bayesian networks in the first level is hold by an agent. Each agent uses 
the distribution of its Bayesian networks to calculate some needed values, and they 
communicate with other agents through some interfaces. The interfaces consist of 
common nodes between agents’ networks. The mechanism for belief updating in a 
multi-agent Bayesian network system is described in [8].  
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We use the Bayesian RN-Metanetwork to learn both user preference and priority at 
the same time, as well as to resolve the conflict among many user preferences. Our 
approach is special in the following aspects: 

• The Bayesian RN-Metanetwork model is very suitable for multi-agent systems. 
Especially in ubiquitous environments, due to the complex, diverse and open-
ended characteristic of the system, the multi-agent paradigm brings much more 
advantages than the single-agent paradigm.  

• The adaptation algorithm for Bayesian RN-Metanetwork is fully described to adapt 
the model to the continuously changing preference of users.  

• Finally, no matter how many users are there in the environment, the priority and 
preference of each user is calculated separately. This is very useful for widening 
the scale of systems, as well as knowledge reuse. 

3   Modeling User Preference and Priority Using Bayesian  
RN-Metanetwork  

When many users are present in a smart environment, and each user has his or her 
own preference about a certain service, the last decision to select the service is related 
to the priorities of the users. Therefore, when modeling the user preference, we also 
need to model the user priority.  

The user priority can be categorized into 2 types: situation-independent priority and 
situation-dependent priority. Situation-independent priority means that the priority of 

 

 

Fig. 2. A Bayesian RN-Metanetwork to learn multimedia service preference of 2 users A, B in 
case of situation-independent priority 
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a user does not change when situation changes, i.e. it does not change by time or by 
place or under any condition. In contrast, situation-dependent priority changes when 
situation changes, such as when user changes his place or activity.  

The user preference in case of situation-independent priority can be modeled using 
the 2-level Bayesian RN-Metanetwork. Fig. 2 shows the Bayesian RN-Metanetwork 
for modeling user preference about Multimedia service in a 2-user system.  

The model is based on the idea that the priority of one user can be understood as 
how much that user can contribute into the final decision. In the model, the 
distribution of relevant Bayesian networks, which model individual user preferences, 
indicates the proportion of each user preference in the compound preference. Hence 
the meta-level of this Bayesian RN-Metanetwork also models the user priority. We 
can see that the user priority in this case depends only on the user presence. Table 1 
shows an example of value of the conditional distribution of relevant Bayesian 
networks (or user priority).  

Table 1. Conditional probability of Used_Pref_BN node in 2nd level Bayesian network in 
Fig.2 

Presence_A Y N 
Presence_B Y N Y N
Use_A_pref 0.5 1 0 0
Use_B_pref 0.5 0 1 0
Use_Nouser_pref 0 0 0 1

 

Fig. 3. A Bayesian RN-Metanetwork to learn multimedia service preference of 2 users A, B in 
case of situation-dependent priority. Priority depends on not only user presence but also user 
activity. 
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Table 2. Conditional probability of Used_Prio_BN node in 3rd level Bayesian network in Fig.3 

Presence_A Y N 
Presence_B Y N Y N
Use_AB_prio 1 0 0 0
Use_single_prio 0 1 1 1

Table 3. Conditional probability of Used_Pref_BN node when both A and B are present 

CurrentActivity_A Working Sleeping 
CurrentActivity_B Working Sleeping Working Sleeping 

Use_A_pref 0.5 0.3 0.9 0.5 
Use_B_pref 0.5 0.7 0.1 0.5 

Use_Nouser_pref 0 0 0 0 

Table 4. Conditional probability of Used_Pref_BN node in 2nd level Bayesian network when 
there is no conflict 

Presence_A Y N 
Presence_B Y N Y N
Use_A_pref - 1 0 0
Use_B_pref - 0 1 0
Use_Nouser_pref - 0 0 1

From the conditional probability table, we see that the two users have same 
priority. When both users are present, each of them contributes 50% into the final 
preference decision.  

In case of situation-dependent priority, the 2nd (or Meta) level is replaced by a 
metanetwork. In other words, one more level for learning priority based on situation is 
added. Fig. 3 depicts the Bayesian RN-Metanetwork for the multimedia services 
preference in situation-dependent priority case.  

Tables 2, 3 and 4 show the sample conditional probability of Used_Prio_BN node 
and Used_Pref_BN nodes. Note that the value range of Current Activity nodes is 
reduced for easier demonstration (normally we have a lot of activities such as 
Reading, Walking, Eating, Working, etc.) 

4   Probability Propagation and Adaptation for 2-Layer Bayesian 
RN-Metanetwork  

In this session, we will explain the algorithms for Probability Propagation and 
Adaptation for the basic 2-layer Bayesian RN-Metanetwork. The algorithms are 
illustrated by computations on the model in Fig. 2. 

Notations and Definitions 
The Bayesian RN-Metanetwork in Fig. 2 has parameters: 
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+ 1st level:  
- This level has only one set of Bayesian networks: 2 Bayesian networks modeling 
the preferences of 2 users and one Bayesian network for the case of no user.  
- The attributes of the Bayesian networks: Time (denoted T), Location_A/B 
(denoted Li, i=1, 2 corresponding to A and B), CurrentActivity _A/B (denoted 
CAi), ServiceCategory (denoted Sx, x=1, 2, 3 for its duplications in 3 networks) 
and has the values {SV1 ...SVj}.  
- The prior probabilities: P(T); P(Li); P(CAi), P(Sx).  
- The conditional probability P(Si|T, Li, CAi), i=1, 2 and P(S3|T). 

+ 2nd level:  
- The attributes: Presence_A/B (denoted by Pri, i=1, 2) represents the Presence of 
user A/B with the values {yes/no} 
- The relevance node: Used_Pref_BN (denoted BN) holds the probability to have 
each Bayesian model in the predictive level with the values {BN1, ... BN3}.  
- The prior probabilities: P(Pr) denotes the probability distribution of the set Pr and 
P(Pri)  denotes that of each item in the set.  
- The relevance probability: P (BN). The conditional probability P (BN|Pr) 

4.1   Probability Propagation  

Given the evidence P (Pr), P(BNx) is calculated as: 

(Pr)Pr).|()( PBNBNPBNP xx ==  (2) 

Then the probability of the target attribute ServiceCategory can be estimated: 
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In other words, the probability of ServiceCategory preference of each user will be 
calculated separately, and then combined with the weight coefficients which are the 
distributed probabilities of the Bayesian networks in Predictive level. The target 
ServiceCategory SVj with highest P(S=SVj) will be selected.  

The Bayesian RN-Metanetwork provides an easy but efficient method for 
modeling many kinds of user preferences, from multimedia services such as music, 
television, radio, web page, public information, etc. to the environment parameter 
such as light, temperature, etc. All we have to do is identify the features which affect 
the preference of users, build the preference model for each user and finally combine 
them by a RN-Metanetwork. When the system learns, each preference model is 
updated separately so that they can be reused in other systems.  
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4.2   Adaptation  

Even though some approaches address learning issue as the initial of the conditional 
probabilities from example data sets, the true meaning of learning in a ubiquitous 
system is online learning. When a ubiquitous system starts working, there is no 
example data but only the domain knowledge and user-defined rules. So, the task of 
online learning, or adaptation, is crucial.  

Each time the system makes a decision about which service category to be selected, 
it then wait a time interval tw for the response of users. There are 2 cases of user 
responses:  

Approval: If there is no response, then the system assumes that the users are 
pleased with the decision. In this case, the decision together with the evidences will 
be considered a single sample and be used to update the Bayesian networks 
conditional probabilities.  

Denial: If one user gives a control command to the system to change the selected 
service category, it means that the user may not be satisfied with the decision of the 
system. This is a serious case, and the system should not make the same wrong 
prediction again. So the user’s selection together with the evidences will be 
considered N samples (N>>1) and be used to update the Bayesian networks 
conditional probabilities.  

The adaptation algorithm is based on two assumptions:  

Assumption 1: The contribution of one user preference in the combined preference 
is equal to his contribution in making a decision. The assumption means that when the 
system estimates the preference of many users, it gives each user’s preference a 
weight. On the other hand, whenever a control command is given by a group of user, 
each user has his contribution in that command. The weight in first case and the 
contribution in second case are assumed to be equal. 

Assumption 2: Every user has the tendency of selecting the option which has 
highest probability calculated by his preference model. This option is called the most 
favorite option. The assumption means that given the evidences, calculate the 
posterior distribution of a preference using the preference model of one single user 
(one of 2 Bayesian networks for 2 users A and B in the previous example, for 
instance), the option with highest probability can be considered that user’s most 
favorite, and is most likely to be selected by the user himself. Assumption 2 leads to a 
definition: A decision matches user preference if it matches the most favorite option of 
that user.  

Based on the above assumptions and definition, the adaptation algorithm for RN-
Metanetwork is introduced:  

Adaptation Algorithm  
Step 1: update the meta-layer network 
+In Approval case, there is no need to update the meta-layer network (users satisfy 
with the current priority) 
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+ In Denial case:  
- Find the most favorite option of each user 

))(max(arg ii SPSV =∗  (5) 

Where SV*i denotes the most favorite service of user i. 
- Count 1 for the value of relevant node related to the user’s preference model if 
the final decision is the same with user’s most favorite option. We use the 
sequential updating introduced in [9]. We perform the following adaptation: 
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With SV*: the finally selected services, Pre: the set of evidences of the presences of 
users, q: the fading factor, q ∈ (0, 1), s: the effective sample size which is calculated 
by:  
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Step 2: update the preference model of each user based on the contribution of that 
user into the decision 
For each user i: Calculate wi, the distribution probability of that user’s preference 

model: )( ii BNPw = . Count wi for the final selected option and update the user’s 
preference model 1 or N times, in approval or denial case respectively. 
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Where Te, Lei, CAei denote the evidences of the Time, user location, user current 
activity of user i, P(Si | Te, Lei, CAei) denotes the distribution of conditional 
probabilities in preference model of user i   qi: the fading factor which is calculated 
separately for each preference model, to maintain the same experience size according 
to the following equation: 
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The probability propagation algorithm and adaptation algorithm which were 
described above can also be applied for multi-layer Bayesian RN-Metanetwork in a 
recursive manner.  
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The probability propagation process for the Bayesian RN-Metanetwork in Fig.3: 
Step 1: applying the probability propagation algorithm for the first 2 layers to 
calculate the marginal of Used_Pref_BN 
Step 2: use the marginal of Used_Pref_BN as the distribution for the Bayesian 
networks in third layer to calculate the marginal for Service_Category.  

 
The adaptation process for the Bayesian RN-Metanetwork in Fig.3: 

Step 1: in case of denial, applying the adaptation algorithm for the first 2 levels of 
the Bayesian RN-Metanetwork.  
Step 2: calculate the marginal of Used_Pref_BN and use it to do adaptation for the 
third level.  

5   Evaluation  

One can argue that the traditional Bayesian network is still faster than the Bayesian 
RN-Metanetwork, because for Bayesian RN-Metanetwork we have the overhead of 
the meta-layer propagation. In fact, the Bayesian RN-Metanetwork is slower just in 
case the distribution of every Bayesian network in the first layer is not equal to 0, or 
by other words, when all users are present in the system.  

Let estimate the calculation time for the Multimedia preference example above 
when using the traditional Bayesian network and Bayesian RN-Metanetwork. 
Analysis in [10] shows the runtime for the brute force method of enumeration 

is ( )mO q , where q is the size of the alphabet (in our example: q = number of values 
for Service Category i for the preference model, or number of users + 1 in the meta 
network) and m is the number of unknown variables.  

We have seen that Pearl's algorithm [11], for the special case of a polytree, has an 

efficient runtime of ( )eO Nq , where e is the maximum number of parents on a vertex. 
It can be seen that in the case of the turbo-decoding algorithm [12], the runtime is 
linear in the size of the network, as evidence is propagated a constant number of 
times. 

Here because both the number of unknown variables and the number of maximum 
parents will increase when the node number increase, we assume that in general the 

runtime is ( )xO q with x is proportional to the size of the network. The size, S of the 
network in traditional case is proportional to the number of user. So with N = number 
of user and q = number of values for Service Category i for the preference model, the 

propagation time is )O(q Nα  with α is proportional to the number of node in a 
single user preference model. From Fig.1, the size S’ of each preference network in 
Bayesian RN-Metanetwork remains the same for every user. S’ = S / N. We have the 

propagation time of each preference network is )O(qα and the propagation time of 
meta network in Fig.1 is O (1) given that we know the location of all the users. Then 
the numbers of preference model should be propagated, k has the binomial 
distribution, because this is the distribution of obtaining exactly k (Presence = Yes) 
out of N trials.  
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Where p is the mean probability of one user is presented in the location. 

The expected value of k is N.p  E[k] = . So, expected propagation time is 

)O(Npqα  . We have )O(Npqα  < )O(q Nα . The Bayesian RN-Metanetwork is 
still more efficient.  

In case of situation-dependent priority, the propagation runtime is added with the 
time for calculating the priority given the evidences about situation. The runtime for 

each priority model is )O(q
*Nα with N* is the mean of the binominal distribution of 

taking k users from N users. We have N* = N.p. Hence the expected propagation 

runtime for a priority model is )O(q Npα . So, the total propagation runtime is 

)qO(Npq Npαα + . In this case, it is hard to tell whether the Bayesian RN-
Metanetwork is faster or slower. However, besides the speed, the advantages of 
Bayesian RN-Metanetwork come from at least two aspects:  

− First, with the division of a large network into small and single-user models, the 
design of any Bayesian RN-Metanetwork becomes much easier, especially when 
we have to assign the conditional probabilities for the network.  

− Second, we have the separate models for priority and preference. We also have 
separate models for each user. This dramatically increases the reusability of the 
models.  

6   Conclusion and Future Works 

Context-aware computing poses interesting issues for information system researches. 
Learning user preference in order to adapt the system automatically to the need of 
user is one of those issues. The challenges in this are due to the uncertain, 
heterogeneous, distributing characteristic of a context-aware system. Especially when 
there are many users involve in an intelligent environment, the system has to cope 
with conflict resolution and distinguishing among the user preferences. A solution for 
learning user preference in a multi-user context-aware environment which can 
efficiently resolve the above mentioned problems is the contribution of this paper. We 
have first presented the Bayesian RN-Metanetwork which can be used to model the 
user preference as well as user priority for many users, while still maintain separate 
preference model for each user. The propagation algorithm showed how to calculate 
the composite preference of all the users in the system and make decision about the 
service to provide. To actively and continuously adapt the models to the newest 
preferences and priorities of the users, the adaptation algorithm for Bayesian RN-
Metanetwork was described. However, this is just the first step to make the system 
intelligent. There are still a lot of challenges such as user behavior routine learning, in 
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which the prediction of the future actions of user is the most important task.  We leave 
that as a future work. 
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Abstract. Recently semantic web is an important issue in many areas. Ontology 
specifies the knowledge in a specific domain and defines the concepts of 
knowledge and the relationships between concepts. To specify and define the 
knowledge in a specific domain, it is required to generate the ontology which 
conceptualizes the knowledge. Accordingly, to search the information of 
potential customers for home-delivery marketing of post office, we design a 
specific domain to generate the ontology in this paper. And we propose how to 
retrieve the information, using the generated ontology. We also implement the 
data search robot which collects the information based on the generated 
ontology. Therefore we confirm that the ontology and the search robot perform 
the information retrieval exactly.  

1   Introduction  

The current web search engine estimates the similarity of the documents, using the 
frequency of words, and then gives the grades. Therefore the users waste too much 
time finding the useful information. To solve this problem, the semantic web is 
appearing. The semantic web defines the meaning of the information, specifies the 
relations of the concepts, and gives the information of the meaning to the web 
documents. And the software agent retrieves and provides the information to the users 
automatically [1].  

The ontology is needed to provide the semantic web based services. It not only 
specifies the domain of knowledge, but also formalizes the concept of knowledge and 
the relationships between the concepts. The ontology describes the words in the 
specific domain by the hierarchical structure, and contains the reasoning rules to 
expand it. The ontology is used when the different databases use the different words 
or identifiers about the same concepts. Therefore when we compare and integrate the 
information of the two different databases, the ontology can help to compare the 
differences between them. Therefore the ontology is essential and indispensable to the 
semantic web based information retrieval.  

In this paper, the domain of the ontology is arranged to the information for the 
home delivery service. Home delivery service marketing is one of the strategies for 
the profit of the home delivery company or post office. Extracting the information of 
the shopping sites from the existing web, we can do the home delivery service 
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marketing based on the information. We can use the information such as the items, 
the areas, the telephone numbers, and e-mail addresses of the company for the home 
delivery marketing. The potential customer in this paper means these kinds of 
shopping sites. 

Therefore, to retrieve the customer information of the home delivery service, we 
design the specific domain for generating the semantic web based ontology. And also 
we propose a technique of the information retrieval using the generated ontology. 
Accordingly, to retrieve intelligently the information, we implemented the retrieval 
robot [2] which can collect the information of the internet shopping sites, the items, 
and the customers on the web. And we describe the method about how to implement 
the retrieval system based on the ontology.  

This paper comprises as follows. Section 2 will describe the technique of the 
information retrieval based on the ontology. And Section 3 will explain the domain 
and the design of the ontology to search for the customer information. In Section 4, 
we will describe the design of the automatic ontology generation for implementing 
the retrieval system based on the semantic web. And also we will explain the design 
of the agent and the whole framework of the ontology based information retrieval 
system. And then Section 5 will describe the implementation of the ontology based 
retrieval system and the result of the retrieval, and then conclude this paper.  

2   Semantic Web Based Customer Information Retrieval 

Semantic web is the extended one of the existing web. We give a well defined 
meaning to the information on the web. It has the paradigm that people can work with 
the computers co-operatively [1], [2].  

2.1   Ontology Based Information Retrieval  

As the semantic web gives a well defined meaning to the information on the web, not 
only people but also computer can interpret and understand the meaning of the 
documents. Therefore it is proposed to retrieve, interpret, and integrate the 
information automatically using computer. In general, the semantic web contains the 
ontology for the definition of the knowledge, RDF and RDFS for describing the web 
resource, and the agent which is the program used for collecting the information 
automatically [3], [4].  

The ontology is the specification of a conceptualization. That is, it is used to define 
the concepts of the specific domain and the relationships of the concepts [5], [6]. 
Conceptualization is the abstract model to determine the concepts related to the 
phenomenon of the objects. And the specification means that it can specify the type of 
the concepts and the constrained condition. Formation means the machine can read 
and understand the meaning of the information. Sharing means that the concepts in 
the ontology are not individual, but they are based on the knowledge mutually agreed 
by the members.  

To explain what the ontology is useful for, we will compare the search engines 
such as Google and Yahoo. Basically Google retrieves and provides the web docu- 
ments by machine, using the key words suggested by the users. It is the calculated 
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results rather depending on the superficial characteristics than representing the intent 
of the customers. On the other hand, Yahoo used the user defined subject, inheritance 
relations and the part-whole relations. And it classified the web documents by the 
subject hierarchically, and defined the relations among them. The hierarchical 
category of Yahoo is similar to the method of the document classification and the 
retrieval method based on the ontology defined hierarchically [7].  

As the role of the ontology is increasing in the semantic web, the semantic web 
based retrieval system, searches the important information fast. The ontology based 
information retrieval system utilizes the concept and the rules defined in the ontology. 
Because it uses the reasoning rules to develop the exactness of the retrieval, it not 
only can provide the documents to the user query, but also can query and modify the 
query and the related information properly according to the relations. [7] suggested 
the structure of the semantic web based retrieval system. This system has subsystems 
such as the search engine and the ontology system.  

To share the knowledge among people and machines, it is necessary to define the 
terms which can understand each other. And then the standard model and the 
formalized language are needed. It is also necessary to design the ontology which 
contains s specific knowledge about a specific domain. Therefore in this Section we 
will design the domain of the knowledge in a specific domain which is the base of this 
system  

2.2   Definition and Design of the Ontology Domain  

In this paper, we used the Topic Maps to construct the ontology. RDF [8], [9], [10], 
[11], [12], [13] in W3C usually focuses on the resources on the web, and links among 
the web page. On the other hand, Topic Map has the characteristics that can represent 
not only objects such as web page, picture, and electronic documents, but also 
abstract concepts such as psychology, history, ethics, etc. Topic in a special document 
consists of words which represent the writer's intention. From now on, I will explain 
three kinds of topic map models [12], [13].  

First, we will explain topic. In this paper, we constructed the ontology to retrieve 
the information of the customers of the home shopping sites for marketing. 
Accordingly, the ontology has three topic types. First, the region is the area which the 
home shopping sites are located on. Second, the items are what the home shopping 
sites are dealing with. And third, the company information means the basic 
information about the company which operates the home shopping sites. They are 
phone numbers, URL, e-mail etc.. The region has a domain that home shopping sites 
are located on, and it is represented hierarchically. The root of the topic is the region. 
And the region has sub nodes that represent each region and the name of the city in a 
hierarchical structure. And the whole item is a root node. And there are also sub nodes 
which have a hierarchical structure. The hierarchy of the region and the items are 
classified by the clustering, association rules, and classification rules etc. [14], [15], 
[16]. And the company information contains the address, the phone number, the items 
and URL of the home shopping sites. Therefore, we can make up the associations 
with other topic types such as region and items.  

Second, we will talk about occurrence. Each topic is linked to the resources which 
it refers to. For example, to investigate the company information we can refer to URL 



370 M.S. Gu, J.H. Hwang, and  K.H. Ryu 

which has the information, . And we can 
also refer to the web site, , in case we want to 
know the address of the home shopping site. The information about linking is called 
occurrence. There are many kinds of occurrence such as document files, image files, 
video files, specific records in the database etc.. And then we store the information 
which occurrence refers to into the database. To indicate the resources about topics in 
the topic map, HyTime and Xpointer are used.  

Third, we are going to tell you the association. The standard spec about Topic Map 
provides the associations among topics. It defines not the hierarchical structure but the 
semantic association among topics. There are some examples as follows.  

 
"Home Shopping Site of Computer is located in Seoul."  
"Home Shopping Site of Television has the information of the company."  

 

Fig. 1. XTM of Association Type 

In the above example, "Computer" and "Seoul" are topics, and they have the 
association such as "is located in" each other. Topics in the topic map not only are 
independent objects, but also have links of special relation. Just as topics are 
classified into topic types, the associations are classified into association types. That 
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is, in the above example, "is located in" and "has a member of" are the association 
types. Topic type and association type are important functions of the topic map for 
representing, classifying, and structuring the knowledge and the information. And 
"Computer" has "product_item" as "roleSpec". Also "information" which contains the 
phone number, the address, URL, the company name has "company_info" as a 
roleSpec. Fig. 1 shows the association which represents the association types, "has" in 
XTM file.  

To retrieve efficiently the information of the company which operates on line 
shopping mall, we constructed "Shopping Sites Topic Map". Based on it, we just 
generated the ontology about the shopping sites. In Fig. 2, we design the classes about 
the topics and the associations as follows.  

 

Fig. 2. Class structure about topics 

3   Design of the Retrieval System Based on the Ontology  

In this chapter we will describe the semantic web based customer information 
retrieval system. And also we will explain the ontology generation and the retrieval 
agent.  

To generate the ontology, we need to design the ontology about the related domain. 
The information of the company in shopping sites is classified into the region and the 
item. Based on it, the topic map can be generated. Fig. 3 shows the knowledge map 
based on the topic map. This information can provide the exact knowledge while the 
user buys and retrieves the specific products.  
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Fig. 3. Knowledge Map of the Shopping Sites 

After defining the domain for the ontology construction, we specify the basic 
elements of the Topic Map such as topic, association, and occurrence. The 
specification of the topic association was written using the XTM, XML Topic Map. 
We verified the syntax errors about the source of XTM for the ontology by Omnigator 
of Ontopia [17].  

XTM source which has no syntax errors is parsed by the TM4J [18], open source 
Topic Map engine. During parsing the source code, to guarantee the integrity of the 
data we investigate the constraint condition in advance. Accordingly, we refer to the 
schema of Topic Map to verify the constraint condition of the association cardinality, 
the kinds of sub topics which the upper topics can have. And also we verify the 
occurrence type and the association role.  

We designed and defined the concepts and the associations of the concepts and 
then make programming them to generate the ontology. In this paper, we classified 
the data from the web by the agent, and then construct the ontology with the data. 
And then we define the knowledge resource information from the web as topic, 
association, and occurrence. Through this ontology we can retrieve the information. 
Table 1 shows "bulid.xtm", a part of the ontology constructed. Fig. 4 shows the 
procedure of the ontology generation.  

Table 1. The example of ontology generation 

 

Agent means a representative that is a program, which substitutes the work in 
computer. The information retrieval engine which uses the agent is a web site which 
supports the information retrieval as on-line database [2]. Therefore the retrieval 
engine is a database which stores the linking information. The robot agent travels 
around the web sites, and then collects the information, following the links. And then 
it classifies, indexes the information and stores it into the database.  
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Fig. 4. Ontology generation procedure 

It starts retrieving after inputting the address of the web site as an initiative value. 
To filter the shopping sites, it checks the words or the documents related to 
"shopping". It examines the words and the documents which contain items, and then it 
determines whether it is a shopping site or not. From the retrieved shopping sites, it 
extracts URL of the shopping sites, URL of the linked sites, the titles, the items, the 
address of the shopping sites, etc.. Fig. 5 shows the structure of the retrieval agent.  

Web agent comprises as follows. Retrieving module retrieves the web sites, and the 
retrieved information is divided into the classifier module and the link module. From 
the classified information, the suitable information is extracted into the filter module.  

 

Fig. 5. The structure of Web Search Engine 

The retrieved results by the agent are stored into the database. And then four tables 
are generated. They are the page table for the URL, the item table for the items of the 
company, the image address table which the address of the company is represented as 
an image file, the text address table which contains the address and text information, 
etc.. Table 2 shows a part of them.  
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Table 2. Table Schema of Site Information 

 

Fig. 6. The Framework of the Retrieval System 

 

Fig. 7. Structure of the specific module 
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From now on, we will describe the information retrieval system based on the 
ontology to extract the information of the shopping sites. Fig. 6 shows the framework 
of the information retrieval system. This system extracts the information from the web 
by the agent, and then retrieves the exact information from the extracted information. 
Fig. 7 shows the specific modules. They are classified into two kinds of modules; the 
module for the web retrieval agent and the module for generating and managing the 
ontology.  

The ontology based retrieval system is composed of the user interface, the 
ontology storage, the ontology generation engine, the web server etc.. In this paper we 
used TM4J to generate and manage Topic Map, and also to generate the ontology.  

In this system, the user can query the information which he wants to know through 
the user interface. Therefore the user can be provided the information from the 
storage, where the ontology engine already stored the information which extracted by 
the agent.  

4   Implementation of the Information Retrieval System Based on 
the Semantic Web  

In this Section, we will show the ontology construction and the implementation. And 
we will describe not only the result which stored in the database by the web agent, but 
also the retrieved result by the ontology according to the result by the agent.  

Here we will explain the ontology generation. Topic Map information is stored into 
the table of the object relational database according to Hibernate of TM4J [19].  

Then we will describe the result by the web retrieval agent. To retrieve the 
shopping sites on the web, we gave fourteen special shopping malls as an initiative 
value. Fig. 8 is the result of "search. java" which executes the agent. The result is seen 
in Korean because we experimented the system using Korean web sites. 

Here we can see URL of the shopping sites on the right, and the phone number, the 
title and the items of the special site on the left. If we select a special site on the right, 
we can see the special information about it. And "INPUT URL" is used to determine 
the initiatives of the site which the user wants to retrieve. If we input the address of 
the site directly, the agent travels and searches a lot of sites which are linked to. 

Finally we will show the retrieved results using the ontology, after the web search 
agent stores the information about the shopping. Fig. 9 shows the retrieved results by 
the region ontology.  

Item ontology is composed of the hierarchy of the items which are sold in the 
shopping mall. If we select the suitable item, we can see the information of the 
shopping site which sells the item.  

To retrieve the information for the home delivery marketing, we generated three 
ontologies. They are the company information ontology, the region ontology, and the 
item ontology. And we design and implement the web search agent to implement the 
retrieval engine using the ontology. And also we show the retrieved results by the 
ontology.  
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Fig. 8. The Result of the Agent 

 

Fig. 9. The result of the retrieval 

And item ontology has the hierarchical structure of the items which are sold in the 
shopping mall. As in the region ontology, if the user clicks the wanted items along the 
hierarchical structure, the ontology can show the information of the shopping site 
which sells the item. That is to say, because the relation of concepts is defined and 
then the ontology is constructed based on it, it can filter out the irrespective 
information and provide the exact information which the user wants. And from now 
on, we will compare our system with the existing ontology based retrieval system. 
The existing ontology system is using the stored data. However, the retrieval system 
in this paper is using the real time data from the web agent. Therefore, the ontology 
based retrieval system in this paper has the semantic meaning apart from the existing 
web retrieval system. And also apart from the existing ontology based retrieval 
system, this system can perform the real time data. 

Because the existing information retrieval system such as Google and Yahoo has 
the problem of keyword based retrieval system it just displays the various information 
irrelevant to the users’ intents. However, the ontology based retrieval system solves 
these kinds of problems. 
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5   Conclusions  

In this paper, to retrieve the information of the customer needed for the home delivery 
marketing based on the semantic web, we generate the ontology for a specific 
knowledge domain. And also based on the generated ontology, we implemented the 
web robot to retrieve the information needed for the users from the web.  

That is to say, we implemented the ontology to define the knowledge domain and 
formalize the knowledge for the retrieval of the potential customer. And also we 
designed and implemented the web agent to extract the information from the web. 
And we showed that the ontology is generated for the home delivery marketing. 
Therefore, we described that the information retrieval is performed efficiently using 
the ontology. The proposed ontology generation method and the retrieval system 
based on it is the base of the efficient information retrieval. Because the ontology is 
sharing the knowledge and considering the related domain knowledge, it is also the 
base for the recommendation, the marketing strategy, and the home delivery service 
for the efficient shopping. Future work is to develop the procedure of the ontology 
generation and to research the technique to compare with the existing ontology based 
system. 
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Abstract. In this paper we present an approach where a hybrid computational
model is represented as a set of communicating agents composing a multi-agent
system. A general concept of representation of connected groups of agents is
introduced and utilized for automatic building of schemes to solve a given com-
putational task. We propose a combination of an evolutionary algorithm and a
formal logic resolution system which is able to generate and verify new schemes.
Furthermore, the adaptive cooperation support of individual computational agents
is described, which improves their efficiency in time. These features are imple-
mented within a software system and demonstrated on several examples.

1 Introduction

Hybrid models including combinations of artificial intelligence methods, such as neu-
ral networks, genetic algorithms (GA) and fuzzy logic controllers, have shown to be a
promising and extensively studied research area [1]. They have demonstrated better per-
formance over individual methods in many real-world tasks. The disadvantages are their
bigger complexity and the need to manually set them up and tune various parameters.
Also, there are not many software packages that provide a large collection of individual
computational methods, as well as the possibility to connect them into hybrid schemes
in various ways.

The use of distributed Multi-Agent Systems (MAS) instead of monolithic programs
has become a popular topic both in research and application development. Autonomous
agents are small self-contained programs that can solve simple problems in a well-
defined domain [2]. In order to solve complex problems, agents have to collaborate,
forming Multi-Agent Systems (MAS). A key issue in MAS research is how to generate
MAS configurations that solve a given problem [3]. In most systems, an intelligent
(human) user is required to set up the system configuration. Developing algorithms for
automatic configuration of Multi-Agent Systems is one of major challenges for research
in computational agents area.

We have designed a distributed multi-agent system [4] called Bang 3 [5] that pro-
vides a support for an easy creation of hybrid AI models by means of autonomous
software agents [6]. The main goal of our approach is to allow to create new agent
classes consisting of several cooperating agents. The MAS scheme is a concept for de-
scribing the relations within such a set of agents. The basic motivation for schemes is
to describe various computational methods. It should be easy to ‘connect’ a particular
computational method (implemented by an agent) into hybrid methods, using schemes
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description. The scheme description should be strong enough to describe all the nec-
essary relations within a set of agents that need to communicate one with another in a
general manner.

Bang as a software system has been designed to provide general MAS functionality,
optimized for the typical usage area, which is the computational intelligence modeling.
Technically, Bang consists of the infrastructure layer and agents. The infrastructure is
typically a set of programs (called airports) running in a homogeneous networked envi-
ronment (such as a cluster of workstations), and connected via TCP/IP. The infrastruc-
ture provides the basic functionality for agent life cycle, communication via messages,
persistence, and migration.

Agents on one machine can either possess individual processes, or share a com-
mon process. Since the communication in the computational intelligence area usually
employs large volumes of data, the message delivery process has been optimized to
employ compression, caching, and usage of shared memory instead of XML streams
whenever possible. The whole system has been programmed in C++, mainly in order to
seamlessly cooperate with several libraries for scientific computation.

Among agents, there is the main group of computational agents realizing AI meth-
ods, such as several neural networks, evolutionary algorithms, and fuzzy logic con-
trollers. There are also more ‘traditional’ agents such as scheduler, directory services,
ontology services, etc. A special set of agents and modules provides the functionality
that is described in this paper — the MAS schemes representation and autonomous be-
havior support. These can be seen as a higher level layer of abstraction, and are by no
means necessary for simpler usage of the system. For more detailed overview of the
system, cf. [5,7].

In the following we describe the main features of our system supporting cooperation
of agents within MASes. We focus on implementation and logical descriptions of com-
putational agents, mechanisms for verifying and proposing MAS schemes, and the de-
cision support architecture for computational agents. The combination of these features
is unique and makes Bang a valuable prototyping tool for computational intelligence
modeling.

2 MAS Formal Description

Bang agents communicate via messages and triggers. Messages are XML documents
send by an agent to another agent. Triggers are XML patterns with an associated func-
tion. When an agent receives a message matching the XML pattern of one of its triggers,
the associated function is executed. In order to identify the receiver of a message, the
sending agent needs the message itself and a link to the receiving agent. A conversation
between two agents usually consists of a number of messages. For example, when a
neural network agent requests training data from a data source agent, it may send the
following messages: Open the data source located at XYZ; Randomize the order of the
data items; Set the cursor to the first item; Send next item.

These messages belong to a common category: Messages requesting input data from
a data source. In order to abstract from the actual messages, we subsume all these mes-
sages under a message type. The set of message types understood by an agent is called
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its interface. For outgoing messages, each link of an agent is associated with a message
type. Via this link, only messages of the given type are sent. We call a link with its
associated message type a gate.

Now it is easy to define if two agents can be connected: Agent A can be connected
to agent B via gate G if the message type of G is in the list of interfaces of agent
B. Note that one output gate sends messages of one type only, whereas one agent can
receive different types of messages. This is a very natural concept: When an agent
sends a message to some other agent via a gate, it assigns a specific role to the other
agent, e.g. being a supplier of training data. On the receiving side, the receiving agent
usually should understand a number of different types of messages, because it may have
different roles for different agents.

class(decision tree)
type(decision tree, computational agent)
has gate(decision tree, data in)
gate type(data in, training data)
interface(decision tree, control messages)

Fig. 1. Example agent class

An agent class is defined by an interface, a set of message types, a set of gates, and
a set of types. An agent is an instance of an agent class. It is defined by its name and its
class.

Multi-Agent Systems are assembles of agents (for now, only static aspects of agents
are modeled). Therefore, a Multi-Agent System can be described by three elements:
The set of agents in the MAS, the connections between these agents, and the character-
istics of the MAS. The characteristics (constraints) of the MAS are the starting point of
logical reasoning: In MAS checking the logical reasoner deduces if the MAS fulfills the
constraints. In MAS generation, it creates a MAS that fulfills the constraints, starting
with a partial MAS.

An example agent class description is given in figure 1. It defines the agent class
“decision tree”. This agent class accepts messages of type “control message”. It has
one gate called “data in” for data agent and emits messages of type “training data”. The
following paragraphs show two examples for logical descriptions of MAS. It should be
noted that these MAS types can be combined, i.e. it is possible to query for trusted,
computational MAS.

Computational MAS. A computational MAS can be defined as a MAS with a task
manager, a computational agent and a data source agent which are connected:

comp MAS(MAS)←
type(CAC, computational agent)∧
instance(CA, CAC)∧
has agent(MAS, CA)∧
type(DSC, data source)∧
instance(DS, DSC)∧
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has agent(MAS, DS)∧
connection(CA, DS, G)∧
type(TMC, task manager)∧
instance(TMC, TM)∧
has agent(MAS, TM)∧
connection(TM, CA, GC)∧
connection(TM, GC, GD)

Trusted MAS. A MAS is trusted if all of its agents are trusted. These examples use the
Prolog predicate findall. findall returns a list of all instances of a variable
for which a predicate is true. In the definition of predicate all_trusted the
usual Prolog syntax for recursive definitions is used.

trusted MAS(MAS)←
findall(X, has agent(MAS,X), A))∧
all trusted(A)

all trusted([])← true
all trusted([F|R])←

instance(F,FC)∧
type(FC, trusted)

3 Evolutionary Algorithm

The proposed evolutionary algorithm operates on schemes definitions in order to find
a suitable scheme solving a specified problem. The genetic algorithm has three inputs:
First, the number and the types of inputs and outputs of the scheme. Second, the train-
ing set, which is a set of prototypical inputs and the corresponding desired outputs,
it is used to compute the fitness of a particular solution. And third, the list of types of
agents available for being used in the scheme. Note that the evolutionary algorithm uses
the agents logical description and reasoning component (described above) in order to
produce only such schemes that satisfy given constrains.

We supply three operators that would operate on graphs representing schemes: ran-
dom scheme creation, mutation and crossover. The aim of the first one is to create a
random scheme. This operator is used when creating the first (random) generation. The
diversity of the schemes that are generated is the most important feature the generated
schemes should have. The ‘quality’ of the scheme (that means whether the scheme com-
putes the desired function or not) is insignificant at that moment, it is a task of other
parts of the genetic algorithm to assure this. The algorithm for random scheme creation
works incrementally. In each step one building block is added to the scheme being cre-
ated. In the beginning, the most emphasis is put on the randomness. Later the building
blocks are selected more in fashion so it would create the scheme with the desired num-
ber and types of gates (so the process converges to the desired type of function).

The goal of the crossover operator is to create offsprings from two parents. The
crossover operator proposed for scheme generation creates one offspring. The operator
horizontally divides the mother and the father, takes the first part from father’s scheme,
and the second from mother’s one. The crossover is illustrated in Fig. 2. There are two
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Fig. 2. Crossover of two schemes: both parents are horizontally divided and the offspring becomes
a mixture of both

types of mutation, one randomly changes a node in the graph, and the other swaps
agent connections. The latter mutation finds two links in the scheme of the same type
(at random) and then switches their destinations (cf. Fig. 3).

4 Autonomous Behavior Support

In order to act autonomously, an agent should be able to cope with three different kind
of problems [8]: cooperation of agents, a computation processing support, and an opti-
mization of the partner choice.

Cooperation of agents: An intelligent agent should be able to answer the questions
about its willingness to participate with particular agent or on a particular task. The
following subproblems follow: (1) deciding whether two agents are able to cooperate,
(2) evaluating the agents (according to reliability, speed, availability, etc.), (3) reasoning
about its own state of affairs (state of an agent, load, etc.), (4) reasoning about tasks
(identification of a task, distinguishing task types, etc.).
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Fig. 3. Mutation of links in a scheme: destinations of two links are switched

Computations processing: The agent should be able to recognize what it can solve
and whether it is good at it, to decide whether it should persist in the started task, and
whether it should wait for the result of task assigned to another agent. This implies the
following new subproblems: (1) learning (remembering) tasks the agent has computed
in the past (we use the principles of case-based learning and reasoning — see [9], [10]
— to remember task cases), (2) monitoring and evaluation of task parameters (duration,
progress, count, etc.), (3) evaluating tasks according to different criteria (duration, error,
etc.).

Optimization of the partner choice: An intelligent agent should be able to distinguish
good partners from unsuitable ones. The resulting subproblems follow: (1) recognizing
a suitable (admissible) partner for a particular task, (2) increasing the quality of an
evaluation with growing experience.

So, the architecture must support reasoning, descriptions of agents and tasks (we
use ontologies in descriptions logics — see, e.g., [11]), monitoring and evaluation of
various parameters, and learning. The architecture is organized into layers. Its logic is
similar to the vertically-layered architecture with one-pass control (see [4, p. 36]). The
lowest layer takes perceptual inputs from the environment, while the topmost layer is
responsible for the execution of actions.

The architecture consists of four layers (see Figure 4): the monitors layer, the evalu-
ators modeling layer, the layer for decision support, and the behavior generation layer.
All layers are influenced by global preferences. Global preferences allow us to model
different flavors of an agent’s behavior, namely, we can set an agent’s pro-activity
regime, its cooperation regime and its approach to reconsideration. The monitors layer
interfaces directly with the environment. It works in a purely reactive way. It consists of
rules of the form condition −→ action. Evaluators modeling layer is used to model
more aggregate concepts on top of already defined concepts (either monitors or other
evaluators). Decision support layer enables an agent to solve concrete problems. Be-
havior generation layer generates appropriate actions that the agent should perform,
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Fig. 4. Architecture — network of concepts (a); Concept node (b); Monitor (c)

and thus controls the agent’s behavior. The mechanisms for action generation and se-
lection are provided by the BDI model (see [4, pages 55–61]).

5 Experiments

Here we show two experiments demonstrating the functionality of the above described
approach. They illustrate the emergence of hybrid solution to a symbolic regression
problem (experiment 1), and the improvement of time complexity of neural network
learning with the autonomous behavior support (experiment 2).

The training sets used for the first experiment represented various polynomials. The
genetic algorithm was generating the schemes containing the following agents repre-
senting arithmetical operations: Plus (performs the addition on floats), Mul (performs
the multiplication on floats), Copy (copies the only input (float) to two float outputs),
Round (rounds the incoming float to the integer) and finally Floatize (converts the int
input to the float). The computation is relatively time demanding, one generation typi-
cally takes several seconds on a 2GHz Linux machine.

The results of the experiments depended on the complexity of the desired functions.
The functions, that the genetic algorithm learned well and quite quickly were func-
tions like x3 − x or x2y2. The learning of these functions took from tens to hundred
generations, and the result scheme precisely computed the desired function. Also more
complicated functions were successfully evolved. The progress of evolving function
x3 − 2x2 − 3 can be seen in the Fig. 5, Fig. 6 and Fig. 7. We can see that the resulting
scheme is quite big, and it took 3000 generations to achieve the maximal fitness.

In the second experiment we have adapted two existing computational agents em-
bedding the multi-layer perceptron (MLP) and the radial basis function (RBF) neural
network. These agents represent two different computational methods for the solution
of similar categories of tasks. Both agents were tested with and without the autonomous
behavior support.
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Fig. 5. Approximating function x3 − 2x2 − 3: the history of the maximal and average fitness

Fig. 6. Approximating function x3 − 2x2 − 3: the best schemes from generation 0, 5, 200 and
3000

Overheads of the architecture are summarized in Table 1. The creation of the agent
takes 2-3 times longer since all the structures must be initialized. The communication
overhead is around 30% when dealing with message delivering. However, in real-life
scenario of task solving, the overhead is only about 10%.

Table 2 summarizes the measured results of optimization of the partner choice.
We simulated a usual scenario when an agent needs to assign some tasks to one of
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Fig. 7. Approximating function x3 − 2x2 − 3: the best scheme from generation 3000

admissible partners. This agent uses a collection of different tasks and assigns them
to the computational agents successively. The total duration of the computation and
the average error of computed tasks were measured. A significant improvement of the
efficiency can be seen.

Experiments with optimization by reusing results are summarized in Table 3. We
have constructed several collections of tasks with different ratios of repeated tasks
(quite a usual situation when, e.g., evaluating the population in genetic algorithms).
We compared the total computation-times of the whole collection with and without the
optimization enabled. We can see that the optimization is advantageous when the ratio
of repeated tasks is higher than 20%. When more than 40% are repeated the results are
significant.
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Table 1. Comparison of the agent with and without the autonomous support architecture

Without the arch. With the arch.

Agent creation time 3604 μs 9890 μs

Message delivery time 2056 μs 2672 μs

Total computation time 8994681 μs 9820032 μs

Table 2. Optimization of the partner choice: comparison of choices made by different criteria

Error Duration

Random choice 11.70 208710ms

Best speed 1.35 123259ms

Best Accuracy 1.08 274482ms

Best services 1.17 102247ms

Table 3. Optimization by reusing the results of previously-computed tasks (duration in millisec-
onds)

Repeated tasks Optimized Standard

0 % 135777097 121712748

20% 94151838 90964553

40% 50704363 91406591

60% 47682940 90804052

6 Conclusions and Future Work

We have demonstrated that Bang is able to help both scientists and end-users with data
analysis tasks. The niche for this software has been prototype building and testing vari-
ous hybrid models so far. However, it is possible to employ it for large scale distributed
computations running on a cluster of workstations. The nature of evolution of MAS
schemes has brought several issues that are currently being solved. We are building an
ontological descriptions of computational agents and data tasks, and we are enhancing
the evolution by reasoning component. The resulting hybrid search for MAS solution to
a particular problem represented by data should be not only automatic, but also feasible
in terms of computational time and resources consumption.
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Abstract. In general, Knowledge base is constructed by domain expert, but in 
practice, domain expert have no time and energy to do these multifarious tasks. 
The main objective of a truly user-friendly knowledge base constructing plat-
form is to focus on the decrease of the user’s work. This paper describes the de-
sign of a knowledge base constructing platform using multi-agent and XML 
technology, with which we can easily build a knowledge base, get a veracity-
enhanced and structured knowledge base. We firstly describe the main frame-
work, and then illuminate the hierarchical knowledge atoms stored by structured 
XML Document. All agents, will be described separately in the relevant sections, 
including mainly control agent, inducting agent, and verifying agent. 

1   Introduction 

Knowledge acquisition plays an important part in the domain knowledge base con-
structing, including the elicitation, collection, analysis, modelling and validation of 
knowledge. Experts have vast amounts of knowledge and tacit knowledge, but they 
don't know what they know and use, tacit knowledge is hard or impossible to de-
scribe. nevertheless, experts are very busy and valuable people or not each expert 
know every aspect of the domain knowledge, so most of the work to constructing the 
knowledge base must be done by the ordinary user. 

The users of our knowledge base constructing system are mainly ordinary techni-
cians, who have mastered the agricultural knowledge, but know little about the pro-
gramming, especially the expert system description language. Thus during the process 
of building a knowledge base for an Expert System, the users often make misakes, in 
spite of the elaborate help documents of the platform, some errors can not be detected 
easily and immediately, and for the worse, some certain ones can not be detected 
when the Expert System is in use. The format of knowledge base can be non-
structured, half-structured and structured; and it is often stored by a text document [1]. 
We don’t care about the storage format (non-structured or half-structured format) of 
the knowledge base itself, but from the aspect of knowledge sharing and knowledge 
reusability, we consider that it is not convenient to exchange and share knowledge. 

Agent technology is one of the hottest topic and active field in the study of soft-
ware intelligence. According to FIFA (Foundation for Intelligent Physical Agents) 
[2], agent is an entity existing in some certain environment, which can interpret the 
data of the events happened in the environment, perform certain task for users, and 
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take some action that can affect the environment. It is working under the task\object-
driven mode. 

The agent exists in a working environment as the user’s assistant, and cooperates 
with the user closely [3]. The user can deliver a great deal of general repeated work to 
the agent. 

We conclude questions as follows: How to steer the users to build a knowledge 
base correctly and quickly, What kind of style can we to store the knowledge base as 
a structured format and How to create inference rules that can be effectively captured 
and used for automated reasoning in these environments? 

In this paper, we designed a framework with multi-agent to help the user reduce 
the errors and used structured XML Document [4] to standardize the format of knowl-
edge unit. We will demonstrate it in detail in the following  

2   Architecture of the System 

Our prospective goal is to help users reduce the errors and standardize the format of 
knowledge unit in the constructing process of the knowledge base of expert system. 
Therefore, we need to construct an open and convenient system, which can not only 
make all the agents smoothly work together, but also achieve new tasks which can not 
be resolve by any single one. 

Since the data and resources of this platform are dispersive, every agent should be 
able to manage its own information or tasks. We use distributed parallel processing-
technology and modularization method to divide this complex system into several-
comparatively independent agents as follows: control agent, inducting agent, verify-
ing agent, user agent, storing agent and resource agent. Architecture of the construct-
ing  platform is shown in figure 1. 

 

Fig. 1. Architecture of the Knowledge Base Constructing Platform 
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These agents can cooperate with each other to achieve our expected goals. Respec-
tively, control agent is able to manage other subsystems; inducting agent can lead the 
user to build a knowledge base, which has integrated a MS cartoon agent and some 
inducting planning arithmetic; verifying agent should make sure of the validity of the 
every operation of the user, including the syntax checking, reasoning logic verifying, 
and giving a response to the user; user agent is in charge of the displaying of the data, 
and man-machine conversation; resource agent can collect some related resource, add 
or delete a model to the model base; storing agent translates the knowledge base into 
XML format. These agents smoothly work together and harmoniously serve each 
other, in order to accomplish the same task. The conflict among them can be harmo-
nized or solved by their negotiation. 

3   Structured Knowledge Based by XML 

3.1 The Representation of Hierarchical Knowledge 

Here we use hierarchical-knowledge-atom structure to describe the knowledge. A 
knowledge atom is a knowledge entity that is comparatively independent and can 
describe and solve a problem according to the knowledge of certain domain. By this 
approach we can plot out the domain knowledge into knowledge atoms based on the 
internal architecture of knowledge, and each knowledge atom has its own role to play. 
If the function of a knowledge atom is too complicated, then we can divide it into 
smaller atoms. The definition of variables, rule lists, scripts, and computing models 
are included in the atom. Besides these, every knowledge atom has its own ID and 
certain I/O interfaces which can receive parameters from other atoms as well as users’ 
inputs. According to their internal relationship, these knowledge atoms compose a 
digraph and form a knowledge base to store the domain knowledge. This hierarchical 
knowledge structure is very suitable for the representation of complicated knowledge 
and capable of adapting for man-machine conversation. And the reasoning network is 
a digraph, which is more flexible than the structure of a tree. 

3.2   Using XML to Store the Knowledge Base 

In this section we will introduce something about knowledge base stored in  struc-
tured XML Document [4] format. XML (Extensible Markup Language) is a simple, 
very flexible text format derived from SGML (ISO 8879), and is also playing an in-
creasingly important role in the exchange of a wide variety of data on the Web and 
elsewhere. XML is designed with a view to defining the structure and meanings of a 
file; and its essential characteristic is the syntax of knowledge representation. With its 
flexible extensibility, we can use RDF (Resource Description Framework) [5] derived 
from XML to describe semantic meaning of the knowledge. XML is mainly used to 
describe the data but not the display format of the data. So, it is very suitable for de-
scribing knowledge; and we have designed a XML Schema to standardize the struc-
ture knowledge representation, with its benefits demonstrated as follows: 

(1) Offering a uniform standard about syntax and storing format. 
(2) Structuralizing the data; can exchange knowledge base with other AI systems; 

and even can be changed for database. 
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(3) Integrating different information source and forming a standard document. 
(4) This XML Schema can be extended for augmenting the ability of knowledge 

representation. 
(5) This structured knowledge can easily be shared or reused merely by a common 

XML parser, such as DOM and SAX. 

3.3   Metadata Modeling 

There are two common types of a knowledge atom: frame unit (FU) and rule unit (RU). 
FU is in charge of describing the relations between knowledge atoms, and controlling 
the reasoning procedure. RU performs a concretely reasoning, solves a question and 
responses an answer. Additionally, every knowledge atom has its own properties that 
have corresponding XML elements. Since XML is a kind of meta language, we can 
create plenty of metadata to describe the properties of knowledge atom. For example, 
for a simple IF-THEN rule, we can use metadata to describe it as figure 2. 

Then, we will design some XML elements to describe the metadata separately. 
Every XML element plays different roles in the structured knowledge base. In one 
group it requires the elements to appear in the specified sequence within the contain-
ing element; or allows the elements to appear (or not appear) in any order in the con-
taining element; or allows one and only one of the elements contained to be present 
within the containing element, which is up to the schema we have designed. And one 
of the important jobs of verifying agent is to validate the knowledge base according to 
this schema. 

 

Fig. 2. An Example of metadata 

3.4   A Simple Example 

We will give a small example to show the approach of knowledge representation. 
This example comes from an agricultural knowledge base, including four knowledge 
atoms: content-of-nitrogen, content-of-phosphor in the soil, fertility-calculator and 
CF value. And the later two are man-machine conversation units that need our real-
time inputs during the automated reasoning process. The relationship is showed in 
figure 3.  
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Fig. 3. An example snippet of relationship 

These knowledge atoms are composed of variables or rules, which are illuminated 
as follows: 

FU fertilizing 
{ 
  ENUM FertilityLevel;FertilityLevel = {"High", "Me-
dium", "Low"}; 
  REAL CF (MIN: 0, MAX: 1.0);  
} 
RU Content-of- nitrogen 
{ 
  IF FertilityLevel=="High" 
    THEN ContentOfNitrogen = (100*CF+80)*0.15;  
  IF FertilityLevel=="Medium”  
    THEN ContentOfNitrogen = (60*CF+60)*0.15;  
  IF FertilityLevel=="Low" 
    THEN ContentOfNitrogen = (30*CF+40)*0.15;  
} 

Then we can use XML to store the knowledge base, the following is the snippet of 
the code: 

<Rule> 
<IfPart> 
  <ifvar>FertilityLevel</ifvar> 
  <ifop>==</ifop> 
  <ifvalue>High</ifvalue> 
</IfPart> 
<ThenPart> 
  <thenvar>ContentOfNitrogen </thenvar> 
  <thenvalue>(100*CF+80)*0.15</thenvalue> 
</ThenPart> 
</Rule> 

For this structured knowledge base, we can effectively capture the interface rules 
and use them for automated reasoning than any non-structured or half-structured 
knowledge base. After all, parsing a XML document is more and more easy nowa-
days. 
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4   Construction and Communication of the Agent Models 

Now we will briefly illuminate something about the agents existing in the platform. 
Firstly, we will introduce the structure and functions of the main three agents. There 
are three common fundamental parts of them: administration unit (AU), communica-
tion unit (CU) and planning unit (PU). AU is in charge of administration of the gent, 
analyzing messages from other unit in the agent, controlling and coordinating jobs of 
units. CU is in charge of communication with other agents and performs translation 
information between KQML [6] and internal representation in agent. PU decomposes 
and plans the task that it should finish in the process of constructing a knowledge 
base, and then submit them to CU. 

As space is limited, we will only give the inducting agent’s structure shown in  
figure 4.  

 

Fig. 4. Structure  of Inducting Agent 

4.1   Control Agent 

Control agent, which is a kernel constituent in the platform, monitors all the other 
agents, and coordinates their actions. Its main functions are stated as follows: 

(1) Create an action list to record all the other agents’ status (active or inactive) and 
services. 

(2) The other agent should register on Control Agent when it is to be activated. 
(3) Response other agents’ requests for service, and return the handle of the rele-

vant agent. 
(4) Coordinate all of other agents’ actions; make a plan to decompose the task, and 

send command to the corresponding agent. 

4.2   Inducting Agent 

Inducting Agent leads the user to build a knowledge base that is in full accords with 
the BNF and schema we defined. During the leading process, MS agent and TTS 
(Text-To-Speech) technology play an import part. With the help of audio and animate 
cartoon agent technology, the user can easily master every step of this process. The 



396 J. Zhang, P. Gao, and M. Li 

developing periods will obviously be shortened. Inducting agent’s main tasks are 
briefly described as follows: 

(1) Analyze the user’s requests, and then make a decision about the knowledge 
base’s main function. 

(2) Collect all the application circumstances and offer one or several models from 
the model base. 

(3) Work with verifying agent to evaluate the knowledge framework repeatedly, 
including the evaluation and revises of logical integrality, the necessity analysis and 
revises of computing parameters and other data. 

(4) Finish the full knowledge framework according to the user’s requests. 

4.3   Verifying Agent 

When building a knowledge base, the verifying agent is monitoring not only the 
user’s inputs, but also the inducting agent’s suggestions: 

(1) Check out the namespace of the variables of the knowledge base. 
(2) Make sure all the rules accord with the BNF and XML schema. 
(3) Make sure the knowledge frame and reasoning work are legal. 
(4) Give a gentle mention when the user is revising the knowledge base. 

4.4   Communication and Coordination Design of Agents 

The capability of the platform is partly influenced by the communication and coop-
eration among these agents. If any agent wants to communicate with others, the stan-
dard language is required. Mainly, KQML (Knowledge Query and Manipulation 
Language) [6] and FIPA-ACL (Agent Communication Language) [7] are the most 
two popular agent communication language; and also there are three mechanisms to 
perform coordination of agents [8] [9]: forwarding broker, handle-driven broker and 
hybrid broker. 

In our platform, the communications between all agents are comparatively simple, 
the message format is not complex, and the messages are transported only within the 
platform, so we have designed our agent communication language referred KQML. 

We choose hybrid broker mode as a control mechanism that mediates interactions 
between client agents needing services and server agents capable of providing them. 

In the process of building a knowledge base, that has a great deal of data transmit-
ting but does not need global knowledge, we use handle-driven broker approach; 
while editing and verifying a knowledge base, that needs interoperation of agents, we 
employ forwarding broker approach and use Control Agent, which has global knowl-
edge, as a mediator of these agents. In this way, by hybrid broker, we avoid shortcom-
ing arises from using single approach of forwarding broker or handle-driven broker. 

5   Build a Knowledge Base 

Here we give an example of building rules about “How to fertilize”in the knowledge 
base of cotton planting, with the help of inducting agent and verifying agent. The 
process is briefly described as follows: 
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First, inducting agent will ask us “what is the name of the rule?” telling us to create 
a root node, which is unique in a rule-page of the knowledge base. After we input 
“How to fertilize?”in the text dialogue, verifying agent will receive a notice to check 
out the validity of the input. At last, the platform will create a root node named “How 
to fertilize? ”. 

Then, inducting agent will give a gentle mention about the composing of how to 
fertilize, that is to say, what are the children of the root node? We give the answer: 
Nitrogen Required In Growth, Category Of Nitrogenous Fertilizer and Content Of 
Nitrogen In Soil; in the same time, verifying agent is analyzing and validating then 
answer; finally the system will create four nodes has the name accordingly. 

Next, inducting system will go on to ask us for the composing of How to fertilize, 
and lead us to do next operating, until we give a signal of END. 

 

Fig. 5. The Structure of the Tutor Process 

 

Fig. 6.  Interface of  Tutor Process 
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At the end of this process, we can get a structured knowledge base stored by XML 
documents, which can easily can used for automated reasoning. Additionally, if the 
knowledge base is verified by storing agent, it can be added to our model base as a 
new model. 

Figure 5 describes the whole constructing process and Figure 6 is one screen pic-
ture of the system after the Knowledge base was constructed.  

6   Conclusion and Future Work 

This paper has described a knowledge base developing platform with multi-agent and 
XML technology. The user can easily build a knowledge base with the help of induct-
ing agent and other agents, which greatly reduce the user’s developing time and work. 

And with the structured storing format, we can easily reuse the knowledge devel-
oped formerly to redesign it or have a share with other AI systems. This platform has 
been applied in several agricultural demonstration areas of National 863 Program of 
China, and has got a very good achievement. And beyond agriculture, we can extend 
this approach/technique to other domain knowledge. 

Constructing very big knowledge base manually need lots of manpower and mate-
rial resources. There still be much improvements in Knowledge acquisition and repre-
sentation method, and What we need to do next is to improve the efficiency and the 
veracity of inducting algorithm, offer more appropriate models in the platform, and 
create flexible interface rules that can be more convenient used for the knowledge 
sharing and knowledge reusability. 
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Abstract. This paper describes a unique, open source and free solution to man-
aging workflows in data intensive environments. The Semantic Web offers lan-
guages to create ontologies that can provide better semantic matches and help 
automate workflows. We create an ontology for essay reviewers in various dis-
ciplines and use an automated service to query and find comprehensive 
matches. In particular, we use a free essay review service as a proof-of-concept 
for our work.   

1   Introduction 

“Adam was applying to a variety of universities for graduate school in Computer 
Science. He submitted his ‘statement of purpose’ essays, for each school, to a free 
review service.  The review service assigned, for each essay, a point-of-contact who 
managed the essay review process: confirming the submission with the author, further 
assigning four reviewers for his essays based on availability and area of expertise and 
tracking the essays as the reviews came back.  Finally, within two weeks from the 
date of submission by Adam, the point-of-contact successfully sent the reviews back 
to Adam and closed the review process.” 

The scenario described above can be managed in a simple way in a fully dedicated 
office environment with dedicated personnel and resources.  However, in a virtual 
environment where the reviewers are geographically located all over the world, in 
various time-zones and availability depends on volunteer time allocated, is it possible 
to create a virtual point-of-contact, an agent per-say, to handle the review process?   

It is this question that motivated the authors of this paper to use semantic web tech-
nologies to intelligently automate the workflow management.  We defined an ontol-
ogy in the Web Ontology Language (OWL) [1] and a system which consumes this 
ontology to help automate the selection of reviewers and initiate the essay review 
process. As proof-of-concept, we initiated contact with and worked closely with The 
Rahber Foundation [2], a non-profit free essay review service, which has over 2 dozen 
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volunteer reviewers and receives at an average of 10 essays a month. The service 
follows a strict ‘blind review’ process where the reviewers and authors of essays re-
main anonymous from each other to help eliminate any biases.   

Our paper is organized as follows: Section 2 outlines the motivating factors for us-
ing semantic web technologies and the implications of a fully automated system. 
Section 3 describes the architecture and implementation details.  That is followed a 
discussion on related works and we conclude by discussing our future directions and 
work in progress. 

1.1   Background 

Automating workflows is not a new concept in the computer science domain.  Many 
artificial intelligence techniques have been developed in the past to enable automation 
by defining goals which need to be achieved and using AI planning techniques to 
reach that goal. [3, 4] Medical Decision Support systems first explored various AI 
planning techniques to help reach conclusions and diagnosis for the patients in the 
early 80s. [5, 6, 7, 20]  But due to the complexities of the domain, these techniques 
remain theoretical in nature and continue to researched on. 

The bioinformatics domain recently took advantage of the semantic web technolo-
gies and web services to help automate complex workflows.  Taverna[8] used OWL-S 
[10], a custom workflow engine and a custom definition language to help users define 
the parameters from which a workflow can be created. [9] Other bioinformatics work-
flow tools include Pegasys [12], Wildfire [11] and Piper [13]. All these workflows are 
geared towards the bioinformatics domain and employ input/output matching tech-
niques to link workflows.  While these techniques are innovative and useful for the 
bio-informatics domain, they can not be used for services which are not exposed as 
web-services.   Furthermore, the require user interactive to help compose the work-
flow. Our system and its needs require the system to compose the workflow on its 
own with minimal user input.  

Nowadays, the competitions are very crucial to the organizations. Timeless busi-
ness productions and speedy decisions need a very high automated technology such as 
Workflow technology. The following are the definitions given in the Workflow Man-
agement Coalition (WfMC) Glossary [17]: 

• Business Process—A set of one or more linked procedures or activities that 
collectively realize a business objective or policy goal, normally within the con-
text of an organizational structure defining functional roles and relationships 

• Workflow—The automation of a business process, in whole or part, during 
which documents, information or tasks are passed from one participant to another 
for action, according to a set of procedural rules 

• Workflow Management System—A system that defines, creates and manages 
the execution of workflows through the use of software, running on one or more 
workflow engines, which is able to interpret the process definition, interact with 
workflow participants and, where required, invoke appropriate IT tools and ap-
plications. 

Charles Plesums states the following when using the automated workflow man-
agement system [18]: 
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• Work doesn’t get misplaced or stalled—expediters are rarely required to re-
cover from errors or mismanagement of the work.  

• The managers can focus on staff and business issues, such as individual per-
formance, optimal procedures, and special cases, rather than the routine as-
signment of tasks. The army of clerks is no longer required to deliver and 
track the work.  

• The procedures are formally documented and followed exactly, ensuring that 
the work is performed in the way planned by management, meeting all busi-
ness and regulatory requirements. 

• The best person (or machine) is assigned to do each case, and the most im-
portant cases are assigned first. Users don’t waste time choosing which item 
to work on, perhaps procrastinating on important but difficult cases. 

• Parallel processing, where two or more tasks are performed concurrently, is 
far more practical than in a traditional, manual workflow. 

2   Motivation 

Given the volunteer nature of the service, the following factors prompted the need for 
a fully automated service: 

• Time: the Rahber Foundation does not receive any money for its services. It 
is purely volunteer in nature and hence necessitates a dire need to cut any 
time expenditure for processing and tracking essays.  

• Resources: Proprietary packages to help manage workflows could not be 
used due to monetary constraints. Hence, open source solutions were sought. 

• Usability:  Both the authors and the reviewers needed to be able to process 
their essays without comprising the ease of usability for the service. An 
automated process which required additional steps and complicated forms 
could not be used. Use of email as the primary form of communication for 
the flows of essays was essential. 

• Research Agenda:  Using traditional methods of databases alone proved inef-
ficient. They did not have the ability to manage intelligence centrally nor the 
ability to track and administer changes.  Developing a virtual point-of-
contact required the need to embed ‘intelligence’ and ‘semantics’ which 
could only be captured using ontologies.  

3   Implications 

The concept of our work can be extended to a variety of areas/disciplines: 
Papers are reviewed in various disciplines all the time: for conferences, journals 

and admission processes. However, the scope of these reviews is limited. Their life-
time starts and ends with each review.  With the ability to automate selection of re-
viewers and the ability to track essays, a central repository where people with similar 
interests can log in, see examples of past papers and what criterion were used for 
reviews can be created. Furthermore, interesting analyses can be conducted to find the 



402 N. Hashmi  et al. 

common reasons for rejection/acceptance, to find common/popular mistakes and to 
formulate better suggestions for writing papers in that discipline. 

Many businesses involve a process for quality assurance (QA). A prime example is 
Emergency Medical Services which documents each case and initiates a QA process 
where various personnel provide feedback for how each case was handled. In a situa-
tion where the ability to automate the administration and track feedbacks and com-
ments in a seamless manner, the time and resources can then be spent to find ways of 
improving healthcare and save lives. Findings of the frequency of certain types of 
cases and the feedbacks for improvement can help focus research on handling of those 
particular cases.  

4   Implementation 

This is work in progress. It is hoped through proper exposure and interaction with 
other experts in the field, the final project will be reflective of a real-life application 
of the semantic web.  

4.1   Current Methodology 

The current system relies on the following technologies for processing essays: 

• HTML and PHP was used to create static and dynamic web pages. Static 
web pages were used to display information about the services while dy-
namic web pages were created dynamically as the result of actions for sub-
mitting essays, receiving feedback and posting questions.  

• Custom PHP web-based form submission:  PHP Forms with basic error 
checking were created for the submission of essays through the website.  The 
error checks prevented authors from submitting their essays without proper 
email addresses (checked for ‘@’ present) and forced essays to be submitted 
in either word or text formats.  

• Custom PHP automated email:  Upon successful submission, the form with 
the attached essay was emailed to a group email list.  

• Database: MySQL was used to create different databases to maintain the 
website and store following information: 

o Reviewers 
o Submitted Essays 
o Authors 
o Archive 

4.1.1   Workflow Description 
The current workflow for each essay is the following: 

The author submits from a web-site a form with the following information: 
Name 
Email Address 
Subject or General Area of Interest 
Essay, either as an attachment or as part of the text. 
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Essay 
Submitted 

1. Author Name 
2.Author Email  
3. Subject 
4. Submission Date 

Point of Contact  

4 Reviewers 
Assigned 

DB of 
Reviewers 

Have 4 
Reviewers? 

No 

1. Reviewer Name 
2. Reviewer Email  
3. Subject  
4. Availability 

Yes 

Reviewed 
Essays  

Reviewed 
Essays Sent 

Back 

1. Original Essay ID Tag 
2. Reviewers Names  
3. Essays Versions 
4. Date of completion 

 

Fig. 1. Current Workflow for each Essay 

The form automatically notes the system time and sends the email with the above 
information to a group list email. 

Using a manual round-robin process, a ‘point-of-contact’ (POC) is assigned from a 
group of three individuals managing the review service.  The POC first checks to 
make sure it is the correct type of essay (e.g. for admissions and not a research paper 
review), then sends a template email to the author acknowledging the acceptance or 
rejection of the submission.   

The POC then extracts all the reviewers who match the area of interest for the sub-
mitted essay.  This process involves having knowledge of the areas of interest and 
making certain types of judgments. For example, a student interested in obtaining an 
MBA in Information System can have his essay reviewed by the following reviewers: 
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reviewers with business administration as their expertise, reviewers with management 
information systems, reviewers in Information Technology or reviewers with Com-
puter Science expertise in management positions.  Furthermore, a list of ‘general 
reviewers’ who wish to review any type of essay also exists. 

From the list of matching reviewers, the noted frequency for availability is noted. 
Reviewers have options of limiting the number of essays they review a month, e.g. 2 
essays a month. They can also specify times when they are available, e.g. every week-
end.  Furthermore, they can send updated information from time to time tagging their 
availability, e.g. not available for the month of June, on vacation.  This criterion fur-
ther filters the list of matched reviewers.   

From the filtered list, if there are more than four reviewers, the first four are se-
lected and contacted.  Otherwise, the remainders are pulled from the list of general 
reviewers to complete the number of reviewers.  

The POC then allows one week for reviewers to submit their reviewed essays. The 
POC tracks the responses as they come in and follows up with reviewers who have 
not submitted their reviews.   

After all the responses have been submitted, the POC sends the reviewed essays. 
Fig.1 summarizes the workflow for each essay.  The figures in RED/ BOLD are 

the processes our work automates with the help of ontologies. 

4.1.2   Problems with the Current System 
The number of essays submitted a month is increasing at a steady rate.  The number 
of POCs remains at a steady rate of three. Manually processing essays cause the fol-
lowing problems: 

• Over Selection of Reviewers: POCs often overbook reviewers by asking 
them to review essays simultaneously. This is due to the inability to ‘lock’ or 
tag the ‘availability’ of reviewers.  Furthermore, the demographics and time 
zone differences creates difficulties in proper coordination for POCs to effec-
tively communicate and lock reviewers. 

• Incomplete Matching of Expertise: Searching for a correct match requires 
multiple queries which often do not relay all the possible matches. This re-
sults in manually and sequentially searching the databases for a complete list 
of matches.  The example of a student who is applying for a masters in busi-
ness administration for information systems should theoretically return the 
results stated previously. However, the current inability to create relations 
within various disciplines or to define the disciplines prevents comprehen-
sive search capabilities. 

• Tracking Essay Progress: As one POC is assigned upto three or four essays 
at a time, tracking each one becomes a tedious task.  Currently POCs manage 
their lists by creating temporary spreadsheets for each essay they manage. 

4.2   System Architecture 

The system architecture was designed for flexibility and adapting to the ever-
changing lists and requirements of the volunteers. Figure 2 displays the proposed 
system architecture.  
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Fig. 2. System Architecture for an automated essay review service 

4.2.1   Web-Based User Interaction 
This is a simple web-based form which authors enter their information and submit for 
review.  This captures essential information necessary to create instances for the on-
tology and thereby allow semantic matching of proper expertise.  

Information captured in this phase includes: 

1. Author Name and Email Address: This is used only for administrative pur-
poses and does not effect the processing in anyway. 

2. Subject / Area of Interests:  Users can select multiple subject areas to help 
maximize matches.   

3. About yourself: This is free text we are currently capturing for a future re-
search project where we use Natural Language Processing to try and extract 
certain types of information from this text and compare it to human analysis.  
It is not being used for this project.  

4. The Essay: This can be included as free text in a separate section or attached 
as a word or text document. 

This form, upon submit, is sent to the mail management system which resides on the 
host site. 

4.2.2   Mail Management System 
Many proprietary mail management systems exist which offer ‘intelligent’ responses 
by assessing the content of the email.   Such systems include, Answer by Firepond 

Data  
Repository 

Semantic 
Layer 

Mail  
Management 
System 

Web-Based 
User Interaction 
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[14], VisNetic MailFlow [15] and others.  It is our belief any service, with proper 
customization can be used. For our system, we used a freeware mail management 
system “ManageEngine ServiceDesk Plus” [16], which offers a solution for IT service 
request. It generates ‘tickets’ for each ‘service’ requested and forwards to the proper 
agents.  For Rahber, a ‘service’ request results from the submission of the initial essay 
by the author. This generates a ‘ticket’ by the mail management service which sends a 
request with the ticket information to the Semantic Layer, the agent in this scenario, 
for further processing.   It is the mail management service which is now responsible 
for tracking the life-span of the essay as it is processed.   

The Mail Management System (MMS) is primarily used to open new tickets, close 
tickets and send automated responses.  Tickets are opened by the initial form being 
submitted. This prompts for an automated message to be sent to the Semantic Layer to 
process and return matches.  The Semantic Layer returns matches which prompts the 
MMS to send automated emails to the reviewers with the ticket attached. The reply-
address for these emails is the admin’s email address. The reason for this is that the 
mail management system does not have the capabilities to process replies from the 
reviewers.  An reviewer might reply back specifying that they can not review this 
essay or any other essay until a specified time. This information can not be properly 
processed by the system.  These replies are processed by the admins and necessary 
actions taken. When the actual reviews by the reviewers come in to the admin, the 
admin simply forwards this back to the MMS with the subject line: “Reviewed Es-
say”. The MMS tags the content according to the ticket number, sends the review to 
the author, and if the limit of three reviews is reached, closes the ticket.  Closing the 
tickets prompts a message to the Semantic Layer which enters the necessary informa-
tion into the database. 

In this service, there were checks placed to ensure abnormalities trigger an email 
alert to the administrators. Abnormalities include any failure of delivery messages, no 
match found message from the Semantic Layer or an open ticket that exceeds three 
weeks time.  Such cases require the admins to log in and take control of the ticket to 
resolve the issues. 

4.2.3   Semantic Layer 

The semantic layer is primarily responsible for deducing which volunteer reviewer is 
best suited for the essay.  It accomplishes this by extracting and matching information 
from the ticket against the ontology describing the reviewers (described in the next 
section).  A “match” can be any one of the following, in this order of preference: 

1. An exact subject area match. 
2. A match against a super-class subject in the ontology.  In the ontology, there is 

a subject area, “Computer Science” which has sub-classes such as “Artificial 
Intelligence”, “Databases”, “Distributed Systems”, “Natural Language Process-
ing”, etc.  If the author specifies AI as an interest, but none of the reviewers 
have specified that as an interest, the Semantic Layer then turns to the parent 
and finds matches in that category, in this particular case, “Computer Science”.    

3. A match against relations and associations for the subject area in the ontology.  
An example of this includes, in the “Business Administration (BA)” a subclass 
“Management Information Systems (MIS)” exists. If no match can be found for 
either MIS or BA, then Semantic Layer searches for relationships defined to 
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those subjects. An existing relation is “Management Information Systems” in-
volves “Database” research which is part of Computer Science.  From this, re-
viewers from databases and computer science can be pulled as matches.  This 
match better than no match and general match but not as good as the above 
matches. 

4. General match: If the above matches fail, the semantic layer queries for a cate-
gory of general reviews.  Reviewers have also specified they are willing to re-
view any essay for its grammar and structural format but not necessarily for its 
contents. These reviewers fall into this category and are pulled up as matches.   

A match of a review does not necessarily mean the reviewer is available. The se-
mantic layer also queries for the availability based on the frequency as specified by 
the reviewer, e.g. two essays a month against the history of essays reviewed by the 
reviewer. Furthermore, reviewers are tagged if they are un-available either because 
they are currently in the process of reviewing another essay or not available for other 
reasons. This tag is controlled either by the system or by the admins. 

The semantic layer further prompts the mail management system with a list of 
matches which the mail management system then sends automated email responses 
requesting reviews.  

4.2.4   Data Repository 
The data repository includes two types of data information: the ontology which stores 
a definition of the essay review world and a database which stores the essays proc-
essed and who reviewed it and when. 

4.2.4.1   Ontology. The ontology is defined in Web Ontology Language (OWL), a 
standard endorsed by W3C. [1] It allows for powerful descriptions to be specified as 
well as limited forms of reasoning for finding consistencies and/or classifications to 
be deduced. [19] Our ontology has the following entities: 

• Reviewer 
o Subject Area Interest 
o Frequency of Availability 
o Availability Tag 

• Essay 
o Subject  Area Interest 
o Author information 
o Reviewed by 

• Subject Area 
o Computer Science 
o Business Administration 
o English 
o Physics 
o Medicine 
o Law 
o (Etc) 

The subject areas are further expanded to include specific areas of interests and re-
lations between various subjects are specified.   
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The ontology was created by cooperative efforts of the authors of this paper and 
using web resources for each subject to find specific areas of interests.  It was mod-
eled in a subjective manner to first cover subjects that seem to be most common for 
the essay review service, e.g. Computer Science. Other subjects were added according 
to the interests specified by the reviewers and some subjects were added as a result of 
relations and associations being defined by other subjects (e.g. “Management Infor-
mation System” was added to Business Administration due to the relationship with 
Computer Science, a commonly occurring subject). 

4.2.4.2   Traditional Relational Database. The role played by the traditional database 
is to store information for the essay, who reviewed it and its life-span; that is, when it 
was first submitted and until the ticket for this essay was officially closed.  Control of 
this database is primarily with the Semantic Layer which enters information as new 
tickets are opened and old tickets are closed.  

5   Preliminary Analysis 

The use of the semantic web provides excellent ways of automating workflows. On-
tologies have the semantic logistics embedded into the descriptive language(s) to 
allow for representing complex relations.  In our case, ontologies provided a better 
solution than relational databases.  However, ontologies come with inherent universal 
agreement problems that need to be further studied. The ontology is a viewpoint, a 
description that the author(s) of the ontology agrees with.  However, it is not neces-
sarily the universal viewpoint for the domain. Furthermore, if another user disagrees 
with the description presented, e.g. Management Information Systems essays 
CANNOT be reviewed by Computer Scientists, this viewpoint creates an alternative 
and a disagreement that has yet to find a way of being incorporated.   

Another drawback to the use of semantic technologies is that better tools need to be 
available for consuming ontologies. Relational databases have an abundant set of 
tools, both open-sourced and free, that can be deployed with minimal resources. Tools 
that consume and use ontologies in OWL are still currently being developed and are 
limited in their functionalities. More tools need to be developed and made freely 
available.  

6   Conclusion and Future Directions 

While the system has been deployed, the next step is to carry out experiments and 
empirical studies.  Representative cases for complex and interesting matches need to 
be developed for test cases.  It is our intention to run empirical tests and run the old 
system parallel to the current system.  The following metrics will be noted: 

• Time Efficiency: It is hypothesized the automated system will save time. 
However, it is quite possible as the systems are run parallel, cases not covered 
will cause problems which will consume more time than the current system. 

• Expertise Match: Does the automated system infact return a comprehensive 
list of possible reviewers who are available and capable of reviewing the  
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essays? If not, is this a problem with the ontology created or a problem with 
the representation for the data? 

• Analysis with the types of Essays reviewed: Does the automated system in 
fact allow interesting research analysis to be conducted on the types of es-
says reviewed? 

Furthermore, we would like to extend our concepts to domains with larger volumes of 
data to see how the metrics are affected. One such domain is quality assurance proc-
ess for emergency medical response.  
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Abstract. Considering vast and miscellaneous contents in P2P system, 
intelligent P2P network topology is required to route queries to a relevant 
subset of peers. Based on the incremental clustering capability of Fuzzy 
Adaptive Resonance Theory (Fuzzy ART), this paper made use of the modified 
fuzzy ART to provide small-world P2P construction mechanism, which was not 
only to categorize peers so that all the peers in a cluster were semantically 
similar, but, more important, to construct the P2P topology into small-world 
network structure. In detail, the modified fuzzy ART net was used to cluster 
peer into one or more appropriate categories according to its data interest, and 
the reverse selection mechanism in modified fuzzy ART was provided to 
construct semantic long-range edges among clusters. Simulations demonstrated 
that P2P small-world network emerged, i. e., highly clustered networks with 
small diameter, and the information retrieval performance was significantly 
higher than random topology. 

1   Introduction 

Recently, there have been much research interests in emerging Peer-to-Peer (P2P) 
overlay networks because they provide a good substrate for creating large-scale data 
sharing, content distribution etc. Research implies that P2P content sharing has 
become very popular in the last few years, and is nowadays the biggest consumer of 
Internet bandwidth [1]. Generally, there exist two classes of P2P overlay networks: 
unstructured and structured [2]. The technical meaning of structured is that the P2P 
overlay network topology is tightly controlled and contents are not placed at random 
peers but at specified locations that will make subsequent queries more efficient. Such 
structured P2P systems use the Distributed Hash Table (DHT) as a substrate to 
provide lookup of data based on keys through mathematical functions. Although 
structured P2P networks can efficiently locate rare items since the key-based routing 
is scalable, they incur significantly higher overheads than unstructured P2P networks 
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for popular content, and they do not provide efficient fuzzy keyword based search 
(semantic-based search), which is more important in large-scale file sharing. P2P 
systems are unstructured in that the overlay topology is ad hoc and the placement of 
data is completely independent of the overlay topology. The network uses flooding-
like search mechanisms to send queries across the overlay with a limited scope. 
Flooding based techniques are effective for locating highly replicated items and are 
resilient to peers joining and leaving the system, but they are poorly suited for 
locating rare items and not scalable as the load on each peer growing linearly with the 
total number of queries and the system size. Thus, intelligent network topologies are 
required to route queries to a relevant subset of peers in unstructured P2P systems. 

Many artificial intelligence techniques including neural networks and fuzzy 
inference methods have recently been proposed to search contents in P2P network. An 
intelligent P2P content-based document retrieval system, known as iSearch-P2P, was 
proposed in [3], which incorporated an intelligent technique based on Fuzzy ART 
neural network to perform document clustering in order to support content-based 
publishing and retrieval over P2P networks. This approach avoided indexing and 
query flooding problems of most existing P2P systems, and improved scalability 
greatly. But in iSearch-P2P, the P2P architecture was static two-level hierarchy, 
which could not adapt to the high dynamic P2P environment, furthermore, the objects 
were classified into certain one category, but, in fact, one object may belongs to 
several categories at the same time. In document clustering, Ref. [4] made use of a 
modified version of the Fuzzy ART to enable a document to be in multiple clusters, 
and the number of clusters was determined dynamically.  

Semantic Overlay Network (SONs) [5] used static profile to organize P2P 
networks to improve search in P2P data-sharing networks by clustering peers with 
semantically similar contents. Each piece of data must be assigned manually to a 
globally predefined classification hierarchy maintained by some authority, which 
broke the model of truly decentralized networks. The large size of the P2P system and 
the great number of contents in high dynamical P2P environment made the static 
classification unsuitable for large-scale applications. Ref. [6] proposed a model in 
which peers advertised their expertise in the P2P network. The knowledge about the 
expertise of other peers formed a semantic topology. Based on the semantic similarity 
between the subject of a query and the expertise of other peers, a peer could select 
appropriate peers to forward queries to, instead of broadcasting the query or sending it 
to a random set of peers.  

In many networks found in nature and society, a so-called small world structure 
has been observed, namely, a small average diameter and a high degree of clustering, 
which make them effective and efficient in terms of spreading and finding 
information. Ref. [7] demonstrated how small world of peers can organize themselves 
in an ontology-based P2P knowledge management system, which provided rewiring 
strategies to build a network in which peers with similar semantic interest formed 
clusters. These strategies only relied on the local knowledge of each peer and on the 
notion of similarity derived from the relationships of entities in ontology. Ref. [8] 
presented a new algorithm for content-oriented search in P2P networks, in which the 
P2P architecture was organized into a small world network structure. This structure 
could then be exploited for implementing an efficient search algorithm: each peer 
forwarded incoming queries to just one of its neighbors (the one whose document 
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profile best matched the query). Semantic small world (SSW) [9] was proposed to 
cluster peers into a small world overlay network according to the local data semantic. 

The main focus of this paper was to examine the use of fuzzy ART to classify (or 
organize) peers into clusters corresponding to their data interest, and formed the P2P 
architecture into semantic small world network. Our paper’s contribution lied in 
combining many of the above ideas in a way that was guided by the concept of fuzzy 
adaptive resonance theory and small world network model to organize the P2P 
architecture into connected semantic clusters. Although Fuzzy ART has the name 
“fuzzy” in the mean that it is used to work with fuzzy data, it categorizes an object 
into certain one cluster (i.e. it is a hard clustering algorithm), thus it cannot be used 
for peer clustering effectively, in that a peer many belong to several semantic 
categories. A modified version of the Fuzzy ART was used to enable a peer to be in 
multiple semantic clusters, and reverse selection in modified Fuzzy ART was 
provided to form the connectivity among semantic clusters. 

The paper is organized as follows: a brief introduction about Fuzzy ART and small 
world network model was given in Section 2. In Section 3, we provided the modified 
fuzzy ART-based peer clustering algorithm and organized the P2P architecture into 
semantic small world based on reverse selection in soft fuzzy ART. In Section 4, from 
the measure metrics in small network model (like average clustering coefficient and 
average shortest path length) and information retrieval (recall ratio), the search 
performance of our architecture was simulated. Finally, the brief conclusion and 
future work was given in Section 5. 

2   System Architecture 

To facilitate to carry out semantic based search in P2P systems, peers usually were 
represented by a collection of attribute values which could be derived from the share 
contents in those peers. In our intelligent P2P architecture, considering cooperation 
and understanding amongst peers, assume there was an ontological definition that 
defined the semantics of commonly used concepts and terminologies. The ontology 
could be defined using DAML-OIL (http://www.daml.org/). Each peer could be seen 
as a point in a multidimensional semantic space. P2P overlay network designed for 
efficient semantic based search should be constructed in a way such that the peers are 
organized in accordance with their location in semantic space. But the shared contents 
in P2P systems are vast and miscellaneous, more important, the peer churn rate (the 
rate of peer joining/leaving P2P systems) is very high, so it is imperative to study how 
to cluster peers in those high dynamic systems and adapt to rapid change of P2P 
architecture. It was shown that a self-organizing ART network is suitable for dynamic 
partnership seeking, so, in this paper, the Fuzzy ART network was used to conduct 
the dynamic cluster formation process. ART neural networks were developed to 
address the problem of stability-plasticity dilemma, which could be proposed as 
follows: How can a learning system be designed to remain plastic or adaptive and at 
the same time remain stable to irrelevant events? The ART networks solved this 
problem through incremental algorithm. In detail, it adapted to new inputs 
indefinitely, at the same time, it wouldn’t let new inputs to change any stored patterns 
until the input pattern matched the stored pattern within a certain tolerance. That is, 
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new categories could be formed when the environment did not match any of the 
stored patterns, but the environment couldn’t change stored patterns unless they are 
sufficiently similar. But, basic ART worked only with binary input patterns, which 
didn’t fit the P2P environment. So we used fuzzy ART net model which accepted 
“fuzzy binary” inputs (i.e. analog numbers between 0 and 1), and incorporated 
theories from fuzzy logic. The general structure of a fuzzy ART network is shown in 
Fig.1. 

 

Fig. 1. Fuzzy adaptive resonance theory 

A typical ART network includes three-layers. The layers F0, F1 and F2 are input, 
comparison and recognition layers, respectively. The input layer F0 gets the attributes 
of peers which are needed to be classified. Each peer advertises its capability in the 
comparison layer F1 for competence comparison. The nodes in F0 and F1 are 
composed of the entities of the ontology. The corresponding nodes of layer F0 and F1 
are connected together via one-to-one, non-modifiable links. Nodes in recognition 
layer F2 are candidates of the semantic clusters. There are two sets of distinct 
connections between the layers: bottom-up (F1 to F2) and top-down (F2 to F1). Then 
there is a vigilance parameter  which defines some kind of “tolerance” for the 
comparison of vectors. F2 is a competitive layer, which means that only the node with 
the largest activation becomes active and the other nodes will be inactive (in other 
words, each node in F2 corresponds to a category). Therefore, every node in F2 has 
its own, unique top-down weight vector, also called “prototype vector” (it is used to 
compare the input pattern to the prototypical pattern that is associated with the 
category for which the node in F2 stands). 

But the traditional fuzzy ART mechanism has the following disadvantages: one is 
that they are slow compared to non-fuzzy algorithms. Fuzzy clustering algorithms 
tend to be iterative, which require repeatedly calculating the associations between 
every cluster/peer pair; furthermore, a single peer very often contains multiple 
themes. For example, the share contents in author’s computer are related two fields: 
basketball, and computer science. The traditional fuzzy ART clustering algorithms 
mentioned above assign each peer to a single cluster. So, for the problem of 
constructing P2P topology, this paper used the soft fuzzy architecture to classify peers 
into several appropriate clusters.  

In a social system, people tend to be surrounded mostly by people who are similar 
to themselves in some sense. On the other hand, if people are related to very similar 
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people only, this will lead to so-called “caveman worlds”, i.e. disconnected cliques 
which are not connected to each other. In practice, however, many people maintain 
relationships to people from different professions, geographical locations, etc., which 
are called long-range edges. The topology of the social network graph– where nodes 
are persons and edges are acquaintances connecting them – is called a “small world”. 
This phenomenon can be found not only in social networks, but also in a great 
number of other self-organizing systems. Watts and Strogatz [10] describe the basic 
notions of the clustering coefficient and characteristic path length measures as 
indicators of small-world networks (that is, short average distance and large clustering 
coefficient). Obviously, the small-world network structure can then be exploited for 
implementing an efficient search algorithm in P2P system, and we need algorithms to 
mimic the behavior of a social system so as to organize the P2P architecture into 
small-world model. Thus, this paper used modified fuzzy ART net to form the cluster 
including peers with similar interest, and provided the reverse selection mechanism in 
modified fuzzy ART to form semantically long-range edge among cluster so that the 
P2P architecture could be constructed into small world network. 

3   P2P Architecture Based on Modified Fuzzy ART 

Before describing our small-world P2P architecture based on modified fuzzy ART, 
we introduce several concepts.  

Peer profile: The P2P network consisted of a set of peers. Every peer had a 
knowledge base that contains the knowledge that it wanted to share. The knowledge 
was condensed to form peer profile, which consisted of a summarization of the peer’s 
contents. The paper would later explain in detail how profiles could be calculated.  
Peer neighbor set: a peer stored the addresses of other peers together with their 
profile. These sets of neighbors represented the connections between peers and thus 
define the P2P network topology. 
Common Ontology: We assumed that in our P2P architecture, peers operated on 
knowledge represented in terms of common ontology, which provided a common 
conceptualization of their domains.  

Each peer maintained a modified fuzzy ART neural net to run the intelligent P2P 
topology construction algorithm which could be broadly divided into three stages: 
pre-processing, cluster building & small-world network formation and topology 
adaptation. 

3.1   Pre-processing 

While there were many traditional clustering algorithms available, peer clustering 
brought along many distinctive issues to deal with. One such issue is representation. 
A peer is typically represented as a profile, where each dimension corresponds to a 
term (word), and the value indicates the importance percentage of corresponding term 

for the peer. In detail, each peer is represented as a vector ],,[ 1 nI ωω= , where n 

is the size of peer profile vector, iω is the term frequency that indicates the number of 
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times the term i occurred in the peer. We assume the vector to be normalized 

according to a sum norm, i.e. 
=

=n

i i1
1ω . 

3.2   Clustering Building and Small-World Network Formation  

Each peer maintained a personal semantic shortcut index, which defined the virtual 
topology of P2P architecture. Two strategies were used to create and maintain the 
semantic shortcut index in high dynamic P2P setting. 

 Clustering strategy  
Although Fuzzy ART has the name “fuzzy” in the sense that it is used to work with 
Fuzzy data. But it is a hard clustering algorithm, which categorizes an object into a 
specific cluster. The basic fuzzy ART model doesn’t fit the P2P environment in which 
peer may belong to several categories. So, a modified version of Fuzzy ART was used 
for soft peer cluster building. Instead of choosing a maximum similarity category and 
applying the vigilance test to check if it is close enough to the input pattern, we 
checked every category in the F2 layer and applied the vigilance test. If the category 
passed the vigilance test, the peer was put into that particular category. The similarity 
measure computed in the vigilance test defines a degree of membership of the given 
input pattern to the current cluster. Each peer maintained a modified fuzzy ART 
neural net to run the intelligent P2P topology construction algorithm, which takes two 
input parameters, vigilance parameter (0 ≤ ρ ≤1) and learning rate (0≤λ≤1), and. The 
detailed steps are given as follows:  

Step 1: Initialization: Initialize all the parameters, that is, each peer will calculate its 
peer profile according to pre-processing.  
Step 2: Apply input peer profile: let I be the input next peer profile vector; Let P 
denote the set of candidate prototype vectors (semantic categories), which represents 
the features of the known categories for peer. Initially, the set P only contain the 
current peer’s own profile, since the current peer has no knowledge about other 
semantic categories.  
Step 3: Vigilance test: each prototype vector undergoes a vigilance test that compares 
the similarity between the prototype and the current input peer profile, let 

sim[i]= IPI i∧  where iPI ∧  is a vector that its ith component is equal to the 

minimum of I and iP  and •  is the norm of an vector, which is defined to be the 

sum of its components. The vector sim is used to record similarity between each 
prototype and the current input peer profile, which is sorted in decrease order. All 
prototype vectors which pass the vigilance test (that is, sim[i]> ) will be adapted to 
the given input peer profile (Step 4). Note that each prototype vector actually 
represents a specific cluster’s semantics. This mechanism makes the updated 
prototype vector accommodate the features of the new peer, that is, the updated 
prototype vector represents the features of the whole cluster (the original cluster plus 
the new peer). If none of them passes the test, a new prototype (cluster) is created. Go 
to step 2 to continue for the next input peer profile.  
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Step 4: Matched prototype update: The matched prototype is updated to move closer 
to the current input peer profile according to the following equation: 

iii PPIP )1()( λλ −+∧= , where λ  is the learning rate. If λ is 1, it is called fast 

learning. After the update, all the prototypes are reactivated and the algorithm 
continues with the next input peer profile (step 2). 

Our modified Fuzzy ART has the following advantages: first, it avoid iterative 
search because every F2 node is checked. This makes it computationally less 
expensive; another advantage is that by eliminating the category choice step, this 
method reduces the number of user-defined parameters in the system. 

 Inter-cluster strategy  
To construct the overlay with small-world network properties, each peer maintains a 
set of short range contacts pointing to peers in the same semantic cluster and a certain 
number of long range contacts to other semantic clusters. Inspired by small-world 
formation mechanism provided by Kleinberg [11], the long range contacts are 
obtained by choosing peer categories in reverse order in the above modified fuzzy 
ART algorithm (that is, select new neighbors whose profile is least similar to the 
current peer). The detailed process is given as follow: In step 3, select several 
categories from the sorted vector sim in bottom-up order (that is, the selected 
categories are semantically far away from the current peer), and connect the 
corresponding categories based on the following distribution: C*sim[j]2, where sim[j] 
represents the similarity between current peer and selected category j, and C is a 
normalization constant that brings the total probability to 1. Our approach made use 
of the above modified fuzzy ART to construct the semantic long-range edge in P2P 
topology.  

3.3   Query Processing and Topology Adaptation 

When a peer received a query, the query profile vector was summarized as the similar 
way of calculation of peer profile. Then the query profile was input into the modified 
fuzzy ART model to recognize the appropriate cluster matching with query profile. If 
the query belonged to the semantic cluster where the current peer located (that is, the 
similarity between query profile and the current peer’s cluster exceeded the vigilance 
test parameter), then the query results was returned from the semantic cluster 
corresponding the query interest. Otherwise, if query profile belonged to other 
category which the current peer knows about, the query was forwarded to the 
semantic cluster corresponding to its interest. In the worst case, if query profile 
couldn’t be classified into any category (for, till now, the modified fuzzy ART has not 
recognized the new category), the new category was formed. Then, the query was 
forwarded to several semantic long-range neighbors according to the similarity 
measure which is defined as a simple scalar product between the query profile 
vector q and the category profile vector p . Note that, in the processing of query, the 

fuzzy weights are not be updated.  
For the high dynamic P2P environment, this paper made use of gossiping 

mechanism responsible for propagating and learning change, in which each peer 
randomly selected other peer to exchange their neighborhood view, and used the 
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modified fuzzy ART net to update the topology structure. Peers also inspected any 
passing queries that they have not issued themselves. Because storage space is 
limited, cached files and routing table entries may have to be replaced occasionally, 
which will be done using a LRU (least recently used) strategy.  

Generally, category (and peer) profile attributes are defined in two types: one is 
defined as a feature vector, in which each element represents the ability of the 
category (peer); another is defined as the attributes that is assessed by others who 
have contacted with. So, ideally, a category (peer) attributes are combined by those 
two types of features. That is, the modified fuzzy ART weights of certain semantic 
category should be updated according to the evaluation of the peer which contacted 
with this category in the past, then based on the changed fuzzy ART weights, the 
semantic small-world network should be updated. The processing of small-world P2P 
based on modified fuzzy ART is given in Fig.2.  

 

Fig. 2. Architecture of P2P topology construction based on modified ART 

4   Simulation Results 

In our experiment, some simplifying assumptions had to be made in order to reduce 
the complexity of the problems. The first simplification concerned peer profile: 
Instead of working with real peer knowledge base, we assumed peer profile vectors to 
consist of semantic categories, that is, we presume that each peer can be classified 
according to the topics it covers and – for our simulation – we assume this 
classification to be available for all peers. This means that each peer is represented by 

a category vector ],,[ 1 nI ωω= , the weight iω  indicating how important topic i 

is for this peer. Ref. [12] suggested that the number of files per peer is significantly 
skewed in typical P2P networks: there are a few peers that hold a large number of 
documents whereas the majority of the peers share few files. So, we implemented a 
Zipf distribution for the number of topics per peers: most peer profiles consist of just 
one category whereas a few peer profiles cover many categories. In our experiments, 
we used 2000 peers, each of which was allowed to have a routing index of size 20, 
and keep 14 “inner-cluster” neighbors and 6 “inter-cluster” ones. The query TTL was 
set to 5; the vigilance parameter is defined in the experiment is 0.7. 
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We used the free software package PeerSim1.0 to perform the actual simulation. 
The simulator structure was based on components, which made it easy to reach 
extreme scalability and to support dynamism. Simulation experiments consisted of the 
following sequence of operations: We created the peers with their profile according to 
the peer profile distribution and arranged them in a random network topology, where 
every peer knew 20 random peers. We did not make any further assumptions about 
the network topology. This random graph will serve as a benchmark for our modified 
fuzzy ART-based intelligent P2P topology construction mechanism, that is, we will 
examine the topology characteristics obtained through our approach and evaluate 
which of the two graphs allows a better search. Similar with the Ref. [7], this paper 
used the weighted clustering coefficient and the characteristic path length (average 
shortest path length) to measure emergence of the P2P small-world network. 

Table 1. Characteristics of formed P2P topology 

 (weighted)Clustering 
coefficient 

Average shortest 
path 

0.35 (without weight) Modified fuzzy ART-
based Topology 0.21 (weighted) 

4.1 

Random topology 0.01 3.4 

The (weighted) clustering coefficient and average shortest path in the stabilized 
P2P topology was given in Table 1. It was obtained that small world structure 
emerged: paths were short (although they are slightly larger than the average shortest 
path length in a random graph) and the clustering coefficient was significantly higher 
than its counterpart in a random graph. 

To evaluate search performance in P2P system, we used recall measures known 
from classical information retrieval (this measure indicated, for a given query, how 
many of the peers that had relevant information were reached), which was defined as 
follows: 
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Fig. 3. Recall ratio vs. TTL in two types of network topology 

From the Fig. 3, we could obtain the recall in the modified fuzzy ART-based P2P 
topology was significantly higher than in a random graph. The main reason was that 
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our approach organized the P2P topology into small-world pattern, in which peers 
with similar contents were clustered in semantic category, and the long-range edges 
were constructed to maintain the connectivity in P2P systems. So, query could be 
answered by the category where the querying peer was located, or by other categories 
that could be reached through few hops in long-rang edges among categories.  

Note that the simulation in our experiment was mainly carried on a certain number 
of cycles, that is, in one cycle, each peer which maintained a modified fuzzy ART 
neural would run the intelligent P2P topology construction algorithm through 
gossiping protocol to exchange the view of semantic categories with randomly 
selected peer. So the communications overhead and computational complexity may be 
greatly larger than other P2P topology construction mechanisms, which should be 
further investigated in future work. 

5   Conclusion 

The traditional unstructured P2P systems randomly selected the peer neighborhood, 
and used the flood-like search mechanism to forward the query messages, which was 
not suitable for the features of P2P systems: the large size, vast and miscellaneous 
contents, and high churn rate etc. Thus, the intelligent network topology is required to 
route queries to a relevant subset of peers. In this paper we provided small-world P2P 
construction mechanisms based on modified Fuzzy ART. The most important feature 
of the Fuzzy ART neural network was its incremental clustering capability that was 
very effective in dynamic P2P systems. Considering that the traditional fuzzy ART 
clustering algorithms assigned each peer to single cluster, this paper used the soft 
fuzzy architecture to classify peers into appropriate clusters (one or more) or form 
new semantic category. Inspired by the small-world formation methods, the reverse 
selection mechanism in fuzzy ART was provided to form the long-range edges among 
semantic clusters. In detail, our intelligent P2P topology construction algorithm was 
composed of three stages: pre-processing, cluster building & small-world network 
formation (including clustering strategy to form the semantic cluster, and intra-cluster 
strategy to form the long-range edges in P2P topology) and topology adaptation using 
the gossiping mechanism. From the characteristics of small-world model and metric 
in information retrieval, the simulation results showed that the small-world P2P 
network emerged, and recall ratio in our approach was significantly higher than in 
random P2P topology. To our knowledge, it was the first time to use fuzzy ART 
neural network to construct P2P topology, but our works was very preliminary, which 
can be improved in the following aspects:  

 The approach assumed same ontology used in peer profile and worked only with 
hypothetical semantic categories, which may not be realistic in existing P2P 
networks. In real P2P systems, the problems of emergent ontologies, ontology 
alignment and mapping, would have to be solved.  

 The approach only briefly mentioned that: the modified fuzzy ART weights of 
certain semantic category should be updated according to the evaluation of the peer 
which contacted with this category in the past, which, in turn, made the semantic 
small-world network updated. The further research is to realize this idea, and 
evaluate its effect on P2P topology and search performance. 
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Abstract. To resolve the problem of agent tending to be helpless when 
performing tasks in the Internet in which is full of uncertain factors, this paper 
proposes a hierarchy-like agent assistant service framework that provides 
mediate services in agent society. This assistance services system is divided 
into three layers: the bottom is a description layer, which describes agent 
services and domain ontology by self-defined Ontology Based Knowledge 
Representation Language (OKRL); the middle is a support layer, which 
provides management mechanism to organize middle agent nodes and 
information repository of assistant services for upper layer; the top is assistant 
services layer, which provides services for registration, advisement and 
matchmaking of agent services. The growth mechanism and joint matchmaking 
process of middle agents, which realizes self-organising characteristic for agent 
assistant system, are also discussed in this paper. Finally, this paper gives 
evaluation and conclusion. 

1   Introduction 

There are two kinds of services in agent society; one is agent services that provide 
services according to application requirement, these agents are named application 
agent; the other is assistant services that provide meta-services for application agent 
to support agent service, the matchmaking services between services requester and 
provider is the main function of assistant services, which are provided by middle 
agent. The agent assistant system in agent society is composed of middle agents. 

Efficiency, speediness and extensibility decide the performance of agent assistant 
system, so, it also decides the performance of agent assistant services. The assistant 
system should adapt to extension of agent society and could deal with new 
requirement of assistant services in distributed, dynamic internet environment. This 
paper presents a hierarchy-like agent assistant service framework which have 
dynamic, on-demand and self-organising characteristics, it makes application agent to 
accurately and conveniently gain the services at anytime and anywhere. 
                                                           
* This work is supported by the National Basic Research Program of China under Grant No. 

2003CB317000 (973 Program). Jun Hu was born in 1971, male, doctor and his research areas 
are multi-agent system and autonomic computing. Ji Gao was born in 1948, male, professor 
and doctoral supervisor and his research areas are artificial intelligence and software 
engineering. 
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2   Related Work 

There are several typical multi-agent systems that use middle agent to achieve 
assistant services, which are Impact [1], InfoSleuth [2], Retsina/Larks [3] [4] and [5]. 
Impact [1] describe agent services by pair of verb-name and did not provide services 
representation language, assistant services is provided by Yellow Pages Servers. 
InfoSleuth[2] make use of KIF and deducible database language LDL++ and realizes 
services matching by constraint matchmaking. Obviously, the application range of 
matchmaking algorithm is very limited (is mainly suited to database system). 
RETSINA [3,4] realizes matchmaking services by LARKS (Language for 
Advertisement and Request for Knowledge Sharing), but in which middle agent is 
single and static. [5] presents a ring-based architectural model for middle agent in 
agent-based system which can achieves sample cooperative matchmaking among 
middle agents, but this architecture is static and can not expansive, lacking the 
flexibility. A self-organising agent assistant system (SOAS), described in this paper, 
defines a new dynamic hierarchy for middle agents corresponding to ontologies 
structure, which can realize dynamic extension of assistant system and self-adapt 
matchmaking process base on it, which make assistant system to adapt to open, 
evolutional internet environment. 

3   The Architecture of Agent Assistant System 

The architecture of agent assistant system is divided into three layers which shown in 
figure 1, including describe layer, support layer and assistant services layer. The 
bottom layer provides foundation language for agent communication; the middle layer 
provides manage mechanism and information repository for middle agent nodes; the 
top layer provide assistant services for application agent. So, SOAS (self-organising 
agent assistant system) is described with a three-tuple as follows:   

SOAS= (ASL, SL, DLL) 

Fig. 1. The architecture of agent assistant system 
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• ASL----assistant services layer, it provide assistant services for application agent, 
including registration, advisement, cancellation and matchmaking services. 
Compatible matchmaking mechanism and joint match method are adopted in this 
layer. 

• SL----support layer, it includes two aspects: the one part is manage mechanism 
(MM) for middle agent, the other is information repository which include services 
advisement repository (SAR) and domain ontologies repository (OR) for middle 
agent. 

• DLL----descriptive language layer, which include OKRL (Ontology Based 
Knowledge Representation Language) [6, 7] and OML (Ontology Based Markup 
Language), connected with one-to-one mapping mechanism. OKRL is used in inner 
part of agents, including SDL and CDL, SDL is services descriptive language that 
describes services of application agent; CDL is concept definition language that 
describes domain ontologies. OML is used as the communication language among 
agents. 

3.1   The Descriptive Language Layer 

The main function of descriptive language layer is to establish the explicitness 
semantics for information content and support semantic interoperation among agents 
based on domain ontologies. OKRL represents knowledge needed by middle agent 
when it launches assistant services, from two aspects: description of services request 
and provider (SDL) and domain ontology description (CDL). Among them, SDL 
prescribes general descriptive format of agent services; CDL defines the domain 
conceptual description, including concept (object class), relationship, property and 
reasoning rules, and supports to establish domain term sets (concept, relation, 
property name) and taxonomic system of terms for agent services description. Such, 
as long as the communication contents are already defined in the ontology and 
application service, it can effectively realizes semantic interoperation among agents. 
OML is designed as limitary XML, which contains the descriptive ability of OKRL 
and could be comprehended and used by third-part agent, and insure the open 
property of SOAS. 

Services Description Language (SDL) establishes the descriptive format for 
services provider and services requester; its BNF form as follows: 

Service::=<Service-Name><General-Information> <Application-Constraints> 
<General-Information>::=[<Description>][<General-Classification>][<Domain-

Classification>] 
<Application-Constraints>::=[App-Input:{<type> <parameter-name>}*][App-

Output:{<type><parameter-name>}*][Pre-Condition :< Condition-Expression>] 
[Post-Condition:<Condition-Expression>][Resource-Constraint :< Condition-

Expression>] 
<Condition-Expression>::={<Concept-instance> |<Boolean-function-invoke 

expression> | <Relation-expression>}* 
The Application-Constraints then explains input and output parameters of agent 

service, input parameter must satisfied with Pre-Condition, output parameter must 
satisfied with Post-Condition and related resources restriction of agent services, which 
as gist when services matchmaking inspection. 
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CDL defines domain ontology, its form of BNF as follows: 
Ontology::=<Ontology-Name>[<Version-declaration>][<Ontology-Citation>] 

[<Synonymous-Concepts>][<Synonymous-Properties>][<Property-Definitions>] 
[<Concept-Definitions>][<Type-Definitions>] 

<Concept-Definitions>::=Concept<Concept-Name>[Super:{<superclass-name>} 
*]{<Slot-Name>:{<Aspect-Name><Aspect-Content>,}*;}*[Constraint:<Condition-
Expression>] 

<Aspect-Name>::=val |type |mode |number |derive |restriction |unit |inverse | 
superslot 

The main part of ontology is concept set. The Super slot of the concept uses for 
establishing inclusion relation between concepts and composite definition of concept, 
for supporting to establish the taxonomic system of concepts; the definition of all 
other slots unites restrict definition of concept. By the value of user-defined slot is 
defined as another concept, it can establishes random user-defined relationship 
between concepts. 

3.2   The Support Layer 

The support layer provides basic knowledge and managing mechanism for upper 
layer. The former is composed of taxonomy of agent services and structure of domain 
ontologies; the latter will be discussed in section four. 

In order to improve performance and efficacy of assistant service, it is necessary to 
establish classified system of agent services. Because of various agent services and 
lack of uniform classified specification, it is unpractical to establish uniform classified 
system. So, Classified system (CS) is divided into two levels: 

CS = CSg  (CSd1  CSd2 …  CSdn) 

• CSg——the upper level is general classified system and is shared with all middle 
agents; 

• CSj
di——the lower level is sub-classified system of various domain. 

The upper level is general classified system according to commerce yellow-page 
classified specification; the lower level is sub-classified system of various domains. 
The single classified system of the upper level provide standard code rules, which 
establish classified code of application services for every services provider and 
services requester. Every domain has several sub-classified systems according to 
various application requests. 

In order to solve problem caused by ontology diversity, the ideal method is 
establishing uniform domain ontology. Nevertheless, because of complexity and 
flexibility of domain, it is unpractical to establish uniform ontology. An eclectic and 
practical method is to establish uniform term set and taxonomic system of terms as 
shared basic ontology of domain; structural concept definition, which are easily cause 
dispute , are included in special ontology. The definition of domain ontology Oa is 
composed of two parts: 

Oa = Oab  (Oas1  Oas2 …  Oasn) 
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• Oab----shared basic ontology of domain, it depends on comprehensive common 
ground and popular specification of domain, which establish the uniform term set 
and classifying system of terms.  

• Oasi----special ontology of domain, each special ontology includes unshared 
concept definition and even causing dispute structural concept definition, which 
refer terms from Oab when be defined.  

So, when describe services, services provider and services requester maybe refer 
different special ontology, as long as the definition terms refer the same basic 
ontology, it support services compatible matchmaking through semantic compatibility 
examination between with terms. 

3.3   The Assistant Services Layer 

In this layer, middle agent provides assistant services for provider and requester of 
agent services. The agent services are described with SDL, OKRL sub-language, 
which was mentioned before, and then change into the form of OML to public on the 
web. The middle agents collects service advertisement and systematically deposits in 
the local services advisement repository (SAR). Once middle agent receive request 
message of services, the middle agent then starts compatible matchmaking 
mechanism(CMM), searching suited agent services from SAR, offers the agency and 
recommendation services. When the middle agent that receives this message can not 
meet the demand, it triggers joint matchmaking mechanism of middle agents and look 
for suited agent services in whole assistant services system. Through the event-driven 
mechanism, middle agents deal with registration, quest, update and cancellation of 
event, triggers the corresponding assistant services. The gridding-distributing of 
middle agents and middle agent cooperation form the sound and strong assistant 
services system. 

4   The Middle Agent 

Middle agent is autonomic element in assistant system, the autonomy of middle agent 
make assistant system to become an autonomic system having self-organising, self- 
maintenance and self-configure function. The middle agent node dynamic join and 
quit assistant system is realized by middle agent with growth mechanism, which make 
the whole assistant system is flexible and extensible. Self-organising characteristic of 
agent assistant system can be expressed from four aspects: the organization structure 
of middle agents, middle agent node growth mechanism, domain ontology extend 
mechanism and joint matchmaking mechanism of middle agents. The three aspects 
will be discussed as follows and the last aspect is introduced in section 5. 

4.1   The Structure of Middle Agents 

The main part of agent assistant system is middle agents which are organized as tree-
like structure and shown in figure 2. The whole node tree of middle agents is 
corresponding to structure of domain ontologies in agent assistant system, grayer  
 



426 J. Hu and J. Gao 

Fig. 2. The organization of middle agents 

ellipse denotes domain plane that have shared basic ontology, circle denotes middle 
agent which manage a special ontology. From root node to leaves nodes, the domain 
range that middle agent faced is more and more small and refined. 

It is a foundation for middle agent to match according to shared ontology. The 
shared basic ontology and special ontology of domain ontology structure can expand 
with domain extend. The shared basic ontology is also a tree-like structure; the more 
the altitude of the tree is high, the more the definition of ontology is refined. Each 
middle agent which is not leaf node is connected with a shared basic ontology and a 
special ontology based on shared basic ontology of upper layer; each middle agent 
that is leaf node is connected with a special ontology based on shared basic ontology 
of upper layer. The shared basic ontology is the foundation of assistant services for 
requester and provider of agent services, which is also shared with their son nodes. 
Namely, middle agents that have the same father node and tree altitude constitute a 
shared ontology plane. The ontology plane in figure 2 is Oab----shared basic ontology 
of domain, the different middle agent in same basic ontology plane has a 
corresponding special ontology of domain, MAi-> Oasi. 

The middle agent itself is composed of five components which are the core 
controller, the communication interface unit, the custom interface layer, the 
environment perception module and the status unit. As shown in figure 3, the core 
controller is a centralized control unit of middle agent, which includes the 
matchmaker and manager. The matchmaker realizes matchmaking services that the 
core function of middle agent, the manager is responsible for scheduling and 
controlling of the whole middle agent behavior. The communication interface unit is 
control module of middle agent to communicate with other agent including services 
provider agents, services request agents and other middle agents. The customer 
interface layer is the palace where customer can manually adjust parameters of middle 
agent, including internal date list of middle agent. The environment perception 
module includes a brother linked list, a son linked list and a father node pointer, by 
which middle agent can make sure the location in whole middle agent nodes tree. The 
status unit includes three repository pointers: a shared basic ontology repository 
pointer, a services advisement repository pointer and a special ontology repository 
pointer, they make sure the service range of this middle agent.  
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The tree-like structure of middle agents is constructed with connection of the 
environment perception module in different middle agents. In fact, the environment 
perception module is a data structure having three doubly linked lists, including a 
father node field where a pointer point at father node, a brother node field which 
constitute a doubly linked list with all brother nodes, a son field which constitute a 
doubly linked list with all son nodes. So, all these doubly linked lists contact together, 
describe the whole tree-like structure of middles agents. Similarly, in middle agent, 
the status unit including a linear linked list having three pointer fields describes the 
whole domain ontology structure of agent assistant system. 

 

Fig. 3. The internal structure of middle agent 

4.2   The Evolutional Mechanism of Middle Agents 

Self-organising characteristic of agent assistant system is shown with self-
maintenance self-configure and self-organising of middle agents and domain 
ontology. Middle agents monitor the change of environment by listening connector. 
When a new middle agent joins in the middle agents system, the environment 
perception module of this new node only has his father node pointer, he communicate 
with his father node, the father node know that he is a new middle agent node and 
pass the son list to this new middle agent node, the new node get this son list of father 
node which also is his brother list, he update his brother list and connect with his 
brothers with listening connector, and other middle agent node update his 
environment perception module, so, the whole middle agent structure is updated. 
When a middle agent node goes out of assistant system, his son nodes also exit 
together. When the round nodes can not find this middle agent node by listening 
connector, they update own environment module and get rid of pointer field of this 
middle agent and do not send listening message to it. In consideration of the 
circumstance of the network, administrator can setup the numbers of unsuccessful 
connection by listening messages, which is consider as disconnect of middle agent, to 
meet with network communication environment. 

The process of the dynamic growth mechanism of middle agent node can be 
explained as follow: At the beginning, there is one middle agent node with services 
advertisement repository and initial basic ontologies. Alone with the domain refined, 
the basic ontologies extend in the first place forming a new shared basic ontology 
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plane where a son node of middle agent come forth, they update their linked links of 
environment perception module at the same time. With the appearance of new special 
ontologies, new middle agents are born within the same shared basic ontology and 
update related linked lists. The growth is realized from two directions: in vertical 
direction, the shared basic ontology is extended; in horizontal direction, the special 
ontology is extended. The process of middle agent growth is shown in figure 4. 

This self-organising assistant system has flexible, dynamic and extensible 
characteristics which make it adapt to distributed, heterogeneous and dynamic 
network environment. 

 

Fig. 4. The growth process of middle agents 

5   The Service Matchmaking Mechanism 

As mention before, SDL describes agent services from three parts: General-
Information; Input and Output parameter; Pre-Condition, Post-Condition and 
Resource-Constraint. Correspond to these three levels, the assistant services system 
provided three compatible matchmaking strategies: 

• The classifying matching----according to the general classification code and 
domain classification code, the compatible candidate advertisement (agent 
services) are selected from services advertisement repository; 

• The parameter matching----compatible matches with the input and output 
parameters of agent services request and provider;  

• The constraint matching----compatible matches with the Pre-Condition, Post-
Condition and Condition-expression in Resource-Constraint slot of agent services 
request and provider.  

When only all slots are compatible, the compatible matchmaking is just considered 
as success. The detail of matchmaking process is explained in paper [8]. 

Joint matchmaking is to find suitable agent services provider by several middle 
agents cooperation. The match process is shown in figure 5. The request services 
message can be received by any middle agent, when a middle agent receive this  
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Fig. 5. The match process of middle agents 

message, he would check classification code of agent services at first, if classification 
code shows that this agent services request is belong to the domain where this middle 
agent work for, the middle agent start matchmaking process directly and find suitable 
agent services in local services advisement repository.  

When request services is out of range of a middle agent work for, then this middle 
agent ask other middle agents to find suitable agent services by joint matchmaking 
method. First of all, if a request service is belong to ontology plane of this middle 
agent, he send out request message to other middle agents according to the order of 
his brother linked list, and the brother agent fulfill matchmaking process, if match 
success, the address of services provider is pass to this middle agent, then this middle 
agent return result to customer. Otherwise, this middle agent send request services 
message to his father node, the father node judge that whether the range of request 
services is belonged to his shared ontology plane, if it is, this father node send request 
message to other middle agents according to the order of his brother linked list, and 



430 J. Hu and J. Gao 

then get result of matchmaking; if it not, the request message is forwarded to his 
father node, according this way until to find the suitable services provider, otherwise 
return unsuccessful message to customer. Through this method, it can expand the 
range of match services and find suitable services as possible. 

6   Conclusion 

This paper proposes an integrated agent assistant services system which has self-
organising characteristic. The tree-like middle agent organization and middle agent nodes 
growth mechanism form the self-organising structure of agent assistant services system. 
The extend mechanism of ontologies from vertical and horizontal direction and joint 
matchmaking method make agent assistant services system have capability of dynamic 
extending the domain of match services. Semantics match is realized by ontology based 
knowledge representation language in this agent assistant services system. 

Because of autonomy of this system, it has more intelligence and adaptabilities 
than other assistant services system. It provides good meta-services for constructing 
agent grid in open and dynamic network environment. It also gives a new solution of 
assistant services for multi-agent system extending to wide area network. 
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Abstract. In this paper, we propose an approach for better ontology
interoperability using approximation technology of semantic terminology
across multiple ontolgies. We use description logic language for describing
ontological information and perform approximate query across multiple
ontologies. Meanwhile, we discuss system implementation, and provided
some experimental results for evaluating the method.

1 Introduction

Within Semantic Web, ontologies play a key role because they can provide and
define a shared vocabulary about a definition of the world. Semantic Web will
not be realized by agreeing on a single global ontology, but rather by weaving
together a large collection of partial ontologies that are distributed across the
Web [1]. Web agents based on distributed environments will often use theirselves
private ontologies that define terms in different ways making it impossible for the
other agent to understand the contents of a message [2]. Because there are seldom
exact terminological correspondences between heterogeneous ontologies, it is dif-
ficult for ontological engineers to find out exact mappings between terminologies
of these distributed ontologies. In order to address non-exact terminology match
problem above, we propose a method of terminological approximation. We use
description logic [4] for describing ontology because it is regarded as an ideal
ontology language candidate [5]. We formally specify the mappings between dis-
tributed ontologies. We introduce the concepts of upper bound (UB) and lower
bound (LB) for ontological terminology approximation. Through terminological
approximation, a query terminology can be replaced by another one that is most
approximate to the query terminology.

This paper is organized as follows: In section 2 and 3, we give formal represen-
tations of local distributed ontologies and mappings between these ontologies.
Section 4 discusses approximation of classes. We use terminological replacements
for approximation of classes. In section 5, we discuss system implementation and
experimental evaluation of our semantic approximation method. Section 6 and
section 7 are related work and conclusion, respectively.
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2 Representations of Local Ontologies

Definition 1. The set of atomic classes is denoted as AC, the set of properties
is denoted as P, and the set of complex classes is denoted as C. Complex classes
are constructed by some different class constructors, C includes some elements
as follows:

— C, where C ∈AC
— C �D, C �D, ∃P.C, ∀P.C, ¬C, ≥ nP.C, ≤ nP.C

where C,D ∈C, P ∈P
Definition 2. An ontology O is a tuple, and O=(C, P, A), where

— C is the set of classes in ontology O
— P is the set of properties in ontology O
— A is the set of axioms of the form as follows:

— C � D, P � R, C � D, where C,D ∈C, and P,R ∈P
— C(a), P (a, b), where C ∈C, P ∈P, a, b ∈L, where L is a non-empty

set consisting of individual objects and literals.

Definition 3. The semantic representation of ontology O=(C, P, A) is defined
based on an interpretation I=〈L, ·I〉, where L is the non-empty set consisting
of individual objects and literal, and ·I is the interpretation function. Function
·I maps C ∈C into a set CI ∈L, and P ∈P into P I ∈ L×L. The axiom set A
must be ensured to keep consistent. A is consistent iff there exists a model I of
A; I is an interpretation of A iff for every axiom R ∈A, I |=R. A|=R iff for
every interpretation I of A such that I |=R.

3 Mappings Between Local Ontologies

Definition 4. The mapping specification from ontological Oi to ontology Oj is
expressed as a tuple M ij=(Oi, Oj , MAij), where :

— Oi=(Ci, P i, Ai) is the source ontology representation
— Oj=(Cj, P j , Aj) is the target ontology representation
— MAij is the axiom set of the form as follows:

— Ci � Cj , Ci � ¬Cj , Cj � Ci,Cj � ¬Ci, Ci ≡ Cj , where Ci ∈ Ci,
and Cj ∈ Cj

— P i � P j, P j � P i, P i ≡ P j, where P i ∈ Pi, P j ∈ Pj

In MAij , A ≡ B iff A � B and B � A. A ≡ B indicates that the terms A and
B are exactly matched. The axiom set of MAij also must be consistent.

Definition 5. Two local ontologies are Oi=(Ci, P i, Ai) and Oj=(Cj, P j , Aj).
Their mapping specification is M ij=(Oi, Oj , MAij). Then the shared ontology
SharedOnto=(Csh, Psh, Ash), where Csh, Psh, Ash are the class set, property
set, and axioms set of SharedOnto, respectively. And

— For any concept C in Ash, C ∈ Csh, where C ∈ Ci or C ∈ Cj

— For any P in Ash, P ∈ Psh, where P ∈ Pi or P ∈ Pj

— Ash=AS ∪MAij , where AS⊆Ai ∪Aj
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According to definition 5, we say that the shared ontology SharedOnto is called
the least shared ontology iff SharedOnto=(Csh, Psh, MAij).

Ontology mappings are used for achieving information sharing and interoper-
ability. Users can obtain the information that they need indeed by performing
semantic queries.

Definition 6. A semantic query is denoted as Q=QC ∧QP , where
— QC is a first order expression consisting of C(x), where C ∈ ∪i∈ICi,

and x ∈ ∪i∈IC
i ∪V

— QP is a first order expression consisting of P (x, y), where P ∈ ∪i∈IPi,
and x, y ∈ ∪i∈IPi ∪V

where V is the set of variables contained in the query Q.

The results of Q are denoted as ANS(Q).
ANS(Q(v1, v2, · · · , vn))={ (a1, a2, · · · , an) | (a1, a2, · · · , an)=δ(v1, v2, · · · , vn)
such that Q(a1, a2, · · · , an) is true, where the substitution function δ : ((∪Li) ∪
V)n → (∪Li)n, 1 ≤ i ≤ n }.

4 Query Approximation and Replacement

Assume that there are two agents in multi agent system. The shared ontology is
constructed according to section 4, denoted SharedOnto=(Csh, Psh, MAij).

Definition 7. Let C ∈ Csh. The concept Clb ∈ Csh is the lower bounds of C if
1) Clb � C and 2) there doesn’t exist any concept C′ ∈ Csh such that C′ � C
and Clb � C′. The concept Cub ∈ Csh is upper bounds of C if 1) C � Cub and
2) there doesn’t exist the concept C′ ∈ Csh such that C � C′ and C′ � Cub.

Let lbSharedOnto(C) and ubSharedOnto(C) denote the sets of all lower bounds
and upper bounds of concept C in SharedOnto, respectively.

Definition 8. A query concept C in SharedOnto can be replaced according to
the following rules:

1) C is replaced by
∨

C′∈lbSharedOnto(C) C
′.

2) ¬C is replaced by ¬∧C′∈ubSharedOnto(C) C
′.

Some theoretical properties have been discussed in [11]. From the view of the
underlying theory, these properties have ensured that our approximation method
is theoretically verified correct. In [11], we also developed a terminology replace-
ment algorithm (ApproximateTermReplacement) for approximate terminology
replacements. Some specifical examples have been used for representing our for-
malization. Because of lack of paper space, we will not introduce these properties,
its related theoretical proofs and some specific examples. These can refer to [11]
in details . In the followings, we will focus on experimental evaluation of the
method through a prototype system.
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5 Experimental Evaluation

5.1 System Architecture

We developed a prototype system for evaluating the method. Jena Semantic
Web toolkit [6]was used for system implementation. Jena can load ontology rep-
resentation from ontology text (e.g., file described using OWL language[7])and
ontology database such as RDFDB [3]. Jena also provides built-in reasoners for
ontology reasoner such as RDFS reasoner, OWL reasoner. It can easily imple-
ment transform the ontology representations into ontology models which consist
of all of possible triples of the form (subject, property, object). After we
use Jena API for generating ontology models, we must manually configure se-
mantic mappings between model terminologies. Using these mappings, we can
compute all upper bounds and lower bounds of each concept from set of map-
ping concepts. Then we further use our approximation algorithm to find out a
replacement concept most approximate to the queried concept. The system ar-
chitecture is demonstrated in Figure 1. Its main components include the loader
and reasoners from Jena. Ontology mapping manager component maintains a
shared ontology model which expresses the mappings between related ontol-
ogy distributed terminologies. UB and LB resolver component computes upper
bounds and lower bounds of concepts. Approximation Terminology Replacement
component performs terminology replacement. Each agent has theirselves query
interface for semantic queries.

Fig. 1. System Architecture
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5.2 Experimental Setup

1. Evaluation Indexes. We use the following indexes for evaluating our ap-
proximation method in this section.

Precision(P): P = |A∩B|
|B| ; Recall(R): R = |A∩B|

|A|
Where A is the standard result set. B is the returned result set and represents

the cup of matched result sets that all distributed agents return.
2. Data Sets.

i) EPU-IOS 1. The first data set also covers the courses from IOS and EPU.
But they are described by students from IOS and EPU. They probably changed
some course labels and describe their courses in different ontology structures.
EPU ontology includes 43 concept entities and 143 individuals. IOS course on-
tology includes 51 concept entities and 151 individuals.

ii) EPU-IOS 2. The second data set includes EPU Course ontology and IOS
Course ontology, respectively. They are created according to contents of inde-
pendent websites about Department of Computer Sciences of EPU and Institute
of Software. EPU ontology includes 59 concepts and 143 individuals. IOS course
ontology includes 63 concepts and 157 individuals.

iii) ShowPlace. The third data set includes two ontologies separately de-
scribing some showplaces from China. All placename terminologies of the two
ontologies are randomly and objectively collected from Websites Baidu1 and
Google2. Both ontologies have an extent of about 150 entities. Some relative
pictures about these places are also collected as instances of ontologies.

5.3 Experimental Data Analysis

We make evaluation on above three data sets. We consider the semantically over-
lapped terminologies in each data set. If we find two terminologies X and Y from
different ontologies in Dataset , and there are semantical mapping relation, then
we say they are semantically overlapped terminologies. We use Overlap(Dataset)
to represent the number of semantically overlapped terminologies in data set
Dataset. In fact, SharedOnto mentioned in previous sections consists of seman-
tically overlapped terminologies and their mapping axioms. The following graph
shows the relations between query precision (Recall) and number of semantically
overlapped terminologies from the three data sets.

From Figure 2, we find an interesting fact, i.e, more semantical overlapped
terminologies among distributed ontologies are found, more high precision is ob-
tained. This means that when we perform semantic approximation query across
multiple ontologies, we should find more concepts that are most approximate
to the replaced concept in query. More approximate concepts are found, more
exact mappings between local ontologies will be. Therefore query precision will
be improved greatly. However, in Figure 3, it seems that our method cannot help
improve recall rate greatly. Even we find recall rate is reduced to certain extents.
A reasonable interpretation of this problem is that the replacing concepts are
1 www.baidu.com
2 www.google.com
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Fig. 2. Precision Evaluation from Three Datasets

Fig. 3. Recall Evaluation from Three Datasets

strictly smaller than replaced concepts. Consequently, returned results of queries
will decrease. Of course, a good method will need more evaluation. Our method
also need be further evaluated, especially for a large case system. This will deal
with more complex problems such as more reliable ontology storage, access and
reasoning, but they are out of the scope of this paper.

6 Related Work

The method proposed in this paper has some obvious advantages: it is oper-
ated well and its theory is graceful and simple. The complexity of the main
algorithms is O(n2), which is rather low. Currently, some approximate query
methods [2,8,9] based on description logic aim to tackle information integration
and maintenance of information repositories. They didn’t consider incomplete
and non-exact matching of Web information. Schaerf and Cadoli [10] defined
a well founded logic and provided a fast algorithm for approximate reasoning.
It is difficult to decide which parameters can lead to a good approximation.
In this paper, our method is similar to the work of [2], but can differentiate
with each other. 1) We combine alignments of ontologies with mappings of on-
tologies. As mentioned in previous section, we construct a shared ontology of
distributed ontologies. It at least contains some information such as terminolog-
ical mapping axioms and related concepts and properties. 2) from the viewpoint
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of semantics, our method can strictly ensure correctness of queries and reduce
failures of queries. But their work cannot ensure the point, which means that
users probably get the results that they don’t want indeed.

Our future work also needs to address the problem of automatically con-
structing approximate mappings of terminologies (concepts) from distributed
ontologies. We have concentrated on ontology learning for Semantic Web [12]
and applied this method to mine and learn new mapping rules.

7 Conclusion

We proposed an approximate query method for tackling this problem. The ter-
minologies contained in query are replaced by the ones that are semantically
most approximate to the query terminologies, which will make the query con-
tinue and return the approximate results that users need. At last, we discuss
system implementation and experimental evaluation of our semantic approxi-
mation method.
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Abstract. Dynamic enterprises process optimization (DEPO) is a multi-
parametric and multi-objective system optimization problem. This paper  
proposes a simulation-based process model learning approach for dynamic en-
terprise process optimization. Some concepts such as Evolving_region, Evolv-
ing_Potential, Degenerate_region and Degenerate_limit are proposed to extend 
the concept of Tabu area. Tabu area extension and connection is successfully 
presented for realizing rapidly the domain reduction of a candidate set and 
speeding up global optimization. A distributed parallel optimization environ-
ment has been implemented using intelligent agents to validate the proposed 
approach.  

1   Introduction 

Dynamic enterprises process optimization (DEPO) supports enterprise process 
evaluation with spiral life cycle by using process modeling, process simulation and 
analysis, process optimization, and process enactment within an enterprise coopera-
tive work environment. It can be used to instruct enterprise management and support 
decision analysis. Process simulation and optimization (PSO) is an essential tool for 
the design analysis of complex systems that cannot be easily described by analytical 
or mathematical model. It is useful for calculating utilization statistics, finding bottle-
necks, pointing out scheduling errors and even for creating manufacturing schedules. 
The objectives of using PSO are to create an optimized enterprise model for instruct-
ing enterprise operation and management. Using PSO technologies, computer-aided 
solutions can be obtained economically.  

This paper discusses a simulation-based process model evolution approach for 
supporting dynamic enterprises process optimization (DEPO). In fact, the process 
optimization algorithm in DEPO is a multi-parametric and multi-objective systematic 
optimization problem for implement automatic optimization of parameters inside 
process model. Traditional optimization methods such as the gradient method, New-
ton method, Fletcher Reeves (FR) method, quasi-Newton method, and Powell method 
are suitable for the optimization of a single optimal solution [1], i.e., they are just 
suitable for solving local optimization issues. If there are multi-pole existed, or there 
are high factorial non-linear issues, the aforementioned methods could not find the 
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global optimum in the feasible solution space. Prevailing optimization algorithms are 
Heuristics, such as Genetic algorithms, Tabu Search (TS) method, Simulative anneal 
arithmetic, and combinatorial algorithm [2-6]. A meta heuristic might be described as 
an enhanced local search algorithm, where the main improvement lies in the ability to 
move away from local optima. To use a local search, it is necessary to have a solution to 
start with. By performing a change in this solution, a new solution is obtained. The 
solutions that can be reached from the initial solution by a certain change are called 
neighbors, and the total set of neighbors is referred to as the neighborhood. In a local 
search, the neighborhood (or a part of it) is explored, and the best neighbor is selected as 
the improving solution. If no better solution can be found in the neighborhood, the algo-
rithm terminates. These prevailing algorithms could break through the limitation of 
multi-pole issues by randomly selecting and evaluating a solution in the neighborhood.  

The classic reference for TS is Glover [7] in 1986, but today information on the 
heuristic can be found in many textbooks, e.g., Aarts and Lenstra [8] in 1997. The 
enhancement built into a TS algorithm, i.e., what separates it from a local search algo-
rithm, is the addition of a tabu list. The tabu list consists of certain attributes that 
define if a move from a certain solution to another is allowed. The main purposes are 
to assure that the algorithm does not stop at a local optimum, and to prevent cycling, 
i.e., that the same solutions are visited repeatedly. If the tabu list consists of the L 
latest solutions, it is possible to guarantee that cycles shorter than L iterations will not 
occur. We could not define length of tabu list very big, but if we define it shorter, 
tabu list could not save more information of the recently visited solutions, it is not 
longer possible to guarantee to find out the global optimum. So, for the conventional 
TS method, it is the limitation that the speed of searching optima will from bad to 
worse with increasing of tabu list size if tabu list is a dynamic data structure.  

Because of the diversification of parameters in the process model, literatures [9,10] 
proposed an optimization method, which is called as FR-TS algorithm, and compared 
with aforementioned algorithms. The proposed method combines FR method and TS 
method, where FR is used for seeking the local optimal solution, as well as TS for 
breaking through the limitation of local optimization. These two methods will be 
alternately iterated many times so as to get the global optimum. Tabu area was firstly 
proposed as one of taboo solution space for next searching optimum, which has ad-
dressed FR method’s limitation to multi-pole issues as well as it extends tabu domain 
of tabu list in TS method. But if the initial solution is near to the local optimum solu-
tion, the area will be very small, and the number of Tabu area also may increase rap-
idly and consumes more and more memory and influences searching optima.  

Aim to address above issues, this paper introduces dialectics into FR-TS method to 
redefine Tabo area and proposes a process model evolution approach. As we known, 
FR method can be used for searching local optimum from a certain solution, and it 
also can be used for seeking inferior from there in the reversed directory. If we com-
bine two searching domains as a Tabu region, and link all Tabu regions connecting 
each other into a Tabu area, the enlarged Tabu area will be reasonable and integrated. 
Based on this idea, this paper introduces some new concepts such as Evolving_region, 
Evolving_Potential, Degenerate_region and Degenerate_limit for redefining the con-
cept of Tabu area, and develops Tabu area extension and connection algorithm for 
speeding up the process of goal-searching in the process optimizations of multi-
dimensional spatial issues. It supports enterprise dynamic optimization and facilitates 
to BPR (Business Process Reengineering) and ERP management.  
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2   Process Model Evolution Approach  

The basic idea of our proposed process model evolution approach is that: For a set of 
experience process model data, FR is used for model learning, i.e., approaching the 
local best solution and the local worst solution. Let a combined space of the two tra-
versal spaces as a Tabu region. Following is to use TS to do global random search to 
discover a new random feasible solution within non-taboo space, and to continue 
using FR to begin new generational model learning from this new solution. While 
generating Tabu Area, Tabu region extension and Tabu region connection algorithms 
are used for expanding the tabu area and reducing the feasible solution space to facili-
tate overall optimization.  

2.1   The Definitional Extensions of Tabu Area  

In order to understand better the new concept of extended Tabu Area, the first thing 
we need to do is to introduce following concepts: 

Definition 1. Let the largest traversal scope of local optimization using FR method 
from initial solution startxj is the evolution region of startxj, signed as 
Evolving_region(startxj), i.e., from initial solution startxj (

startxj,1,…, startxj,,i,…, startxj,n) start 
searching in negative gradient direction to the farthest point end-xj (

end-xj,1,…, end-xj ,i,…, 
end-xj, n). The local optimum solution bestx is called as the evolution potential of startxj in 
this evolution region, signed as Evolving_Potential(startxj). 

Definition 2. Let the largest traversal scope of local inferior using FR method from 
initial solution startxj is the degenerative region of startxj, signed as 
Degenerate_region(startxj), i.e., from initial solution startxj(

startxj,1,…, startxj ,i,…, startxj, n) 
begin searching in the reversed direction, i.e., gradient direction, to the farthest point 
end+xj (

end+xj,1,…, end+xj ,i,…, end+xj, n). The local most inferior solution worstx is called as 
the degenerative limit of startxj in this degenerative region, signed as Degenerate_ 
limit(startxj). 

On the base of evoluting_region and Degenerate_ region, we can redefine the concept 
of Tabu area as: 

Definition 3. Defining the union of Evolving_region(startxj) and Degenerate_ 
region(startxj), as a Tabu region generated by FR method from initial solution startxj, 
i.e., Tabu_region(j) = (end-xj ,

end+xj ). We build a list to link all the Tabu regions and 
call it Tabu Area of process model evolution. 

In order to support Tabu area extension and connection, a multi-link data structure of 
Tabu Area can be defined as following node structure: 

(end-xj ,
end+xj )           // The scope of jth Tabu_region 

{bestx(i)
j,Q(best x(i)

j)}  // Evolutional potential and evaluation value used for Tabu region extension. 
{worstx(i)

j,Q(worst x(i)
j)}  //Degeneration limit and value used for Tabu region connection. 

Flag                          //a flag to label whether tabu region is visited when expanding and connecting 

*Ext1,*Ext2          //bi-directional points used for Tabu region extension  
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*Link1,*Link2      // bi-directional points used for Tabu region connection 

*Next                    //a point to the next disconnected Tabu region 

In this multi-link Tabu Area, there are following three key information: (end-xj ,
end+xj ) 

is vector space of the jth Tabu region, i.e., <(end-xj,1,
end+xj,1) ,…,(end-xj,i,

end+xj,i), …,(end-

xj,n, 
end+xj,n)>; { bestxj ,Q(best xj)} is the evolutional potential in the jth Tabu region and 

its evaluation value; {worstxj, Q(worstxj)} is the degenerative limit of the jth Tabu region 
and its evaluation value. Tabu Area is a dynamic link structure expanding with the 
progress of searching optima. At last, only a Tabu region is existed in Tabu Aera, and 
Tabu Area includes the domain of whole feasible solutions. 

2.2   Tabu Rule  

Tabu rule: Let TAs is the set of Tabu area, if there is a individual x(x1,…,xj,…,xn) and 
x In TAs, i.e., ∃j∀i( xi ∈( end-xj ,i ,

 end+xj ,i)), then x is a taboo individual. 
In global searching optima, only non-taboo individual x can be used as a feasible 

solution to begin new generational model learning by FR method to find new evolu-
tional potentials, degeneration limits and new Tabu regions. The tabu individuals are 
abandoned, and a new individual will be regenerated until it is a non-tabu individual. 
Repeating the whole process, we could get the global optimum solution. 

2.3   Candidate Set 

Candidate set is an important concept in TS method. In enterprise process optimiza-
tion, all potential solution space outside of Tabu area in domain D is called Candidate 
set defined as follows: 

m 

Can_N = D � ��Tabu_Aera(i)�
 i=1 

(1) 

Each local searching optimum constructs a Tabu region. After running Tabu region 
extension and Tabu region connection, current candidate set will get smaller. When 
candidate set becomes null, i.e., Tabu area occupies all potential solution space in 
domain D, the process of searching optima will be ended. 

2.4   Evaluation Function  

In TS method, evaluation function is used for comparing new individual performance 
with the global optimum individual selected from candidate sets. We use the inte-
grated enterprise evaluation Q(x) as the evaluation function, which can be calculated 
as [11]:  

Q(x)=w1×Timeindex+w2×Serviceindex+w3×Qualityindex+w4×Speedindex+w5×Efficiencyindex+w6×Costindex (2) 

In searching optima, current optimum solution (individual) bestx is automatically re-
corded. If Q(nowx)<Q(bestx), then set the solution nowx as the current optimum solution 

bestx by formula bestx = nowx. After this replacement, current optimum solution is output-
ted into corresponding file, which can be illustrated by EXCEL in chart of the process 
optimization track. 
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2.5   Generation of New Individual  

Domain D in process model is a virtual set. In resource model we usually predefined 
available resource usage. Random-number-generator is used to create a new individ-
ual grouped by some parameters according to the defined resource usages occupied 
by the key activities, the distribution characteristics of the key activities’ durations 
(such as Constant, Uniform, Normal, Poisson), and the source products’ arrival fre-
quencies defined in process model. These parameters are limited to the predefined 
information in resource model and process model. Judging according to the aforemen-
tioned Tabu rule, if the generated individual is in Tabu area, then another new indi-
vidual need to be generated; else, this individual can be used as a new solution newx 
which is selected from the candidate set for new generation of local optimization. 

2.6   Halt Condition  

Tabu area extension and connection are effective to control the increase of the mem-
ory occupied by tabu list in TS method. It enables rapid reduction of candidate set to 
realize global optimization. There are following rules can be used as the halt condi-
tions for FR-TS algorithm: 

- Fixed step halt. Setting a big number Loop_N as the iterative times, it is easy to 
implement, but it could not guarantee we can get the global optimum solution. 
When the iterated times is Loop_N, the thread of searching optima will be ended. 

- Frequency halt. When the Tabu area occupies the total domain of D, search algo-
rithm terminates. When the times which new individual was continuously in Tabu 
area equals to a specified value, e.g., 10000, the potential solution space Can_N 
can be considered as Null. 

We usually use both two rules to control optimization process. Each temporary op-
timum solution should be recorded for enterprise decision analysis. 

3   Algorithm Implementation  

After building a new tabu region, the first thing we need to do is to analyze whether 
its evolution potential point is the same as some one in the Tabu area. If it is true, 
these two tabu regions can be combined. This operation, firstly searching out that 
node by scanning Tabu area with Tabu area’s extension link (*Ext1 and *Ext2) and 
then putting the new Tabu region at the end of the tabu region, is named as Tabu 
region Extension. As showed as Figure 1. 

If it is not true, we continue to search the Tabu area to find whether there is a Tabu 
region whose degeneration limit is the same as that of new tabu region. If there is the 
Tabu region, we seek it out by using Tabu area’s connective link (*Link1 and 
*Link2) with , and append new tabu region at the end of this region. This operation 
means that if two tabu regions are jointed in a degeneration limit, these two tabu re-
gions can be connected. This operation is named as Tabu region Connection. 
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Fig. 1. Schematic representation of Tabu area extension and connection process 
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Fig. 2. Schematic representation of Tabu area extension and connection 

If there are not any tabu region whose degeneration limit nor degeneration limit is 
the same as the relative part of new tabu region, this new tabu region will be ap-
pended into the end of the Tabu area by point *Next, and the number of disjointed 
tabu regions plus 1. 

If the new tabu region’s evolution potential is the same as some one in the Tabu 
area and its degeneration limit is the same as other one tabu region in the Tabu area  
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too, both of Tabu region extension nor Tabu region connection are executing, i.e., 
first step is to execute Tabu region extension, Second step is to set new tabu region’s 
Link2 point to the first node of the Tabu region, which links all the Tabu regions 
whose degeneration limit are the same as the new Tabu region, and then cancel the 
link of that node of the tabu region in the Tabu Area’s *Next point, and set its *Next 
point to Null. The number of the disconnected regions will minus 1. 

At end of the process optimization, the number of disconnected tabu regions will 
decrease to 1. Here, Figure 2 shows a simplified schematic representation of Tabu 
area extension and connection process in two-dimension. 

Following is the discussion the implementation of Tabu area extension and connection. 

3.1   Tabu Region Extension Algorithm 

Based on the aforementioned approach, we have implemented the Tabu region exten-
sion with a recursion algorithm. In this algorithm, a depth-first-search method is used 
to scan the multi-link Tabu Area using point *Ext2. Program 1 shows the Pseudo code 
of Tabu region extension in an extended Tabu region. 

Program 1.  Pseudo code of Tabu Region Extension in an extended Tabu region 

Boolean Function Tabu_region_extend(Tabu_Area *fp, 
*New_Tabu_region) 
{ 
 Boolean  result = FALSE;  
 Tabu_area  *temp, *before;  
 temp = fp;  
 if (temp->Ext2!= NULL) then 
 //traversal fp’s expanding area until no more exists 
 result=Tabu_region_extend(temp->Ext2,New_Tabu_region); 
 if (equal (temp->Evolving_potential New_Tabu_region-
>Evolving_potential) and (result!=TRUE)) then { 
      temp->Ext2 = New_Tabu_region;  
      //  add new Tabu region into the link 
      New_Tabu_region->Ext1 = temp;  
      New_Tabu_region->Ext2 = NULL;  
      result = TRUE; 
 } if ((result!=TRUE) and (temp->Link2!= NULL)) then 
 //judging whether there is a linked Tabu region whose  
 //evolving potential is the same as new Tabu region 
 result=Tabu_region_extend(temp->Link,New_Tabu_region); 
 return result;  
}//End of extend 

Tabu Area usually contains more than one disconnected Tabu regions during proc-
ess optimization. Tabu region extension in the whole Tabu Area is implemented as 
Program 2. 
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Program 2. Pseudo code of Tabu Region Extension in the whole Tabu Area 

Boolean function Tabu_area_extend(Tabu_Area  *fp, 
*New_Tabu_region)  
{  
  Boolean result = FALSE;  
  Tabu_Area  *temp= fp; 
  While((temp!=NULL)and (result!=TRUE)) Do{ 
 // Tabu area extension and connection for single  
 // Tabu region link 
    result= Tabu_region_extend(temp,New_Tabu_region);  
    temp = temp->Next; } // End-While 
  return result;                   
 }         //End of Funcation Tabu_area_extend 

3.2   Tabu Region Connection Algorithm 

Similar to Tabu region extension, Tabu region connection algorithm scans Tabu Area 
using point *Link2. It tries to find whether there are the nodes whose degeneration 
limit is the same as the new Tabu region. If search algorithm has found the node, it 
will return TRUE and the found node together with the head-node of the Tabu region. 
Otherwise, the algorithm will continue doing depth-first-seeking along the extension 
point (*Ext1 and *Ext2) until all tabu regions have visited one time. At last, it returns 
false. The pseudo code of Tabu region connection named Tabu_area_link is omitted.  

3.3   Implementation of Tabu Area Extension and Connection Algorithm 

According to the aforementioned approach, Tabu Area Extension and Connection 
algorithm can be implemented easily based on Tabu_area_extend and 
Tabu_area_link. 

Program 3. Pseudo code of Tabu area extension and connection algorithm  

Procedure Tabu_area_ext_link(Tabu_Area *fp, 
*New_Tabu_region)  
{ 
Boolean Ext_result=Link_result=FALSE;  
Tabu_Area *temp;  
Tabu_Area *Head, *temp_Node;  
//point to the Head node and the node whose 
//degeneration limit is same as new Tabu region 
Temp = fp;  
Ext_result =Tabu_area_extend(Temp, New_Tabu_region);  
// extending Tabu region 
Temp_Head= temp_Node =fp;  
// Tabu region connecting judgment 
Link_result = Tabu_area_link(Temp_Head, temp_Node, 
New_Tabu_region);  
if ((Ext_result =TURE)and (Link_result =TURE)) then {  
// both expanding and connecting is executive 
  Temp=Temp_Head->Next;  
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  Temp_Head->Next= NULL; // remove the node whose 
//degeneration limit is equivalent 
  Temp_Node->Link1= New_Tabu_region;  
// Tabu region connecting 
  New_Tabu_region->Link2= Temp_Node;  
  New_Tabu_region->Next = Temp;      // form the link 
  Temp = fp;  
  While(Temp->Next!=Temp_Head) Do Temp=Temp_Next;  
  Temp->Next = New_Tabu_region;      // Break link to 
//Temp_Head node in Tabu Aera’s next link 
 }else if (Link_result =TURE) // If only connecting is 
//executive, Link New_Tabu_region after temp_Node 
  then { temp_Node->Link1->link2= New_Tabu_region;  
         New_Tabu_region->Link1= temp_Node->Link1; 
         New_Tabu_region->Link2 =temp_Node;  
         temp_Node->Link1 = New_Tabu_region;  
         New_Tabu_region->Next = NULL;  
  }elseif ((Link_result !=TRUE) and (Ext_result!=TURE)) 
then {// neither expanding nor connecting is executive 
      While(Temp->Next!=NULL)do Temp = Temp->Next;  
      Temp->Next = New_Tabu_region;   
//no Tabu region’s evolution potential is equivalent  
// to new Tabu region, append this new Tabu region  
 }// at the end of Tabu area  
}//End of Tabu_Area_ext_link 

3.4   Distributed Parallel Optimization Environment 

Because of the complexity of large-scale enterprise process simulation, it generally 
costs much time to do process optimization in a single computer. We have imple-
mented the proposed approach using multi-agents in a distributed environment to 
speed up optimization. 
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Fig. 3. Distributed parallel optimization environment framework 

As illustrated in Figure 3, the distributed parallel optimization environment mainly 
contains local Optimization agent (Lopt), global Optimization agent (Gopt) and Simu-
lator agent (Sim). Lopt is responsible for the local optimization and constructing a 
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single Tabu region to implement process model learning by using FR algorithm and 
process simulation. In local process optimization, Lopt generates a new individual 
solution (a group of key parameters) to ask Gopt, a server, whether this new solution 
is in Tabu area. If yes, Lopt will regenerate a new solution again, otherwise, it begins 
local optimization, and computes its evolution potential and degeneration limit, and 
then builds a Tabu region from this solution. The generated Tabu region will be sent 
to Gopt to implement Tabu area extension and connection. Gopt is responsible for 
Tabu area extension and connection and consultation, and controls the process of 
enterprise process optimization. Sim is just responsible for process simulation and 
providing the evaluation of process model with currently individual solution. 

4   Application and Conclusions  

We have applied the proposed approach in the design process optimization of an air-
plane comparing with the Fletcher-Reeves (FR) method and Tabu search method. The 
results are illustrated in Figure 4, 5, 6.  

Figure 4 illustrates that during process optimization by FR method, the tracking of 
process model optimization follows the conjugate gradient direction until finding a 
local optimal solution. X-coordinate is the generations of process optimization itera-
tion, as well as Y-coordinate presents the evaluation function of the individuals. The 
FR method could not break through the local optimization area, because FR method is 
a conjugate gradient methods and it is applicable to quadratic functions. If there are 
multiple optima, FR method can only find an optimum related to the selected initial 
solution. So, Figure 4 only shows one iteration process of enterprise process evolu-
tion. In fact the FR method is applicable to large problems of quadratic functions. 

 

Fig. 4. Q vs Generations by method 

Figure 5 shows that tracking process optimization is not available control, and it 
only records the best solution currently. TS method is a random probing method and 
could be used to find out the optimization solutions in global domain by seeking the 
no-tabooed solution space if the Tabu list is enough big. It needs probing all potential 
solution space in domain D.  

Figure 6 illustrates that the FR-TS method can be used to rapidly track the local 
optimization, and it can apply the advance of TS method, breaking through the restric-
tion of the local optimization to find out a new no-tabooed individual solution, for 
getting the global optima. The FR-TS method is the combining of FR method and TS 
method for solving manufacturing process optimization problems. 
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Fig. 5. Q vs Genereations using Tabu Search method 

 

Fig. 6. Q vs Generations using FR-TS method 

This case study proves that the proposed approach can effectively avoid rapid in-
crease of memory occupied by optimization algorithm and speed up global optimiza-
tion because the tabu area records all taboo domains but not taboo individuals [8]. 

In summary, this paper extends the concept of Tabu area: If a new solution is not 
taboo, doing optimum search and inferior search from a specific initial solution can 
build a large integrated Tabu region. Tabu area extension and connection is success-
fully proposed to rapidly decrease the domain of a candidate set and speed up global 
optimization. A distributed parallel optimization environment has been implemented 
using intelligent agents to validate the proposed approach. The proposed approach is 
suitable for solving the optimization of multi-dimensional spatial issues. It is benefi-
cial to enterprise in implementing BPR and ERP management. 
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Abstract. This paper suggests the optimization method of task assigning based 
on genetic-simulated annealing algorithm focus on the alternative scheme of 
bidding invitation parameters obtained in the bidding process in MAS. Through 
reasonable assessing the bidding documents from bid, bidding result determined 
is obtained, viz. the task assigning scheme. All of the tasks’ assigning 
optimization is carried out by setting the parameters of genetic-simulated 
annealing algorithm; the algorithm can search steadily the optimal scheme and 
overcome the flaws of traditional simulated annealing algorithm such as big 
undulation and poor astringency. It is found via the analysis of experiment data 
that the algorithm can improve assignment scheme further rationality and 
feasibility. 

1   Introduction 

In recent years, the production scheduling in manufacturing industry has become a 
research focus, particularly with intelligent Agent application applied to scheduling 
problem for many scholars [1]. The task assignment is an indispensable key link to 
the production scheduling based on Agent. This key link mainly consists of the 
management Agents and resource Agents, and is completed through bidding 
invitation forms. With an aim at some task set, the management Agent can issue the 
bidding invitation information to the resource Agent; and the resource Agent can 
supply the bidding documents in terms of its production capacity(the items of the 
bidding document in this paper refer to the time or duration and cost of task 
completion), and then, the resource Agent can select the optimal resources to 
complete some task from all the bidding resources(the shortest possible time and cost 
for completing the task), and finally, one production scheduling is formed[2],[3]. 
However, the production scheduling obtained via this tactics can not be the optimal 
scheduling[4],[5], and particularly in the system without special management Agent, 
the common resource Agent and management Agent have no overall viewpoint of the 
complete scheme scheduling problem but can only obtain the local optimization. 
Accordingly, in the process of bid evaluation, we can not consider the optimal 
completion of one single task by some bidding resource as the evaluation standard, 
but take the optimal completion of multi-task effect as the objective [6]. 

In the process of the bidding invitation using contract net, authors in this paper 
proposed using the genetic-simulated annealing to calculate the objective function 
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value to determine the assigning scheme of tasks. Thus, the method gets a scheme 
which is not only the best scheme of all tasks, but also a better scheme for single task, 
and raises the resource using efficiency, reduces makespan of tasks. 

2   Multi-agent Tasks Assigning Model 

In this multi-agent system, task assigning is completed by cooperation of two type 
Agents: Management Agent and Resource Agent. 

(1) Management Agent 
It is usually used to establish the coordination relationship among the general 

agents or to process some local information; for this reason, it is just like a virtual 
working operator to some extent [8]. In the study a task assigning Agent (TdAgent) is 
defined as bidding invitation Agent, according to the format of contact net’s bid and 
bidding incitation. TdAgent collects the tasks from task publisher to make them into 
bidding documents, and then send to each resource Agent, after that, waits for bidding 
from resource Agents. Machining time and cost provided by resource Agents are 
considered as the measurements. Genetic-simulated annealing method is adopted to 
determine the resource Agent to complete tasks in the process of task assigning. The 
process bid and bidding invitation among Agents as follow Fig.1. 

 

Fig. 1. Schematic drawing of Agents bidding invitation. 1—making bid documents of tasks set; 
2—Sending bidding information to workshop Agents; 3—filling in the documents; 4—
answering the documents to TdAgent; 5—collecting bid documents, using annealing to 
evaluate bid documents; 6—sending information to notify bidding success; 7—executing the 
tasks of bidding success. 

(2) Resource Agent 
One resource refers to the unit or units’ combination which are able to complete 

one function at least. Therefore, individual machine, tools, fasteners and transporting 
equipment or installations in the manufacturing system are the basic functional units, 
which are all the resources. When they are combined with each other to complete one 
basic operation, they can be considered as one resource. And even in terms of 
problem needs, one workshop can also be considered as one resource [9]. The 
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workshop Agent (SpAgent) is defined as bid Agent that receives and fills in the task 
bidding documents, and returns the bid to TdAgent based on machining ability and 
capability in processing tasks. 

3   Application of Simulated Annealing to Task Assigning  

Simulated annealing algorithm is earliest found in the articles by S.Kirkpatrick, et al. 
in IBM Tomas Research Center. After the research on combination optimization, they 
presented “simulated annealing” in terms of improved iteration thought, the basic 
thought of which is as follows[10]:  

The research objective of this algorithm is to study some disposal determined by 
one parameter set. In order to be convenient for analyzing the problem, it is necessary 
to set an objective function f based on this disposal. In this way, the optimal process 
of the disposal can be converted into f minimum process. The f minimum process can 
simulate the annealing process in nature, controlled by a gradual cooling temperature 
t. As to every temperature value, a certain minimum step should be tried, and a new 
disposal scheme is selected at random to calculate f function. It is just at this time that 
if f is smaller than the former f, the new disposal scheme is selected; if f is larger than 
the former f, the probability value prob=exp[- f/(k·t)] is calculated, where k is 
Poltzman Constant. And then, the random number rand is yielded on (0, 1), if 
prob rand, the new scheme is selected; If prob<rand, the existing scheme is 
remained. These steps can be repeated until this system cooling can no longer produce 
the better disposals.  

It can be seen from this that simulated annealing needs four factors at least: (1) the 
description of some scheme disposals; (2) the redistributing random producing 
mechanism; (3) a quantified trade-off objective function including multi-factors; and (4) 
a cooling mechanism t=  · t,  is known as the astringency rate, 0< <1. After the above 
4 factors are designed properly, they can be used in solving the practical problems.  

3.1    Description of Task Assigning 

Task assignment can be concretely described as follows:  

Definition 1. Task set T=[ ts1 , ts2 , …, tsi , … , tsn ], of which tsi is single task in task 
set, which is called as a task element, tsi={c, t, d, s}, n is the number of task elements.  

c——task code 
t——the latest finish time, marked as rtji.t 
d——task description  
s——task state 

Definition 2. Bidding Agent set A=[ A1, A2, …, Aj ,…, Am ]T, of which m is the 
number of bidding Agents. 

Definition 3. rtji is the bidding document of Agent Aj for task element tsi, then bidding 
invitation Agent gains bid set RT that can be illustrated as formula (1), of which 

c——task code 
et——executing time, marked as rtji. et 
ec——executing cost, marked as rtji. ec 
ft——the latest finish time, marked as rtji. ft 
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Meeting the condition of assigning objective, this study is adopting the genetic-
simulated anneal algorithm to find the best assigning scheme P in bid set RT. 

3.2   Algorithm Design  

With an aim at different requirements, optimal objectives should also be different. In 
general, we require that the final scheduling scheme should achieve the effect of 
lowest cost and the shortest possible time. Such a kind of scheduling scheme can save 
processing cost, but the fine implementing ability of some operator can frequently 
lead to task loading far more surpassing the loading of other operators, whereby 
rendering the maximum flow time (makespan) of the whole task to be prolonged, 
delaying the task completion time, decreasing the resource use efficiency and causing 
invisible cost increase. Although this kind of scheduling scheme can satisfy the 
current requirement of task completion, the completion of the following-up 
production task will be affected from a long-term point of view. In order to solve the 
occurrence of the above mentioned problems, we have adopted the following methods 
to realize the optimal determination of scheduling scheme. In the whole process of 
optimization, we assume there are n task elements and m bid Agent, the algorithm is 
designed as follow: 

Step 1: eliminating the redundant information. 
Since the participating evaluation elements provided by the bidding Agent are not 

sure to satisfy task element requirements, which are mainly shown in unsatisfying the 
time requirement so that the tasks are not completed in the specified time so that this 
kind of bidding information should be eliminated so as to reduce the redundant degree 
for reducing the operation time. This operation is mainly to extract ft value from rtji 

and t value from tsi, to do comparison. If ft>t, this information of this item can be 
eliminated.  

The concrete operation process is as follows:  

For i=1; i<=n; i++ 
{  For j=1; j<=m; j++ 
   { If( rtji.ft > tsi.t ){ remove(rtji) }} 
} 

Step2: setting the initial value. 
The set of P0 and Pn of two storage disposal schemes should be set up to represent 

the existing scheme and new scheme respectively, P={ rth1, rtk2 ,… rtln}, of which h, 
k, l [1,m]. It is necessary to set the initial temperature tmp, astringency rate . The 
objective function cost for evaluating the advantages and disadvantages of disposal 
scheme is used see Eq.(2).  
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Where, the front part in Eq.(2) indicates the total consumption cost of the disposal 
scheme, consisting of two parts of the implementing cost and time; the latter part 
indicates the convertible cost of the maximum circulation time of the task set in 
Agent. The cost and balancing task loading of the scheme should be controlled via the 
two parts.  is the coefficient of time convertible into cost. The coefficient  is not a 
fixed value and it can vary in terms of different objective requirements. When the 
time requirement is high,  value can be larger, and when the cost requirement is 
high,  value can be smaller so that the corresponding adjustment should be made.  

Step 3: producing the initial population of disposal scheme at random.  
Assume there are 10 individuals in initial population, the method of each 

individual produced is as follows: to read a task element tsi from T set in terms of 
sequence, and then, to find out the bidding results set Rti=[rt1i, rt2i, …, rtmi,] from the 
corresponding task element tsi in RT, from which some Agent bidding information rtji 
extracted at random can be served as the disposal scheme for the task element. By so 
doing, repeating extraction, until all the task elements obtain the disposal scheme, 
whose extracting process is shown in Fig.2. 

rt21 rt12 rt13 ... rtjn

rt21

…
rtj1

rt11

P

rt23
…
rtj3

rt13

rt2n
…
rtjn

rt1n

ts1            ts2 ts3                        …  tsn

Rt1

Rt3 Rtn

 

Fig. 2. The principle of stochastic disposition scheme 

The computer operation flow is as follow: 

For k=1; k<=10; k++ 
{  For i=1; i<=n; i++ 
  { //Produce a integer between 1 and the amount of  
    //Rti’s elements at random 
    j=Random(1,Rti.size()); 
    Pi= rtji;} 
  Qk=P;} 

Finally, the results will be stored in the set Qk of the disposal scheme. Q=[Q1, 
Q2,…, Q10].  

Step 4: evaluating the scheme in population. 
Ten assigning schemes from Q are substituted into the objective function (2) 

equations, compared and evaluated respectively, and search the best scheme Po. 
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The process of scheme evaluated as follow: 

Po=Q1; 
For k=2; k<=10; k++ 
{ Pn=Qk; 
  cost=costn-costo; 
  If( cost<0){Po=Pn;} 
  If( cost 0){prob=exp[- cost/(k·tmp)]; 
  rand=random(0,1);  
  If(prob rand) {Po=Pn;}}  
} 

Step 5: producing new assigning scheme population. 
(1) Cross-breeding: The two disposal schemes with a certain probability value can 

be extracted from Q at random to produce a crossover point, and then, the task 
element disposal results in the rear of the crossover point are exchanged so as to 
establish two new disposal schemes, which can be served as two individuals in the 
next generation, as shown in Fig.3. 

rt21 rt12 rt13 … rtjn
Q1

ts1     ts2 ts3 …       tsn

rt41 rt22 rt33 … rtknQ2

ts1     ts2 ts3 …       tsn

rt21 rt12 rt33 … rtknQ3

ts1       ts2 ts3 …        tsn

rt41 rt22 rt13 … rtjnQ4

ts1     ts2 ts3 …       tsn

crossover point crossover point
 

Fig. 3. Diagram of crossover and reproduction 

(2) Variating: One disposal scheme with a certain probability value can be 
extracted from the population at random to carry out the variation, viz. to change the 
bidder rtji of some certain task element tsi, in that disposal scheme. And then a new 
individual is generated and put into the new population. 

(3) Replicating: replicate 4 the best assigning schemes(Po) in Step 4 and put them 
into the new population. 

(4) Produce new individuals according to the principle of Step 3, and put them into 
the new population until the number of new individuals in the population reaches 10. 

By Implementing above 4 operating steps, the population is reproduced in the new 
generation, and is guaranteed that it always has the most individuals tending to the 
most superior disposition. 

Step 6: decreasing annealing temperature. 
Judge the current temperature, Enable the system to tend to cooling, set tmp=  · 

tmp, if tmp>1, go to the Step4; if tmp<1, continue. 
Step 7: task assigning and determining. 
The Final Scheme Evaluation from the population of last generation Q adopting the 

method of step 4, find out the optimal results Po which is the assigning scheme to 
search. 
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For i=1; i<=n; i++  

For k=1; k<=10; k++ 

t=t ·  

Initializing 

Save the scheme into 
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N 
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Y
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a new generation of community Q 

Scheme evaluation of community 
interior, find out the most superior 

  scheme Po 

Fig. 4. Flow of evaluating Algorithm 

Fig.4 clearly describes the above-mentioned optimal process. It is here that we will 
make a brief analysis of the effect of prob value upon scheme disposal. k is the 
constant. Under the certain temperature when the scheme selection is carried out, tmp 
can also be considered as the constant so that prob can only be related to cost and 
decreases with an increase in cost. Accordingly, when cost is smaller, this indicates 
that although the new scheme  is inferior to the existing scheme, it is close to the 
existing scheme  because it is a “better” scheme; just at this time, the larger is the 
prob, the larger the possibility of prob>rand establishment is, which is easy to be 
accepted. It can be seen that two kinds of new schemes are selected in the selection 
processes; one is the new scheme superior to the existing scheme; and the second is 
that although it is inferior to the existing scheme, the objective function is close to the 
new scheme of the existing scheme, whereby making the whole level of the new 
scheme be superior to the existing scheme set. 

So far, our task of bid evaluation has been completed, with the optimal disposal 
scheme P0 obtained. However, the task assignment Agent will notify or inform the bid 
winning Agent to implement the scheme.  
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4   Analysis of Real Examples 

In the following, one real example is adopted to illustrate the performance of genetic-
simulated annealing in bid evaluation. This is an optimal bid evaluation problem with 
the 7-Task (Task i), and 3-Workshop Agent (SA001, SA002 and SA003) participated. 
The objective is to obtain the rational task assignment scheme and to determine which 
workshop will complete each assignment. We have obtained the following set of 
simulated data through bidding. To be simplified, we assume all the Agents can 
complete all the tasks in the specified time so that it is only to provide the time (T) for 
implementing tasks and cost (C) served as examination and evaluation indexes, see 
Table 1. The parameter initial values of algorithm are set as tmpo=1000, tmp =1, 

=0.9, =5. 

Table 1. Results of bidding 

Tasks Task1 Task 2 Task 3 Task4 Task 5 Task 6 Task 7 

SA001 C/T  20/3 28/5 32/7 25/5 23/2 10/2 19/2 
SA002 C/T  17/4 34/4 33/6 30/4 18/3 15/1 15/3 
SA003 C/T  24/2 31/5 39/4 27/4 20/3 14/1 13/3 

4.1   Real Example Analysis 

In the algorithm, we incorporate data collection function and carry out the collection 
of total cost of task completion, total time ET, the maximum circulation time Maxj 
and the optimal scheduling scheme at this time under the different temperature tmp. 
The collection frequency is to collect data once when the temperature drops by every 
five times, with the results set in Table 2. Also, scheduling results at the temperatures 
of 656°, 131° and 1° are given. See Fig. 5.  

After the completion of the algorithm regulation, we have obtained the bid 
evaluation results and the corresponding parameters, as shown in Table 3.  

Table 2. Objective function value under corresponding temperature 

Parameters Value under different temperature 

tmp 656o 386o 226o 131o 75o 43o 24o 12o 6o 1o 

EC 175 151 170 167 158 179 167 174 174 174 

ET 22 27 22 23 24 20 22 21 21 21 

Maxj 15 12 12 11 9 8 8 7 7 7 

cost 360 346 340 337 323 319 317 314 314 314 
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Fig. 5. Schedule results under different temperature. Rectangular strip expression execution 
time of correspondence task on workshop Agent. 

Table 3. The optimization bid evaluation results and corresponding parameters 

Task Task1 Task2 Task3 Task4 Task5 Task6 Task7 

Bided Agent SA003 SA002 SA003 SA001 SA001 SA003 SA002 

parameters C/T  24/2 34/4 39/4 25/5 23/2 14/1 15/3 

EC /ET/ Maxj 174 / 21 / 7 

cost 314 

4.2   Results Analysis  

We illustrate the superiority of bid evaluation by the application of genetic-simulated 
annealing through comparisons. Firstly, the principle of setting bid is, in general, 
based on the comprehensive objectives of the lowest implementation costs and the 
shortest possible duration or time, and to find out the optimal disposal of each task 
element and to obtain a scheduling scheme, just as fig. 6(a); and the assigning results 
using simulated annealing as fig. 6(b), and the assigning results using genetic-
simulated annealing as fig. 6 (c).  

Three schemes are contrasted in fig. 6, task assigning results can be obtained , that 
is, the task assigning scheme using genetic-simulated annealing(fig. c) is not only 
more reasonable and excellent than that one using general method(fig. a), but also 
than that one using traditional simulated annealing algorithm(fig. b). From this point, 
the genetic-simulated annealing can achieve task assigning result and then optimize 
the structure and process of task assigning, thus, reduces on-line time of all tasks 
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Fig. 6. Comparison of the task assigning schemes obtained by three methods 

(makespan), raises the resource utilization rate and decreases the production cost 
indirect. 

The change trend of objective function (cost) curve can be obtained as fig. 7. It is 
clear that genetic-simulated annealing algorithm overcomes traditional simulated 
annealing algorithm’s defects such as big undulation and poor astringency. The 
results show that this algorithm is effective and feasible in assigning task, and the 
stability of processing is hold. 

 

Fig. 7. Tendency of objective function value 
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5   Conclusions 

This study mainly discusses the optimized algorithm—genetic-simulated annealing 
adopted in bid evaluation of task assignment Agent. Based on thought of genetic-
simulated annealing, the optimal algorithm adaptable to bid document evaluation is 
designed, and also, the operating steps and implementing method of the algorithm are 
introduced in details. Finally, the analysis via one real example in combining with 
collected data in the annealing process concludes that the adoption of the feasibility 
and superiority of the optimal algorithm in bid evaluation can shorten the on-line time 
of overall task (makespan), This algorithm overcomes the big undulation and poor 
astringency existing in traditional simulated annealing, whereby raising the resource 
utilization rate and decreasing production cost.  
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Abstract. Nowadays amount of information on Internet is dramatically 
increasing. The ability of facilitating users to achieve useful information is 
more and more important for search field. CDSE, a model for the domain-based 
intelligent search engine is proposed in this paper. The model can help users to 
retrieve what they need by combining text classification with keywords 
extraction. Several algorithms that use key technologies are proposed, such as 
statistics, data mining and agents. Then a new criterion named ranking error is 
contributed to solve the problem of evaluation ranking inefficiency in traditional 
performance evaluation methodologies. The experimental results indicate that 
the proposed model can effectively improve retrieval precision and solve the 
problem of relevant document ranking behind in current search engine.  

1   Introduction 

Nowadays much amount of information on Internet is dramatically increasing and 
totally reaches ten billion static pages. How to dynamically deal with the huge 
information has become a very important research issue. However, current major 
search engines have significant limitations — they are often out-of-date, they only 
index a fraction of the publicly indexable web, they do not index documents with 
authentication requirements and many relevant documents behind search forms[1,2]. 
As more of the population goes online, and more tasks are performed on the web, the 
needs for better search services is becoming increasingly important and meanwhile 
leads the domain-based intelligent search engine to develop. Justin Boyan[3] 
proposed a method to optimize search engine by using machine learning. Based on it, 
McCallum[4] set up a special search engine – cora, which only index the papers in the 
field of computer science. 

Based on previous works, CDSE, a model for the domain-based intelligent search 
engine, is designed and implemented in this paper. Combining artificial intelligence 
(especially machine learning and agents technologies) with the structure characters of 
computer papers, the model can help users to retrieve what they need.  

When a user poses a query, our system will be able: 

To improve the recall 
When a user asks for documents with a particular keyword, he may also interest in 

those documents in which have not the submitted keyword. How to guarantee the 
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relevant documents to be listed as possible is very important. In CDSE model, query 
expansion is applied, which make some relevant documents to be retrieved in spite of 
term mismatching between queries and documents.  

To improve high precision 
All users wish the returned documents to be relevant. Guaranteeing the accuracy 

and relevance of the returned documents is also necessary in retrieval system. In our 
system, the class keywords sets, which reflect the main content of each class of 
documents, are formed by text classification and information extraction. It combines 
the technology of machine learning, statistics method and association rule mining, and 
has the features of high precision and automatic searching. 

To rank the relevant documents in the top list  
In general, users only browse the results of initial several pages because it is 

tempted to believe that documents are always ranked by their relevance probability. In 
CDSE system, the citation relationship between papers and the location analysis of 
information are fully used, and the most relevant papers are ranked in the front of the 
lists. 

2   System Model of CDSE 

CDSE, a multi-agent system is divided into two layers. One is the interactive layer 
between user and machine, and another is the information processing.  

2.1   Interactive Layer  

Users. The roles of users are submitting queries and accepting services of system. The 
submitted queries are usually keywords, and the system returns the most relevant 
documents to the users after receiving queries. 
Query Agent. A critical problem in information retrieval is that the vocabulary the 
users select as query terms is not the same as the ones by which the documents have 
been indexed. The term mismatching between queries and documents greatly affects 
the effectiveness of retrieval results. Query expansion in IR can deal with this kind of 
problem in some degree. According to mutual information, the term similarity is 
calculated by using co-occurrence model[5], then the candidates are obtained to do 
query expansion, and the final queries are formed. 

2.2   Information Processing Layer  

Class Selection Agent. The agent calculates similarity between final queries and class 
keywords sets in classification database, and then finds the most relevant classes 
whose similarity values are higher than appointed threshold. 
Document Classification Agent. The agent can classify each pre-processing papers 
into categories automatically. The classifier is firstly trained by labeled data of fixed 
class, and then automatically classifies the large information into the directories of 
pre-classified content by using machine learning. Therefore, it is very convenient for 
users to browse the papers and search their needed information through categories. 
This not only improves the quality of retrieval but also reduces the searching time. 
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Document Extraction Agent. The agent extracts information from the head of each 
paper and reference. After that, by performing the keywords extraction algorithm, the 
keywords set of each paper is obtained and the class keywords set is formed 
according to the class of the paper. 
Selection and Recommendation Agent. According to the former results of class 
selection agent, the selection and recommendation agent searches information in the 
most relevant classes in classification database. The searching strategy is separated 
into two cases. If the document keywords set contains the query, this document is 
thought to be relevant and similarity value is set as max, otherwise, calculation is 
completed with n-search method. The document whose similarity value is higher than 
the appointed threshold is returned to the user in descent.  
Task Agent.  If the class selection agent fails to find the relevant classes, the task 
agent searches the relevant information in the term database by using final queries. 
The search strategy is still n-search algorithm.  

3   Implementation of Key Technology in CSDE System 

3.1   Algorithm of Keywords Extraction   

The keywords extraction algorithm is the most important component of CDSE 
because the accuracy of the extraction affects the succedent retrieval performance. 
This algorithm mainly extracts keywords from a single paper. It begins with high 
frequent words, then finds the associated words or phrases forward and backward 
respectively, and constitutes a group of keywords. Many former researchers used to 
extract keywords from the whole document, but in this paper, the head of paper 
(including title abstract key words) rather than whole document is used to extract 
keywords. 

Algorithm description: 
Input: the head of a single paper; Output: the keywords set named keyphraseset; 
(1) Filter the head information using stoplist;  
(2) Calculate the frequencies of the rest words, then rank them in descent , put the 

top n words into the set wordset 
(3) Initialize keyphraseset=NUL,number=1,maxwordnum=m, where m is the 

maximum number of words in each phrase; 
(4) Take out the first element of wordset, word=first(wordset); 
(5) Take the word as center, select the words number forward and backword to it 

respectively and place into the temphrase set; 
(6) Take out the next element of wordset, while the element is not NULL, jump ; 
(7) Adjust the value of n, n=n-number; 
(8) Calculate the frequencies of each element in temphrase, then rank them in 

descent , put the top n words into the wordset and keyphraseset set respectively; 
(9) Adjust the value of number, number=number+1,while number is less than 

maxwordnum, jump . 
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3.2   Calculating Relevant Weights for Keywords of Each Class  

The relevant weight of keywords means the similarity between the class and the 
keywords. The larger weight is, higher the similarity and larger the contribution to the 
class. Generally, the weight calculation should consider two factors [6], local weight L(i,j) 
and global weight C(i). The two factors indicate the importance of the ith phrase in the jth 
class document and the whole collection respectively. L(i,j) is the sum of  the frequency  
of the jth keyword in the ith class, while C(i) take inverse document frequency. 

3.3   N-Search Algorithm  

Terms appearing in different locations of a paper may have different significance in 
identifying the document. For example, the terms that appear in the title, header, or 
are emphasized in the text are more important for retrieval than the rest of the terms 
[7,8,9]. Filippo Menczer [10] reported that citation from document A to B implies that 
the author of document A thinks document B contains relevant information. Based on 
them, n_search algorithm firstly matches between the query and the extracted paper 
title of references, if match successfully, the linked paper is regarded as relevance, 
(that is to say, the weight is set max value) and the weight of source paper is 
calculated. Otherwise, the part of paper(such as title abstract introduction and so 
on)is scanned and the weight is also calculated. 

Therefore, two cases in the weight computation are considered. In the first case, If 
matches successfully between the query and the paper title of the references, the 
method of weight computation adopts the formulas mentioned in the [8], which 
proposed the algorithm based on the N-level vector model and thought the whole 
document could be partitioned into N level text paragraphs. So, the weight of source 
paper can be calculated successfully because the paper title of references is also one 
of the unattached text paragraphs. The computation equation is as followings, 

ik ik iW tf L= .  (1) 

Where Wik is the importance of the kth term in ith reference (Ri), Li is the length of Ri 
and tfik is the frequency of the term tk in the Ri. So, a piece of matched reference 
weight(Wj) is the sum of the Wik (k=1,2,…,m),where m indicates the number of the 
different terms in query. The weight of paper is the total of the matched reference 
weight. 

In the other case, if fail to match between the query and the paper title of the 
references, the system scan three parts of the paper-- title abstract and introduction. 
Combined the above equations , the similarity between the query and ith text 

paragraph (
iS ) is calculated by the following equation: 
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The weight of paper is calculated by following formula. 
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4   Performance Analysis of the Algorithms 

In this paper, several algorithms are simulated. Table1 is the experimental results of 
keywords extraction algorithm. The experiment compares the keywords accuracy 
under the different parameter values according to the size of paper and actual practice. 
It is shown that the precision can be got best when m=3, n=8. So m=3, n=8 are used 
in the succedent experiments. 

Table 1. Keywords accuracy 

n=12 
m=2 

n=12 
m=3 

n=10 
m=2 

n=10 
m=3 

n=8 
m=2 

n=8 
m=3 

0.756 0.734 0.764 0.760 0.780 0.828 

Table2 shows the results of the n-search algorithm. From the results, it can be 
shown that the search time can be reduced while the precision improved if the class is 
judged correctly. Classification is probably the most important contribution to the 
improvement, which reduces the retrieval scope and avoids retrieving in the whole 
collection. At the same time, collection classification can get the topic related 
documents into together, which seems to take a pre-filtering to the whole collection 
firstly in some degree and makes the retrieval relative to query scope. Furthermore, 
the adoption of keywords extraction avoids low precision in traditional search engine. 
In traditional search engine, the paper that only contains the query term is thought to 
possible relevant to the query, but the same term has many different meanings in 
different context, which lead many irrelevant papers to be returned. 

Table 2. n-search algorithm results 

Items 
Correct 
judgment 

Incorrect 
judgment 

Number of test papers 80 800 
Search time 1.425s 18.32s 
Number of relevant papers in results 36 40 
Precision 0.62 0.45 

Three measures -- precision, recall and speed are widely used in IR performance. 
Precision is defined as the ratio of relevant documents to the number of retrieved 
documents, recall is the proportion of relevant documents retrieved, and speed is the 
response time measure from system to users. The three measures interplay each other. 
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Although these measures can correctly reflect the retrieval performance most of time, 
it performs not well under some special circumstances. For example, some relevant 
documents are retrieved, but rank in the list far away from the top. Users usually only 
browse the results of initial several pages because they always think the documents are 
ranked by their probability of being relevant. Therefore, the document may not be 
browsed in spite of relevance. In this paper, a new performance evaluation methodology 
named error ratio for the ranking results is introduced which is specified by:     

total

erank

realrankerank

errotio i

total

i
ii

exp

exp
1=

−

=  .

   (4) 

Where experanki is the expected ranking of the ith document, realranki is the actual 
ranking in results, and total is the total number of documents returned. The smaller 
error ratio is, more front the relevant document and well system performance. 

Table 3. Error ratio 

Algorithms Error ratio 
N-search 0.18 
TF*IDF 0.32 

In table 3, it is also shown that the error ratio in n-search algorithm is much smaller 
than in the traditional method – TF*IDF. The main reason is that citation relationship 
between papers is considered and the keywords extraction is performed. The paper 
title of reference hints the key content of linked document, and the keywords 
extraction guarantees the maximum similarity value to those relevant documents 
firstly, which lead the relevant papers all to be ranked in the top list. 

5   Conclusions and Future Work 

In this paper, we proposed a model for a domain-based intelligent search engine and 
introduced the system architecture and design idea. At the same time, the function of 
three agents and relative algorithms were mentioned and discussed. Through the 
experiments, we found that the system solved the existing problems of tradition 
search engine in low precision and some relevant documents behind search form. 

We plan to study question answering. We believe that the QA can obtain better 
performance by the deep combination between the information retrieval and 
information extraction.  
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 A PDA Based Personalized 3D Facial Expression System 
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Abstract. In this paper, we propose a novel method to create a personalized 3D 
face in PDA devices from two orthogonal images of users. The approach is use-
ful for making a personalized 3D face keeping identical features of the face and 
efficient. The basic idea is to transform a canonical Korean male face to indi-
vidualized ones standing for genuine features of the face by linear transforming 
filters in the PDA device. Moreover 6 universal facial expressions are simply 
created just by transformation of the contract values of 18 muscles in a PDA 
mobile device. Each expression is analyzed with respect to displacement of the 
feature points from those of the neutral face. Experimental results convey the 
proposed scheme is quite reliable and efficient with respect to similarity be-
tween pictures and the generated 3D face and running time. 

1   Introduction 

Creating a 3D virtual human face has increasingly attracted in computer graphics 
society and research fields because it can represent themselves in digital contents. In 
addition, facial expression has been an interesting topic among researchers. By the 
fact that lots of application areas exist, the popularity becomes getting higher and 
higher in the areas of game industry, medicine, avatars and even in mobile devices. 

Even though the face is a relatively small part of human-beings, the essence of the 
face however acts a key role in explicit distinction between human-beings as well as a 
way of communication. Accordingly it is considerably important to create a 3D face 
and generate expressions keeping characteristics of anatomical approaches of the 
facial expressions [1-5]. 

Modeling a human face is the first step to create virtual human face. Several key 
aspects such as determining geometric descriptions and animation capabilities repre-
senting facial expressions should be keeping in modeling procedures. Even though 
most faces have almost same configuration and feature set, clearly considerable varia-
tion between individual faces or different ethnics, enabling us to recognize individual 
faces. Moreover mobile devices are familiar and pervasive in Ubiquitos environment 
providing us with various conveniences.   

Thus our approach begins with bringing the 3D canonical face of Korean Young 
male [14] to the PDA device followed by making the personalized 3D virtual face 
from two orthogonal pictures obtained by a PDA camera in real time. The system 
presented here is also useful for representing 6 universal facial expressions simply by 
parameter passing activating 18 muscle vectors. Very few researches relating to  
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making 3D face in mobile devices have not been founded so far. It might not exist at 
all in commercial fields.   

Similar systems making 3D faces have tradeoffs in cost, accuracy, speed and ex-
pertise knowledge. Most of them concern precision and accuracy, which result in the 
intensive needs for high cost, expertise knowledge and a special environment setting 
in using them. Thus, those systems have limitations when compared practically to a 
commercial product such as mobile devices for the input of data for 3D face recon-
struction and animation.  

In this paper, we have developed the system enabling an easy cloning of the per-
sonalized Korean male person.  

2   Personalized 3D Face in Mobile 

Now some distance-related functions called linear transforming filter between two 
orthogonal pictures taken from PDA camera should be defined to compute newly 
generated 3D vertices. From front and side view of the pictures users are asked to 
locate key feature points on to the positions as shown in Fig. 1. (a) and (b). The posi-
tioning is very simple and useful since feature points can be adjusted simply by mov-
ing rubber band appearing in Fig. 1. (a) and (b). This enables to obtain distance pa-
rameters and shape of the face. The coordinates of newly moved positions obtained 
PDA screen make it possible to calculate newly created vertices suitable for facial 
configuration of the user by linear transforming filters. The linear transforming filter 
is defined by distance ratio parameters between pictures in Fig. 1. (a) and (b) and 
canonical 3D face as shown in Fig. 1 (c) and (d).  

Let pi  be a point in an input image corresponding to vertex pi in the canonical 
model. And let qi be th vertex for the personalized face model. Now we derive two 
linear transforming filters ψs and ψp ψs is the filter for drawing 3D shape of input 
pictures whereas ψp computing vertices of the personalized face mesh for input pic-
tures by converting vertex pi of the canonical model into vertex qi for the new face 
mesh model.  Let qi be a vertex in a new face model. We define vector li consisting 
of pi and pj  in an input image as shown Fig. 1. (a). The Eq. (1) computes the shape 
of the personalized 3D face and Eq. (2) calculates x vertex with transforming parame-
ters αand β respectively. 
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(a)  whereas wj and H are similar in Fig. 1 (c).  
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(a) Frontal image with 30 control points im-
plemented by the rubber band for linear trans-
forming filter                              

(b) Side image with 3 control points 

(c) Front view of Canonical Face  (d) Side view of canonical Face  

Fig. 1.  Linear transforming filter for creating a personalized 3D virtual face 
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Every vertex should be accurately transformed by Eq. (2). Y and z coordinates are 
easily acquired in the same manner.  

Where 
j

j

lW

Wl

'

'=β  , W′ and lj′ are in input pictures shown in Fig. 1. (a). W and lj ap-

pear in our canonical face shown in Fig. 1. (c). Finally reconstruction of newly cre-
ated vertices draws an adaptive 3D personalized face as shown in Fig. 2. (a) and (b). 

(e) Front view of 3D virtual 
Face for input image Fig. 1. 
(a) defined by ψp

(f) Side view of 3D virtual 
Face for input image Fig.3. 
(b)

(g) 3D mesh with muscle 
vectors 

Fig. 2.  Personalized 3D Virtual Face Creation in PDA 

3   Facial Expressions in PDA Devices 

Muscle-based facial expressions have been adapted here in order to create 6 universal 
facial expressions because the proposed system is implemented in PDA in real time. 

When muscle contraction occurs in adjacent vertices attempt to draw together. The 
facial movement involves drawing the skin attached to the point of skeletal surface. 
Muscle movement is thought of as the displacement of surface nodes to transformed 
locations as well as direction and magnitude in three dimensions [7]. Muscle-based 
method makes sure that the system generates facial expressions easily and efficiently 
just by transforming contraction values as shown in Fig. 3. Table 1 shows various 
contraction values of 18 muscles corresponding to facial expressions appeared in  
Fig 4. The following equations Eq. (3) and (4) compute transformed vertices with 
angles, contraction values. In Fig. 3. (a) shows 18 muscle vectors and Fig. 3. (b) illus-
trates principles to calculate the movement of vertex  q′ based on angle a2 and defined 
vectors (p1, p2) and (p1, q) associating with influence area α and β as well.  
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(a) Muscle vectors 
(b) Muscle zones and movement parameters 

 (c) Angle : 45, contrac-
tion : +8 

 (d) Angle : 45, contrac-
tion : +10 

 (e) Angle : 45, contrac-
tion : -8 

(f) Angle : 60, contraction : 
+8

 (g) Angle : 60, contrac-
tion : +10 

 (h) Angle : 60, contrac-
tion : +10 

Fig. 3. Muscle vectors associating with various angles and contractions 
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Table 1. Contract valeus of 18 muscle vectors for Fig. 3

Expression Contract values of 18 muscles  
Happiness 3, 3, -5, -5, -1, -1, 2, 2, 0, 0, 4, 4, ,0, 0, 0, 0, 0, 0 
Anger 5, 5, 4, 4, 0, 0, 1, 1, 0, 0, 6, 6, 10, 10, 20, 20, 5, 5 
Surprised 8, 8, ,2 2, 0, 0, 0, 0, 0, 0, 0, 0, -3, -3, 13, 13, 0, 0 
Sadness 3, 3, 7, 7, -2, -2, -2, -2, -0.5, -0.5, 1, 1, 0.5, 0.5, 10, 

10, 1, 1 
Fear 8, 8, 6, 6, 0, 0, 0, 0, 0, 0, 3, 3, -5, -5, 7, 7, 1, 1  

Disgust -3, -4, 1, 4, -3, -3, -3, -3, -1, -1, 8, 3, 0, 0, 1, 1, -3, -3  

(a) Happiness (b) Anger (c) Surprised 

(d) Sadness (e) Fear (f) Disgust 

Fig. 4.  18 muscle-based 6 universal facial expressions for input image (a) in Fig. 1 
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4   Conclusion 

The work presented here is to create a personalized 3D virtual face from two orthogo-
nal pictures taken from PDA camera. Very few researches have been performed in the 
area of PDA based personalized 3D virtual face and facial expressions. At first users 
interact with pictures by adjusting feature points using rubber band. Then distance-
related function should be applied to compute newly generated vertices for the per-
sonalized 3D face in real time. Moreover the system provides 6 universal facial ex-
pressions such as happiness, anger, surprised, fear, disgusted, and sadness as well. 
The process of making facial expressions should be efficient and easy because it is 
developed by muscle-based scheme. The system has been implemented and experi-
mented in PDA device and worked in real time keeping efficient and satisfactory 
results. 
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Abstract. In this paper, a skew free Korean character recognition system is de-
veloped for PDA devices. There is no doubt text information existing on our 
real life conveys meaningful messages. It is obviously necessary to capture text 
images in any place and time in pervasive computing in order to recognize and 
keep text information in digital forms. In this background, a new mobile-based 
Korean character recognition system is designed and implemented which is ca-
pable of capturing text images and recognizing Korean characters under PDA 
devices. The algorithm begins with taking images from PDA client followed by 
skew correction and normalization of character blocks for matching. Experi-
mental results show the proposed scheme is quite novel and efficient. 

1   Introduction 

There is no doubt text information existing on our real life conveys meaningful mes-
sages. It is obviously necessary to capture text images in any place and time in perva-
sive computing in order to recognize and keep text information in digital forms. In 
addition recently the number of applications and contents on mobile devices has been 
highly increasing in our daily life providing plenty of convenience as well as the 
changes of the ways we live [1-3]. Unfortunately very few researches in this issue 
have been detected to solve Korean character recognition on mobile devices. Thus our 
approach begins with purifying pre-processing of the text images meaning that we 
need to reduce running time due to shortcoming of mobile environment. Once captur-
ing images completed in PDA client, PDA client connects to PC server operating 
main procedures such as skew correction, scaling input image to DB size image, fol-
lowed by character blocking images. Normalization of character block images is re-
quired for matching. In particular cutting space of character block images is useful for 
making high accuracy in matching. 

2   Methodology 

The proposed system can be roughly classified into two groups such as the PC Server 
bound by the dotted rectangle and the PDA Client located in two sides with respect to 
devices of the use as shown in Fig. 1.
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The PDA Client starts to capture input images with an embedded camera in PDA 
devices showing on the screen. Users are required to mark 4 corner points in order to 
acquire the area of the text image for OCR.  

Fig. 1. System Overview

On denoting 4 corner points, the PDA Client sends them to the PC server via way 
of TCP/IP since OCR is more efficiently performed in the PC Server facilitating fast 
computation than the PDA Client. Skew correction is obtained by simple bilinear 
transformations followed by making a binary image that needs to be scaled for the 
character size of DB.  

The system labels on the character blocks after projections performed in two or-
thogonal ways. Once knowing each character block, the algorithm gets rid of the 
space of the character block for matching process. Linear transformation is required to 
adjust the character block to the one in DB followed by thinning and matching. At last 
it sends recognized characters to the PDA Client.  

2.1   Capturing Images 

At first we have trouble in capturing high quality of the image using mobile cameras 
than common digital camera. In addition some limitations of focusing lens have been 
detected in mobile devices unable to adjust focal distance so that it has difficulty in 
acquiring clear text images. Very few of them provide automatic focal lens enabling 
us to capture more apparent than nonuse of them as shown in Fig. 2 (a) and (b). In 
addition, various lighting conditions definitely affect the quality of images as shown 
in Fig. 2. (c), (d), (e), and (f). 
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Fig. 2.  Images captured in various conditions 

At last we reach the best way to capture high quality image. At first we recommend 
that users take images without flash provided environment light conditions are good 
enough. The algorithm is more effective on Fig. 2. (e) than (f) due to hardness of 
making a binary image shown in (d). The adaptive threshold has been applied to ob-
tain a binary image.  Furthermore users are demanded to locate text contents not af-
fective by shadow as well as skew.   

2.2   Skew Correction 

Once obtaining 4 corner positions on the PDA screen, the text image along with 4 
corner points is transferred to PC Server via way of TCP/IP provided by wireless 
LAN card as shown in Fig. 1. In the approach it is useful for users to select the text 
area marked by 4 corner points needed to be recognized implying reducing computa-
tions. Bilinear transformation is applied to rectify skew. Basically it solves coordinate 
correspondence between the input text image f(s, t) on the left and the transformed 
image f’(x, y) on the right shown in Fig. 3. The position P in image f(s, t) on PDA 
client is corresponding to P’ in f’(x, y) on PC server using the Eq. (1)-(4) [4]. 

xttttyssss Δ−+=Δ−+= )(,)( 031203012301 . (1)

xssssxssss Δ−+=Δ−+= )(,)( 3232301001 . (2)

yttttytttt Δ−+=Δ−+= )(,)( 1211203003 . (3)

0 0

1 0 3 0

,
x x y y

x y
x x y y

− −Δ = Δ =
− −

. (4)
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Fig. 3. Skew correction 

Then a skew free image needs to be a binary image using adaptive threshold ena-
bling users to select the high quality of binary images. 

2.3   Character Blocking  

A skew free image obtained in the previous section needs to be somewhat normalized 
form of images in order to perform matching character images to the ones in DB. The 
size of input character image is definitely different from the ones in DB whose size is 
9 points equivalent to 25 by 25 pixels as shown on the right side denoted by dotted 
circle in Fig. 4. (b). Thus the prior thing we should do is to separate each row from the 
text image so that we are capable of knowing scaling constants. Two orthogonal pro-
jections are applied to the text images to obtain scaling constants such as h’/h and 
w’/w as shown in Fig. 4. (a). Scaling transformation works as the Eq. (5) meaning that 
the position P in the first row in Fig. 4. (a) maps into P’ in the second row.  
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Finally, character blocks shown in Fig. 4. (c). are registered for next processing ac-
companying with labels. However we have still problems to overcome since each 
character is written in slightly different space even in a same character shown in  
Fig. 5. (a). Thus we have to remove extra space of all character blocks including DB 
shown in Fig. 5. (b) followed by thinning on that character block image shown in  
Fig. 5. (c).  
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(a) 

(b)  

 
(c) 

Fig. 4. Scaling transformation and character blocking 

(a) 25*25 pixel character 
image 

 (b) 21*21 pixel image 
after cutting space 

(c) 21*21 pixel image after 
thinning 

Fig. 5.  Progress of character blocks for matching

2.4   Fast Matching 

The most important thing for matching in the proposed system is to reduce running 
time due to shortcoming of resources and ubiquitous environment of PDA devices. 
The system basically works in PC desktop server and PDA client which should keep 
efficiency with respect to running time. Thus robust and fast matching algorithm is a 
necessity. The aim of matching is to minimize computations by supporting the quality 
of pre-processing image. The system uses difference between the character block of 
thinning images and the ones in DB. The sum of rest dust implies decision factors as 
shown in Fig. 6. (b). Korean characters consist of combinations of each component. 
Building our DB is based on ‘Korean Information base’ implemented by KAIST 
providing 520 characters as shown in Fig. 6. Thinning has been performed into input 
character blocks whereas character blocks in DB do not.  
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(a) Characters in DB  

 
(b) Matching  

Fig. 6.  Character DB and Matching 

3   Experimental Results  

The system has been implemented under the various resources such as Visual Studio 
.Net 2003, .Net Compact Framework, HP iPAQ 2210, HP FA-185 mobile camera, 
socket SDIO wireless LAN and PC Pentium 4. The algorithms running on PC server, 
 

(a) PC server interface with 
progress bar on the bottom 

(b) PDA client interface 
conveying IP of PC server 

(c) Image captured sur-
rounded by 4 corner points 

(d) Adaptive binarization 
along with plentiful menus 
on the bottom 

(e) Run OCR (f) Matching completed

Fig. 7.   System procedures 
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(a) (b) (c)

(d) (e) (f)

Fig. 8. Experimental Results 

PDA client including TCP/IP connections provided by TcpListener and TcpClient are 
developed using .Net FrameWork C#. User interfaces both PC server and PDA client 
appear in Fig. 7.  

Finally, character blocks shown in Fig. 4. (c). are registered for next processing ac-
companying with labels. However we have still problems to overcome since each 
character is written in slightly different space even in a same character shown in  
Fig. 5. (a). Thus we have to remove extra space of all character blocks including DB 
shown in Fig. 5. (b) followed by thinning on that character block image shown in  
Fig. 5. (c). The work flow begins with capturing text images from HP iPAQ 2210 
attached by HP FA-185 mobile camera. The text image area surrounded by 4 corner 
points shown in Fig. 7. (c) on the PDA client is selected to send that image and those 
points to PC server. In the procedure users should be cautious about marking accurate 
corner points along with alignment. Once PDA is connected to PC server shown in 
Fig. 7. (a) and (b) users choose Run OCR menu shown in Fig. 7. (e). Fig. 7. (f) shows 
matching completed.  

Experimental results shown in Fig. 8. (a), (b) and (c) displays input text images 
surrounded by 4 corner points. Completed results appear in PDA client shown in Fig. 
8 (d), (e) and (f) along with recognized characters bound by rectangles.  



 A Skew Free Korean Character Recognition System for PDA Devices 483 

4   Conclusion

The work presented here is to develop the Korean OCR system in Mobile devices. 
Very few researches have been conducted in the area of PDA based OCR. Thus we 
have constructed a new mobile-based Korean character recognition system capable of 
capturing text images and recognizing Korean characters under PDA devices. We 
have provided experimental results showing the proposed scheme is quite novel and 
efficient. 
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Abstract. Our paper proposes an agent-based automated negotiation model. 
The agents can perform an integrative negotiation with multi-issue in a one-to-
many way. The negotiation protocol follows the offer-counteroffer principal, 
and an adapted mechanism of offer generation strategy. With the utility theory, 
agent could evaluate the offers and determine the following actions. In order to 
yield a top-quality deal and shorten the negotiation period, agents propose 
multiple offers, which consist of a particular combination of issue values and 
have the identical utility with the given utility. The experiment shows that the 
model ensures the participants could reach a mutually beneficial agreement in a 
short time. 

1   Introduction 

Negotiation means two or more parties bargain with one another in order to reach 
mutually beneficial agreements on price or other transaction terms. In the research 
realm of agent-mediated electronic commerce, agent-based negotiation system has 
shown its attractiveness in recent years because the flexible characteristics of agent - 
autonomous, reactive, and proactive [1] radically change the style of the traditional 
electronic commerce. In agent-based negotiation systems, software agents, under 
consideration of multiple issues, automatically prepare offers for and evaluate offers 
on behalf of the parties they represent with the aim of obtaining the maximum benefit 
for their users. 

From the agent-based negotiation perspective, many approaches have been 
proposed. Bartolini [2] proposed a rule-based framework for enforcing specific 
negotiations. Luo [3] developed a fuzzy constraint-based framework for multi-issue 
negotiations in competitive trading environments.  

This study proposes an agent-based one-to-many parallel negotiation system, 
which uses software agents to facilitate the multi-issue negotiation. In order to shorten 
the negotiation period and improve the negotiation efficiency, agents generate 
multiple offers in each round. With this mechanism, agents could try to make utmost 
possible effect for meeting opponents’ desire. The rest of the paper is structured as 
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follows. In section 2, we represent the negotiation Model. Section 3 shows the 
implementation and experiments results. Section 4 concludes our work. 

2   Negotiation Model 

In the proposed architecture, we define set { , }A a b=  be a pair of negotiating agents. 

More specifically, an agent member a ( a A∈ ) has issue set J ( {1,..., }J n= ) under 

negotiation in a given encounter. For each issue j ( j J∈ ), each agent a has a lower 

and an upper reservation value, a
jmin  and a

jmax  respectively, resulting a domain for 

each particular issue: [ , ]a a a
j j jD min max= . A offer (proposal) from agent b to agent a 

in the rth negotiation round is defined as ,r
b ap pName S→ =< > , where pName denotes 

product name; S denotes the issue set, each element in the set is a name-value pair: 

1 1 2 2 3 3 s s( , ), ( , ), ( , ),...,( , )S issue value issue value issue value issue value=< > . 

In addition here, jp  designate the jth issue and [ ]b ap j→  is the value of the jth 

issue in the set of S. 

2.1   Offer Evaluation 

Evaluation of received offers in negotiation systems is very important since it is the 
basis of determining the following actions for agents. We adopted Multi-Attribute 
Utility Theory (MAUT) [4] to evaluate offer. MAUT is a tool for making decisions 
involving multiple objectives based on preference analysis. According to MAUT, 
evaluation of an offer b ap −> involves summing the valuation of each issue in the 

negotiation subject. The evaluation function of agent a over an issue j is given by a
jV  

where : [0,1]a
j jV D → . A weight a

jw  is associated by agent a to issue j where the sum 

of weights of issues is 1. Thus, the utility of agent a over an offer p, consisting of a set 
of values for all issues, can be defined as:  

1

( ) ( ).a a a
j j j

j n

U p w V p
≤ ≤

=  (1) 

The evaluation function over the issues as required by equation 2, is given by the 
distance to the worst bid acceptable to this agent, relative to its range of acceptable 
values: 

( [ ],min )
    ,   if increasing

(max ,min )
( )

(max , [ ])
    ,   if decreasing

(max ,min )

a
b a j

a a
j ja

j j a
j b a

a a
j j

distance p j

distance
V p

distance p j

distance

→

→

=  

 

(2) 

where increasing and decreasing refer to the direction of change in score with 
increasing value of the issue. If the issue’s value is not in a

jD , the issue’s utility is 0. 
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If the negotiation offer contains an un-negotiable issue, the utility of this issue is −∞  . 
Consequently the offer’s utility is −∞ , and agent will send a REFUSE message to its 
opponent. The utility of a valid offer is on the interval [0, 1]. The offer is good if the 
utility value is close to 1. Conversely, if the utility value is close to 0, the offer is bad. 

2.2   Offer Acceptability Criteria 

During the negotiation process, a Buyer Agent (BA) on behalf of a buyer, and a 
number of Seller Agents (SAs) on behalf of available sellers, compare received offers 
with its expectation and tend towards coming to a mutually beneficial agreement over 
multiple issues. In each round, both sides propose offers in alternate. Each agent 
reserves a utility threshold T that represents how keen the agent expects to get 
received offers. If the received offers’ utilities are greater than its expectation, this 
offer is acceptable. Otherwise, agent will concede to decrease its threshold T 
according to an adjustment parameter Δ  ( 1  -  r rT T −= Δ ) and generate multiple 
offers with the new threshold, and in this manner, the process continues until an agent 
gets an offer whose utility is greater than or equal to its T.  

In any negotiation round, each agent may get multiple offers from its opponent(s). 
Let S be the received offers set and p ( p S∈ ) be one offer and 'p  be any other offers 

from the relative complement of {p} in S. Accordingly, the acceptability criteria of 
agent a over p can be described as follows: 

'

( )

( ) ( )

a

a a

U p T

U p U p

≥
≥

 
(3) 

'where  and { }p S p S p∈ ∈ −  

2.3   Offer Generation 

The basic negotiation of exchanging a single offer in each round is time-consuming 
and laborious, especially if both sides are unwilling to concede. The unwillingness to 
make compromises might result from the fact that the negotiation just does not tend 
towards the desired direction. This could cause the both sides block the progress of 
the negotiation, although a compromise would be possible, the utility of the final deal 
may be much lower. In order to reduce the number of negotiation round and possibly 
avoid such a deadlock situation, we adopt “multiple offers per round” instead of “one 
offer per round”. The idea is that the generated offers have the same utility while they 
consist of a particular combination of issue values. Submitting several offers per 
round could speed up the negotiation process, because the offers with various 
combinations of issue values provide a wider selection to choose from and thus 
increase the possibility of the opponent gets a desired offer. The offer generation 
involves search for offers satisfying following constraints: 

[ ]

( )

a a
j j

a

min p j max

U p T

≤ ≤

=
 

(4) 
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2.4   Negotiation Protocol 

Negotiation protocol determines the flow of messages between the negotiating parties.
 It is public and open to all parties. The negotiation protocol for this model is given as 
the state sequence of agents in Figure 1. 

Buyer St11ate
1 2 3 4

R
eceive R

EFU
SE

Receive OFFERs

5

Generate offers Receive DEAL

Send CONFIRM
to sender;

*Send FINISH
to others

E
va

lu
a

te

6

N
o intersection.

D
ecrease U

tility

Intersect
the threshold 7

Send DEAL
to sender;

*Send FINISH
to others

9

Offer's utilit
y<0

8 Send REFUSE

to sender
S

eller

Stop negotiation

with the sender

Send offers
and wait reply

No available offer(reach border)

No more opponents

 

Fig. 1. Protocol shown as the state sequence of agent (*: the individual activity of BA) 

Table 1. The issues’ weight of each participant 

Participant Price Delivery Warranty 
Buyer 0.5 0.2 0.3 
Seller 1 0.3 0.2 0.5 
Seller 2 0.3 0.4 0.3 
Seller 3 0.4 0.3 0.3 
Seller 4 0.4 0.2 0.4 

 
The experimentation finished in 5 rounds, BA made a deal with SA2 ultimately, 

and the deal offer is [price: 10300.00, delivery: 12, warranty: 18]. With respect to this 
offer, BA has utility 0.65, while SA2 has utility 0.52. In Figure 2, (a), (b), (c), and (d) 
illustrates the detailed negotiation process between BA and SA1, SA2, SA3, and SA4 
respectively. From the first round to the fourth round, both sides conceded but still 
cannot reach an agreement. In the fifth round, BA compromised the threshold to 0.65, 
a set of offers were generated and sent to four SAs. Meanwhile, SA2’s threshold was 
0.50, there existed a BA’s offer having a higher utility with 0.52. Finally, SA2 made a 
deal with BA. The negotiation process ended successfully with an agreement.  

3   Implementation and Evaluation 

We have implemented a prototype system using IBM Aglet Software with JDK1.4.2. 
Three kinds of agents had been developed for the solution of negotiation problems: 
BA to interact with sellers and initiate the negotiation, SA to act on behalf of seller, 
Negotiation Engine Agent (NEA) provides the functionality of evaluating offers and 
generating offers for both BA and SA. We have analyzed the negotiation data of 
purchasing a computer server, the issues are price (dollar), delivery day (day), and 
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warranty (month). Without loosing the generality in the experiment, we assumed each 
participant shares the same value range for each issue. Issue price has a minimum 
value 10000 and maximum value 15000, issue delivery day’s value domain is within 
{1, 2, 3, …, 12}, issue warranty’s value domain is {6, 12, 18, 24}. We deployed a BA 
on behalf of a buyer and four SAs on behalf on sellers. Each agent has a different 
preference, which is given in Table 1. Each participant’s adjustment value ( Δ ) is 
assigned to 0.05. 

Since the adjustment parameter determines the step of threshold changed in two 
continuous rounds, and if it is too small, the generated offers will not have much 
difference from the offers in previous round. Therefore these offers are unlikely to be 
accepted by opponent(s). However since it changes the offers gently, it can assist user 
to get better negotiation results. It will also extend the negotiation round. Figure 3 
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(c) BA Vs SA3 
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Fig. 2. The negotiation process - split into four individual conversations 
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illustrates the relation between the adjustment and the final deal’s utility from buyer 
perspective while four SAs’ adjustment are kept constant (0.05). Figure 4 shows the 
relation between the adjustment and the negotiation round while four SAs’ adjustment 
values are kept constant (0.05). The results showed that this model is flexible and 
sensitive to users’ preferences. 

4   Conclusion 

We have proposed an agent-based negotiation system. Automated software agents 
deal with a negotiation in a one-to-many way. The agent can perform complex 
negotiations over multiple issues. The system ensures the agents on behalf on 
different users could reach a mutually beneficial agreement. The system effectiveness 
has been evaluated with a prototype system for a real world simulation. 
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Abstract. In this paper, a multimedia-based decision making model is proposed 
integrating extended attributed relational graph (eARG) and structured model-
ing (SM). The proposed methodology manages multimedia information with 
the use of an extended attributed relational graph. SM technique is adopted to 
graphically integrate the multimedia information with decision models and 
hence to support ‘pervasive and seamless decision on demand’: making deci-
sion at the time of gazing multimedia objects as if all data and models for deci-
sion support are closely at hand.  

1   Introduction 

Multimedia information has been extensively applied to the disciplines of design and 
development, resulting in group DSS and organizational DSS with multimedia sup-
port [1]. In the majority of past research, the application of multimedia technologies 
on DSS has focused on individual models of media presentation in DSS, such as voice 
[2], video conferencing [3], and graphics models [4]. However, little attention has 
been paid to the integrated model of multimedia information and decision technology 
although the integrated multimedia presentations are widely used in organizations and 
decision makers find them useful in decision-making processes.  

Moreover, if multimedia information, domain knowledge, decision models and cli-
ents are distributed in network-based collaboration, then an integrative view to con-
jointly use the resources in a seamless and automated manner is highly necessary. As 
past research in DSS seldom addresses the integration of multimedia information with 
decision-making models, efficient and seamless ways of managing multimedia infor-
mation in decision-making processes has been a missing piece in this research para-
digm. Hence, this paper aims to integrate the decision-making processes with ad hoc 
multimedia information for collaborative virtual product design. The proposed meth-
odology manages multimedia information with the use of an extended attributed rela-
tional graph. The eARG is introduced to represent product image data and product-
related data in a seamless way because the conventional ARG [5] can only represent 
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images along with corresponding graphical information. SM technique is adopted to 
graphically integrate the multimedia information with decision models and hence to 
support ‘pervasive and seamless decision on demand’: making decision at the time of 
gazing multimedia objects as if all data and models for decision support are closely at 
hand.  

2   Decision Support with Multimedia Data 

2.1   Extended Attributed Relational Graph (eARG) Construction 

In a conventional ARG like Fig. 1 images and graphical information are described 
through object properties and the relationship between the objects. The properties for 
a node can be size, orientation, and roundness. The relationships between two nodes 
can be represented by distance and relative position. The key processes to generate an 
ARG include object extraction and object relation. We use edge-based labeling 
method to segment each part.  
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Fig. 1. An example of ARG 

The conventional ARG has a critical drawback that inhibits direct use in decision 
support system because it cannot incorporate information about decision-making 
models that play a crucial role in decision-making. Hence, we propose an eARG in 
which decision-making models can be incorporated with specific multimedia informa-
tion. While binary attributes in ARG represent the relationships between two nodes in 
terms of visual features such as angle, adjacency or distance, these in eARG illustrate 
relationships in object levels such as compatibility between two objects. In order to 
express a procedure for generating an eARG by integrating a conventional ARG and 
object-relationship model, the following four steps have been proposed 

STEP 1: Decompose an object-relationship model O and an 
ARG A into basic elements O1,O2,……,ON(O) and A1,A2,……,AN(O), 
respectively, such that each basic element contains two 
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nodes and one arc. N(O) and N(A) indicate the number of 
basic elements generated from O and A, respectively.  
STEP 2:  Merge the two sets of basic elements into one 
set V={V1,V2,……,VN(O)+N(A)-N(R)}. 
STEP 3:  Remove identical elements from V. Set index i 
to 1. Compare (not end of V) Vi and Vj, determine 
whether or not they are identical (i.e., if two nodes 
and one arc are exactly the same as each other), remove 
Vi. Increase j by one. Modify V into V={V1,V2,……,VN(O)+N(A)-

N(R)}, where N(R) denotes the number of removed basic 
elements.  
STEP 4:  Perform an integration on V. Set indices i and 
k to 1. For all i, set index j to i+1. Compare (not end 
of V), whether the two elements, Vi and Vj contain only 
one node that is identical, attempt to generate a com-
pound element CV by attaching an arc to the other iden-
tical node. Note that k is the current number of com-
pound elements found. Then remove V and increase j. 

An eARG encompasses a unified representation scheme in which information 
about image and corresponding decision-making models are organized. ARG ob-
tained from an assembly image and an assembly relation model similar to the assem-
bly can be combined and a relevant eARG can be formed. Fig. 2 shows an example 
eARG for a beam assembly. 

2.2   Schema Transformation from eARG to SM  

A model schema of SM is primarily defined in terms of genera that organize a set of 
data elements that are based on definitional similarity. There are six types of data 
elements. The first is primitive entity (/pe/) that exists in nature. The second is com-
pound entity (/ce/) which references other entities that are already defined and there-
fore do not require a value. This is followed by attribute (/a/) that associates a certain  
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Fig. 2. eARG for a beam assembly 
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property and value with an entity or compound entity. The variable attribute (/va/) 
resembles decision variables in an optimization model. Function (/f/) allows its ele-
ments to have a value that depends on those of other functions or attributes. Finally, 
the test (/t/) is a function in which the value is fixed to binary values. In order to in-
corporate decision-making models with eARGs in a more effective way, the eARG 
schema and the SM schema must be integrated. 

The proposed mapping rules for converting an eARG into SM can be stated more 
formally as in the following steps. 

STEP 1. Convert all nodes of the eARG into primitive en-
tities (/pe/) of SM.  
STEP 2. Convert all properties in the objects into at-
tributes (/a/), variable attributes (/va/), functions 
(/f/), or tests (/t/) of the corresponding primitive en-
tities.  
STEP 2.1 If the property is identical to the name of a   
test, it is transformed into /t/.Else go to Step 2.2.  
STEP 2.2 If the property is identical to the name of a 
function, it is transformed into /f/.Else go to Step 3  
STEP 3. Convert all arcs of the eARG into compound enti-
ties (/ce/) of the primitive entities.  
Naming rule is: one primitive object + “*” + the other 
primitive object.  
STEP 4. Convert all properties in the arcs of the eARG 
into attributes (/a/) of the corresponding compound en-
tities.  

3   System Implementation 

In a collaborative design environment, assembly design and various aspects of deci-
sion knowledge need to be integrated remotely and seamlessly. This integration can 
provide designers information about the behavior/performance of an assembly design. 
In multimedia-based decision support system, a simulation model can be triggered 
during the initial assembly design stage in a concurrent manner. Properly capturing 
the assembly effects and implications will allow designers to make appropriate design 
decisions in the early stages of assembly design.  

 
(a) Model I - total deformation   (b) Model I - equivalent stress 

Fig. 3. Test result of joining effect simulation models 
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In our model, design decision information can be acquired remotely and transpar-
ently. For example, assembly design decision knowledge, including design complex-
ity, joining cost, and joining effects, can be integrated into the e-ARG. Table 1 shows 
design decision analysis results. Three components of decision analysis knowledge 
(i.e., design complexity knowledge, joining cost knowledge, and joining effect simu-
lation model) are employed. The design complexity model represents the complexity 
of the selected design and the joining cost model estimates the cost of the specified 
joining method. Also, two joining effect simulation models are employed. Joining 
effect simulation model I measures physical effects from joining, and joining effect 
simulation model II measures impact on the front bumper area. The maximum defor-
mation and maximum stress can be used to evaluate the structural performance of the 
design. Fig. 3 illustrates the simulation results (total deformation and equivalent 
stress) from the joining effect simulation models. To show the feasibility of the idea 
proposed in this paper, we are extending the application domains such as production 
scheduling and fault tolerant systems. 

Table 1. Design decision analysis results 
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4   Conclusion 

This paper has researched the possibility of an integration of multimedia data with 
decision-making knowledge in decision support system. To address this issue, we 
have introduced an eARG and integrated it into SM in order to transform multime-
dia data into objects. We conclude that the proposed multimedia-based decision 
support system can provide the following advantages: (1) Mathematical decision-
making knowledge can be systematically integrated with multimedia information, 
such as graphics and images.  (2) A variety of multimedia information can be stored 
and used for various decision analysis techniques.  (3) The decision quality can be 
enhanced with the use of various decision analysis tools.  We believe that the pro-
posed multimedia-based decision support system could be beneficial to many  
organizational decision-making processes. The benefits can be extended to mobile or 
ubiquitous commerce decision-making applications that usually experience limited 
workspace but require a large amount of information – ideally, multimedia  
information.  
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Abstract. The petroleum supply chain is an old problem with new challenges. 
Multi-agent system has recognized as an effective methodology for supply 
chain management. This paper conducts a systematic multi-agent methodology 
to China petroleum supply chain system, where multi-agent models are 
constructed, and the multi-agent system is simulated in Zeus agent platform. 
Particularly, the advantages of multi-agent modeling and simulation in supply 
chain management are addressed and demonstrated. 

1   Introduction 

Roughly speaking, computerization of enterprise systems has evolved over three 
levels, i.e., the basic level – automation of departmental business processes and 
workshop-wide processes in an enterprise, the middle level – automation of 
enterprise-wide business processes and workflows, and the high level – inter-
enterprise collaborations. Supply chain management (SCM) is one of such strategies 
through which individual enterprises form partnerships and achieve inter-enterprise 
collaboration. A supply chain comprises multiple enterprises to collaboratively 
provide customers with products or services. SCM is the management of relationship 
across the supply chain [1]. SCM evolves the inter-enterprise collaboration and 
enhances the adaptation of enterprises in the volatile environment. 

Multi-agent system (MAS) has been recognized as a promising technology for the 
automation of SCM in recent years. An agent is a physical or logical (semi-) 
autonomous entity, and MAS is an organic and systematic society comprising agents 
to provide functions [2]. Multi-agent supply chain management (MA-SCM) is a 
multi-agent paradigm for the computerization of SCM. A supply chain can naturally 
be viewed as a society of autonomous agents, and a SCM system can be viewed as 
MAS, where supply chain partners are represented by different agents which provide 
certain functions of the supply chain system [3, 4]. The distinctive characteristic is 
that the interaction between agents using an agent communication language enables 
supply chain partners to be able to negotiate and coordinate in an automated manner 
with each other more effectively in dynamic management of supply chain. 

MA-SCM has been applied in various industries, but so far there is not MAS that 
systematically addresses China petroleum supply chain management (CP-SCM). The 
aim of the paper is to conduct MAS methodology for the SCM in petroleum industry 
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MAS can be used as a natural and powerful tool to model SCM. Multi-agent model 
consists of a set of agents and a framework for simulating their decisions and 
interactions. The basic building blocks are the multiple agents modeling the partners 
in the supply chain [5, 6]. 

2   Multi-agent Modeling for China Petroleum Supply Chain 

China petroleum supply chain is characterized by long chain involving a large number 
of participating enterprises, geographically scattered business units, complicated 
technological interdependency, and the semi-monopolized market [7]. The distinctive 
characteristic of CP-SCM is the semi-monopolized market. For the special 
requirements, the CP-SCM system should be adaptable, open, and scalable in the 
competitive environment worldwide. 

CP-SCM system can be decomposed into six main subsystems, i.e., customer, 
products distribution, refining, transportation, exploration and exploitation, imported 
petroleum subsystem, and development of substitute. The customer subsystem is the 
terminal in petroleum supply chain and drives the other subsystems. The subsystems 
of CP-SCM system are represented by agents, respectively, as shown in Fig. 1. 
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Fig. 1. The multi-agent system of China petroleum supply chain 

Moreover, Because three petroleum corporations (CNPC, Sinopec and CNOOC) 
monopolize the petroleum supply businesses from exploration and exploitation, 
transportation, refining, to distributions, this MAS is further depicted by instantiation 
architecture, where the agents at lower level instantiates the attributes of the agents at 
the higher level. Customer Agent, Refining Agent, Distribution Agent, Exploration 
and Exploitation Agent, and Imported Petroleum Agent can have their instantiation 
architectures to carry out their tasks, respectively. The clusters of province agent, sale 
agent, refinery agent, oil field agent and import agent instantiate customer agent, 
distribution agent, refining agent, and exploration and exploitation agent, and 
imported petroleum agent, respectively. 

Usually, a supply chain is made of supply chain predecessors and successors [8]. 
There is consumer-supplier relationship between the predecessors and the successors 
in supply chain. The predecessor who is the final consumer in the supply chain is the 
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supply chain Head, while the successor who is the final supplier in the supply chain is 
the supply chain Tail. The partners between supply chain Head and supply chain Tail, 
who are either suppliers or consumers, are the supply chain Participants. In the MAS 
of CP-SCM, Customer Agent is the supply chain Head, Exploration and exploitation 
Agent and Imported Petroleum Agent are the supply chain Tails, and Distribution 
Agent, Refining Agent and Transportation Agent are the supply chain Participants, 
which play different roles, as shown in Fig. 2. The speech acts of interactions between 
the agents are summarized as follows. Speech Act No. 1 represents Call for proposal 
Published, No. 2 represents Consider Proposal, No. 3 represents Bid Formulated,  
No. 4 represents Bid Issued, No. 5 represents Bid Consider, No. 6 represents Bid 
Accepted/Rejected, No. 7 represents Produce, and No. 8 represents Deliver. 
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Fig. 2. Interactions between agents in China petroleum supply chain management 

3   Multi-agent Simulation for China Petroleum Supply Chain 
Management 

Multi-agent simulation is the execution of a multi-agent model. The MAS for CP-
SCM is simulated in Zeus 1.1 Platform, which was developed by British 
Telecommunications public limited company. Zeus is a dominant agent platform for 
SCM [8]. 

In the MAS for CP-SCM, Customer Agent is the kernel of the supply chain and 
drives the other participants in the supply chain. The realization of the MAS in Zeus 
includes the following steps, i.e., ontology creation, agent creation, utility agent 
configuration, task agent configuration, and code generation and agent 
implementation. These steps translate the specification into agent descriptions and 
further generate source code for the petroleum supply chain application. 

The implementation screenshots are shown in Fig. 3 and 4. Fig. 3 shows the 
relationship between agents, where the monopolization is represented by subordinate 
in a petroleum corporation. Fig. 4 shows the interactions between agents such as 
“subscribe”, “query-ref”, and “inform” etc. 
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Fig. 3. The screenshot of society of China petroleum supply chain management in Zeus 

 

Fig. 4. The screenshot of statistics of China petroleum supply chain management in Zeus 

4   Evaluations 

Multi-agent modeling and simulation have many advantages in SCM [5]. MAS can 
easily be set up on legacy information systems without particular disruption on their 
functioning. The natural ability of MAS to solve problems depends on the 
cooperation, which better reflects the behaviors of supply chain partners. Agents can 
be deployed as a real-time decision support software to its modeled supply chain 
partners. 
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Multi-agent modeling supports more comprehensive and flexible modeling 
capability. MAS is able to easily follow the strong evolvablity of the supply chain by 
adding or removing agents without the need of a complete reconstruction of the 
system since agents are autonomous entities. 

The ability to model complex systems is the significant improvement of multi-
agent simulation. Multi-agent simulation is a more natural way to capture behavior in 
system, particularly emergent ones. In multi-agent simulation there is a close match 
between the entities of the real world, the entities of the model, and the entities of the 
simulation software [9, 10]. Multi-agent simulation can handle both the micro-level 
and dispersive aspects of the system, as well as, the macro-level. 

Control theory (or system dynamics) and operation research approach are the main 
modeling approaches for supply chains [11]. Control theory approach mainly relies on 
linearity assumptions on behaviors, and thus is not satisfactory for most supply 
chains. Operation research approach often makes unrealistic statistical assumptions, 
and does not allow to represent the dynamical characteristics of supply chains. 

Object-oriented simulation (OOS), discrete event simulation (DES), and dynamic 
micro simulation (DMS) are the conventional simulation approaches. They are used 
to create models of well known parts of a system to deeply analyze a part of a whole 
system, but are often limited for complex and difficult to predict system [10]. 

However, one major disadvantage of multi-agent simulation is that no theorems 
can be established, except through multiple runs covering various initial conditions 
and parameters [12]. 

The MAS for CP-MAS constructed can add or remove any agents depending on 
the application requirements. The attributes of the agents also can be modified as their 
environment is changed. The solution for semi-monopolization requirements is 
demonstrated in the MAS, where the interaction between agents is restricted by 
defining interrelationship between agents as subordinate. 

5   Conclusions 

This paper conducts multi-agent methodology to a real-world problem domain, i.e., 
CP-SCM. The MAS is constructed and further simulated in Zeus agent platform, 
where the advantages of multi-agent modeling and simulation are demonstrated. The 
future works of this research can be undertaken in the following directions, i.e., to 
evaluate the simulation results with the real data of petroleum supply chain in China; 
and to propose a multi-agent framework for modeling and simulating dynamic supply 
chain in petroleum industry. 
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Abstract. DSAFO (Dynamic Scheduling Agents with Federation Or-
ganization) is a novel multi-agent constraint satisfaction algorithm for
AGSS problem (a NP-hard scheduling problem). This paper improves
on DSAFO by employing a resource requisition strategy, and models this
parallel multi-agent algorithm in polyadic π-calculus. The time complex-
ity of the improved DSAFO is O(n3)+O(n2)× ttrans. Experiments show
improved DSAFO performs well in AGSS consumptions optimization of
resources and man-days. Though it is unstable, improved DSAFO makes
good probability to find better solutions than classical heuristics and
its distributed and parallel agents viewpoint is potential to deal with
distributed dynamic troubles in real applications.

1 Introduction

Airport ground service is a service process from flight landing to takeoff, includ-
ing gate assignment, baggage handling, catering, fueling, cleaning, etc. AGSS
(Airport ground service scheduling) is to schedule many kinds of dynamic ground
resources (baggage trucks, fuel trucks, etc.), to fulfill all constrained service sub-
tasks of flights timely to meet their arrival and departure deadlines [1].

AGSS problem is a NP-hard problem. Moreover, it could be viewed as either
a JSSP (Job-Shop Scheduling Problem) [2] Jm|rj , prmp|ΣwjUj [3] or a Dis-CSP
[4], because of the ways that real subtasks and resources are organized. In real
AGSS, most resources are ample except some prepared for accidents. Conse-
quently the scheduling target ΣwjUj = 0 is not difficult to achieve, however how
many resources and man-days consumed are important to airports and airlines.
The algorithm in this paper optimizes the resources and man-days consumptions.

DSAFO (Dynamic Scheduling Agents with Federation Organization) [1] is a
novel multi-agent algorithm for Dis-CSP (Distributed Constraint Satisfaction
Problem), especially for AGSS problem under high constraint. DSAFO employs
blackboard mechanism, federation organization, meta-level guided resource bor-
rowing and domain knowledge guided plan backtrack. The principle of DSAFO
is coordinating distributed resources with cooperative agents.

The remainder of the paper is structured as follows: Chap. 2 represents the
improved DSAFO in form of polyadic π-calculus to precisely describe the parallel
essence of improved DSAFO. Chap. 3 analyzes the time complexity. Experiment
results appear in Chap. 4 and a brief conclusion is given in Chap. 5.
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2 Improved DSAFO

2.1 Polyadic π-Calculus

The polyadic π-calculus developed by Milner [5] is a very powerful tool to
model processes in parallel systems such as multi-agent systems and mobile
systems. The most primitive entity in polyadic π-calculus is a name. Names, in-
finitely many, are x, y, . . . ∈ χ; they have no structure. The other kind of entity,
a process, is built from names by syntax

P ::= Σi∈Iπi.Pi | P |Q |!P | (ν x)P

In this paper, we model DSAFO in π-calculus and usually abbreviate name
sequences in π-calculus to vector names, e.g. a subtask tuple structure may be
abbreviated to “

−−→
task”. A name in vector name could be accessed using “#”, e.g.

the LFT (Latest Finish Time) of a task is task # LFT .

2.2 DSAFO: An Overview

DSAFO is based on several parameters such as Heartbeat. And it implements a
unique Blackboard, a unique ResAdmin, some Coordinators and more Members.

DSAFO def= (Schtasks,Agentst, Resources, T skinresr, Heartbeat, Clockzero)
(ν querya

t , inform
a
t , request

a
t , reply

a
t , cancel

a
t , synbuddy

a
t , ackbuddy

a
t ,

borrowa
t , lend

a
t , refuse

a
t , syndemanda

t , ackdemanda
t , reqres

a
t , allot

a
t ,

releasea
t ) (BLACKBOARD|RESADMIN|MEMBERa

t

|COORDINATORr) (t ∈ Schtasks, a ∈ Agentst, r ∈ Resources)

Channels among agents are organized as Fig. 1.
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Fig. 1. channel organization of DSAFO
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2.3 Blackboard Agent

The unique agent BLACKBOARD perceives information of flights coming in
half an hour, decomposes them into subtasks and assigns subtasks with plans
from member agents.

BLACKBOARD def= (Flights, Subtaskst
f)

(BbFunc|RespQuerya
t |RespReqa

t |RespCancelat )
(t ∈ Schtasks, a ∈ Agentst, f ∈ Flights)

BLACKBOARD has four sorts of behaviors responding messages from mem-
bers. For example, RespQuerya

t receives signals from channel Querya
t and then

responses with the top of ready subtasks and the most delayed subtask.

RespQuerya
t ≡ !querya

t .(ν c)(readytaskt〈c〉|c(−→tsk).[
−→
tsk �= nil]informa

t 〈
−→
tsk〉)

.(ν uc)(delaytaskt〈uc〉|uc(−−→utsk).[
−−→
utsk �= nil]informa

t 〈
−−→
utsk〉)

RespReqa
t ≡ !requestat (

−−→
plan).(ν ch)(getplan〈ch, plan # fno, plan # tsk〉

|ch(
−−−−−→
myplan).[

−−−−−→
myplan = nil](assign〈−−→plan〉.replya

t 〈syn,
−−→
plan〉))

RespCancelat ≡ !cancelat (
−−→
plan).(ν ch)(getplan〈ch, plan # fno, plan # tsk〉

|ch(
−−−−−→
myplan).[

−−−−−→
myplan =

−−→
plan]free〈plan # fno, plan # tsk〉)

2.4 ResAdmin

Agent RESADMIN is a resource administrator. When received resources request,
RESADMIN would search free resources and allot one if possible. After half
a man-day (4-hour work), the resource would be free again. Additionally, one
resource serves no more than one and a half man-days.

RESADMIN def=(reslistr, historylistr)(RaFunc|Respreqa
t |Respreleasea

t )
(r ∈ Resources, t ∈ Schtasks, a ∈ Agentst)

Behaviors Respreqa
t and Respreleasea

t do resources allocation and recovery.

Respreqa
t ≡ !resreqa

t (begintm).(ν ch)(gettopfreerest〈ch, begintm〉|ch(−→res)
.[−→res �= nil]allotat 〈res # name, begintm〉)

Respreleasea
t ≡ !releasea

t (resname).(ν ch)(getresfromhash〈ch, resname〉
|ch(−→res).[−→res �= nil]loghistory〈−→res〉.releaseres〈−→res〉)

2.5 Member

A member agent MEMBERa
t is in charge of subtask t. It always has a de-

sire to handle subtasks. After MEMBERa
t received available subtask goals from
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BLACKBOARD, it intends to make suitable plans and request for them. Every
member agent always has an open hand when others need help.

MEMBERa
t

def= (Resourcea
t , Remoteresa

t )(MbFunc

|ActQrya
t |MkPlana

t |CallBda
t |Ackresa

t |TryLenda
t |AckLenda

t )
(t ∈ Schtasks, a ∈ Agentst)

Cyclic behavior ActQuerya
t is infinite (but finite in practical scheduling). It

sends subtask requests to drive the DSAFO and releases expired resources. The
behaviors MakeP lana

t perceives subtask information and try to make plans
for them. If the subtask cannot be locally scheduled, CallBda

t , TryLenda
t and

AckLenda
t cooperate to perform resource borrowing. After all resources borrow-

ing failed, it would send resource request to RESADMIN, and behavior Ackresa
t

would receive the coming resource.

ActQrya
t ≡ (querya

t .block
a
t 〈Heartbeat〉.(ν ch)(getexpiredresa

t 〈ch〉|ch(
−−−−→
reslist)

.[
−−−−→
reslist �= nil]releaseallat 〈

−−−−→
reslist〉).)+∞

MkPlana
t ≡ !informa

t (
−→
tsk).(ν ch)(makenullplant〈ch, −→tsk〉|ch(−→n ))

.(ν p)(locallyplan〈p, −→n 〉|p(−−→plan, res).([res �= null]requestat 〈
−−→
plan〉

+ [res = null]synbuddya
t (
−−→
plan)))

CallBda
t ≡ !(ackbuddya

t (
−−−→
uplan,

−→
lst)|refusea

t (
−−−→
uplan,

−→
lst)).(ν c)(topof〈c,−→lst〉

|c(next,−−→nlist).([next �= null]next〈−−−→uplan,
−−→
nlist, lenda

t , refuse
a
t 〉

+ [next = null]reqres〈uplan # EST − 1〉))
Ackresa

t ≡ !allotat (name, begintm).(ν ch)(genrest〈ch, name, begintm, 239〉
|ch(−→res).[−→res �= nil]addres2locallist〈−→res〉)

TryLenda
t ≡ !borrowa

t (
−−−→
uplan,

−→
lst, succ, fail).(ν ch)(locallyplan〈ch, −−−→uplan〉

|ch(
−−→
plan, res).([res �= null]assigna

t 〈
−−→
plan〉.succ〈−−→plan〉

+ [res = null]fail〈−−−→uplan,
−→
lst〉))

AckLenda
t ≡ !lenda

t (
−−→
plan).assignremote〈−−→plan〉.requestat 〈

−−→
plan〉

2.6 Coordinator

A coordinator agent COORDINATORr coordinates all member agents having
resource r. After elimination of plan backup mechanism, it has several behaviors
on information synchronization and buddy list making up.

CORDINATORr
def=(Metainfor, Syncycle)(CooFunc|Synchr|Storea

t |RespBda
t )

(r ∈ Resources, t ∈ TskinResr, a ∈ Agentst)
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Synchr and Storea
t cyclically collect meta-level information of member agents

which belong to it. Behavior RespBda
t tells a member buddy list sorted by meta-

level information.

Synchr ≡ (synallr.blockr〈Syncycle×Heartbeat〉.)+∞

Storea
t ≡ !ackdemanda

t (dm).(ν ch)(setval〈ch, dm〉|ch(demandsa
t )

.removelist〈demandsa
t 〉.insertsort〈demandsa

t 〉)
RespBda

t ≡ !synbuddya
t .(ν ch)(genbuddylistt〈ch〉|ch(

−−→
blst).ackbuddya

t 〈
−−→
blst〉))

3 Complexity

First of all, we abbreviate the number of flights ‖Flights‖ to “n” as well as
24× 60×Heartbeat to “WholeDay”.

3.1 Preparation

For any subtask t, there are n jobs to do at most. And there must be a minimal
completion time ctmin

t for t. The resource expectation res∗t
O(n) = n× ctmin

t /WholeDay ≤ res∗t ≤ n = O(n)

Hence, res∗t = O(n) (t ∈ Schtasks)
For each resource r, there is a constant set Tskinresr. By summing it up one

by one, we have expectation of each resource r ∈ Resources is res∗r = O(n).
In fact, resources to allocate usually approximates the expectations O(n), so we
assume the number of each resource r ∈ Resources is resr = O(n).

Because the agents number affects the complexity, we assume there are O(n)
agents to compute the upper bound of complexity.

3.2 Time Complexity

Time complexity of improved DSAFO is mainly from two parts: resource bor-
rowing and demand synchronization. The rest processes are less complex.

Resource Borrowing. In the worst case, there are O(n) searches and O(n)
borrowing message transmissions to fulfill every subtask. All O(n) subtasks cost
tborrow = O(n2)× tsearch + O(n2)× ttrans = O(n3) + O(n2)× ttrans.

Demand Synchronization. Demand synchronization is a cyclic action. Each
member has only one coordinator in federation organization, therefore, each syn-
chronization transmits O(n) messages and do O(n×n) sorts. The synchronization
costs

tsyn =
(
O(n)× ttrans + O(n2)

)× WholeDay
Heartbeat× Syncycle

= O(n2)+O(n)× ttrans

To sum up, the upper bound of complexity tDSAFO = O(n3) + O(n2)× ttrans.
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4 Experiment Result

We implemented DSAFO in JADE [6], a multi-agent development environment,
and implemented the channels on FIPA ACL [7].

In classical JSSP, EDD (Earliest Due Date first) and FCFS (First Come Fist
Serve, also well known as ERT, Earliest Ready Time) are two powerful heuristic
algorithms for minimal uncompleted jobs scheduling [3]. We tested these algo-
rithms with a 282 transfer flights problem under normal constraint.

As a multi-agent algorithm, DSAFO is an unstable algorithm. Consequently
we gave spontaneous 250 runs to get the distribution of the solutions. Figure 2
shows the baggage truck solution distribution for trucks and man-days consumed
by DSAFO with 8 baggage truck agents.

Fig. 2. Distribution of DSAFO (8 agents) solutions for baggage trucks

Furthermore, we tested DSAFO in different quantities of MEMBER agents.
The results were accumulated in Fig. 3 and 4. From the marginal distributions
in Fig. 3, we can see that 76.8% resource solutions of DSAFO with 8 agents are
not worse (59.6% better) than EDD and FCFS, the probabilities are 54% and
32% with 12 agents and 16 agents. But the best solutions of the three are nearly
the same. And so is in Fig. 4. It means when the number of agents increases,
probabilities of good solutions decrease, but the best solution seems stable.

Figure 5 shows the simultaneous serving resources of solutions done by differ-
ent optimization algorithms.



508 W. Fan and F. Xue

Fig. 3. Marginal distribution of baggage trucks consumed

Fig. 4. Marginal distribution of 4-hour baggage truck works

Fig. 5. Simultaneously serving baggage trucks by different optimization algorithms



Optimize Cooperative Agents with Organization 509

5 Conclusion

AGSS problem is a typical dynamic distributed scheduling problem. To optimize
AGSS consumptions of resources and man-days is difficult, but it is important
to economy. DSAFO is a novel multi-agent constraint satisfaction algorithm for
AGSS problems.

We improved DSAFO for optimizing consumptions of resources and man-days
by incorporating a resource allocation strategy. Experiments show that improved
DSAFO performs well in optimization. And when the number of agents increase,
probabilities of good solutions would decrease but the best solution would be
stable.

Though improved DSAFO is unstable, it makes good probability to find better
solutions than classical heuristics, and its construction of distributed and parallel
agents is potential to deal with distributed dynamic troubles in real applications.
Furthermore, DSAFO may be allied to common dynamic distributed scheduling
problems for its low complexity and sound effect.
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Abstract. The state of the art statistical machine translation (SMT) systems are 
based on phrase (a group of words), which are modeled using log-linear 
maximum entropy framework. In this paper, we constructed a phrase-based 
statistical machine translation system with additional feature models. The 
translation model is combined with four specific additional feature functions. 
When comparing our system with the baseline system of IWSLT2005, we can 
conclude that our system improve the SMT system accuracy with the same 
corpus. 

1   Introduction 

The development of statistical methods for machine translation has resulted in high 
quality translations that can be used in real applications with increasing confidence 
[1],[2]. Our system draws from these advances and implements a number of these 
techniques including log-linear model combination and minimum error rate training to 
translate foreign language sentences. 

The basic translation training and decoding processes are shown in Figure 1. We 
first start with a word alignment extracted from a training set. These alignments are 
expanded and phrases are counted to form the phrase translation model. Language 
models are then trained from the English side of training set (and possibly with other 
English texts, if available). Using development bitexts separated from the training 
set, we then employ a minimum error rate training process to optimize model 
parameters utilizing a held out development set. These trained parameters and models 
can then be applied to test data during decoding and rescoring phases of the 
translation process. 

The paper improves the phrase-based translation model by using additional models, 
and reorders the outcome lists using new reordering strategies with pruning in the 
process of decoding. It is organizes as follows: Section 2 introduces the basic models 
and the log-linear combination translation framework, section 3 describes all the 
feature functions used in our SMT system. Decoding strategies are introduced in 
section 4 concisely, some experiments of the translation accuracy and efficiency based 
on our models are reported in section 5 and section 6 concludes and outlines further 
research. 
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Fig. 1. Basic Statistical Machine Architecture 

2   Baseline SMT System 

The goal of the translation is to translate source (“foreign language”) sentence 

J
J fff ...,...,,11 =  into a target (“English”) sentence Ii

I eeee ...,,...,11 = . We choose 

the sentence with the highest probability as the best translation [3]: 
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We can get the equivalent equation (2) by using Bayes’ decision rule. 

{ })|Pr()Pr(maxargˆ 1111
1

IJI

e

I efee
I

⋅= . (2) 

Recently, most SMT systems tend to use sequences of words, commonly called 
phrases [4], aiming to introducing word context in the translation model. As alternative 
to the source channel approach the decision rule can be modeled through a log-linear 
maximum entropy framework, )|Pr( 11

JI fe  is the posterior probability: 
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This approach is a generalization of the source-channel approach. The feature 

functions )|( 11
JI

m feh are the translation system models and weights m are 

typically optimized to maximize a scoring function [5]. It is derived from the Maximum 
Entropy approach as shown in [6]. One advantage of log-linear models is the ability to 
easily combine various features: translation model, language models, lexical reordering 
models and other models. 

3   Feature Functions in SMT 

In this section, we will describe the models that are used in the log-linear statistical 
machine translation model. More specifically the models are translation model, target 
language model, word-based lexicon model, word and phrase penalty model, 
reordering model and rescoring models. 

3.1   Translation Model 

The phrase-based translation model is the main component of our translation system. 
The hypotheses are generated by concatenating target language phrases [7]. The pairs 
of source and corresponding target phrases are extracted from the word aligned 
bilingual training corpus. The phrase extraction algorithm is described in detail in [8].      
The main idea is to extract phrase pairs that are consistent with the word alignment.   
We use relative frequencies to estimate the phrase translation probabilities: 

)~(

)~,
~

(
)~|

~
(

eN

efN
efP = . (5) 

Here, the number of co-occurrences of a phrase pair )~,
~

( ef  that are consistent with 

the word alignment is denoted as )~,
~

( efN . If one occurrence of a target phrase e~ has 

N > 1 possible translations, each of them contributes to )~,
~

( efN  with 1/N. The 

marginal count )~(eN  is the number of occurrences of the target phrase e~  in the 

training corpus. The resulting feature function is: 
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To obtain a more symmetric model, we use the phrase-based model in both 

directions )~|
~

( efp and )
~

|~( fep . 

3.2   Target Language Model 

We use the SRI language modeling toolkit [11] to train a standard n-gram language 
model. The smoothing technique we apply is the modified Kneser-Ney discounting 
with interpolation. The order of the language model depends on the translation 
direction. The resulting feature function is: 
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3.3   Word-Based Lexicon Model 

We are using relative frequencies to estimate the phrase translation probabilities. The 
score of a phrase pair is computed similar to the IBM model 1, but here, we are 
summing only within a phrase pair and not over the whole target language sentence: 
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The word translation probabilities p(f|e) are estimated as relative frequencies from 
the word-aligned training corpus. The word-based lexicon model is also used in both 
directions p(f|e) and p(e|f). 

3.4   Word and Phrase Penalty Model 

In addition, we use two simple heuristics, namely word penalty and phrase penalty: 

Isefh KIJ
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Ksefh KIJ
pp =),,( 111 . (10) 

These two models affect the average sentence and phrase lengths. The model scaling 
factors can be adjusted to prefer longer sentences and longer phrases. 

3.5   Reordering Model 

We use a very simple reordering model, It assigns costs based on the jump width: 
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3.6   Rescoring Models 

IBM model 1 rescoring rates the quality of a sentence by using the probabilities of one 
of the easiest single-word based translation models: 
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After IBM model 1 rescoring, We use the HMM to compute the log-likelihood of a 

sentence pair ),( 11
IJ ef : 
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4   Decoder 

In SMT decoding, to find the optimal path, a beam search algorithm with pruning, 
offering good possibilities to adjust the trade-off between quality and efficiency is used 
widespread [9],[10]. 

The search of decoding is performed by building partial translations (hypotheses), 
which are stored in one or several lists. These lists are pruned out according to the 
accumulated probabilities of their hypotheses. Worst hypotheses with minor 
probabilities are discarded to make the search feasible. 

Our decoder is something like Marie [10] utilizing a Viterbi graph search algorithm, 
where the graph is built from left to right a word at a time. Each node in the search 
graph contains a list of back pointers to previous nodes, the probabilities for each 
translation option, the trigram/bigram context needed for node expansion, and the best 
path so far. When creating new nodes, the number of nodes can be greatly reduced by 
using bigrams whenever a particular trigram does not exist in the language model.  

After all possible phrases are added for each word, both beam pruning and histogram 
pruning are used to rid the search graph of unlikely candidate nodes based on the best 
path. This search algorithm offers fast decoding and easy generation of output word 
lattices by simply traversing the final data structure. In the case of monotone decoding, 
this search algorithm is capable of real-time decoding one word at a time (as from a 
speech recognizer). In order to include distortion in the search, additional information 
needs to be kept for each node including a word coverage vector, the distortion 
probability, and an estimate of the future cost. Nodes are connected to previous nodes 
only if the intersection of the word coverage vectors is empty. The future cost estimate 
is used so that all nodes can be pruned together (A-star search). This limits the search 
space enough so that unconstrained reordering can be used without running out of 
memory, but there is a possibility that the search will not be able to select a final path 
that covers all input words. In the case of a search failure, the search is restarted using 
improved future cost heuristics from the previous pass.  

See [9] for future details. 

5   Experiments 

5.1   Corpus 

Experiments have been carried out using IWSLT 2005 BTEC1 (Chinese to English). 
The BTEC is a small corpus translation task. Table 1 shows the main statistics of the 

used data, namely number of sentences, words, vocabulary, and means sentence lengths 
for each language.  

                                                           
1 www.slt.atr.jp/IWSLT2005 
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Table 1.  BTEC corpus, Chinese to English and Arabic to English Training, Development and 
Test data sets. The developments data has 16 references. 

BTEC Chinese Arabic English 
Training Sentences 20,000 
Running Words 176,199 180,075 189,927 
Vocabulary 8,687 15,371 6,870 
Singletons 4006 8319 2888 
IWSLT’04 Sentences 500 
Running Words 3681 3597 3837 
IWSLT’05 Sentences 506 
Running Words 3918 3562 3909 

5.2   Preprocessing and Training 

The training data was preprocessed using standard tools. Chinese Sentences was 
segmented into separate words using ICTCAS2, and English ones was tokenized with 
TokenizeE in the EGYPT1.03. The word alignment has been carried out in both 
translation directions using GIZA++4. Afterwards, five iterations for models IBM1 and 
HMM, and three iterations for IBM3 and IBM4, were performed for the combination 
(intersection and union sets) of source-target (s2t) and target-source (t2s) alignments. 

Table 2.  Vocabulary of phrases for alignment from dual directions 

Alignment sUt s2t sAt 
Chinese – English 122,912 288,290 294,452 
Arabic - English 186,320 421,258 422,240 

The vocabulary of tuples was pruned out using different pruning techniques, mainly 
based on limiting bilingual units to those:  

(1) Consisting on the N best translation candidates; 
(2) Occurring a minimum number of times in the train set; 
(3) Not exceeding a size threshold (number of words on each side of the unit); 
(4) Not exceeding a fertility threshold (difference in source-side and target-side 

number of words). 

Once the models were computed, sets of optimal log-linear coefficients were estimated 
for each translation direction and system configuration according to log-linear maximum 
entropy framework. For all these optimizations, a development data set of 500 sentences 
was used. It was independent from both the training data and test data. 

In order to evaluate the translation model performance and the additional features’ 
contributions to the translation accuracy and efficient, three different system 
configurations were considered: 

                                                           
2 mtgroup.ict.ac.cn/~zhp/ICTCLAS.htm 
3 www.clsp.jhu.edu/ws99/projects/mt/toolkit 
4 www.fjoch.com/GIZA++.html 
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Baseline system: The baseline considers the models and the phrase lengths 
mentioned in the subsection above.  

Full system: all additional models were considered. At the same time, using the 
reordering and pruning strategies in the course of decoding. 

Table 3 Shows the coefficient gotten from our developments data. 

Table 3.  The different coefficient applied in the three system 

System LM wp fl bl 
baseline - - - - 
full 0.48 0.28 0.48 0.13 

5.3   Results 

Finally, the Chinese test sentences were translated into English by using the computed 
model, additional models and the estimated optimal coefficients for the SMT system. 

Table 4 shows the translation results of baseline, reinforced and full system using 
BTEC corpus. 

Table 4.  Results for the Chinese to English translation system using different features 

Phrase-based WER(%) PER(%) BLEU(%) NIST 
B 45.2 37.5 48.2 8.60 Chinese- 

English B+F 42.8 35.8 50.7 9.21 
B 38.2 33.0 50.3 8.92 Arabic- 

English B+F 37.2 32.3 52.7 9.25 

6   Conclusions 

We described a phrased-based system in this paper. The translation model is set in the 
log-linear maximum entropy framework using several additional features, what’s more, 
the decoding of the SMT is based on a beam search with reordering and distortion. The 
use of reordering search and distortion has allowed efficiently perform a search with 
low cost. Experiments prove that these methods can improve the translation accuracy 
and efficiency and get better results in Chinese to English while keeping reasonable the 
number of phrases. 

In the future, we will analyze the more complex combination of different features, 
explore more supplicated reordering search strategies in order to improve the ability of 
the decoder, and investigating the use of heuristic to better prune out the search space. 
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Abstract. We develop an e-learning web application that integrates the materi-
als recommender system to facilitate the learners during the learning process. 
The system evaluates each learner via the quiz generator by randomly selecting 
a set of questions that are created by the instructor. Our smart e-learning system 
helps instructors to create and maintain both compulsory materials and ques-
tions. We implemented the system at the faculty of Resource and Environment, 
Kasetsart University at Sri-racha campus and found that our system got a very 
good response from the instructors and learners. Furthermore, we propose the 
global e-learning framework using web service that has an ability to aggregate 
the recommended materials from other e-learning web sites and predicts more 
suitable materials to learners.  

1   Introduction 

Recommender systems use the opinions of a community of users to help individuals 
in that community more effectively identify content of interest from a potentially 
overwhelming set of choices [1]. One of the most successful technologies for recom-
mender systems, called collaborative  filtering, has been developed and improved 
over the past decade to the  point where a wide variety of algorithms exist for generat-
ing recommendations. We propose a smart e-learning web application that allows all 
learners to collaborate their expertise in order to predict the most suitable learning 
materials to each learner. Our system has two main features which are the quiz gen-
erator and the material feeder. The quiz generator creates a set of questions from the 
warehouse with three difficulty levels (beginner, medium, expert).  The material 
feeder module provides two sets of materials which are the compulsory set and the 
recommended set. Note that the compulsory materials are learning documents given 
by an instructor in each subject.  

Furthermore, we introduce the recommender system in the context of web service, 
since we believe that the global e-learning system could bring more benefit from a 
larger set of co-operative learners which make more predictive power on the recom-
mender system. 
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The following section presents our smart e-learning framework. Section 3 discusses 
recommender systems. The recommender web service is introduced in Section 4. 
Finally, Section 5 presents some concluding remarks.  

2   Smart E-Learning Framework 

Web-based learning environment plays an important role for today’s education. Cur-
rently, learners have more options in studying compared to the previous time. Many 
e-learning applications have been developed such as Virtual-U [2] and Web-CT [3]. 
In a virtual classroom, the instructor provides an online course which consists of the 
learning materials, self quiz and learning path. Typical learners study course material 
and do self quiz in order to evaluate their knowledge.  The most important thing for 
the success learners is related to the quality of the learning materials which are not 
only depend on the given materials provided by the instructor but also depend on 
other learners recommendations. Our smart e-learning system applies the collabora-
tive filtering approach that has an ability to predict the most suitable documents to the 
learner. All learners have the chance to introduce new material by uploading  
the documents to the server or pointing out the web link from the Internet and rate the 
currently available materials. 
 As shown in Figure 1, the instructors are responsible for the course materials 
preparation and creating a set of questions for the quiz. In order to create the question, 
our system provides an easy to use tool for the instructor to create the multiple 
choices and solution. The instructors can indicate the level of difficulty for each ques-
tion. The quiz generator’s function is to randomly select a set of questions based on 
the difficulty level to generate the quiz for each lesson. The learning path for each 
learner depends on his/her quiz’s score. 

 

Fig. 1. The smart e-learning framework 

3   The Recommender System  

The recommender system is a software agent that gathers the rating information from 
all users in order to predict or recommend the most suitable materials to each user.  
There are two traditional approaches for constructing recommender systems. The 
recommender systems were originally defined as ones in which “people provide  
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recommendations as inputs, the system then aggregates and directs to appropriate 
recipients” [1]. Numerous recommender systems have been built for both research 
and applications.  The algorithms used in these systems can be categorized into 2 
categories which are collaborative filtering and content-based filtering. The concept 
of collaborative filtering is to use “word of mouth” process. It means that each user 
provides the system with the evaluations of items that may be used to build a profile 
of her likes or dislikes. The system aggregates all of the evaluations and creates top N 
lists of most popular items.  

Most of the collaborative filtering systems trace their roots to Tapestry [4]. It is an 
active collaborative filtering system in which a user takes a direct role in the process 
of deciding whose evaluations are used to provide his recommendations. The system 
operates the set of email and Usenet news group and allows the user to create rules or 
queries that indicate their preferences.  

Another way to do collaborative filtering called automated collaborative filtering. 
Its algorithm can automatically handle the process of user personalization. It means 
that the algorithm forms a set of individualized neighborhood for each user. The 
neighborhood consists of a subset of users whose opinions are highly correlated with 
the individual user. There are several systems such as GroupLens project [5, 6] 
MovieLens [7, 8, 9], Video Recommender [10], Audio CD recommender [11]. 

Table 1. The algorithm for recommending materials in e-learning system 

Algorithm: Neighborhood-based 
Step 1: Weight all users with respect to the similarity of the active learner using 

Pearson correlation between their rating vector (see the following equation) 
 
 
 
 
 

Where ra,i is the rating given to material i by user a  
                     ra is the mean rating given by user a 
                     m is the total number of  materials 
Step 2: Select n users that have the highest similarity to the active learner in order 

to form the neighborhood. 
Step 3: Compute a prediction using a weight combination obtained from the               
           neighborhood using the following equation 
 
 
 
 
 

Where  pa,i is the prediction for the active learner a for material i 
                       p a,u is the similarity between the active learner a and u 
                       n is the number of learners in the neighborhood 
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The problem space of the collaborative filtering can be defined as a matrix of users 
versus items. Each cell represents user’s rating on a specific item. [12]. The objective 
of the algorithm is to predict the value of the empty cell.  

We employ an algorithm called neighborhood-based [8] to do material prediction 
for each learner. The concept of the algorithm is to select a subset of learner based on 
their similarity to the active learner. Then do the weight aggregation using all ratings 
in order to generate the prediction to the active learner. The detail of neighborhood-
based algorithm can be found in Table 1.  

 

Fig. 2. The smart e-learning Web application 

4   Global E-Learning Using Web Service 

In order to make the recommender system more practical, we implement the recom-
mender system web service in order to extend the e-learning system from local learners 
to global learners. As shown in Figure 3, the web service is responsible for cooperate all 
learners’ recommendations from different e-learning websites. First, each e-learning 
website administrator must register to be the member of the recommender system web  
 

System Prediction  
for individual learner 
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service. The web service maintains the database of materials in order to do the collabo-
rative filtering process. The advantage of using web service is to provide more chance to 
each learner to get better quality of materials.  The web service will facilitate all e-
learning web sites to get the recommended materials for their learners. These web-sites 
don’t need to implement the collaborative filtering algorithm and maintain any of their 
learner’s ratings. Therefore, it is very convenient for those web-sites.  

The global e-learning web service provides a wide variety of items to learners such 
as the text book recommendation. We investigate the web service performance by 
connecting our system to the AMAZON web site (www.amazon.com)  in order to get 
the book recommendation for our learners.  

The original concept of web service is inspired by the remote procedure call func-
tion in programming language. The web service’s role is to serve each e-learning web 
site via the XML (Extensible Markup Language) using HTTP protocol.  

 

Fig. 3. The recommender system web service architechture 

5   Discussion and Future Work 

The global smart e-learning system is a new vision for the e-learning. Learners will be 
benefited from this system. They have more chance to obtain better quality of materi-
als and a wide variety of recommended items. The database of material maintained by 
the Web service can be used for data mining project that will enhance the perform-
ance of all e-learning web site members. We plan to extend our work to the data min-
ing discipline in the near future. 
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Abstract. The learning behaviours of buyers and sellers in the sealed-bid 
Bargaining Mechanism were studied under the assumption of bounded 
rationality. The learning process of the agents is modelled by particle swarm 
optimization (PSO) algorithm. In the proposed model, there are two populations 
of buyers and sellers with limited computation ability and they were randomly 
matched to deal repeatedly. The agent’s bidding strategy is assumed to be a 
linear function of his value of trading item and each agent adjusts his strategy in 
repeated deals by imitating the most successful member in his population and 
by own past experience. Such learning pattern by PSO is closer to the 
behaviours of human beings in real life. Finally, the simulated results show that 
the bidding strategies of the agents in both populations will converge near the 
theoretical linear equilibrium solutions (LES). 

1   Introduction 

Learning by adaptive agents has been one of the hot topics of economic research 
during past years, the learning or adaptive process of the agents has extensively been 
found in the laboratory [1, 2] and in human society. A good many arguments have 
focus on the assumption of rational agents who have enough information and ability 
to respond optimally to the given information. In many real circumstances the agents 
are often not capable of satisfying such rigid assumption for rationality. 

In this paper, we study the learning behaviors of bounded rational agents in the 
sealed-bid bargaining mechanism which has been analyzed extensively in vast 
literatures from a theoretical and an empirical point of view. Chatterjee and 
Samuelson [3] firstly established a simple model for the bargaining mechanism and 
derived the Linear Bayesian Equilibrium Solution (LES) and LES has been a criterion 
for further research. Myerson [4] had proved that LES could produce more profit than 
other equilibriums. Radner and Schotter [5] found that bids of the participants in the 
laboratory differ from the LES at the beginning, but their bidding strategies were 
adjusted over time. Daniel and Seale [6] also conducted similar experiments and 
simulated by a reinforcement-base model of adaptive learning, they found that the 
agents learned from own past deals. In [5, 6], each agent mostly learned only from 
own past experience, however, Dawid [7] proposed a learning model of a two-
population genetic algorithm, the agents choose their bidding strategies by imitating 
successful behavior and adding innovations triggered by random errors. 
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In real human society, the learning behaviors of the individuals commonly include 
two aspects: one is individual learning from own past experience, another is learning 
from population by imitating the successful individual. Therefore, in order to getting 
better behavior explains for the agents, we will combine these two aspect’s learning 
behaviors. We introduce Particle Swarm Optimization (PSO) algorithm into our 
strategic learning model. PSO was first proposed by Kennedy and Eberhart [8, 9] in 
1995, which was inspired by the swarming behavior as is displayed by a flock of 
birds, a school of fish, or even human social behavior being influenced by other 
individuals. According to PSO, the behavior of each individual is affected by either 
the best local or the best global individual to help it fly through a hyperspace, so PSO 
is very fit for description of the learning behaviors of human beings. 

Furthermore, some have to be mentioned in our model that we deal with a 
population of buyers and a population of sells rather than single buyer and seller; the 
trade between buyer and seller is repeated rather than once; the agents adjust their 
strategies every other some round. We will model and simulate such learning process. 

2   The Sealed-Bid Bargaining Mechanism 

The 1:1 sealed-bid bargaining mechanism was firstly modeled by Chatterjee and 
samuelson in 1983. In this model, a seller has a single object that he may sell to a 
buyer if an acceptable price. Assume that bV denotes the buyer’s private reservation 

value of the item and sV  denotes the seller’s private reservation value of the item. It is 

assumed that each trade’s reservation value is a random variable whose value is 
uniformly contained in interval of [ ]0,1  and the distributions are common knowledge 

to both traders. Simultaneously the seller submits ask sP  and the buyer submits 

bid bP . Trade occurs with no delay at the price ( )b / 2sP P P+ , if b sP P≥ , otherwise 

negotiations are broken off. 
When assume that the bid of each trader is a linear function of his private 

reservation value of the item, the Bayesian Nash equilibrium solution (LES) for this 
sealed-bid mechanism with two-sided incomplete information was obtained as 
follows:   b(v ) 1/12 2 / 3b bP V= + ; s(v ) 1/ 4 2 / 3s sP V= + . 

3   Our Adaptive Learning Model by PSO Algorithm 

PSO algorithm firstly initializes a population of particles randomly in a D-
dimensional space, each particle whose position is denoted by 

1 2( , ,..., )i i i iDX X X X= moves in the search space with a velocity 

vector 1 2( , ,..., )i i i iDV v v v= . Moreover, each particle contains a memory that stores its 

own best position 1 2( , ,..., )i i i iDP p p p=  and a global best position 

1 2( , ,..., )g g g gDP p p p= which is obtained through its neighbor particles. 

Intuitively, the information about good solutions spreads through the swarm, and 
thus the particles tend to move to good areas in the search space. For each movement, 



526 X. Zhu, Q. Yu, and X. Wang 

the updates of the velocity and position are determined by following two equations: 

1 2* * ()*( ) * ()*( )id id id id gd idv w v c rand p x c rand p x= + − + − and id id idx x v= +  where w  is 

an inertia weight value,ï 1 2c c  determine the significance of iP  and gP , 

and ()rand ïare random numbers between 0 and 1. Such learning pattern by PSO is 

closer to the behaviours of human beings in real life. So it is quite reasonable that 
PSO algorithm is applied to our learning model which is presented as follows: 

1) Setting the Initial Circumstance: 
There are two populations of agents called buyers and sellers. Both populations 

contain the same number denoted by N of agents; Each buyer randomly gets an initial 

linear bidding strategy which is denoted by ( )b b
i ia bb

iB = , 

[ ]b
ia 0,1∈ , [ ]b

ib 0,1∈ , [ ]1,i N∈  and b b
i ia +b 1<  (otherwise, the profit of agent maybe 

negative),  similarly the strategy of each seller is denoted by 

( )s s
j ja bs

jB = [ ]s
ja 0,1∈ [ ]s

jb 0,1∈ , [ ]1,j N∈ ; The initial velocity for all 

agents (0,0)b
iV = , (0,0)s

jV = , and the present best local solution for each agent is 

defined: b b
ibest iB B= , s s

jbest jB B= . 

2) Trading between Buyers and Sellers: 
In each round, each agent in the population of buyers is randomly matched to trade 

with a seller in the population of sellers by the sealed-bid bargaining mechanism, and 
a period consists of m  rounds. Both the buyers’ private reservation value of the 
trading item bV  and the sellers’ value sV  are randomly re-produced on the uniform 

distribution of the interval of [ ]0,1  in each round, and the bid of each buyer b
iP  is 

calculated by b b
i i=a +b *b b

iP V  , b b
iP V=  when b b

iP V> ( otherwise, the profit of 

agent maybe negative), and the bid of each seller s
jP  is calculated by 

s s
j j=a +b *s s

jP V  , s s
jP V=  when s s

jP V< , and a trade occurs, the profit of the buyer 

and seller is respectively obtained. 

3) Adaptive Learning by PSO: 
When the trades of m  rounds (a period) have finished, the total profit b

ipA of each 

buyer at P th−  period and the total profit s
jpA  of each seller are calculated, here b

ipA  

and s
jpA  represent the fitness value. Each agent adjusts his linear bidding strategy for 

the next period according to the follow algorithm: 

(1) Individual learning: 
Compare the fitness value (profit) b

ibestA  of the present best local strategy b
ibestB  of 

each buyer with the fitness value b
ipA of the present strategy b

iB , and update the local 
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best strategy b b
ibest iB B=  if b b

ibest ipA A< ; similarly for each seller update the local best 

strategy s s
jbest jB B=  if s s

jbest jpA A< . 

(2) Learning from population: 
We define the global best strategy in the population of buyers b b

g pbestB B= , and the 

global best strategy for sellers s s
g pbestB B= , where b

pbestB and s
pbestB  represent 

separately the strategy of the agent who gains most profit at P th− period rather than 
in all past period in the population of buyers and sellers. Because we apply PSO 
algorithm in a game model here, the fitness value of an agent is determined not only 
by his strategy and bid, but also by his opponent’s strategy and bid, the optimal 
strategy is regarded as the optimal respond to the opponent’s current strategy. 

(3) Update: 
The moving velocity and strategy of the buyer are updated by the equation: 

1 2* * ()*( ) * ()*( )b b b b b b
i i ibest i g iV w V c rand B B c rand B B= + − + −

b b b
i i iB B V= + . 

The moving velocity and strategy of the seller are updated by the equation: 

1 2* * ()*( ) * ()*( )s s s s s s
j j jbest j g jV w V c rand B B c rand B B= + − + −

s s s
j j jB B V= + . 

(4) Termination: 

Stop the iteration, if the condition 
[1, ] [1, ]

,b s
i j

i N j N
MAX V MAX Vλ λ

∈ ∈
< < is satisfied which 

shows the strategy of each agent nearly does not change or iteration number is larger 
than the maximal iteration number. 

4   Simulation Results 

We conducted 50 simulation runs under the parameter values: 50N = ; 50m = ; 

0.2w = ; 1 2 2c c= = ; [ ], , , 0.2,0.2b b s s
ia ib ja jbv v v v ∈ − , and find that the results of these 

runs have no marked difference. We present here a series of figures which are 
produced by the results of a representative experiment and make some interpretations. 

Fig.1 shows the initial bidding strategies of all buyers and sellers. Each point in 
this figure denotes the initial linear strategy b

iB  for buyers and s
jB  for sellers, as 

mentioned above b
iB are randomly distributed in the triangle area X Y 1+ ≤ , s

jB  are 

randomly distributed in the rectangle area{ }0 X 1,0 Y 1≤ ≤ ≤ ≤ . 

Fig.2 shows the bidding strategies of the agents at the midst of the iteration. From 
this figure we distinctly find that the beginning scattered points in Fig.1 markedly 
congregate towards the points of the theoretical equilibrium that is [ ]1/12,2 / 3  for 

buyers and [ ]1/ 4,2 / 3  for sellers, particularly a small portion of all points have 

assembled near the theoretical equilibrium points. 
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  Fig. 1. The Beginning of iteration                        Fig. 2. The midst of iteration 

Fig.3 shows the bidding strategies of the agents after the termination of iteration. 
We can find that the points have almost convergent near the points of the theoretical 
linear equilibrium. The speed of iteration has some difference in all the 50 simulation 
runs, and the fastest experiment can accomplish only through 20 periods which 
consists of 1000 rounds for deal. Furthermore, the equilibrium concept in our learning 
model is not very rigid, even when the iteration has terminated, the bidding strategy 
of each agent fluctuates near the equilibrium point. Our interpretation for the 
fluctuation of the bidding strategy is that the LES is the Bayesian-Nash equilibrium 
solutions, and the agent using the equilibrium strategy only gains the maximal profit 
expectably for one game, then the most successful strategy is various at different 
period, and the existing fluctuation is reasonable. 

Fig.4 shows the whole dynamic evolutionary tendency of the bidding strategies in 
both populations. Each point in this figure denotes the average linear bidding strategy 
of the agents in the same population at a given period. Firstly, the beginning point of 
the population of buyers is about [ ]1/ 3,1/ 3  which is the center of gravity of the 

triangle area X Y 1+ ≤ , similarly the beginning point of the population of buyers is 
about [ ]1/ 2,1/ 2  which is the center of gravity of the rectangle 

area { }0 X 1,0 Y 1≤ ≤ ≤ ≤ . At the sequent periods, the average strategies of both 

populations move towards the points of the theoretical equilibrium in shape of a  
 

                 

Fig. 3. The termination of iteration                 Fig. 4. Evolutionary curve of average strategies 
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curve. In the earlier periods, the moving curve is more flexural because the most 
strategies of the agents are scattered very much, and the global best strategy of the 
imitated agent varies markedly with iteration, then the whole learning direction of 
population is various, but the moving curve gradually becomes more flat in the late 
periods as the result of the maturity of the strategies, finally, the average strategies of 
the agents in both populations respectively converge at LES. 

5   Conclusions 

In this paper we apply PSO algorithm to simulate the learning behaviors of the buyers 
and the sellers who are assumed to be bounded rational in the sealed-bid bargaining 
mechanism. PSO algorithm is not only simple for implement, but more important 
point is that its idea which combines individual learning from own experience and 
imitating-learning from population has perfect intelligent presentations for the 
behaviors of the real life human beings. Our simulated results show that the bidding 
strategies of the agents in both populations always converge near the theoretical linear 
equilibrium solutions (LES).  
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Abstract. In this paper, a new efficient hardware architecture and its 
implementation for an AntNet-based routing are proposed. This architecture is 
based on the modified AntNet algorithm, and optimized to the ant packets 
defined in this paper. The modified AntNet is evaluated by the performance 
comparisons with the original AntNet algorithm through C-level simulations, 
and then implemented into RTL design. Consequently, the hardware 
implementation result of the proposed architecture is described.  

1   Introduction 

Ant Colony Optimization (ACO) is a kind of artificial model based on social insect 
behavior, especially ants, to solve optimization problems [1]. Communication 
network is a major application of ACO. A routing method based on ACO mechanisms 
has many merits such as adaptability, survivability, and self-organization. Di Caro 
and Dorigo proposed AntNet applied routing to packet switched data networks [2]. 
AntNet is an adaptive and distributed routing algorithm using mobile agents, called 
ants, that mimic the activities of social insects such as communicating with each other 
by chemical substance called pheromone. According to the simulation results reported 
in [2], AntNet has shown superior performance with respect to other state-of-the-art 
algorithms for a wide range of scenarios. However, its efficiency is fully determined 
by the quality of collected information. An ant’s trip time, same as routing time, is the 
most important factor in determining it. Therefore, it is necessary to minimize and 
regularize the processing time of an ant packet in each node to get accurate trip time 
of ants. Also, a rapid routing information update is essential to select the correct 
routing path of normal data packets to maximize the throughput. According to these 
requisites, the block to process ants should as much as possible have a hard-wired 
form like forwarding or classification of packet in a router. In this paper, we present a 
hardware architecture to realize an AntNet-based routing in practical SoC application. 
The original AntNet algorithm is simplified and modified for the proposed hardware 
architecture. To evaluate the efficiency of the modified AntNet algorithm, we 
compare it with the original algorithm using C-level simulations under the same 
traffic patterns and topologies. 
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2   Hardware Implementation 

The proposed architecture is mainly based on the AntNet algorithm depicted in [2]. 
We call the architecture “Stigmergy Engine (SE)” which means a dedicated hardware 
modeling of ecology. A top block diagram of SE is shown in Fig. 1 (b). The structure 
is designed only to handle ant packets as defined in Fig. 1 (a) and is optimized to 
minimize and regulate the processing time of an ant. It consists of 4 major sub-blocks 
excluding external interface blocks. We developed the SE to fit system on a chip 
peripheral system based on ARM920T microprocessor and AMBA bus specification 
ver. 2.0 [3]. The SE is an AMBA master module, and connects to AHB bus. 
Therefore, all address and data have 32bit width. A user can control all sub-blocks 
with register configuration using a controller including an APB interface, such as 
UART. An ant packet is 160byte in size. The organization of an ant packet is as 
follows: 

 Type indicates whether the packet is a forward ant or a backward ant. 
 sNode denotes the address of the start node that an ant is produced. 
 dNode denotes the address of the end node to which an ant goes. 
 pNodeOdr indicates the order of the nodes that an ant visits on the way to a 

destination node. The value starts from zero. 
 tNodeNum indicates the total number of the nodes that an ant visits. 
 intNode denotes the address of the nodes that an ant visits. 

The time information at all nodes is synchronized by a network time protocol, such 
as SNTP (Simple Network Time Protocol). We currently use the protocol based on 
SNTP ver. 4 [4], which configures the time information by 64bit size and 200ps 
resolution. A probability entry is set to 1byte size for efficient calculations. 

Sellink is a unit to select a next node using the probability values of a routing table 
at a current node. Its detailed functional procedure is depicted in Fig. 1 (c). Sellink 
uses the probability data of a routing table from external memory. 

The reinforcement calculation flow in Setrfm block is shown in Fig. 1 (d). A 
reinforcement value allows us to speculate the quality of each link, and set the amount 
of varying probability of a routing table. The equation for a reinforcement value, r, is 
shown in (1) and (2). 

)(' bCostcurCostnormr −= . (1) 

resCrr /)'255( −= . (2) 

In Eq. (1), bCost means the best trip time experienced by the forward ants traveling 
the link between a next node, n, and a destination node, d. curCost means the current 
trip time on the same path. A trip time is obtained by determining the difference 
between a visiting time of a current node and that of a destination node. bCost is the 
local traffic model data stated in [2]. The difference between curCost and bCost is 
normalized to a predefined reinforcement level. However, r’ only indicates the 
absolute difference of a trip time regardless of relative quality of trip time. The 
resolution value, Cres in Eq. (2), is induced to weigh r’ to solve the problem,. If the 
bCost that is used to get r’ increases, Cres decreases simultaneously. As the amount of 
varying Cres in proportion to bCost is variable according to practical network 
conditions, we parameterized it to change easily. If bCost is not updated during the 
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given time threshold, it is initialized. This helps to raise the reliability of bCost. The 
limitation of curCost by size threshold also provides a reduction of calculation time 
and hardware size. The probability entries that have the same destination node are 
updated by the procedure shown in Fig. 1 (e). Topctrl block controls local functional 
blocks and other glue logics through the results of parsing ant packets. The control 
flow consists of FSM including five stages and is depicted in Fig. 1 (f). 

 Start: If the ant function is allowed to activate, a forward ant is generated, and 
transmitted to a next node. 

 Forwarding: The forwarding operation happens if a current node is not a starting 
node. pNodeOdr and tNodeNum of a current forward ant increase by one. Also, 
current node address and time, intNode and visTime, are inserted into the ant. 
Then the new ant is sent to a next node selected at a Sellink block. 

 Destination: If a current node is a destination node, a forward ant changes into a 
backward ant as soon as pNodeOdr and tNodeNum increase. The backward ant 
starts to return to a source node with the routing information. 

 Backwarding: A backward ant traces along the nodes which a forward ant has 
visited until it arrives at a source node. On the way to the source node, a 
routing table and local traffic model at the visited nodes are changed to some 
degree according to the routing information. 

 Source: If a backward ant reaches a source node, the ant vanishes after updating 
a routing table and traffic model of the node. 

3   Performance Evaluation and Conclusion 

The algorithm for hardware implementation is evaluated through the comparison with 
the original AntNet on topologies having various network conditions. Test topologies 
presented in Fig. 2 are the same as those used to verify the original AntNet to provide 
as identical conditions as possible. We assume the network states as follows. 

 Normal: all traffic is equally distributed among nodes. 
 Biasing: the trip time of a specific path to destination is shorter than others. 
 Heavy: all network traffic is uniformly distributed as for the normal state, but the 

amount of traffic is so heavy that the trip time between nodes takes at least 10 
times longer than normal. 

The metric used for the comparison is the dynamics of probabilities within a 
routing table at each node. We primary monitored the variation of routing 
probabilities at a source node. The update number means the number of changing 
routing probabilities at the source node. In the simulation, we assumed that the 
network states changed sequentially to a normal, biasing, and heavy. Ant packets 
were generated at the source node periodically. The maximum number of ants moving 
concurrently on the whole topology was 30. 

First, we simulated in the case that the source node was node 0, and destination was 
node 5 on SimpleNet. Simulation results presented the variation of the routing 
probabilities of the above three paths at node 0.  

The network condition started a normal state. If the update number at node 0 
reached 500, the state changed into a biasing. Finally the biasing state became a heavy 
from 1000. In a normal network state, the trip time between nodes is nearly same in  
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(a) Ant Packet Structure 
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Fig. 1. Hardware Implementation of AntNet 

all links. Therefore, there are two paths having the best trip time. One is the path via 
0-2-4-5, and the other is via 0-7-6-5. Ants will prefer one of two paths rather than the 
path via node 1. The oscillation of graph means the competition among paths. If the 
difference of routing quality among paths decreases, the probabilities will oscillate 
more. In Fig. 3 (a), P25 and P75 , having the same trip time, oscillated continuously in  
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(c) Original Algorithm in NSFNet  (d) Modified Algorithm in NSFNet 

Fig. 3. Simulation Results 

the normal state. However, P25 overwhelmed P75 in Fig. 3 (b) without a large 
oscillation relatively. P15 decreased at its minimum value in both cases. In the biasing 
mode, the trip time from node 1 to node 5 was set to be shorter than others. Though 
P15 increased in both cases, Fig. 3 (b) indicated the modified algorithm was more 
sensitive to the variation of trip times than the original algorithm. The last case is a 
heavy state. The traces of routing probabilities were similar to the normal. In NSFNet, 
the source node was node 0, and the destination was node 12. The path via 0-4-9-12 
has the smallest number of nodes visited to reach the destination node. As expected, 
both algorithms selected the optimal path clearly in the normal and heavy state. In the 
biasing mode, we diminished the trip time of the path via 0-3-5-6-7-9-12. The results 
are shown in Fig. 3 (c) and (d). The RTL design of the modified AntNet was verified by 
Seamless HW/SW co-verification tool of Mentor Graphics. The results of hardware 
implementation are summarized in Fig. 4. The overall gate counts of the architecture 
including register sets were about 85K under 100MHz operating clock and TSMC 
0.25μm CMOS technology. The register set consisted of 16 32bit-registers and some 
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glue logics. In Fig. 4, we assumed the time to wait for system bus arbitrations and 
memory accesses is 0. On the other hand, the architecture has been developed to change 
easily as the AntNet-based routing algorithms evolve continuously. In summary, the 
proposed hardware architecture can provide high reliability of routing information by 
reducing and regularizing the processing time of ants. 

 

 System clock : 100MHz 
 m : # of neighborhood nodes 
 n : # of destination nodes 
 * : Not include interface time with an 

arbiter and ext. memory 
 R : Read, W : Write 
 F : Forward ant, B : Backward ant 

Blocks 
Gate Count
 (m = 16) 
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 Mem.  
Size 

AHB Interface 2K (R) 50  (W) 60 
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Topctrl 43.5K (F)240  (B)260 

Sellink 5K 
m*10 + 40   

(max.) 
Setrfm 8K 80 

Uprtable 11K m*10 + 100 

Total 85K 
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(B) m*10 + 770 

m*n+ 
4*n 
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Fig. 4. Summary of Implementation Results 
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Abstract. The Domain Name System (DNS) is the most crucial infrastructure 
for mapping human-readable host names to the corresponding IP addresses and 
providing the routing information of Email. Comparing with the top-level 
domains (TLD) such as the root servers, the local authoritative servers are more 
vulnerable to device failures and malicious attacks. This paper described the 
existence condition of authoritative servers and presented a novel domain 
measurement tool named DNSAuth to collect the information of local 
authoritative servers automatically. Experiments to the real-life authoritative 
servers were conducted which highlighting three important aspects: the 
distribution, the geographic location and their impacts on performance and 
security. According to five representative attributes, the authoritative servers of 
China Top100 websites are evaluated and the result shows that only 32% of all 
the servers act preferably in performance and security.  

1   Introduction 

The Domain Name System (DNS) is a hierarchical database distributed around the 
world and its primary function is to translate human-readable domain names to the 
corresponding IP addresses. As the most successful distributed system on the Internet, 
A great deal of daily network applications such as emails and web surfing all need 
DNS work properly. At the same time, many rising network applications ranging 
from load balancing to service discovery all depend on DNS. If an application fails to 
receive a reply for its DNS query, it is a denied service; if a forged or malicious reply 
is received, a DNS hijacking happened. Obviously DNS is one of the most crucial 
components of Internet infrastructure. According to [1], the number of host records 
(only one of the record types carried by DNS) has grown from 20,000 in 1987 to 
353,284,187 in July 2005. The number of independent zones has skyrocketed from a 
handful in 1987 to around 83 million in 2005. Despite such phenomenal growth in size, 
the key role of DNS is not seriously concerned about. There are many configuration 
errors existed in the enormous global system [2], even in giant computer companies 
such as Microsoft [3]. 

As is known to us all, DNS is susceptible to failures mainly owing to its ill-
considered design and implementation on integrity and authenticity [4],[5]. Now 
researchers have realized the significance of reliable communications in DNS, and 
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plenty of measures have been presented to tolerate device failures (e.g. node and route 
failures) and to antagonize malicious attackers. These measures are mainly aimed at 
root servers and focused on the performance impacted by query or implementation 
errors especially. Danzig et al. performed an extensive study of the DNS traffic on the 
ISI (Information Sciences Institute) root name server in 1992[6]. They observed a 
variety of DNS implementation bugs such as recursion loops and poor failure 
detection algorithms. The finding is such errors incurred unnecessary wide-area DNS 
traffic by a factor of twenty. In 2001, Brownlee et al. [7] measured passively on the 
DNS traffic directed toward the F-root server and identified some queries repeated, to 
private address space or invalid top-level domains (TLDs), they also found some new 
errors such bogus A queries, source port zero and requests trying to update root 
servers. In a further work, Jung et al. [8] measured the client-perceived performance 
of DNS, including the latency to receive answers, the performance of the DNS 
protocol, the prevalence of failures and errors, and the interactions with root/gTLD 
servers, and studied the effectiveness of caching. They observed that a significant 
fraction of lookups never receive an answer and furthermore, DNS server 
implementations continue to be overly persistent in the face of failures. To break the 
limitation of location numbers in the Internet topology and focus on performance 
from the perspective of the clients, Liston et al. [9] presented a large scale study of 
wide-area DNS performance at clients differing across locations in the Internet. They 
showed that the greatest performance enhancements can be achieved by reducing the 
response time of servers other than root and gTLD servers. Lee et al. [10] studied the 
optimal placement of root servers and showed that geographical distribution of root 
servers can help improve overall performance perceived by clients. They also 
proposed a methodology to estimate the effects of root servers’ relocation.  

In spite of suffering from all kinds of attacks such as publicized DDoS attacks, the 
root servers themselves are well equipped and monitored closely to guard against 
these compromises, which make exploits towards the top-level servers arduous [11] 
and cause hackers transfer their attentions to local authoritative servers - the handlers 
of name information in the corresponding domains. In contrast with root servers, local 
authoritative servers are lack of enough arms. Despite the best current practice 
recommending placing authoritative servers in diverse locations for maximum 
protection against network failures [12], the number and the distribution of 
authoritative servers are generally irrational due to the less consideration of security 
or the absence of professional knowledge.  

This paper describes the existence of authoritative servers by taking China Top100 
websites for instance. By utilizing DNSAuth, a domain measurement tool we design 
for the automatic collection of authoritative servers, names and IP addresses of these 
authoritative servers are presented at first. Subsequently, these servers are located and 
showed in a geographic map to demonstrate potential security issues. At last, taking 
the number, the distribution and the performance into account, we evaluate the China 
Top100 websites and give the relevant advice. Compared with passive measurements 
towards top-level domains, our approach utilizes certain properties from the network 
infrastructure to discover the pervasive troubles existed in the local authoritative 
servers and the evaluation will instruct the network operators to improve their 
deployments and configurations on the corresponding domains. 
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The rest of this paper is organized as follows: Section 2 provides the data source 
and describes the domain measurement tool - DNSAuth. Section 3 examines the 
impact of authoritative server’s location and distribution on domain’s performance 
and security. Section 4 evaluates the impact thoroughly and Section 5 summarizes the 
contribution of our work. 

2   Measurement Methodology 

In this section, we analyze the data of China Top100 websites with DNSAuth to 
obtain their corresponding authoritative servers and describe DNSAuth’s merits 
briefly. 

2.1   Data Source 

The data we study originated from www.alexa.com[13], a famous web navigation 
service provider. These Top100 websites provide various services including news, 
recreation, online games, shopping, mailbox, search engine, sports, chat room and 
forum, therefore the data sample is quite representative. 

2.2   DNSAuth 

DNSAuth is a DNS authoritative records query tool which can obtain the authoritative 
servers of specific websites automatically. The input can be a single domain or a file 
contained the domain set, and the output can be saved in a specific format for further 
analysis.  

Table 1. Sample of experimental results from DNSAuth 

Domain Authoritative Server: IP 

www.sina.com.cn ns1.sina.com.cn: 202.106.184.166 
ns2.sina.com.cn: 61.172.201.254 
ns3.sina.com.cn: 202.108.44.55 

www.sohu.com dns.sohu.com: 61.135.131.86 
ns1.sohu.com: 61.135.131.1 
ns2.sohu.com: 61.135.132.1 

… … 
www.cctv.com ns1.chinacache.net: 61.136.61.253 

ns2.chinacache.net: 61.163.241.5 
ns3.chinacache.net: 211.154.222.123 

Table 1 illustrates an example of China Top100 website’s authoritative servers we 
measured with DNSAuth. The domains and the corresponding IP addresses are listed 
at the same time. This sample shows some problems which can be found at first 
glance. For example, all the three authoritative servers of sohu.com are in a B prefix 
and more surprisingly two of them are in a same C prefix. Once a single point of 
failure occurred, the website’s availability of services will be affected badly. 
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Compared with traditional domain lookup tools such as nslookup or dig, DNSAuth 
has more competitive features: 

a) Support batch work, which providing the option of processing a single domain or 
a domain set;  

b) Possess domain to IP function, which can obtain the authoritative server’s 
domains and the corresponding IP addresses simultaneously. 

3   Experiment Results 

In this section, we present the measurement results for a real-life DNS workload. Our 
experiments highlight three important aspects of authoritative servers. First, they 
show the distribution of authoritative servers among the China Top100 websites. 
Second, they demonstrate the geographic location of these authoritative servers. 
Finally, they present the impact of these servers’ location on the corresponding 
websites’ security and performance. 

3.1   Distribution Status 

The amount of authoritative servers has a direct impact on the website’s security and 
performance. 
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Fig. 1. Distribution of authoritative servers among China Top100 websites 

Fig. 1 plots the distribution of the China Top100 websites that have different 
numbers of authoritative servers. Nearly 60% of the websites are served by just two 
authoritative servers, and a surprising 10% by only one. It seems that about 90% of all 
the websites have at least two authoritative servers, which satisfies the minimum 
requirement of DNS deployment [5], however, the statistics show many authoritative 
servers are located in same subnets, which highlights that large numbers of websites 
are vulnerable to network attacks or link failures. These problems are crucial and 
affect both top-level domains and popular web sites. 

Overall, a large portion of the websites can be compromised by infiltrating a small 
number of gateways or routers. 
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3.2   Geographic Location and Security 

As a distributed cooperative system, the geographic location of authoritative servers is 
a key factor in the security of infrastructure. Natural disaster, war and burst of virus 
such as worm propagation all threaten the integrity and availability of DNS. Next we 
visualize the geographic location of China Top100 websites’ authoritative servers 
with our IP orientation system and demonstrate the impact of geographic location on 
the network security. 

As illustrated in Fig. 2, the location of authoritative servers is very unbalanced and 
more than 110 servers are deployed in Beijing, the capital of China, accounting for 
45% of all the servers. In the same way, there are also 40 servers located in Shanghai, 
another international metropolis, accounting for 17% of all the servers. 

 

Fig. 2. Geographic location of authoritative servers 

Overall, more than 60% of the authoritative servers are centralized in the two 
cities, and which reflects the prevalent problem existed in the current deployment of 
authoritative servers. 

3.3   Geographic Location and Performance 

The geographic distribution of authoritative servers also plays the most important role 
for the overall performance of infrastructure. Clients usually have lower round-trip 
time (RTT) to geographically nearby servers and customarily use these servers for 
lookups, so the more dispersedly the servers are deployed, the better performance of 
the network is achieved. 

Fig. 3 demonstrates the decrease of mean RTT followed by the increase of servers’ 
locations. Table 2 summarizes the results of Fig.3 by providing the mean and the 
median latency respectively. It shows that the mean RTT of the authoritative servers 
which have only one location vibrate from 337.2 ms to 1658.8 ms and the average 
RTT of these latencies is 444.9 ms, whereas the servers that have three locations and 
above achieve fewer vibrations and lower latencies as the average RTT is about 360.0 
ms. These measurements indicate that the location of authoritative servers is a major 
factor in the performance of DNS query as measured by RTT. 
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Fig. 3. Location of authoritative servers and the corresponding latency 

Table 2. Latency of authoritative servers 

Latency  Mean  Median  

1  444.9ms  387.2 ms  

2  404.8 ms  374.6 ms  

3  380.1 ms  380.8 ms  

4  352.7 ms  355.8 ms  

5  365.2 ms  365.2 ms  

4   Evaluation 

In this section, we evaluate the authoritative servers of China Top100 websites 
according to five representative attributes (namely the number of servers, prefix, load 
balance, geographic location and mean RTT) and calculate the final scores. 

4.1   Attributes and Weights 

Let A be the attribute set where ai A (i=1,2,…,n) is the value of A, and let W be the 
set of given weights where each wi W (i=1,2,…,n) is the value of W, so the score are 
calculated as (1): 

1

1

n
S W A w ai iin

= × = ×
=

 . (1) 

where S denote the evaluated score of authoritative servers. 
Table 3 illustrates the checked attributes and Table 4 lists the corresponding 

weights.  
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Table 3. Attributes for evaluation 

A Value 

a1 number of servers 

a2 prefix 

a3 load balance 

a4 geographic location 

a5 mean RTT 

Table 4. Weights of the corresponding attributes 

W w1 w2 w3 w4 w5 

Value 0.4 0.4 1 1/ a1 
2

5
1000 / a  

As mentioned in section 3.1, the amount of authoritative servers is a key factor that 
impacts the websites’ performance and security, and furthermore, many servers are 
located in the same subnet which degrading the servers’ Quality of Service (QoS) 
dramatically. So the number of servers and the prefix are treated as two independent 
attributes and checked respectively.  

Let the server’s total number is Ntotal, and the number of IP that has the same prefix 
is N(/i) (i=8,16,24) the group number is G(/i) (i=8,16,24) then the attribute a2 is 
calculated as (2): 
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For example, if a website has five authoritative servers and there are no any same 
prefix, i.e. N(/i)=0, then the value of a2 is 5; if there are two /24 prefix groups and each 
group has two IP, i.e. N(/24)=4 and G(/24)=2 then the value of a2 is 3. So the more 
same prefixes appeared, the lower evaluation scores calculated, and it also indicates 
the dispersion of network topology should be considered when deploying 
authoritative servers. 

Similarly, the geographic location of authoritative servers plays an important role 
as described in section 3.2. In order to study the correlation of the number of servers 
and the geographic location, we designate the weight of geographic location w4 as the 
reciprocal of server’s amount, namely 1/a1, and then w4×a4=a4/a1. Obviously, this ratio 
evaluates the geographic impact more accurately. 
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4.2   Comparison of Attributes 

Fig. 4 illustrates the cumulative distribution of the checked attributes according to the 
order of scores. It shows that the mean RTT still plays the most important role in the 
evaluation of authoritative servers in this scenario. The curve is quite even from 2 to 
4.5 points. Subsequently, it becomes very steep, indicating that the servers which get 
high scores have better performance indeed. At the same time, the prefix and the 
location are lower than the number of servers from the start to about 6.7 points and 
surpass it later, which proves that the authoritative servers with high scores have more 
rational deployments and better robustness. 
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Fig. 4. Cumulative distribution of attributes on the score of servers 

Overall, there are only 32% of the authoritative servers which achieving 6 points 
and above in our evaluation, and this proves our worry towards the status of local 
authoritative servers’ performance and security is necessary. 

The network administrators must keep the advices below in mind: 

a) Deploy multiple authoritative servers for high availability; 
b) Avoid single point of failure at full steam: Do not put all the authoritative servers 

on a single subnet or behind a single router, namely deploy servers on multiple 
networks and/or ISPs; 

c) Deploy servers in different Autonomous Systems (AS): Analyze the query 
distribution of clients and optimize the location of authoritative servers in 
accordance with the current geographic distribution of their clients for high 
performance and better service. 

5   Conclusions 

The explosive growth of Internet and the frequent emergence of large-scale 
distributed attacks highlight the performance and security issues of authoritative 
servers.  
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In this paper, we study the existence of authoritative servers by analyzing the data 
of China Top100 websites provided by Alexa Internet.  

By using DNSAuth, a domain measurement tool we design for the collection of 
authoritative servers, names and IP addresses of these authoritative servers are 
presented.  

The experiments show that the status of authoritative servers’ performance and 
security is discouraging. Nearly 60% of the websites are served by just two 
authoritative servers, and a surprising 10% by only one.  

At the same time, more than 60% of the authoritative servers are centralized in 
only two cities. All these degrade the availability of DNS confronting with 
coordinated attacks. The experiments also indicate that the geographic location of 
authoritative servers is a major factor in the performance of DNS query. Finally, the 
evaluation results are present and only 32% of the authoritative servers are qualified 
in the performance and security. 
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Abstract. As a traditional technique of information security, distributed
firewall has taken very important position, while problems remain. Cor-
rect configuration of distributed firewall policies and keeping individual
firewall filter decisions compatible to each other are quite inconvenient
for administrators. To realize the comparison between firewalls’ policies,
this paper provide FPT(firewall policy tree) model, and the construction
algorithm which can turn a firewall policy into a policy tree, as well as
the comparison algorithm. Combination of the two algorithms can be
used to perform a comparison between distributed firewalls’ policies. By
doing this, the paper can obtain the set of data packages on which dif-
ferent firewalls have made inconsistent filter decision, and find out the
inconsistency in distributed firewall policies. Besides, this model could
be extended to package classification systems for policies comparison.

1 Introduction

In order to achieve the security of enterprise network, avoiding the threats of
security breach, independent firewalls in distributed firewall may be purchased
from different manufacturer. Difference might exist in their method of configu-
ration, and this would bring inconveniences into configuring these firewalls. On
the other hand, although the distributed firewall security policy is unified, this
kind of security policy is usually presented in natural language. It might cause
inconsistent understanding between different administrators because of obscu-
rity in natural language. Hence the inconsistence policies between independent
firewalls would appear when these administrators are configuring firewall policy.

We investigate the firewall policy configuration in distributed environment,
and present the model and algorithms for comparing distributed firewalls. By
these algorithms, we can compare m independent firewalls in distributed firewall
scenario, and find out those data packages on which different firewalls have
made different filter decision. This will facilitate the correction of those mis-
configurations.

The remainder of this paper is organized as follows: Section 2 is related work;
we propose the FPT(firewall policy tree) model in Section 3 as the basis for
policies comparison; followed by construction algorithm for FPT in Section 4,
which can translate a firewall’s policy into policy tree; the comparison algorithm

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 545–556, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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for FPT is included in Section 5; simulation experiments are given in Section 6;
at the end is the conclusion of our study.

2 Related Work

Firewall always attracts researcher’s attention as a classic technique of network
security. The conflict detection in firewall field has fruitful achievements.

The contributions of literature [1,2,3,4] concentrate in three area: conflicts
classification and detection algorithm between firewall rules, updating algorithm
for firewall rule and high-level textual translation for firewall rule. Policy tree
is introduced to describe rules in firewall, on which they developed conflicts
detection and updating algorithm for firewall rules.

Detection algorithm and solution scheme for rules’ correlation conflict is pro-
posed in [5], they adopted a recursive trie method to develop a fast detection
algorithm for rules’ correlation conflict detection. The authors of [6] improved
the previous detection algorithm for package classification conflicts, by alter-
ing the semantic meaning of variables and adding more variables, they sped up
conflicts detection about 40 times.

Besides, considerable literatures are provided in the field of high-level textual
description. A query tool is provided in [7], it can answer some intelligent ques-
tion like “which port is open in a given server?” [8] suggests a method of making
use of expert system to detect the firewall conflicts.

[9,10] made use of a tool called Firewall Decision Diagraph (FDD) to describe
firewall. Authors can make sure of the integrity, compactness and consistence of
an independent firewall. FDD was introduced to describe firewall and enabled
the comparing of firewalls designed by two groups, then find out differences for
future analysis and design of firewall accord to enterprise security policy. Based
on [10], we will go forward in this paper. We will compare m(m ≥ 2) independent
firewalls in distributed firewall scenario.

As the basis of comparison model for firewall policy, we introduce the firewall
policy tree model in the first place.

3 Firewall Policy Tree Model

On specific requirements of security, every enterprise has its own security policy
which is called firewall policy in the area of firewall. Similarly, it is distributed
firewall policy for distributed firewalls. In nature, firewall policy is an access
control list which can help deciding what operation to do when a package ar-
rives. Specifically, the access control list(ACL) is made up by several items,
each denotes a rule (firewall rule). Every rule contains 3 parts: order, filter do-
main(network domain) and action domain. Order is the sequence of rules in ACL,
ensuring the matching sequence of data packages. Filter domain can be com-
posed by many items in which 5 items are frequently quoted: source/destination
IP address, source/destination port number and protocol type. Action domain
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generally has two choices: accept, i.e. permit the passing of a data package
through the firewall; deny, i.e. reject the passing of a package.

When a data package arrives at firewall, it firstly checks the first rule, if the
head of the package matches the filter domain of the rule, the firewall will adopt
the behavior as the action domain of the rule; if not, then check the second rule,
this course will go on until a matching filter domain of a rule, hence the firewall
can take corresponding behavior to the rule’s action domain.

Given P is firewall policy, which contains n firewall rules, denoted as R1, · · · ,
Rn. Supposedly, R is a rule in them, it has Order, Filter and Action domains,
denoted as R[order], R[filter] and R[action]. R[order] lies in [1,+∞); R[action]
lies in {Accept,Deny}; R[filter] is d-tuple(R[F1], R[F2], · · · , R[Fd]). For ∀i, 1 ≤
i ≤ d, Fi denotes real filter domain, e.g. source IP address domain. R[Fi] is taken
from D(Fi), both are finite, nonempty, and nonnegative integer set.

In summary, for a rule R, we can view it as a following standard form:

order R[F1] ∧R[F2] ∧ · · · ∧R[Fd]→ (action)

3.1 FPT Model

In [9], Alex suggested FDD model which effectively ensure the integrity, com-
pactness and consistence of an independent firewall, and shed some light on our
FPT model. Actually, we carried on some modifications on the FDD to get FPT,
then use FPT model f to compare firewalls’ policies.

Based on filter domain F1, F2, · · · , Fd, FPT model should satisfy six qualifi-
cations:

1. FPT is a tree model. It has only one root, while several nodes between root
and leaves. Nodes are connected by edges.

2. Every node v in f has a label F (v), details can be found in [9]:

F (v) ∈
{{F1, · · · , Fd} if v is not leaf node
{accept, deny} if v is leaf node

3. Every edge e in f has an label I(e), if e is an edge from node v, then[9]:

I(e) ⊆ D(F (v))

4. In f , it is so called decision path which is a direct path from root to leaf,
denoted as (v1e1 · · · vkekvk+1), where v1 is root, vk+1 is leaf node, ei is an
edge from vi to vi+1, then[9]:

F (vi) �= F (vj), ∀i, j ∈ {1, · · · , k}, i �= j

i.e. any different nodes on decision path can’t have the same label.
5. For any two edges e and e′ from v:

I(e) ∩ I(e′) = ∅, e �= e′

6. Order, constituted by ordinal nodes and ordinal edges.
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(a) Order of nodes. In filter domainF1, F2, · · · , Fd, we set up a priority relation
≺, let F1 ≺ F2 · · · ≺ Fd, then for any decision path (v1e1 · · · vkekvk+1):

F (v1) ≺ F (v2) · · · ≺ F (vk)

(b) Order of edges. Given S1 and S2 are integer set, S1 < S2 means the
largest element of S1 is smaller than the smallest in S2. For any node v
in policy tree, e1 · · · ek are edges from v, in sequence from left to right:

I(ei) < I(ej), ∀i, j ∈ {1, · · · , k}, i < j

In fact, decision path (v1e1 · · · vkekvk+1) can be translated into a rule[9]:

order R[F1] ∧R[F2] ∧ · · · ∧R[Fd]→ F (vk+1)

Where, R[Fi] =
{
I(ej) ∃j ∈ {1, · · ·k}, F (vj) = Fi

D(Fi) ∀i, Fi ∈ {F1, · · · , Fd} − {F (v1), · · · , F (vk)} , because

there exists no intersection of rules which are translated from different decision
path, the rule’s order is inessential.

It appears that we can build a FPT f for any given firewall policy P , such
that P and f will give identical filter decision for the same data package. An
example is shown in Fig. 1 and Fig. 2. We will present the construction algorithm
for FPT f in the following study.

Order F1 F2 Action

1 1, 3 4, 6, 7, 8 1

2 1, 2, 3, 5 1, 3, 6 0

3 6, 7 2, 7, 8 0
0 1 0 0 1 0 0

� � � �F2 F2 F2 F2
�F2

�F1������
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������
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���
1

2
3 5 [6,7]
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���

[1,3]�
���

[4,6,
7,8]

�
[1,3,6]

�
���

[1,3] �
���

[4,6,
7,8]

�
[1,3,6]

�
[2,7,8]

Fig. 1. A firewall policy P over the fields
F1 and F2, both are taken from interval
[1, 9]

Fig. 2. The FTP f which is equivalent to
P shown in Fig.1

4 Construction Algorithm of FPT

A firewall policy P built on F1, F2, · · · , Fd contains n firewall rules: R1, R2, · · · ,
Rn. We need to establish a FPT f , which is equivalent to P , i.e. P and f will give
the same filter decision on a given data package p. Without loses of generality,
we assume F1 ≺ · · · ≺ Fd. According to the order of nodes, f ’s root is labeled by
F1, nodes in the second hierarchy is F2, · · ·, so is the rest nodes represented in the
d-hierarchy policy tree f . The process of constructing FPT is like constructing
FDD which Alex had done in [10]. The construction procedures of FPT f as
follows.
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Let’s start with R1, and establish a decision path (v1e1 · · · vdedvd+1), where:{
F (vi) = Fi, I(ei) = R1[Fi], ∀i ∈ {1, · · · , d}
F (vd+1) = R1[action]

it is equal to R1. This decision path is the first decision path of f , we add rules
R2 · · ·Rn into the f in turn, and then form the f which is equivalent to P .
Supposedly R1 · · ·Rj have already been added to policy tree f , when v is the
root of f , edges from v are e1 · · · ek, in sequence from left to right. Now we need
to add Rj+1, which takes us two steps[10].

Firstly, let I = Rj+1[F1] −
k⋃

i=1

I(ei), J = Rj+1[F1] − I, if I = ∅, means we

don’t need to append new edges on node v, if I �= ∅, means we need to append
new edges. Given X,Y are integer sets, denote l(X,Y ) = {z|z ∈ X ∧ {z} < Y }.
Comparing edge ei in order, 1 ≤ i ≤ k, while I �= ∅ is satisfied and I(ei) < I is
not satisfied, we execute following operations:

– if l(I(ei), I) �= ∅, split edge ei, construct an edge e, appending e to the left
of ei, let I(e) = l(I(ei), I), copy the sub-tree that ei pointing to, let e point
to it, let I(ei) = I(ei)− l(I(ei), I);

– if l(I, I(ei)) �= ∅, append an edge e to the left of ei, let I(e) = l(I, I(ei)),
I = I − l(I, I(ei)), construct a decision path and make it equivalent to
Rj+1[F2] ∧ Rj+1[F3] ∧ · · · ∧ Rj+1[Fd] → Rj+1[action], then let new edge e
point to it.

For the last, if I �= ∅, append an edge e to the right of ek, let I(e) = I, build a
decision path and make it equivalent to Rj+1[F2]∧Rj+1[F3]∧ · · · ∧Rj+1[Fd]→
Rj+1[action], and let new edge e point to it.

So far, we accomplished the first step.
Secondly, if J �= ∅, still denote those edges outgoing from v with e1 · · · ek, in

sequence from left to right. compare J and I(ei) in order, 1 ≤ i ≤ k. There are
three results:

1. J ∩ I(ei) = ∅. The data package p which satisfy edge ei in domain F1 is
either independent from Rj+1 or satisfying the newly appended edge at step
1, so it is not required to alter edge ei.

2. J∩I(ei) = I(ei). A data package p, satisfying edge ei in domain F1, probably
matches some certain rule in first j rules of policy P , also it could matches
Rj+1. So, we add Rj+1[F2] ∧ Rj+1[F3] ∧ · · · ∧ Rj+1[Fd] → Rj+1[action] to
the sub-tree which edge ei is pointing to[10].

3. J ∩ I(ei) �= ∅ ∧ J ∩ I(ei) �= I(ei). We split ei into two edges e′ and e′′, let
I(e′) = I(ei)−J , I(e′′) = I(ei)∩J , and make two copies of the sub-tree that
edge ei pointing to, let e′ and e′′ point to them separately, then delete edge
ei and the sub-tree connected to it. If I(e′) < I(e′′), put e′ to the left of e′′,
if I(e′′) < I(e′),put e′ to the right of e′′, both we apply 2 to the edge e′′. If
both of the previous two conditions are not true, it means I(e′) and I(e′′)
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have intersection. We split e′ and e′′ ensuring the order of policy tree, and
copy the corresponding sub-trees at the same time, we apply 2 to all those
edges split from e′′.

Here we present the pseudo code of construction algorithm:

Construction Algorithm
Input : A firewall policy P with order F1 ≺ · · · ≺ Fd

Output: A firewall policy tree f equivalent with P
Steps[10]:

1. build a decision path with root v from rule R1;
2. for j = 2 to n do APPEND(v,Rj);

end

5 Comparison Algorithm of FPT

Considering m FPT f1, f2, · · · , fm, which are built on filter domain F1, F2, · · · ,
Fd, they fulfill F1 ≺ · · · ≺ Fd. We are interested in the data package p, which has
different filter decisions from at least two FPT fi and fj among m FPT. Two
steps of finding out set S of this kind data package p are written subsequently.

First of all, form unification of policy trees.

1. For ∀i, 1 ≤ i ≤ m, vi denotes the root of fi, vi contains k(i) edges: ei
1, e

i
2, · · · ,

ei
k(i) from left to right. Denote I(ei) =

k(i)⋃
j=1

I(ei
j), where I(ei) is the judge

scope of fi on domain F1, i.e. for those packages which exceed I(ei) on
domain F1, fi can not make any filter decision. For all m firewall policy

trees, f1, f2, · · · , fm, let I =
m⋂

i=1

I(ei), I presents the judge scope they are

sharing on domain F1. Hence, those packages, who take value from D(F1)−I
in domain F1, can not be judged by at least one policy tree, we put these
packages into S.

2. For ∀vi, 1 ≤ i ≤ m, compare I and edge ei
j sequentially where 1 ≤ j ≤ k(i),

there are two results:
(a) I ∩ I(ei

j) = ∅. Because a package p which fulfills edge ei
j in domain

F1 is inevitably be contained in S, we delete edge ei
j and the sub-tree

connected to it from policy tree fi.
(b) I ∩ I(ei

j) �= ∅. If I ∩ I(ei
j) �= I(ei

j), we change the label of edge ei
j , let

I(ei
j) = I ∩ I(ei

j), by this way sub-tree is deleted indirectly.
3. For ∀fi, 1 ≤ i ≤ m, fi has undertaken some pruning, we still denote those

edges from vi with ei
1, e

i
2, · · · , ei

k(i) such that I(ei) = I(ej), 1 ≤ i, j ≤ m .

Let J(ej) =
m⋂

i=1

I(ei
j), which indicates the sharing section of all policy tree

on the j-th edge. Considering edges e1
1, e

2
1, · · · , em

1 , we compare J(e1) and
I(ei

1) sequentially, where 1 ≤ i ≤ m. The comparison will come up with two
results:
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Function APPEND(v, Rj [Fm] ∧ · · · ∧Rj [Fd] → Rj [action])

/* F (v) = Fm and Fm ≺ · · · ≺ Fd. */

/* {e1, · · · , ek} is the edge collection and I(e1) < · · · < I(ek). */

/* e.t denotes the (target) node that the edge e points to[10]. */

I = Rj [Fm] −
k⋃

i=1

I(ei), J = Rj [Fm] − I;

// Step 1, append new edges.

if I �= ∅ then
for i = 1 to k do

while I �= ∅ ∧ ¬(I(ei) < I) do
if l(I(ei), I) �= ∅ then // l(X, Y ) = {z|z ∈ X ∧ {z} < Y }.

(a) construct an edge e with label l(I(ei), I), put e to the left of ei;
(b) make a copy of the sub-tree rooted at ei.t, and make e points

to the root of the copy;
(c) replace the label of ei by I(ei) − l(I(ei), I);

if l(I, I(ei)) �= ∅ then

(a) construct an edge e with label l(I, I(ei)), put e to the left of ei;
(b) build a decision path from rule Rj [Fm+1] ∧ · · · ∧ Rj [Fd]

→ Rj [action] and make e point to it;
(c) I = I − l(I, I(ei));

if I �= ∅ then

(a) construct an edge e with label I, put e to the right of ek;
(b) build a decision path from rule Rj [Fm+1] ∧ · · · ∧ Rj [Fd]

→ Rj [action] and make e point to it;

// Step 2, compare J with all the outgoing edges of v.
if J �= ∅ then

if m < d then
for i = 1 to k do // k is the new number of the edge of v.

if I(ei) ⊆ J then
APPEND(ei.t, Rj [Fm+1] ∧ · · · ∧ Rj [Fd] → Rj [action]);

else if I(ei) ∩ J �= ∅ then

(a) construct an edge e with label I(ei) ∩ J ;
(b) make a copy of the sub-tree rooted at ei.t, and make e points

to the root of the copy;
(c) replace the label of ei by I(ei) − J ;
(d) split e and ei to keep the order of f ;
(e) foreach edge e′ spitted by e do

APPEND(e′.t, Rj [Fm+1] ∧ · · · ∧ Rj [Fd] → Rj [action]);

(a) J(e1) = I(ei
1). For vi, the next comparison will start with edge ei

2.

(b) J(e1) ⊂ I(ei
1). We split edge ei

1 into e and e′, e is put on the left side.
Let I(e) = J(e1) and I(e′) = I(ei

1) − J(ei), while making two copies of
the sub-trees connected with ei

1, let e and e′ point to them, and delete
edge ei

1 and the sub-trees. The next comparison will start with e′.
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It’s not hard to tell, the labels of edges involved in each comparison are
started from the same number. And the comparison can continue until all
the nodes reach the most right edge where all labels are the same then.

4. Thus, all the roots of f1, f2, · · · , fm, have k edges, each edge’s label in a tree
is the same with its counterpart on other trees. We repeat above procedures
on their corresponding sub-trees until reach the leaves. Therefore, we obtain
m firewall policy trees f1, f2, · · · , fm, they identical formation.

For the second thing, comparison of policy trees. f1, f2, · · · , fm have identical
formation, the only difference might exist on leaves. Let lij denotes the j-th leaf
in fi, where 1 ≤ i ≤ m, 1 ≤ j ≤ k, k is number of leaf nodes. For ∀j, 1 ≤ j ≤ k ,
we compare all lij , where 1 ≤ i ≤ m, and the comparison results can be classified
into two categories:

– ∀x, y, 1 ≤ x, y ≤ m, lxj = lyj . If package p satisfies the decision path con-
nected with l1j , all firewalls take the same filter decision with it.

– ∃x, y, 1 ≤ x, y ≤ m, lxj �= lyj . If package p satisfies the decision path con-
nected with l1j , firewall fx and fy take inconsistent filter decision. We will
include these p into set S.

The establishment of set S is accomplished, and it contains all the packages
we are interested in. An example is shown in Fig. 3 and Fig. 4.

We present the pseudo code of policy tree comparison algorithm as follows.

Comparison Algorithm
Input : firewall policy tree f1, f2, · · · , fm with order F1 ≺ · · · ≺ Fd
Output: Set S, for any element p in it, at least two firewall policy trees

will make inconsistent filter decision
Steps:

1. SHAPE(′′ ′′, v1, v2, · · · , vm);
end
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[3,5] [7,8]

[1,3,6] [2,7,8][4,6,7,8][1,3]

Order F1 F2

1 4, 6, 8, 9 1, 2, 3, 4, 5, 6, 7, 8, 9

2 1 2, 5, 9

3 1 1, 3

4 1 4, 6, 7, 8

5 2 2, 4, 5, 7, 8, 9

...
...

...

11 7 1, 3, 4, 5, 6, 9

Fig. 3. A FTP f ′ over the fields F1 and
F2 as f shown in Fig. 2

Fig. 4. The comparison result set S about
f and f ′
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Function SHAPE(Q, v′1, v
′
2, · · · , v′m)

/* v′
i is the root of the sub-tree of fi. */

/* Q save the path from v1 to v′
1. */

if v′
1 is not a leaf node then
// Step 1, find the common judge scope on domain F (v′

1).
for i = 1 to m do

foreach outgoing edge e of v′
i do

I(ei) = I(ei) ∪ I(e);

I =
m⋂

i=1

I(ei);

if D(F (v′
1)) − I �= ∅ then

put all the packages satisfy Q and D(F (v′
1)) − I to S;

// Step 2, prune some edges.

for i = 1 to m do
foreach outgoing edge e of v′

i do
if I ∩ I(e) = ∅ then

cut the edge e and the sub-tree with it;
else if I ∩ I(e) �= I(e) then

replace the label of e by I ∩ I(e);

// Step 3, form unification.

while
m∑

i=1

(K[i] < k(i)) > 0 do

// K[i] is a temporary array, all the element is 1 at first.

// if x is less than y, then (x < y) = 1 and (y < x) = 0.
// now, k(i) is the new number of the outgoing edges of v′

i.

J =
m⋂

i=1

I(ei
K[i]);

for i = 1 to m do
if J = I(ei

K[i]) then
K[i] = K[i] + 1;

else
(a) construct an edge e, label e with J , and put e to the left of

ei
K[i] ;

(b) make a copy of the sub-tree rooted at ei
K[i].t, make e point to

the root of the copy;
(c) I(ei

K[i]) = I(ei
K[i]) − J ;

// Step 4, iterative.

// Now, k is the number of the outgoing edge of v′
1.

for i = 1 to k do
SHAPE(Q + I(e1

i ), e1
i .t, e

2
i .t, · · · , em

i .t);

else
for i = 2 to m do

if F (v′
i) �= F (v′

1) then
put all the packages satisfy Q to S;
break;
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6 Experiments

To examine the correctness and efficiency of the algorithms, we implement sug-
gested algorithm using Visual Basic 6.0, and make use of Microsoft Access to
store the firewall policies and policy trees. We also test average time required for
building a policy tree with proposed construction algorithm. For the comparison
algorithm, we test average time needed to compare m firewall policy trees. We
also simulate the total time for comparing m firewall policies, which includes
the overall time spending on constructing m corresponding policy trees and the
time spending on comparing these m policy trees.

The configuration of our machine is CPU 2GHZ and RAM 1GB, OS is Win-
dows. The results are shown in Fig. 5, Fig. 6 and Fig. 7.

In short of publicized firewall policy data, we simulate firewall policies for
the test. Without loses of generality, we build firewall policies with 5 filter do-
mains: source/destination IP address, source/destination port number and pro-
tocol type, the values in all of which are randomly generated. We have noticed
the practical characteristics of actual firewall in [12], but we haven’t applied their
method, because we prefer to test execution efficiency in inferior settings.
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Shown in Fig. 5, it is acceptable for the construction algorithm spends about
7 minutes to establish a policy tree for a firewall policy containing 1,000 rules.
In Fig. 6, along with the increasing of firewall policy trees number, the time
spending on comparison increases, when m = 5, it takes about 1 min which is
rather fast. This worth our attention, the time spent by comparison algorithm
has no direct correlation with rule number. Figure 7 shows that total time is
about 38 minutes when there are 5 firewall policies and 1,000 rules contained in
each policy.

In fact, according to actual firewall’s characteristics, there are about 4 rules
to match in each data package[12], but it will substantially increase for the
randomly generated policies. For this reason, it could be more efficient when
applying above algorithms to actual firewalls. Besides, we adopt Microsoft Access
to store the firewall policies and policy trees, large amount of I/O operation is
required, thus more efficient data structure will reduce the execution time greatly.

7 Conclusion

For the consistent filter decision from each independent firewall in distributed
firewall, we have proposed the comparison model and algorithm for distributed
firewall policy. We presented the FPT(firewall policy tree) model in the first
place as the platform for comparison of different firewall policies. Followed by
construction algorithm of policy tree, which can translate a firewall policy into
equivalent policy tree. And then we have given the comparison algorithm for
policy tree, which can give the differences between policy trees.

Experiments are provided for all the algorithms, and it shows the effectivity
and efficiency of the algorithms. Furthermore, we have discussed how to improve
the algorithm’s efficiency.

In fact, our model and corresponding algorithms focus on the comparison of
firewall policies, since firewall in nature is a package classification system, our
model and algorithms can also be extended to package classification system.
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Abstract. In this literature, fault detection of an induction motor is carried out 
using the information of stator current. After preprocessing actual data, Fourier 
and Wavelet transforms are applied to detect characteristics under the healthy 
and various faulted conditions. The most reliable phase current among 3-phase 
currents is selected by the fuzzy entropy. Data are trained with a neural network 
system, and the fault detection algorithm is carried out under the unknown data. 
The results of the proposed approach based on Fourier and Wavelet transforma-
tions show that the faults are properly classified into six categories. 

1   Introduction 

Fault detection techniques of induction motors to deduce maintenance cost down and 
prevent unscheduled downtimes have been studied by the numerous researchers [1-8]. 
Faults of an induction machine are classified by bearing fault, coupling and rotor bar 
faults, air gap, rotor, end ring and stator faults [2,3]. We need various measurements 
to monitor the status of the motor and to detect the faults. It is well known that it is 
convenient to decide fault with only current signal because of cost reduction. Fault 
detection method of induction motor has been studied by the analytic and intelligent 
approaches [1, 2]. Nandi et. al had proposed the frequency extraction method for the 
air gap fault. This approach requires specification of induction machine; furthermore 
it is restricted to the limitative fault decision. Fault detection approach via intelligent 
design has been actively studied [3-9]. Combastel et. al and Nejjari et. al have applied 
fuzzy logic to the fault detection. Liu et. al, Bo Li at. al and Filippetti et. al have in-
duced the results using the Neural Network system. The fault detection through the 
neuro-fuzzy approach is also reported in [8,9]. Recently, rotor bar fault detection has 
been carried out by Abbaszadeh et. al through Wavelet transformation. In this paper, 
we employ a neural network system to detect various faults with the help of Wavelet 
and Fourier transformations. To obtain better result fuzzy entropy is used to choose 
reliable phase current. For the Neural Network design complete bivariate polynomials 
are used to search for finding their numeric coefficients. We overcome overfitting 
problem and decreasing numerical time with this structure. 

In the next chapter, we introduce various faults of induction motor. Fourier and Wave-
let transformations are introduced for the purpose of feature extraction. In Chapter 3,  
feature extraction procedure via Wavelet transformation is illustrated, and fuzzy  
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entropy is also induced to obtain more reliable results. Neural Network system is intro-
duced for the fault detection in Chapter 4. Test results are discussed and shown in Chap-
ter 5. Finally conclusions are followed in Chapter 6. 

2   Induction Motor Failures and Feature Extraction 

In this chapter, we introduce the failures of induction motors and conventional stud-
ies. Fourier transformation and Wavelet transformation for the analysis of stator cur-
rents are also illustrated. 

A. Various Faults and Conventional Approaches 
Various faults have been categorized by outer bearing race defect, inner bearing race 
defect, ball defect and train defect [1]; 

]/)cos(1[)2/( pdr dbfNf β−=  

]/)cos(1[)2/( pdr dbfNf β+=  

]]/)cos([1[/ 2
pddrp dbbfdf β−=  

]/)cos(1[)2/( pdrr dbfff β−=  

where rf  is the rotational frequency, N  is the number of balls, db  and pd are the ball 

diameter and ball pitch diameter respectively, and β  is the contact angle of the ball. 

Stator faults are usually related to insulation failure. Penman et. al analyze the axial 
flux component of the machine, the frequency components to detect in the axial flux 
component is given by 

fpsnk )/)1(( −±  

where p is the number of pole pairs, f is the main frequency, 1,3k =  and 

1, 2,3, , (2 1)n p= − , s denotes slip.  Spectrum analysis of machine line cur-

rent(MCSA) is used by Kliman, Thomson and Elkasabgy[10-12]. For detecting bro-
ken bar faults, side band components are obtained  

fsfb )21( ±=  

Air-gap eccentricity is finally classified. There are two types of air-gap eccentricity, 
the static air-gap and the dynamic eccentricity. Static eccentricity may be caused by 
the ovality of the stator core or by the incorrect positioning of the rotor or stator at the 
commissioning stage. In the case of dynamic eccentricity, it is caused due to several 
factors such as a bent rotor shaft, bearing wear or misalignment, ets. Static or dynamic 
eccentricity can be also detected with MCSA [1]. 

±−± wd n
p

s
nkRf

1
)(  

where f  is the fundamental supply frequency, k =1, 2, …, R denotes the number of 

slots, nd =0 in the case of static eccentricity, nd =1, 2, …, in the case of dynamic eccen-
tricity. Also s is slip, p is the number of pole pairs, and nw is the order of the stator 
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time harmonics. However these methods require the specification of the motor, rota-
tional and current frequencies.  

B. Feature Extraction Technique 
Fig. 1. illustrates healthy and faulted signals. The classification based on the statistical 
analysis is difficult. Hence the frequency analysis is employed to extract features 

 

Fig. 1. Measured current signal 

– Fourier transformation  

For discrete signal, discrete Fourier transformation (DFT) is applied [13, 14]. Let T is 
the sampling time, sample sequences x(nT) = x(0), x(1), …, x[(N-1)T ], are repre-
sented. Fourier transformation of x(nT) has the sequences of {X(k)}. Discrete Fourier 
transformation satisfies 

1
2 / 2 /
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Hence, DFT represents N periodic function. Fourier transformation of Fig. 1 is illus-
trated in Fig. 2. In Fig. 2, we can find the distinctive side band of DFT in the case of 
broken rotor bar. Fourier transformation can be utilized detecting broken rotor bar 
fault among all possible failures because the other cases didn’t show the sideband.  

– Wavelet transformation 

Wavelet transformation is used to analyze continuous or discrete signal [15, 16]. Wave-
let transformation overcomes the shortcomings of the window Fourier transformation. 

Especially it has the advantage over the nonstationary signal. Difference of infor-
mation between two approximations at the resolutions 12 j+  and 2 j  is extracted by 
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Fig. 2. Current signal via Fourier transform 

decomposing the function in a wavelet orthonormal basis. Meyer showed that the 
family of orthonormal basis of )(2 RL  is defined by  

{ } ( ){ }kxjj
Zkjkj −=

∈
22 2/

,, ψψ . (2) 

Discrete Wavelat transformation of signal f(x) is obtained by the inner product as 
follows 

=
kj

kjkjfxf
,

,
*

,,)( ψψ . (3) 

Now we illustrate the procedure of obtaining signal approximation and detail using 
the multi resolution analysis. For vector space

2
( )j j ZV ∈ , let )(xφ be the scale function, 

then 1
1 1
22 ( 2 )j

j j
k Zx k+ is the orthonormal basis for vector space 

12 jV + [15,16]. It is known that for any n Z∈ , the function 
2

( 2 )j

jx nφ −−  is a member 

of 
2 jV  which is included in 12 jV + . The approximation of the signal ( )f x  at 2 j , 

2
( )jA f x  is characterized by the set of inner products  
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jd nuxffA jj ∈

− >−<= ))2(),((
22
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Eq. (4) is the discrete approximation of signal )(xf  at the resolution j2 [15, 16]. Next, 
we explain how to extract the difference of information between the approximation of a 
function )(xf  at the resolution j2  and 12 +j . The difference of information denotes the 

detail signal at the resolution j2 . The approximation at the resolution j2  and 12 +j  of a 
signal is equal to its orthogonal projection on 2 jV and 12 jV +  respectively [16]. Detail 

signal of )(xf  at the resolution j2  is characterized by the set of inner products: 

3   Feature Extraction 

In this chapter, we derive data preprocessing feature extraction. 

A. Preprocessing 
Applying Wavelet transformation, data are not consistent because of phase discrep-
ancy etc. Therefore we need data synchronizing to overcome this trouble. Also  
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unneeded noise can be deleted through this preprocessing. Consider measured current 
signal. 

   )()()()(
~

tMNtDNtftf H ++= . (5) 

where Hf  is the healthy signal, )(tDN  denotes faulted signal, )(tMN  is the meas-

urement noise. )(tMN is considered to the white random noise. White noise has mean 

zero. However faulted signal )(tDN  has its character during period. Average value of 

measured signal )(
~

tf  is obtained as follows  

       ntDNtftf
n

i iHiperi /}))()(({)(
~

1=
+= . (6) 

where ni  , ,1= , )(tfHi
and )(tDNi

are the functions of each period. We illustrate 

filtered signal in Fig. 3 when n=64. It is not easy to classify fault in the time domain 
for a small difference case. Hence we will transform these signals with the Wavelet 
transformation. 

 

Fig. 3. Filtered signal 

B. Feature Extraction 
We consider 3-phases induction motor with 220V, 3450rpm, 0.5hp, 34 slots, 4 poles, 
24 rotor bars. Stator currents of faulted bearing, bowed rotor, broken rotor bar, static 
eccentricity, dynamic eccentricity, healthy case are transformed through Fourier and 
Wavelet transformations. 12 details of the signal are illustrated in Fig. 4. 4th value of 
the 6th detail has good pattern to classify 6 cases. Front slope and maximum value are 
shown in Fig. 5 and 6. Static eccentricity and broken rotor bar cases show similar 
feature, however it can be settled with Fourier transformation results. 

With 20 experimental data of 6 cases, we have done Wavelet transformation.  
Table 1 shows the results of Wavelet transformed data. 

– Fuzzy entropy, distance measure, similarity measure 

Recently, study of the measuring about data set has been focused by numerous re-
searchers. The axiomatic definition of entropy was proposed by Liu [17]. Through out 
this paper, all notations are followed by Fan, Ma and Xie’s [18]. Now we propose 
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Fig. 4.  6th detail to 10th of Wavelet transform 

 

Fig. 5. Characteristic distribution via Wavelet transform (pre-slope) 
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Fig. 6. Characteristic membership function distribution via Wavelet transform (Max. value)  

fuzzy entropy function induced by the distance measure. Among the distance meas-
ures, Hamming distance is generally used between fuzzy set A and B,  

=

−=
n

i
iBiA xx

n
BAd

1

)()(
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),( μμ . (7) 

where, },{ ,2,1 nxxxX = . 

In the next Theorem, we propose fuzzy entropy function of A which is induced 
only crisp set Anear .   

Theorem 3.1: If distance measure d satisfies d(Ac,Bc)= d(A,B), A, B∈F(X), then  

2])0[),(2])1[,(2)( −+= nearnear AAdAAdAe . (8) 

is the fuzzy entropy. Proof can be found in [20]. 

Theorem 3.1 has the simple structure compare to Fan, Ma and Xie’s. We also propose 
another fuzzy entropy.  

Theorem 3.2: If distance measure d satisfies d(Ac,Bc)= d(A,B), A, B∈F(X), then  

])1[),((2])0[),((2)( farfar AAdAAdAe += . (9) 

is also fuzzy entropy. Proof can be also found in [20].  Fuzzy entropy function in 
Theorem 3.1 and 2 are used to select the most reliable phase current. Bearing faulted 
signals are transformed through Wavelet transformation. We run 50 times of Boot-
strap method and 4th values of the 6th detail are obtained from 20 data for each phase 
[19]. In the literature [20], the first phase ranges 6.866 7.1, the second phase 
5.0 7.16, and the third phase 3.5 9.0. With the results of Theorem 3.1 and 2, we 
calculate entropies of 3-phase currents in Table 2. The results of Theorem 3.1 are 
same as those of Theorem 3.2 as shown in Table 2. 1st phase current entropy value is 
the smallest one, hence first current is the most reliable. 
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Table 1. 4th value of 6th detail of faulted and healthy conditions 

 

Table 2. 3-Phase entropy 

 1st Phase 2nd Phase 3rd Phase
Theorem 3.1 0.62396 0.62504 0.62432
Theorem 3.2 0.62396 0.62504 0.62432

4   DPNN and Experimental Results 

In this chapter, we introduce neural network which is derived with the Fourier and 
Wavelet transformed data.  

A. Dynamical Polynomial Neural Networks 
Complete bivariate polynomials is designed for  modeling method that is originated 
from Kolmogorov-Gabor polynomials represented according to the GMDH method 
[21-23]. If two inputs are chosen from four inputs as shown in Fig. 6, then we have 
4C2 nodes in layer 1. A node can be expressed with the combination of },{ 41 xx , then  

2
451

2
1414131421111014111 ),( xwxwxxwxwxwwxxfy +++++==  

We collect 5 nodes from 6 nodes in the first layer with the minimum error. The se-
lected 5 nodes are used as inputs in the 2nd layer. In the second layer, 10 (5C2) nodes 
are constructed through input vectors y1 and y2 : 

2
253

2
143213322311303213 ),( ywywyywywywwyyfz +++++== . 

To determine wij in DPNN, least square method is required, where 
kjni ,2,1,0,,,2,1,0 == . Obtained wij minimize error between actual measured out-

put and trained output value. Through Eq. (7), wij is calculated. 
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Fig. 7. A simple structure of DPNN 
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where, z(k) is the actual measured output, )(ˆ kz is the trained output, w denotes coeffi-

cient vector, and Φ is coefficient matrix. Current layer output construct next layer in-
put, and finally reasonable function is obtained by this procedure iteration. Modeling 
technique with DPNN has the advantage in the simple structure, fast computation time. 
Furthermore major variable can be detected from the structure of model structure. 

B. Model Performance and Choice 

– Data classification 

DPNN divide total sample data into training and test data by GMDH. Which avoid the 
preponderance of data by means of using variance. Model structure and coefficients 
of the each nodes are obtained by the data sets, generally coefficients are obtained 
from training data and model performance is evaluated through test data. Final model 
structure is determined by the self organization that is modified through training and 
test error.  

– Model performance 

DPNN also takes place overfitting like other neural network. To avoid overfitting 
DPNN utilizes performance criterion (PC). This criterion makes to determine network 
size to prevent overfitting, costing stability and settlement of training termination. In 
this paper, we consider PC in Eq. (12) that is combined by quadratic form of training 
error and test error. Eq. (12) evaluates whether the constructed model adapt well for 
the training data as well as test data which is also applicable to the anew data [24].  
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Fig. 8.  Data split for model selection 
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where fA is the model which is constructed from training data, e1 denotes training 
error, e2 is the test error, nA is the number of training data, yi is the measured out-
put, )( A

iA xf  and )( B
iA xf  are the training and testing results. The η  is the weighting 

factor between e1 and e2.  
Optimal model is obtained when minimizing PC in Eq. (12). Fig. 9 shows the 

variations of training error, testing error and PC value relative to the layer number. As 
shown in figure, the layer 3 represents the minimum value of PC. Therefore the out-
put of the layer 3 gives the optimal performance. 

 

Fig. 9. Variation of PC according to the change of layer 

5   Illustrative Example 

In this paper, input data as features are two Wavelet gradient values and one peak 
value, and three FFT sidebands. These features are summarized in Table 3. 

Table 3. Input dataTable 1 

FEATURE INPUT 

Wavelet gradient 1 Wavelet peak Wavelet gradient 2 FFT side band 1 FFT side band 2 FFT side band 3 

 
20 times of experiments are carried out. Hence 60 input data are allocated to each 

case. Training data and test data are divided. Output data are corresponded to the 
target values, and the output cases are allocated by the integer number from 1 to 6. 
These outputs are shown in Table 4.  
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Table 4. Output data 

NO Motor failure Target Value 
1 Faulted Bearing 1 
2 Bowed Rotor 2 
3 Broken Rotor Bar 3 
4 Healthy 4 
5 Static 5 
6 Dynamic 6 

Table 5. Test results 

 

After training, we get 5.3×10-7 training error. Next we test with the remaining data. 
Total average testing error becomes 0.103. Therefore we could classify the healthy 
and faulted current signals with the proposed algorithm. 

6   Conclusions 

In this paper, we carried out induction motor fault detection using Wavelet and Fou-
rier transformations of stator current. Fourier and Wavelet transformations are applied 
to extract fault characteristics. As shown in Chapter 2, the results of Fourier transfor-
mation are insufficient to determine the fault. Hence the complementary cooperation 
of Wavelet transformation is required. Fourier transformation result shows the side-
band in the case of broken rotor bar. The results of Wavelet transformation give the 
advantageous information to decide the faulted situation. However broken rotor bar 
and statistic air gap eccentricity illustrate similar results. Hence two transformations 
are complementary each other. With these fault information, sideband of broken rotor 
bar from Fourier transformation and 4th coefficients of 6th detail from Wavelet trans-
formation become the input variables of the neural network system to decide the fault 
case. The neural network system is constructed through polynomial structures which 
especially has the advantage in short training time and efficient model formulation. 
With the training and testing results, we verify the usefulness of the neural network. 
Our results are the specific case of considering motor. If the motor is changed, we 
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need to revisit the Fourier and Wavelet transformations for the target motor. The 
reliable output could be obtained if the other measurement, vibration, sound, etc. be 
used.  
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Abstract. Failure can be prevented in time by prediction of equipment
maintenance so as to promote reliability only if failures can be early
predicted. Substantially, it can be boiled down to a pattern recognition
problem. Recenty, support vector machine (SVM) becomes a hot tech-
nique in this area. When using SVM, how to simultaneously obtain the
optimal feature subset and SVM parameters is a crucial problem. This
study proposes a method for improving SVM performance in two as-
pects at one time: feature subset selection and parameter optimization.
Fuzzy adaptive particle swarm optimization (FAPSO) is used to opti-
mize both a feature subset and parameters of SVM simultaneously for
predictive maintenance. Case analysis shows that this algorithm is sci-
entific and efficient, and adapts to predictive maintenance management
for any complicated equipment.

1 Introduction

With the development of computer science, modern engineering systems becomes
more and more complicated. Hence, the need for effective equipment mainte-
nance is becoming more significant. It can be approximately divided into three
stages for equipment maintenance, post maintenance, regular maintenance and
predictive maintenance. Post maintenance disturbs normal produce program,
thus enterprises will suffer a great loss with some potential safety problems
in addition. Regular maintenance, which demands examination and services in
spite of the state of equipment, is a waste of equipment resources, labor force
and material resources. Further more, it may lead to superfluous repairs. Shortly,
current maintenance modes have much difficulty meeting the need of moderniza-
tion production. In this circumstance, predictive maintenance with decision func-
tion becomes increasingly important[1-3]. According to the daily check record,
state monitor and diagnosis information, measures such as data analysis method
and expert’s knowledge, are taken to determine the category, part and time of
maintenance and analyze the degradation degree of the equipment, the trend
of malfunctions and hidden troubles, and subsequently to do appropriate ser-
vices systematically before malfunctions occur. However, it is difficult to choose
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a proper decision-making method for predictive maintenance. At the present
time, as a conventional predictive maintenance method, economical major re-
pair model has been applied to predictive maintenance, which determines the
lifetime of the equipment by the major repair times. Due to many implicative and
intricate factors, it is difficult to analyze a complex equipment system by clas-
sical mathematical methods. Although traditional methods have been improved
compared to the conventional method, they sometimes fall short of intelligence
and lacks of self-learning and adapting abilities. Many AI techniques, such as
NN, GA and fuzzy theory have been applied in this area[4-10]. Recently, Sup-
port vector machine(SVM) has gained wide acceptance in the applications of
intelligent fault diagnosis[11-13].

The paper presents an equipment maintenance prediction methods based on
optimized support vector machine, which processes datas with high accuracy,
intelligent behavior and super efficiency.

2 Research Background

2.1 Brief Introduction of Pure SVM and PSO

Pure Support vector machines (SVM). The SVM was originally developed
by Vapnik[14]. While traditional statistical theory keeps to empirical risk min-
imization (ERM), SVM satisfies structural risk minimization (SRM) based on
statistical learning theory (SLT), whose decision rule could still obtain small
error to independent test sampling.SVM mainly has two classes of applica-
tions,classification and regression.In this paper,application of classification is
discussed.When using SVM, how to simultaneously obtain the optimal feature
subset and SVM parameters is a crucial problem. This study proposes fuzzy
adaptive particle swarm optimization method for improving SVM performance
in two aspects simultaneously: feature subset selection and parameter optimiza-
tion[15].

Fuzzy Adaptive Particle Swarm Optimization (FAPSO). PSO devel-
oped by Kennedy and Eberhart [16] is one of the modern heuristic algorithms
under the evolutionary algorithms (EAs) and gained lots of attention in various
engineering applications.The pure PSO search process is a nonlinear and com-
plicated process and a linear decreasing inertia weight w approach has a linear
transition of search ability from global search to local, which does not truly re-
flect the actual search process required to find the optimum. This is especially
true for dynamic optimization problems. But with the appropriate value of w,
the inertia weight, we can avoid the local search in pure PSO search process to
a great extent. We could use FAPSO algorithm to choose the appropriate value
of w. The experiment mentioned latter will demonstrate using FAPSO could
produce a satisfying result[17-19].
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3 Hybrid FAPSO-SVM Model

This paper presents a method for improving the performance of SVM in two
aspects: feature subset selection and parameter optimization. FAPSO is used
to optimize both the feature subset and parameters of SVM simultaneously for
maintenance prediction. Fig.1 shows the flow chart of FAPSO-SVM algorithm.

Fig. 1. Flow Chart of FAPSO-SVM

3.1 Optimizing the Feature Subset

Feature subset selection is essentially an optimization problem that involves
searching the space for possible features to find one that is optimum or near-
optimal with respect to a certain performance measures such as accuracy. In a
classification problem, the selection of features is important for many reasons:
good generalization performance, running time requirements and constraints im-
posed by the problem itself.
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3.2 Optimizing the Parameters of SVM

One of the big problems in SVM is the selection of the values of parameters.
Selecting appropriate values for parameters of SVM plays an important role in
the performance of SVM. But it is not known beforehand which values are the
best for the problem. Optimizing the parameters of SVM is crucial for the best
prediction performance.

This paper proposes FAPSO as the method of optimizing parameters of SVM.
In this paper, the radial basis function is used as the kernel function for equip-
ment maintenance prediction. There are two parameters while using RBF ker-
nels: C and δ2. These two parameters play an important role in the performance
of SVM. In this paper, C and δ2 are encoded as decimal numbers, and optimized
by FAPSO.

3.3 Simultaneous Optimization of SVM Using FAPSO

In general, the choice of the feature subset has an influence on the appropriate
kernel parameters and vice versa. Therefore the feature subset and parameters of
SVM need to be optimized simultaneously for the best prediction performance.
Fig.1 shows the flow chart of the proposed model which optimizes both the fea-
ture subset and parameters of SVM simultaneously for maintenance prediction.
The procedure starts with the randomly selected particles which represent the
feature subset and values of parameters of SVM. Each new particle is evaluated
by sending it to the SVM model. The SVM model uses the feature subset and
values of parameters in order to obtain the performance measure. This perfor-
mance measure is used as the fitness function and is evolved by FAPSO.

The particles for the feature subset are first encoded as binary strings standing
for some subset of the original feature set list. Each bit of the binary strings
represents whether the corresponding feature is selected or not. 1 in each bit
means the corresponding feature is selected, whereas 0 means unselected. Then
convert the binary strings to decimal number within the corresponding boundary.
The components of particles for parameters of SVM are randomly generated for
C and δ2. Fig.2 shows examples of generating for FAPSO. Each of the selected
feature subsets and parameters is evaluated using SVM. This process is iterated
until the best feature subset and values of parameters are found. The data set is
divided into a training set and a validation portion. The training set (T)consists
of both T1 and T2.

FAPSO evolves a number of particles. Each particle consists of sets of features
of a given size and the values of parameters. SVM is trained on T1 using only the
features of the individual and the values of parameters of the individual. The
fitness is the average prediction accuracy of SVM over T2.

The fitness function is represented mathematically as follows:

Fitness =

n∑
i=1

Hi

n
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Table 1. Steps of FAPSO-SVM

Define the particles A(x1, x2, x3).
Step 1 x1: features of SVM are encoded into decimal number.

x2, x3: parameters of SVM are expressed by decimal numbers.

Step 2 Define population size, the velocity for particle A, acceleration coefficients c1 and c2.
Use fuzzy adaptive particle swarm optimization to choose the appropriate value of w.

Step 3 Generate initial population of particles randomly.

Step 4 While stopping condition is false, do Step 4∼8.

Step 5 Decode j th particle (j = 1, 2, . . . , Npop) to obtain the corresponding feature subset x1j

and parameters x2j , x3j .

Step 6 Apply x1j and x2j , x3j to the SVM model to compute the output, Op.

Step 7 Evaluate fitness, Fj of the j th particle using Op

(fitness function: average predictive accuracy).

Step 8 Calculate total fitness function of particles swarm: TF =
Npop∑
i=1

F1(x1, x2, x3).

Step 9 Generate new particle swarm.

Step 10 Stop the iterative step when the terminal condition is reached.

where Hi is 1 if the actual output equals the predicted value of the SVM model,
otherwise Hi is zero. The details of the proposed model in an algorithmic form
are explained in Table 1.

Particle A(x1,x2,x3)
(a) Feature Subset

1 0 1 . . . 0 1 0

f1 f2 f3 . . . f13 f14 f15

Feature Subset ={f1,f3,f14}
x1 = 1214 + 123 + 121

(b) Parameters—δ2 and C
e.g: x2 = δ2 = 6;x3 = C = 30

4 Experimental Design

Out of total 15 main factors, three feature subsets are selected for the experiment.
The selected variables and feature subsets are shown Table 2. In Table 2, 15FS
represents all main factors. 4FS means 4 main factors which are selected by the
independent-sample t-test between each main factor as an input variable, and
whether or not to maintenance as the output variable. 12FS and 4FS represent
the feature subset selected by logistic regression(LR) stepwise and the simple
SVM respectively.

The data set for FAPSO-SVM is separated into two parts: the training set,
and the validation set. The ratios are about 0.7 and 0.3. The training data for NN
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and FAPSO-SVM is divided into two portions again: one is for the training
model and the other is for avoiding over fitting. Additionally, to evaluate the
effectiveness of the proposed model, we compare two different models with arbi-
trarily selected values of parameters and a given feature subset. The first model,
labeled LR, uses logistic regression. The second model, labeled Pure SVM means
SVM.

Table 2. Variables and Feature Subsets

Features Feature Subset for Selected by
model comparision FAPSO-SVM

4FS 8FS 12FS 15FS
Vibration

√ √ √ √
Oily contamination

√ √ √
Times of overload

√ √
Temperature

√ √ √
Pressure

√ √ √ √
Date of last maintenance

√ √ √
Point inspection

√ √ √ √
Times of maintenance

√ √
Error rate

√ √ √
Humidity

√ √ √ √
Cost of maintenance

√ √ √
Precision

√ √ √
Work eficiency

√ √
Noise

√ √ √ √
Service age

√ √ √

Fig. 2. Accuracy of validation set when δ2 = 10
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5 Experimental Results

5.1 Sensitivity of Pure SVM to Feature Sets and Parameters

Experiments show the classification accuracies of various parameters in SVM us-
ing various feature subsets. From the data of the experiments, we can see that,
the values of parameters to get the best prediction using 12FS are δ2 = 10 and

Fig. 3. Accuracy of validation set when δ2 = 10

Fig. 4. Accuracy of 12FS’s training set (Tr) and validation set (Val) when C = 70
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C=100. However, with the values of parameters, the prediction using 15FS is
poor. Fig.2 shows the sensitivity of SVM to various feature subsets and param-
eters. The experimental results show that the prediction performance of SVM
is sensitive not only to various feature subsets but also to various parameters.
Thus, the results show that simultaneous optimization of the feature set and
parameters are needed for the best prediction.

Fig.3 shows one of the results of SVM with 15FS where δ2 is fixed at 55 as C
increases. As Tay and Cao[13] mentioned, we can observe that a large value for
C would over-fit the training data.

Fig.4 shows the result of SVM with 12FS where C is fixed on 70 and δ2

increases. We can observe that a small value for δ2 would over-fit the training
data, and δ2 plays an important role on the generalization performance of SVM.

5.2 Results of FAPSO-SVM

Table 2 shows the feature subset selected by FAPSO. Experiment describes the
average prediction accuracy of each model. In Pure SVM, we use the best param-
eter from the validation set out of the results also from experiment. In Table 3,
the proposed model shows better performance than the other models.

Table 3. Average Prediction Accuracy

LR Pure SVM PSO-SVM

Training(%) Validation(%) Training(%) Validation(%) Training(%) Validation(%)

15FS 76.59% 64.81% 82.35% 78.26% 89.65% 86.31%

12FS 80.20% 71.20% 86.37% 75.20%

8FS 69.68% 59.96% 80.30% 73.98%

4FS 73.54% 70.23% 74.29% 70.55%

6 Discussion and Conclusion

Equipment maintenance prediction is an important and widely studied topic
since it has a significant impact on equipment maintenance prediction and reli-
ability. Recently, the SVM has been applied to the problem of intelligent fault
diagnosis and maintenance. The SVM-based model has been compared with
other methods such as NN and LR, and has shown good results. However, few
studies have dealt with integration of FAPSO and SVM although there is a
great potential for useful applications in this area. This paper focuses on the
improvement of the SVM-based model by means of the integration of FAPSO
and SVM. This study presents the methods for improving SVM performance
in two aspects simultaneously: feature subset selection and parameter optimiza-
tion. FAPSO is used to optimize both the feature subset and parameters of
SVM simultaneously for maintenance prediction. This paper applies, the pro-
posed FAPSO-SVM model to the maintenance prediction problem using a real
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data set from a regular examination records of rotation machines in an automo-
bile factory of Anhui province[6]. We evaluated the proposed model using the
real data set and compared it with other models. The results showed that the
proposed model was effective in finding the optimal feature subset and param-
eters of SVM, and that it improved the prediction of maintenance. The results
also demonstrate that the choice of the feature subset has an influence on the
appropriate kernel parameters and vice versa. For future work, we intend to
optimize the kernel function, parameters and feature subset simultaneously. We
would also like to expand this model to apply to instance selection problems.
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Abstract. Based on covariance constraint control theory and statistic, the fault 
predicts problem inner the dynamic complicated system is researched. First of 
all, according to the important factor to influence the running state by the 
Multifactor analyze method, we have defined and analyzed the parameter 
structure of the average and error for state observe values correspondence to the 
fault point; Simultaneous, the fitting quantitative model and error control 
threshold of complicated system were presented; secondly, we has given the 
running principium of integration system to fault detect and designed the 
network topological structure and the data transfer model; Finally, a simulated 
example have shown that the technique is effectively and exactly. The 
theoretical analyze indicated that the presented integration technology of Fault 
detect has a broad prospect for practical application.  

1   Introduction 

In the recent years, because all kinds of fatal accidents were continually occurred by 
reason of fault for key equipment, all national governments, societies and researchers 
attached importance to the study that the fault diagnosis and forecasting complex 
systems. Whereas, because nonlinear degree of some complex equipment system is 
more and more high, problem of Fault Prediction is so complicated and difficult that 
is need analyzed from different angle. Many scholars [1-2] were promoted to use 
neural network to study the fault diagnose and prediction of non-linear system from 
different views and utilized a spot of information to forecast and to diagnose the fault. 
In [3-5], some scholars studied the fault prediction based on observation data of the 
fault state. However, above fault prediction model weren’t considered enough 
statistical character of the on-line data and the control threshold judging the fault state 
may be given subjective, as a result the fault predict isn’t quite effectively.  

To solve these problems, the scholars tried to use various methods for the fault 
prediction of complicated systems. And that had provided an application background 
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for covariance control [6-8] forming and developing since 80’s. Their main ideas 
include: First the appropriate state covariance was selected accord with the different 
performance index of systems, and then we will design the control algorithms to 
satisfy the anticipant performance. The idea was shown that the performance object 
about fault predict technology may be achieved by the covariance constraint control 
of running state for complicated systems. According to this, some scholars [9-11] had 
researched the fault predict problems of some complex systems by covariance control 
theory and achieved some better effect. It is a pity that these investigations were 
effectively only in oneself special predict target environment. In other words, the 
different object demand to the different method, and to the large system construction 
have no a united frame to proceed the fault predict; moreover, owing to uncertain 
factor, as a result the accurate fault predict is impossible. To solve these problems, the 
authors studied the fault prediction of complicated systems by hybrid methods of 
covariance control theory and statistics and presented a new algorithm for Fault 
Prediction applying in practical Engineering.   

The layout of the rest of the paper is as follow: The model of fault predicts was 
constructed in Section 2.Section 3 describes corresponding the algorithms and designs 
the network topological of fault predict. Section 4 discusses the simulative results of 
systems by an example, and Section 5 concludes this paper with final inferences and 
directions for future work. 

2   Construct and Analyses of Model  

2.1   Description of Problem 

For the complex systems, the stability is the basal condition to ensure the well-
balanced running of systems. Therefore, effective real-time control was carried out by 
continuous detect the fault states and adjust the failures in the running process of 
systems.  

In the running process of complicated systems, the various factors influencing to 
the running state of systems were called the condition attribute, and the corresponding 
fault states were called decision attribute. However, not all condition attributes are 
same importance to the well-balanced running of systems: Some are so no important 
that it may confound right and wrong, thereby cleaning the redundancy datum from 
the database to ensure the right decision making. If the information is extracted from 
these data and analyzed by rational ways, the certain relationship between these 
conditions attribute and fault occurred can be found, then we can use the data of fault 
situation to judge fault to take place whether or not. Thus the author extracts the vital 
factors influencing to fault situation by factor-analyze of statistical, and analyzes 
information’s about running situation; thus gives the fitting quantities model of 
forecasting decision-making fault, and designs the control threshold model of fault 
according to covariance control theory.  

2.2   Construct of Model 

Suppose there are n state variables nXXX ,,, 21  interrelated with the fault of 

systems, and Y notes the fault point. So the state variables set },,,{ 21 nXXXX =  
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is the condition attribute and the fault point Y is the decision attribute for whole 
systems. Owing to that not all condition attributes are same importance to the well-
balanced running of systems, the vital factors influencing the running situation may 
be extracted by factor-analyze method in statistic: First, a percentage of total effect of 
the vital factors is given by the actual running situation; and then the vital factors 
were extracted by using the factor-analyze module in the SPSS software package. 

If the vital factors which the factor-analyze module extracted were m  state 
variables mXXX ,,, 21 . Let },,,{ 21 mXXXX = . Thus, for the fault point Y, the 
vital factor of fault had different state value of systems at the different moment in 
historical fault database (for example, the traffic flow magnitude is different at the 
different moment). For facility, we selected n different states of fault from the 
historical fault database for every vital factor. Let 

X
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nmnn

m

m
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21

=
                                          (1) 

Where every fault observation vector ),,,( 21)( imiii XXXh = ),,2,1( ni = was regarded as a 

stochastic vector on account of the data come from the oneself systems and the state 

indexes of the m  influencing factors were not presupposed, thus X̂  was a stochastic 
matrix and was regarded a observation matrix or sample database. Thereby, the 
quantitative model between the running state Y and the influencing factors was gotten 
by least-square approximation as following.  

ωβ += XY                                                            (2) 

Where ),,,( 21 mββββ = , T
mXXXX },,,{ 21= , ω  is fitting error and satisfy 

that ),0(~ 2σω . 
Hence the prediction model of running situation of systems was gotten, and we can 

use the quantitative model to judge fault to take place whether or not. Its main idea 
includes: first of all, computing the average-value exponent of state data of 
influencing factors for n faults coming from the fault database. Secondly, the decision 
average-value Y were gotten by the forecasting quantitative model of systems; 
whereafter, the error which is made between forecasting decision situationY and the 

decision average-value Y , i.e. YY −=Δ , can be used to judge fault to take place 

whether or not. If the error threshold Δ  can be presented and exists Δ≥−YY , that 

may judge that the systems have abnormal phenomenon and need to repair it.  
From above analysis know that must establish the error control threshold of 

abnormal running of systems, and that is very vital problem in research of fault 
predict technology for complex systems. Follow we will establish the error control 
threshold model of abnormal running of systems.  
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2.3   Analysis of Error Control Threshold Model 

In the running process of systems, because the dimension of all fault state 
observations is consistent for every influencing factor, as a result the average-value 
exponent model of all state observations, which belong to i th influencing factor, 
were designed as following. 

2
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()max( 2
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2
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= =Δ

n

j
jiji

j
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n

x

X ),,2,1( mi =                                   (3) 

So the average-value vector T
mXXXX ),,( )()2()1(= was gotten using (3) for i th 

),,2,1( mi =  influencing factor of complex systems. And that average-valueY  of 

the fault state was computed by formula (2). Simultaneity, we can compute the error 
between the average-value Y and historical fault state ),,2,1( niYi = . The computed 
formula is as following.   

)(ii YY −=Δ  ),,2,1( nj =                                            (4) 

Obviously, before an arbitrary on-line fault of systems took place, the 
corresponding running state observation-value had abnormal change and there exits 
an error between the factual state-value and the average-value, as a result every fault-
state has an abnormal error .For logical forecasting, the paper gave the quantitative 
index of analyzing fault predict, which were regard as the error average-value 
exponent model, i.e.  
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i n ),,2,1( mi =                                  (5) 

According to the covariance constraint theory, we can use the error, which is made 

between running state-value Y and the decision average-valueY , i.e. YY −=Δ , to 

judge fault to take place whether or not. If there exists Δ≥−YY , that may judge that 

the systems have abnormal phenomenon and need to adjust the systems. As for the 
detailed adjustive scheme, the most important point is that weight coefficient of 
influencing factor in the prediction model when we designed the integrated systems. 
The bigger the coefficient ),,2,1( mii =β is, the more influence the i th factor is. 
First adjust the i th parameter, thus it is to ensure the system normal running to avoid 
the vital expense on account of fault. 

3   Designs and Implementation of Algorithms 

In the running process of complicated system, because the whole system character 
presents entirely in the all data of on-line observation, we should install a software 
system of fault prediction on-line to ensure the system to run stability in practical and 
to avoid paralysis of system. 
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Fig. 1. Design chart of real-time observation for decision-making systems 

Once singular phenomenon appears in the complicated system, the embedded 
software system can give an alarm and warn operator to maintain the complicated 
system. Its main design is showed as Fig. 1. 

Obviously, the black-frame of this design figure is the software system of FP on-
line that is embedded into the complicated system .So we should analyze the 
algorithm and implementation of software for the key part. 

In section 2, we presented that control threshold which was used to judge the 
abnormal phenomenon of the online detect data to take place whether or not. If the 
abnormal phenomenon existed, thus need repair the systems and restore to the normal 
situation. Therefore the algorithm is presented as following.  

    1) Initialization of system. Input the historical fault database, and the vital factors 
},,,{ 21 mXXXX = were extracted by using the factor-analyze module in the SPSS 

software package, thus we get X
ˆ

and pre-storage in the computer. 
    2) Established the quantitative model between the factors },,,{ 21 mXXXX = . 

Simultaneous, computed the historical fault state iY and the average-valueY by the 

quantitative model and formula (3). 
     3) Computing the control threshold Δ  of the fault state using (4) and (5), and 
storage in the computer.  
     4) Computing the error jΔ  between the running states jY  and the average-value 

Y for the online detecting systems, then invoking the fault control threshold Δ  of the 
fault state from database and going on next step. 
    5) Verifying whether Δ>Δ j  exists or not, if exist, thus adjust the systems and 

return step 1. Otherwise directly return step1. 
    6) Printed the analyzing report of system.  

The implementation algorithm is shown in the flowing chart as Fig 2. 

Fig. 2 shows that the network topological structure was composed of the pattern 
recognition module, discriminate module, decision module and the invoke module. 
Where, the pattern module and the discriminate module were elements and the kernel 
respectively. Thus in the running process of complex systems the control flow of 
transmitted data is shown in the flowing chart as Fig. 3. 

Obviously, all data may be returned to the control center and be real-time 
controlled, so the effective online detecting of complex systems can be carried out.  
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Fig. 2. Network topological structure of Fault detect for complicated systems 
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Fig. 3. Control flow of data for complicated systems 

4   Simulation Examples 

The paper applied the fault detecting integrated technology, which was designed 
according to the covariance constraint theory and statistic, to the forecasting fault of 
the excitation device systems of the power equipment. First of all, the important 
influencing factors, which were extracted by multifactor analyze from the historical 
data, consist of the PT break-phase, CT signal, volts d.c. and current, synchronous 
signal, temperature of sensors and the Airborne capacity. Secondly, for the historical 
fault data, the curve fitting chart between the predicting model and the actual 
observation-value was gotten by simulation: Fig. 4 displays the total fitting analysis 
chart and Fig.5 shows the part fitting analysis. 

Fig.4 and Fig. 5 indicated that the error between the fitting data and the actual data 
is very small and the designed systems may achieve the anticipant error threshold 
0.003,so that the model of systems is effectively and can be applied to the practical 
systems. In practical application the designed systems had run almost 1000 epochs 
and Fig.6 shows the total running performance. 



586 D. Huang et al. 

 

Fig. 4. Fitting analysis chart between predict model and historical data 

 

Fig. 5. Part fitting chart between predict model and the historical data 
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Fig. 6. Total running performance chart of the excitation device systems 

The running effect of systems indicated that the abnormal phenomenon of the 
security alarm took place at 20th second, and then adjusts the parameter of systems to 
ensure the systems normal running. But the security alarm systems gave an alarm at 
60th second and 249th second, and continuously adjust the parameter of the systems to 
ensure the systems normal running. Fig.6 displays that the abnormal phenomena of 
the designed systems seem to change wee, and yet the running performance is very 
instable during the warning. For the sake of detailed analyzing the danger, we take the 
running performance chart from 0th second to 40th second as Fig. 7. 
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Fig. 7 displays that the interior change of systems was quite rapidly. It accorded 
with the practical situation. Simultaneous, there exists a glacis from the initial 
warning to normal running; as a result the demand time which was used to adjust 
parameter of the systems was satisfied.   

These analyses indicated that the covariance constraint control of fault detecting 
for complex systems is effectively. 
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Fig. 7. Part running performance chart of the excitation device systems 

5   Conclusions 

The paper applied the fault detecting integrated technology, which was designed 
according to the covariance constraint theory and statistic, to practical engineering. 
The experiment shows that the fault predicting technology is effectively, and can 
carry out the intelligent fault-predict. Simultaneous, the structure between all sub-
modules is high cohesion and low coupling, and the all data may be returned to the 
control center for information fusion. Therefore, the disadvantage which data is 
transmitted by one-way communication was overcome, and then the internal 
information interchange of the complex systems is possible. And moreover, the 
integrated systems have well opening and adaptability. 

However, owing to that worker manipulated the intelligent systems; the running 
situation of the systems was influenced. Thereby, investigation about how to logically 
distribute the information resources of complex systems remains an interesting area 
for further research.   
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Abstract. There exists a challenge, i.e., to diagnose failures of such a complex 
system that has the following characters: (1) it has a causality loop structure; (2) 
system observed variables are discrete, or continuous, or mixed; and (3) system 
has time lag, i.e., it has delay of fault effect. For the task, this paper proposes a 
fault diagnosis prototype system based on causality diagram, and describes the 
key technologies used. The proposed prototype system comprises datum 
collection subsystem, model design subsystem, fault diagnosis subsystem, and 
diagnosis result display subsystem. In this system, the fault knowledge related 
fault diagnosis is represented in a fault influence propagation diagram (FIPD), 
which results from a causality diagram. The fault knowledge related delay of 
fault effect is represented in a 2-time-slice causality diagram (2-TSCD), which 
is a time stochastic model extended from a FIPD. The method of find fault 
modes in a FIPD or a 2-TSCD is presented. The proposed prototype system has 
flexible fault knowledge representation, rapid diagnosis process, and well 
practicability.  

1   Introduction 

Fault detection and fault diagnosis of complex system on-line become increasingly 
important for many technical processes, especially for safety related processes like 
unclear plants and chemical plants. There exist causality relations among the inputs 
and outputs of complex system. These relations are determined by its structure and 
have imprecise quantitative or logistic character. So, it does not one to one mapping 
between its failures and its symptoms. As a result, the fault diagnosis of complex 
system becomes more complex and difficult. At present, there exists a challenge, i.e., 
to detect and diagnose the failures of such a complex system that has the following 
characters: (1) it has a causality loop structure, i.e., there exists causality loop 
influence among system states or system observed variables; (2) system observed 
variables are discrete, or continuous, or mixed; and (3) system has time lag, i.e., not 
all causality relations among system variables occur at the same time, and some 
causality relation effects have time lag. For example, the flow rate F and the pressure 
P in an oil tank have differential coefficient relation. This relation brings time lag 
between F and P, i.e., the flow rate Ft at time t will affect the pressure Pt+1 at time 
t+1. If employing the existing fault-diagnosis technologies to the task described in 
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above, it is difficult to get a valid result rapidly. The possible reasons are as follows: 
some of them are mainly suitable for the diagnosis of single component, some of them 
are not mature in theory, and some of them have shortcoming in knowledge 
representation and reasoning. For example, qualitative reasoning method, which is 
famous in AI community, is not suitable for fault diagnosis of complex system that 
has continue variable and non-deterministic system dynamics [1]. The reason is that 
qualitative reasoning method lacks of precise knowledge representation, ant its 
reasoning has fuzzy and uncertainty.  

Causality diagram is a knowledge representation and reasoning model under 
uncertainty based on probability [2]. Outstanding characteristics of causality diagram 
are as follows. (1) It is satisfied probability theory absolutely, and has well theory 
foundation; (2) It can deal with the causality loop. The reason is that causality 
diagram represents the causality relationship among the domain random variables 
described by random event's probability. This representation implies a joint 
probability distribution. So, it has no limitation to the topology structure of diagram, 
i.e., it does not require a DAG; (3) It exploits direct causality intensity not condition 
probability to represent knowledge, and this process can avoid the correlativity 
difficulty among the giving knowledge when domain experts represent knowledge. 
The reason is that this process is consistent with the knowledge structure in expert’s 
brain; and (4) It has dynamic characteristic, i.e., its structure can be modified 
according to on-line information received. This is very important for its application 
such as fault diagnosis, because this process can reduce the scale of causality diagram 
according to the evidence received and improve the system performance. From the 
characters of causality diagram, it can be seen that there is a very good mapping 
between the knowledge representation of causality diagram and the fault character of 
complex system. So, causality diagram can represent the fault knowledge of complex 
system effectively, and be suited for fault diagnosis of complex system. The objective 
of this paper is to propose a fault diagnosis prototype system based on causality 
diagram, which can deal with the challenge task described in above.  

2   Architecture of Fault Diagnosis Prototype System 

The fault diagnosis prototype system comprises datum collection subsystem, model 
design subsystem, fault diagnosis subsystem, and diagnosis result display subsystem. 
Its architecture is illustrated as Fig.1.  

Datum collection subsystem gathers the state information of complex system, 
which is related to fault diagnosis, from locale equipment, and save these state 
information to database in term of time sequence. Model design subsystem provides 
graphical interfaces for domain engineers, to acquire and save the causality diagram 
model, which is needed for fault diagnosis. Diagnosis result display subsystem 
accepts the diagnosis results and all kinds of real-time state information from fault 
diagnosis subsystem, and then display all kinds of datum and diagnosis results to 
operator. Fault diagnosis subsystem gets the state information from database, and 
monitor system state. Once find the system’ abnormal behavior, fault diagnosis 
subsystem begins to work, to find the possible failures and sort them according to the 
probability that failure occurs under giving evidence. This is implemented by using  
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Fig. 1. Architecture of the fault diagnosis prototype system 

the causality diagram model and the state information (i.e., evidence received). 
Finally, it sends the diagnosis result to diagnosis result display subsystem. 

The key question of implementing the proposed prototype system is as follows. (1) 
How to use expert knowledge to construct the causality diagram? (2) How to get fault 
mode from the causality diagram? (3) How to compute the probability of fault mode 
under giving evidence. The third question, i.e., the reasoning algorithm of causality 
diagram, is presented in [3-4]. In this paper, we only concentrate on the former two 
questions. So, we will discuss the former two questions in the next two sections.    

3   Fault Knowledge Representations in Causality Diagram 

If the complex system has not time lag, the fault knowledge related fault diagnosis is 
represented in a multi-value causality diagram; otherwise these knowledge is 
represented in a 2-time-slice causality diagram.   

Fault influence propagation diagram. The multi-value causality diagram is called 
fault influence propagation diagram (FIPD) when it is used for fault diagnosis. The 
differences between causality diagram and FIPD are as follows. (1) The node event 
variable represents a signal of complex system, which can be observed. Every state of 
node event variable represents an abnormal behavior of the checker, which 
corresponds to the target signal. The default state of node event variable represents a 
normal behavior of the checker. For example, if a node event variable represents a 
signal of stream flow, its state corresponds an abnormal behavior such as stream flow 
abnormal high or stream flow abnormal low. (2) The basic event variable represents 
component failure of complex system. Every state of basic event variable represents a 
component failure state, and its default state represents that the corresponding 
component is normal. (3) The linkage event variable represents the fault influence 
propagation relation between the causation variable and result variable. The linkage 
variable, which points from a basic event variable to another node event variable, 
represents that component failure of corresponding to the basic event variable cause 
the signal abnormal of corresponding to node event variable. The linkage variable, 
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which points from a node event variable to another node event variable, represents 
that the signal abnormal of corresponding to the node event variable cause another 
signal abnormal of corresponding to another node event variable. The fault influence 
propagation diagram includes two kind of important information that is useful for the 
fault diagnosis: One is the fault influence propagation relationship in the causality 
diagram, which can be used to find all the possible fault modes when the evidence is 
received. The other is the joint probability distribution, which is implied in all 
variables of a FIPD, and can be used to compute post-probability of failure modes 
under giving evidence.  

Two-time-slice causality diagram. 2-time-slice causality diagram (2-TSCD) is a 
time stochastic model, which can be regarded as a extended multi-value causality 
diagram. Suppose that complex system can be modeled by system variable set z, 
system variables are divided to two subsets Y and X: subset ZY ⊆  represents 
observed variable set, i.e., the value of every variable in sub set Y can be known. And 
these observed variable in subset Y could be discrete or continuous. The other subset 

ZX ⊆  represents un-observed variable set, and these variable in subset X must be 
discrete.  The system is modeled as evolvement in discrete time steps, so there exists 
an instance z(t) for every system variable z at time t. 2-time-slice causality diagram is 
a directed diagram, which represents the fault influence propagation among system 
variable at time t+1. The differences between a 2-TSCD and a fault influence 
propagation diagram are as follows.  (1) In 2-TSCD, every node event variable X has 
a time tag, which is denoted as superscript (t+1). Variable X(t+1) represents an instance 
of variable X at time t+1. Anyone variable X that has no time tag represents in default 
an instance of variable X at time t+1, i.e., its time tag is ignored. Node event variables 
are divided two parts: one is observed variables, i.e., their values can be known. These 
variables can be discrete or continuous. The other is un-observed variable, and these 
variables must be discrete. (2) In 2-TSCD, every basic event variable X has a time 
tag, which is denoted as superscript (t) or (t+1). Variable X(t) or X(t+1) represents an 
instance of variable X at time t+1. Anyone variable X that has no time tag represents 
in default an instance of variable X at time t+1, i.e., its time tag is ignored. Basic 
event variables are divided two parts: one is component failure, and its time tag is 
(t+1). These kinds of basic event variable represents failure state of component, every 
state of variable X represents that the corresponding component fails, and X’s default 
state represents that the corresponding component is normal. The other basic event 
variables are instances of un-observed variable at time t. And they can affect directly 
system variable at t+1. So, they can be regarded as failure variable of component, 
which has no input, at time t+1. All basic event variables must be discrete. (3) In 2-
TSCD, every linkage event variable X has a time tag, which is denoted as superscript 
(t, t+1) or (t+1, t+1). The linkage event variable that has superscript (t, t+1) represents 
that the instance X(t) of causation event variable X at time t cause the instance Y(t+1) 
of result event variable Y at time t+1. Anyone variable X that has no time tag 
represents in default the instance X(t+1) of causation event variable X at time t+1 
cause the instance Y(t+1) of result event variable Y at time t+1, i.e., its time tag is 
ignored. Usually, time tag (t+1, t+1) is ignored. (4) In 2-TSCD, anyone instance X(t) 
of variable X at time t is introduce as a causation of instance Y(t+1) of variable Y 
(including such a case: Y is X itself) at time t+1, and instance X(t) is regarded as a 
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basic event variable. So, there exists two cases only: 1) the instance X(t) of variable X 
at time t cause the instance Y(t+1) of variable Y at time t+1; 2) the instance X(t+1) of 
variable X at time t+1 cause the instance Y(t+1) of variable Y at time t+1. The former 
represents the delay of fault effect.  

4   Find Failure Modes 

Fault diagnosis subsystem does not work when system is at normal state. Once an 
abnormal signal is received, fault diagnosis subsystem begins to diagnose process. At 
this moment, the node event variable in fault influence diagram can be divided to two 
parts: 

Fi XX ∈  and 
Fi XX ∉ . Here, 

FX  is the set of node event variable that are 

abnormal, or called evidence E.      

Find failure modes in fault influence propagation diagram. The steps of finding 
failure modes are as follows. (1) Get the level-1 cut set (CSs-1) formula of node event 
variable 

Fi XX ∈ , and simplify it according to Rule-1. Here, CSs-1 formula is this 

kind of cut set formula, in which all event variable (including basic event variable and 
node event variable) are neighbouring to the target node event variable 

iX  in a FIPD. 

At this step, node event variable is treated as a random event. The cut set, in which 
there exists a node event variable Xi or linkage event Pij, must be removed from  
CSs-1. Rule-1: When evidence E is received, a node event variable Xi, which is at 
normal state, cannot be a possible causation of causing another node event variable Xj 
that is at abnormal. (2) Get the final level cut set (CSs-f) formula of node event 
variable 

Fi XX ∈ , and expand it to a state matrix. Here, CSs-f formula is this kind of 

cut set formula, in which all event variable are basic event variables or linkage event 
variable, and has none of node event variable. The process steps are as following: to 
expand the CSs-1 formula of 

iX , i.e., for every node event variable in the CSs-1 

formula, use its corresponding CSs-1 formula to replace it. This process is going 
recursively until getting the final level cut set (CSs-f) of formula of 

iX . In the 

expanding process, if a directed loop is encountered, Rule-Loop-Break [2] is applied 
to break down the loop. When a causality loop is encountered, the descendant 
variable, which is the same as the head variable of the loop, should be treated as a null 
set and be deleted. In the process of getting the CSs-f, the node event variable is 
regarded as a random event as a whole. Rule-Loop-Break: a node event variable 
cannot be a possible causation that causes itself at the same time. (3) Get the fault cut 
set formula (CSs-F) of every 

Fi XX ∈ Here, the fault cut set formula (CSs-F) is 

evidence cut set formula, which is consisted only of some and other state of basic 
event variable. Take state cut set formula of 

Fi XX ∈ from its final level cut set (CSs-

f) state matrix, and delete all the state event of the linkage event variable. As a result, 
get the fault cut set formula of every 

Fi XX ∈ (4) Get the fault cut set formula of 

evidence }|{ Fii XXXE ∈= . This is implemented by logical AND operation for the 

entire fault cut set formula of every 
Fi XX ∈ . And then to reduce the fault cut set 

formula of every 
Fi XX ∈  according to Rule-2, finally the possible failure modes can 
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be found according to Rule-3. 2: The mode, which consists of more than one 

initiating event, should be deleted from fault cut set formula of evidence E  The 
reason is that the probability of more than one initiating event simultaneous 

occurrence is high-order infinitesimal. 3: The different fault sub-structures are 
different failure modes, which are mutual exclusive and cannot occur simultaneously.  

Find failure modes in 2-time-slice causality diagram. The steps to find failure 
modes in a 2-TSCD are as follows. (1) Delete those basic event variables that have 
time tag (t), and delete those linkage event variables that have time tag (t, t+1). In this 
way, 2-time-slice causality diagram becomes fault influence propagation diagram, 
which represents the fault influence propagation among system variable at time t+1. 
(2) Use the method, which is used to find failure modes in fault influence propagation 
diagram, to find failure modes in 2-time-slice causality diagram. 

5   Fault Diagnosis Experiments Based on Causality Diagram  

There are many examples of fault diagnosis based on causality diagram. Here only list 
several examples. Fan [2] took the full-size 950MW nuclear power simulator at 
Beijing Nuclear Power Simulating Training Central in Tsinghua University as the 
diagnosis object, and built the fault diagnosis causality diagram of classic failures in 
the secondary loop. On the causality diagram intelligence fault diagnosis platform 
developed by him, eight representative failures in the secondary loop, including 
failure of valve, failure of pump and pipe rupture, have been diagnosed. Experiments 
show that the diagnosis result coincides with the practice, diagnose rapidity, and the 
result is well.  Wang [5] applied causality diagram model to fault diagnosis of 
pressure vessels. Experiments show that the fault diagnosis method based on causality 
is efficient. It can overcome the shortcomings of fault tree diagnosis method, has the 
superiority of both fuzzy fault diagnosis method and fault tree diagnosis method. So, 
the method based on causality diagram has better practicability. Liang [6] applied 
causality diagram model to fault diagnosis of machine equipment in coal mine. 
Experiments show that the fault diagnosis method based on causality is efficient, and 
its diagnosis precision is better than that of fault tree diagnosis method.    

6   Conclusions �

Causality diagram is a knowledge representation and reasoning model under 
uncertainty based on probability. Its outstanding characteristics show that there is a 
very good mapping between the knowledge representation of causality diagram and the 
fault character of complex system, thus causality diagram can represent the fault 
knowledge of complex system effectively, and be suited for fault diagnosis of complex 
system. This paper presents a fault diagnosis prototype system based on causality 
diagram, and describes the key technologies used. Comparing with other fault 
diagnosis methods, for example the fault diagnosis method of hybrid dynamic 
Bayesian network [7], the methods used in this paper have the following 
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characteristics. (1) It can deal with causality loop structure, and does not require DGA 
in Bayesian network. (2) The causality intensity among variables can be given 
according to real case, and has no limitation such as conditional linear Gaussian used 
in [7] that is a subset of hybrid dynamic Bayesian network. (3) In some case, the 
method can avoid the computation difficulty. For example, if the fault mode of finding 
from a FIPD at time t is one, the post-probability computation does not need, and the 
diagnosis result can be given directly. So, the proposed prototype system has flexible 
fault knowledge representation, rapid diagnosis process, and well practicability.  
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Abstract. A new FTC scheme based on adaptive radial basis function (RBF) 
neural network (NN) model for unknown multi-variable dynamic systems is 
proposed. The scheme designs an adaptive RBF model to built process model 
and uses extended Kalman filter (EKF) technique to online learn the fault 
dynamics. Then, a model inversion controller is designed to produce the fault 
tolerant control (FTC) actions. The proposed scheme is applied to a three-tank 
process to evaluate the performance of the scheme. The simulation results show 
that component fault can be quickly compensated so that the system 
performances are recovered well. 

1   Introduction 

Fault Tolerant Control (FTC) has received increasing attention recently from the 
viewpoint of safety as well as reduced manufacturing costs [1]. Recently, adaptive 
control for nonlinear multi-variables systems has received considerable attention, and 
many new approaches have been proposed [2]. In this paper, a new FTC approaches 
for unknown multi-variable dynamic process is proposed. The approach combines 
adaptive RBF model and the EKF algorithm to update on-line the network weights to 
learn the system time-varying and fault dynamics. Then an iterative inversion 
algorithm based on the model is designed to compute an optimal control variable. 

The remaining parts are organized as follows: the adaptive RBF model is presented 
in Section2; Section 3 presents the configuration of adaptive tolerant controller and 
model iterative inversion algorithm; the online simulation study of the three-tanks is 
provided in Section 4. Finally conclusions are included in Section 6. 

2   The Adaptive Model Based Estimator 

In system identification, multi-variable non-linear process with scalar input u and 
output y affected by additive state noise can be represented by the nonlinear  
                                                           
* This work was supported by National Natural Science Foundation (grant Nos. 60574082). 
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auto-regressive with exogenous (NARX) input process model, whose dynamic 
behavior is assumed to be described by 

)())(,),1(),(,),1(()( kwnkykyndkudkufky yu +−−−−−−=  (1) 

Here, })({ pRkw ∈ are distributed random variables. The (.)f  is unknown nonlinear 

function; mRku ∈)( and pRky ∈)(  are the process input and output respectively, nu 

and ny denote the input order and output order, d is time-delay.  

2.1   Reformulated RBF Network  

A RBF neural network is trained to perform a mapping of NARX process. The 
network may be used to approximate the nonlinear function (.)f  in Eq.(1). So as to 

identify the nonlinear system: 

))(,),1(),(,),1((ˆ)(ˆ yu nkykyndkudkufky −−−−−−=  (2) 

The RBF network with n inputs, c prototypes, and p outputs, input nodes 
are yu npnmn ×+×= , input vector T

yu nkykyndkudkukx )](,),1(),(,),1([)( −−−−−−= , 

c neurons in the hidden layer applies Gaussian function as activation function. A 
Gaussian functions of the form: )/exp()( 2σvvg −=  σ  is a real constant. 

The outputs of the network consist of sums of the weighted hidden layer neurons. 
The network can be written as follows: 

WHY =ˆ  (3) 
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Here, the RBF model is initialized with the weights trained off-line by the gradient 
descent algorithm, and then is updated on-line using the following EKF. 

2.2   Online Updating the Network Using the EKF Algorithm 

The EKF is used for online updating the network weight of the RBF model because 
its training converges is faster than the back propagation algorithm. We use y(k) 
denote the target vector for the RBF outputs, and )ˆ( kf θ  denote the actual outputs. In 

order to update online the network weight matrix W and prototypes iv using the EKF 

algorithm, we let W and 
iv  constitute the state of a nonlinear system: 

[ ]TT
c

TT
p

T vvww 11=θ  (5) 

)()()1( kkk ωθθ +=+ , )())((ˆ)( kekfky += θ  (6) 

Where )(kω and )(ke  are artificially added white noise. EKF algorithm is used to 

update the parameter vectorθ using the new measurement data. 
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))]1((ˆ)()[()1()( −−+−= kfkykKkk θθθ  (7) 

1)]()()()[()()( −+= kHkEkHRkHkEkK T  (8) 

QkEkHkKIkE +−=+ )())()(()1(  
(9) 

K(k) is the Kalman gain; E(k) is the covariance matrix of the estimation error; Q , R 
are the covariance matrices of )(kω  and )(ke respectively. H(k) is the Jacobi matrix. 
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Where H(k) is an [n(c + 1) + mc] × nM matrix, H is the (c + 1) × M matrix given in 
Eq. (4), wij is the element in the ith row and jth column of the W weight matrix in 
Eq.(4); )(

2''
jiij vxgg −=  (where g( ) is the activation function at the hidden layer); 

xi is the ith input vector, and vj is the jth prototype vector. Hw is an n(c + 1) × nM 
matrix, Hv is an mc × nM matrix. The procedure of applying the EKF algorithm to 
learn on-line weight value and prototypes of model is given as follows: 

Step (1): At sample time k, use y(k-i) u(k-d-i) to form NN model input vector x(k); 
Step (2): Obtain the current process output, y(k) and use it as the training target; 
Step (3): Calculate Hw, Hv to form H(k), then, update K(k) )(kθ  by Eq. (8) , Eq.(7);  

Step (4): calculate E(k+1) using Eq.(11) for use in next sample period. 

3   Adaptive Tolerant Controller 

3.1   FTC Configuration  

When actuator or component faults occur, the adaptive model will learn the change of 
dynamics caused by the fault so that the degradation of the model will be recovered 
with the model self-learning. The configuration of the FTC scheme shown in Fig. 1 
used combination of an adaptive neural model and model iterative inversion 
controller.  

Along with the model updating, a model iterative inversion algorithm is used to 
find an optimal control to recover the performance and maintain the stability. A 
double line in Fig.1 is used to indicate that the weights of the adaptive neural model 
are shared by the neural estimator and the model inversion controller.  
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Fig. 1. FTC system structure based on iterative RBF inversion 

3.2   Iterative Inversion Algorithms Based on Adaptive Neural Model  

The neural network inversion methods used in reference [3] are typically direct 
inversion and iterative inversion. In the FTC scheme, adaptive neural model-based an 
iterative inversion is developed using the EKF algorithm.  

To separate the control variable u(k), the input vector X(k) is defined as:  

T
yu nkykyndkudkukX )]1(,),(),1(,),1([)( +−+−−−−=  (13) 

Then, the RBF model in the inversion is described as: )](),([ˆ)1(ˆ kXkufky =+ . The 

objective of model inversion is to estimate the control variables )(ku , which will 

drive the adaptive model output )1(ˆ +ky   to track the trajectory )1( +kyd
. The EKF 

algorithms again adopted here to estimate the optimal control variable )1(ˆ +ku  to 

minimize quadratic model tracking error: 

)](,ˆ[ˆ)1()1(ˆ)1()1( kXufkykykyke ddt −+=+−+=+  (14) 

To avoid confusing with iterative step i, the variable at sample time k is changed 

as’ k ’, i.e. 
kuku →)( . Use )(ˆ iu to denote the optimized control at iteration step i. For 

the optimization of u(k), we formulate the following equation using EKF algorithm:  

)(ˆ)1(ˆ iuiu =+  (15) 
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The calculation procedure of the iterative inversion is given as follows: 

Step (1): At time k, obtain past process output, y and past control variable u to form 
RBF model input vector X(k). Obtain desired trajectory, yd(k+1). Set initial value.  

Step (2): Calculate optimal control variable )(ˆ iu  using Eq.(17)–Eq.(20). 

Step (3): Apply )(ˆ iu  to model input to obtain )(ˆ iy   , )(ˆ iet
 at iteration step i. 

Step (4): Repeat step(2) and step (3) for the next iterative step to calculate )1(̂ +iu   

until the neural network model tracking error, )(ˆ iet
is less than a predefined threshold 

or assigned maximum iteration step. Set u(k) equal to û ; then apply it to the process. 

4   Applied FTC Scheme to Three-Tank Process 

The three-tank process is simulated to evaluate the performance of the proposed FTC 
scheme. The process is setup up as follows equations [4]:  

)(/)2)(( 11313111 tAQhhghhsignSazh p η++−−−=  (21) 

)(/)22)(( 2222323232 tAQghSazhhghhsignSazh pp η++−−−−=  (22) 

)(/)2)(2)(( 332323313123 tAhhghhsignSazhhghhsignSazh pp η+−−+−−=  (23) 

Here, hi is liquid level (hmax=62cm); azi is outflow coefficient (az1=0.45 az2=0.61 
az3=0.46); Sp=0.5cm2 is cross section of the connection pipes; Qi is supplying flow 
rates (Q1max=Q2max=100ml/s); A=154cm is section area of cylindrical; ),( uxiη is 

modeling uncertainty and noise in measurement. The modeling uncertainty is 
assumed to Gauss white noise. Here Q1 and Q2 are input variables; h1 and h2 are 
output variables. 

A adaptive RBF network with 8 inputs, 11 prototypes, and 2 outputs(i.e.8:11:2) is 
used to serve as the dynamic model of the process. The EKF algorithm is used in the 
NN model to learn on-line post-fault dynamic. And the model inversion control using 
the EKF algorithm has been realised in MATLAB and combined with the adaptive 
RBF model to form the FTC scheme. Fig.2(a) show the process tracking response 
with the proposed FTC scheme under no fault condition. Fig.2(b) show the 
corresponding control variable to the process. 

Supposed a incipient leakage fault occurred  in tank 2 at 250s. Leakage flow rates 
is is described by the following equations:  

)250()(2)( 2
2

221 −−= kUkghrazkF π    )1(2.0)( )250(5.0
2

−−−= kekr  (24) 

The process tracking responses and the associated control variables are displayed 
in Fig.2 (c) and (d) respectively. The process tracking result show that the adaptive 
RBF model can quickly learn the post-fault dynamics so that the model inversion 
controller can generate a corresponding change in the control variables, supplying 
flow rates Q1, Q2, to compensate the effects of the fault on the process output. 
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Fig. 2. The level tracking responses and control variables response of proposed FTC scheme 

5   Conclusions  

A new FTC scheme for  unknown non-linear dynamic systems is proposed in this 
paper. The scheme designs  an adaptive RBF model to learn fault dynamics based on 
EKF filter technique and a model inversion controller to produce the fault tolerant 
control actions. The proposed scheme is applied to three-tank process to eveluate the 
performance of the scheme. The simulation results shows that component can be 
quickly compensated so that the sysetem performance are recovered well.  
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Abstract. A novel approach for pipeline leak fault detection has been studied, 
which applies self-organizing fuzzy clustering neural network to identify work 
status. The proposed method utilized fuzzy neural clustering of DIC method in-
stead of constructing exact mathematical model. After normalizing the sample 
data, together with prior knowledge, a fuzzy neural network is used to evaluate 
work status. An adaptive algorithm is developed to diagnose the leak fault. The 
experiment results have shown the validity and practicability of the method. 

1   Introduction 

Leak fault detection methods are crucial in acquiring safe and reliable operation in oil 
transporting pipeline systems. The conventional leak fault detection approaches often 
have to work with explicit mathematical models. In addition, most of detection meth-
ods are deterministic or non-adaptive [1][2]. Therefore, the faults are presumed to ap-
pear as parameter or state changes caused by malfunctions of different components of 
the plant. In many cases, these changes can be successfully determined by using esti-
mation techniques, residual generation methods [3][4]. They usually use relatively exact 
mathematical to represent the plant in different conditions. This is not always possible 
in an Industrial environment.  

The identification of work status is the basis of the leak fault detection in oil pipe-
lines. In this paper, we propose a leak fault detection method, which is based on Dis-
crete Incremental Clustering (DIC) fuzzy neural network to resolve the problem. The 
advantages of DIC network are combined with fuzzy clustering to form a novel leak 
fault detection scheme. In Section 2, the fuzzy clustering neural networks will be 
described. In Section 3, the DIC method will be detailed. In Section 4, the leak detec-
tion scheme and work status identification methods will be discussed. In Section 5, a 
set of experiments results are given. Finally, Section 6 will conclude the present paper 
on the whole. 

2   Fuzzy Clustering Neural Network 

One common approach for fault detection and diagnosis utilizes the learning and recall 
properties of Fuzzy Neural Network (FNN). The input to the FNN is a set of features 
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vector extracted from raw sensor information. The output of the FNN is then provided 
with fault vectors, which can indicate the normal or faulty running status messages of 
the plant.  The network is a six-layered feed forward network as shown in Fig. 1. 
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Fig. 1. Overall structure of fuzzy neural network 

The layers are characterized by the fuzzy operations they perform. From left to 
right, the layers are: Layer I (the Input Layer), Layer II (the Condition Layer), Layer 
III (the Rule-base Layer), Layer IV (the Normalization Layer), and Layer V (the Con-
sequence Layer) and Layer VI (the Output Layer). The rectangular used for layers II 
and V simply means that its parameter value might be changed. 

Each layer has a number of ordered neurons. The number of neurons in layer k is 
labeled by kN , where k∈{1,2,3,4,5, 6}. The label ,

k
i jE  denotes a link originating 

from the ith neuron in layer k-1 terminating at the jth neuron in layer k, where 
k∈{2,3,4,5,6}, i∈{1, … 1kN − } and j∈{1, … kN }. No links exist between neurons in 

the same layer. The derivation of fuzzy rules normally consists of two phases: Firstly, 
a cluster analysis is performed on the input data set to form clusters, and secondly, 
fuzzy rules are extracted using the clusters obtained in the first phase. 

3   Discrete Incremental Clustering Method 

We use Discrete Incremental Clustering (DIC) method for clustering [5][6][7], and then 
to generate Gaussian type membership functions from the clusters obtained. The 
greatest advantage of this way is that it enables the network to self generate number of 
membership functions without any predefined number of membership function [8]. 
The DIC method has four parameters: fuzzy set support parameter SLOPE, plasticity 
parameter β , tendency parameter TD, and threshold value T. 

Each new cluster in DIC begins as a triangular fuzzy set. As training continues, the 
cluster “grows” to include more points. This triangular fuzzy set expands its center 
part to become a trapezoidal fuzzy set (see Fig. 2) but maintains the same amount of 
buffer regions on both sides of the center. 

In Fig. 2(a), the triangular fuzzy set is defined by a1, b1, and c1. Point b1` is the 
middle point of a1b1. So, SLOPE is the length of a1b1` or b1`c1. Hence SLOPE refers to 
the projection on the x-axis. In Fig. 2(b), the trapezoidal fuzzy set is defined by a2, b2, 
c2, and d2. Point e is the middle point of center segment and e` is the middle point of 
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a2d2. Point b2` and c2` are the projection points of b2 and c2 respectively. In this case, 
SLOPE is the length of a2b2` or c2`d2. SLOPE does not change when the membership 
function changes, it is set to a predefined value before clustering. 

x

membership membership

0 0

1.01.0

x

b1
b2 c2e

a1 a2
c1b1 ’’ ’b2 e ’c2 d2  

(a)                                                              (b) 

Fig. 2. Illustration of fuzzy sets with their SLOPE 

A cluster “grows” by expanding its center. The expansion is controlled by the plas-
ticity parameter β . A cluster expands its center when it is the best-fit cluster (has the 

highest membership value) to a data point and this data point falls outside its center. 
The plasticity parameter β  governs how much a cluster (fuzzy set) expands its 

center to include the new data point. To satisfy the stability-plasticity dilemma, the 
initial value of β  is 0.5. The value of β  decreases as the cluster expands its center. 

The first quadrant of a cosine waveform (see Fig. 3) is used to model the change of β  

in a cluster. The parameter θ  is intuitively interpreted as the maximum expansion a 
cluster can have and it increases from 0 to 1.57 radians. Hence, the amount of expan-
sion a cluster can adopt decreases with the number of expansions. 

( )cosβ θ
0.50

0.35

0
0.76 1.57

θ

 

Fig. 3. Modeling of plasticity parameter β  

The tendency parameter TD is analogous to a cluster’s willingness to “grow” when 
it is the best-fit cluster to a data point that falls outside its center. Parameter TD main-
tains the relevance of a cluster and prevents it from incorporating too many data 
points that has low “fitness” (membership value) to the cluster. Otherwise, the center 
of a cluster may become overly large and the semantics of the fuzzy label the cluster 
represents may become obscure and poorly defined. The initial value of TD of a 
newly created cluster is 0.5 and the cluster stops expanding its center when TD 
reaches zero. The decreasing rate depends on the “fitness” of the data points that the 
cluster incorporates as shown in equation(1): 
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2
, , , ,( ) (1 ( ))new old old

i j i j i j i j iTD TD A TD xμ= + − × −  (1) 

All the notations in the above equation are with respect to node ,i jIL . ,i jμ is the 

membership function of the node ,i jIL , and A is a predefined value. A has to be less 

than zero, otherwise TD can never be less or equal to 0. This is because the value of 
2

,(1 ( ))i j ixμ−  is in the range [0, 1]. Hence, the less fit the data points (with small 

membership values) a cluster tries to incorporate or absorb, the faster its TD de-
creases, and vice versa. When TD is less or equal to zero, the cluster stops growing. 

TD (willingness of a cluster to grow towards the new data point) and β  (degree of 

a cluster to grow towards the new data point) together maintain the integrity of the 
input clusters and the fuzzy labels they represent. 

The threshold T specifies the minimum “fitness” or membership value a data point 
must have before it is considered as relevant to any existing cluster or fuzzy set. If the 
fitness of the data point to the existing best-fit cluster falls below the predefined 
threshold value T, then a new cluster needs to be created. In addition, T determines 
the degree of overlapping of two clusters. 

Fig. 4(a) corresponds to a high threshold value T=0.85, while Fig. 4(b) corresponds 
to a median threshold value T=0.5. The larger the value T is, the closer the computed 
clusters are and hence more number of clusters is created. Great care should be taken 
in order to prevent excessive overlapping of clusters. 
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Fig. 4. Modeling of threshold T 

4   Leak Detection Scheme and Work Status Identification 

The first step is feature extraction. It is impractical in pipeline system to feed all avail-
able running status information into neural network. Instead, features that are charac-
teristic of leak faults are first extracted from the raw sensor data. The features that can 
be easily used to calculate and identify the faults are the ones selected [9]. 

Using a prior knowledge of running status, a catalogue of running status is gener-
ated. For each running status, locale data of the pipeline system is collected in both 
normal and fault leak operation. When actual data of the system running in a leak 
fault can be collected, it is used as well. Each simulation or actual running data is 
preprocessed to produce a feature vector. The set of feature vectors and corresponding 
all kinds of running status are then used to train the FNN. 
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Extended sigmoid function (1) is used to normalize the input vectors. ix  is the ith 

variable of feature vector, iσ  is its distribution width, ic  is the statistic center of ix . 
The value region of the function is between –1 and 1. 

 
2

( , , ) 1
1 exp( ( ))i i i

i i i

sigmoid x c
x c

σ
σ

= −
+ − −

 (1) 

The familiar running status includes increasing pressure, decreasing pressure, leak 
fault and normal running. They are all prior knowledge. According to these character-
istics, we decide 4 centers of clustering: Status 1 (increasing pressure), Status 2 (de-
creasing pressure), Status 3 (leak fault) and Status 4 (normal running). 

In order to detect on line, the parameters ( iσ  and ic ) in (1) must be obtained when 

system runs normally. Without loss of universality, we assume that 1x , 2x , 3x , 4x   

and 5x  all satisfy normal distribution. Their probability density function is 
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where iσ  is the mean of ix , ic  is the statistic mean squared root error. To avoid 

noise disturbing, iσ  and ic is calculated by (3). They are all updated online by (4)-(6). 
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 1 1 1 1( ) ( ) ( ) ,i n n i n n i nE x E x xα β+ + + += + ⋅  (4) 

 2 2 2
1 1 1 1( ) ( ) ( ) ,i n n i n n i nE x E x xα β+ + + += + ⋅  (5) 

 2 2
1 1 1 1( ) ( ) ( ) ( ) .i n i n i n i nD x E x E xσ + + + += = −  (6) 

1n+α  and 1n+β  is weight factors, 1 1 1n n+ ++ =α β . Along with the modifying iσ  and ic , 

the lasted weights become smaller gradually. So, dynamic modification is realized. 

5   Experiment Results 

The approach was tested in the pipeline, which is in Shengli Oil field. It is 14.117 km 
long and with an inner diameter of 273 mm. The sending pressure is 0.4 Mpa. To 
obtain pressure and flow signals, we have only installed one high precision pressure 
sensor and one flow sensor at each terminal of the pipeline, whose position is 30 m 
away from its corresponding terminals. There was a tap located at 6.15 km away from 
the inlet of the pipeline to imitate true leak. The leak amount is about 40 L/s.  

Leak experiments have been taken 20 times. Work status change experiments have 
been taken 45 times. All of the leaks could have been detected successfully. The aver-
age detection time was about 10s. The time of detection fully satisfies the need of 
engineering on the whole. All the wrong alarms are induced by work status unsteadi-
ness. The results are shown in Table 1. 
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Table 1. The work status identification results based on fuzzy clustering neural network 

Experiment items Total times Right Wrong Average leak amount(L/s) Percentage(%) 

Status 1 (increasing pressure) 15 14 1 --- 93.3 

Status 2 (decreasing pressure) 15 14 1 --- 93.3 

Status 3 (leak fault) 20 20 0 40.8 100 

Status 4 (normal running) 15 15 0 --- 100 

6   Conclusion 

This paper studies leak fault detection method by means of Fuzzy Neural Network. 
Together with prior knowledge, we construct a status evaluator. It can distinguish leak 
fault from normal running and adjusting pump in pipeline. Experiment results show 
that the proposed method can effectively detect and diagnose leak fault. 
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Abstract. High Impedance Faults (HIF) are faults of difficult detection
and location while using traditional digital relaying. In this article it is
presented a new proposal for detection and location of HIF’s in distribu-
tion systems with distributed generation (DG), based on artificial neural
networks. The methodology inputs are the local measured voltage and
current phase components, supplying as output the detection, classifica-
tion and location of the fault, when it occurs. The basic characteristics,
the algorithm and comparative tests with other detection and location
methodologies are presented in this article. The proposed scheme was
tested in a simulation platform of a distribution system with DG. The
comparative results of the technique with usual fault detection and lo-
cation schemes show the high efficiency and robustness of the method.

1 Introduction

The detection and location process of high impedance faults (HIF) in power
distribution systems (PDS) are becoming one of the major problems for the pro-
tection systems of the electric power distribution companies. Besides presenting
characteristics that can be confused with normal operations in the network, its
low magnitude fault current inhibits the detection of this kind of failure when
overcurrent relays are used.

The HIF’s are faults caused by the contact of line cables with trees or ground
[1], originating a situation with high danger to the population. Moreover, the
fact that these faults are not usually detected puts also in risk the maintenance
staff of the distribution companies.

A new difficulty managed by the protection systems of distribution companies
nowadays is the new trend on the distribution systems, known as distributed
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generation (DG). DG is defined as the generation of power inside the PDS. But
these new sources of power have impacts in the PDS.

The main consequences of the presence of the DG in PDS are the changes
in magnitude, direction and duration of the fault currents, making necessary a
reformulation of the planning of the PDS protection schemes.

With the intention to reduce the problems caused by the HIF occurrence,
several studies were developed, in order to characterize HIF. Among the several
characteristics observed, it could be cited: the measure of the imbalance between
phases [1], the angle difference between the complex numbers representing the
fundamental component of the voltage and the 3rd harmonic of the current [2],
[3], and the voltage and current harmonic content analysis [4], [5].

In opposition to the necessity of total reformulation of the distribution systems
protection schemes and with the intention to reduce the problems caused by
the HIF, the present work proposes a new method to detect and locate high
impedance faults in distribution systems with DG. The above-mentioned method
is based on artificial neural network (ANN).

2 High Impedance Faults

The HIF are a special case of faults that can occur in power systems. Its low
fault current magnitude and the presence of an electric arc make its detection,
and also its modeling [6], difficult. The existence of an electric arc in the fault
occurrence generates a non-linear characteristic, as can be seen in Figure 1(a).

The non-linear characteristic denotes to this phenomenon a unique harmonic
content, as illustrated on Figure 1(b). This particular behavior is used to char-
acterize HIF, according to the studies made and presented in [2], [3], [4], [5]. The
modeling process of HIF in this work was based in the model proposed in [7].
This model is shown in Figure 1(c).

3 Distributed Generation Impacts

The addition of new generation units to the PDS has great consequences in the
overall operation of these systems. The main change is the loss of the radial

(a) Current and voltage relation.
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characteristic of the PDS, changing the original power flow of the system. This
makes necessary a modification in the protection systems parameters. In result of
these facts, the reliability, the safety and the efficiency of the protection systems
are affected by the DG. With this, the system capacity in maintain the electric
power supply with minimum interruptions, with quality and without putting
the system and the consumer in risk gets compromised, making necessary a new
approach for PDS protection that considers the DG.

4 Artificial Neural Networks

As described in [8], mathematical models of the biological neurons and its inter-
connections were developed aiming to represent its processing properties, such as:
learning, generalization, non-linearity, failure tolerance and answer to evidences.
The ANN operates in two stages: the training and the test process. The training
process trains the ANN so it outputs the correct results of the process. In this
stage, different data, covering both faulty and non-faulty states of the system,
are presented to the model. This work is done through different optimization al-
gorithms and the one used in the present work is the backpropagation algorithm
[8]. The test stage is the process where another data in presented to the trained
ANN and the results are verified for the validation of the ANN performance.

5 Proposed Scheme

The proposed model to HIF detection and location in PDS with DG was devel-
oped based in ANN, having four different processes, as shown in Figure 2.

Data
acquisition

Feature
extractor

Fault detection
and type

identification Fault
location

Location [km]

Proposed scheme

Fig. 2. Proposed scheme

5.1 Data Acquisition

The first part of the scheme consists in the data acquisition for the ANN training
and test processes. This data acquisition can be done through a digital fault
recorder, a digital relay or even with computer simulations of the system model
in which the method will be applied.

5.2 Characteristics Extraction

With the data obtained in the above mentioned process, the characteristics ex-
traction process begins. In this process the filtering of the information obtained



A BP Neural Network Based Technique 611

in the data acquisition is done. This process was developed with the philosophy
of detect and locate HIF.

As described in [2] and [3], the angle difference between the complex num-
bers representing the fundamental voltage phasor and the 3rd harmonic current
phasor is a good track of HIF occurrence. Thus, this relation is used to detect
and locate faults in the proposed methodology. The fault type classification, in
turn, is done with the symmetrical components unbalance analysis of the current,
present in the system.

The subroutine has a Fourier Filter, with the addition of the algorithm pro-
posed and described in [9], for voltage and current data DC component elim-
ination. This filter extracts the 2nd, 3rd and 5th harmonic components that,
in addition to the voltage and current fundamental phasors, are the extraction
process output data.

5.3 Fault Detection and Identification

The fault detection is based in the 1st, 2nd, 3rd and 5th harmonics of the sym-
metrical components of the current phasors measured at the local terminal. In
one time samples intervals, these components are calculated, using a one-cycle
sampling window (fundamental frequency) in the algorithm described on section
5.2, and the fault state is identified, with the output vector of this ANN repre-
senting the type of fault and the phases involved. If a fault state is identified for
more than 10 consecutive samples, a fault state is detected and the incidence
point is determined.

5.4 Fault Location

Once the fault detection and identification process is complete, the fault location
process starts. This routine is based in two different ANN: one is trained for phase
faults and the other for ground faults. The input vector of these ANN are based
in the phases involved in the fault, and contains the fundamental voltage and
current components (

∣∣V 1h
∣∣ , ∣∣I1h

∣∣), the angle difference between them (Δθ1h)
and the angle difference between the complex numbers representing the voltage
fundamental phasor and the 3rd harmonic current phasor (Δθ3h), as illustrated
in Equation 1.

X =
[∣∣V 1h

∣∣ , ∣∣I1h
∣∣ , ∣∣I3h

∣∣ , Δθ1h, Δθ3h
]

(1)

6 Tests and Results

The proposed scheme was tested in the modified system from [10]. A 3.2MVA/
440V distributed generation facility was added to this system, in order to validate
the methodology. The distribution feeder is illustrated on Figure 3.

Different types of faults were simulated: Phase-to-ground, double-phase, dou-
ble phase-to-ground and three-phase. A total of 67 fault points were simulated
for each type of fault, and for each point, high impedance faults, faults with
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Fig. 3. Distribution feeder model

linear resistance of Rfault = 0, 10, 20, 50, 100 Ω and even non-fault cases were
simulated. The faults were simulated using the ATP/EMTP Software [11].

These data was used for the training and validation processes. After the ANN
training, the methodology was tested and the results are shown above.

6.1 Fault Detection Results

The results obtained with the proposed methodology for fault detection are
shown on Table 1. The methodology was compared for the same fault cases
with an overcurrent relay scheme (set with a detecting current of two times the
maximum load current) and achieved 100% of correctness for all fault types and
resistances (including HIF) and fault distance, showing its robustness for these
parameters.

6.2 Fault Location Results

The methodology performance analysis was accomplished based on the percent-
age of the fault locating error in respect to the total line length. The methodology
was tested and compared with a classical fault location method, presented in [12],
for the same fault cases.

The maximum error obtained with the proposed fault location methodology
for ground faults and 100% load was approximately 7%. Parameters like fault
resistance, fault distance and HIF have few influence in the proposed scheme,
not affecting its performance. For the same cases, the classic method obtained
results with severe influence of the same parameters. For fault resistances higher
than 50 Ω or HIF, the classic algorithm did not converged.

Phase faults have a lower maximum error with the proposed algorithm, around
4%. The same happened for the classic method, but it still suffers great influence
from fault distance and its resistance.

Table 1. Correct detection values for Overcurrent Relay and ANN techniques

Rfault 0 Ω 10 Ω 20 Ω 50 Ω 100 Ω HIF

Ground OR 47.76% 0% 0% 0% 0% 0%
Faults ANN 100% 100% 100% 100% 100% 100%

Phase OR 46.27% 13.43% 0% 0% 0% 0%
Faults ANN 100% 100% 100% 100% 100% 100%
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7 Conclusions

In this article a new HIF detection and location methodology for PDS with DG
is proposed. The algorithm and its theoretical basement are also shown in this
work. The results had shown the robustness of the scheme for fault parameters
such as: fault resistance, fault distance and HIF. The DG does not affect the
algorithm performance. Comparing to classic methods, the quality of the results
obtained is verified. The results of this work also show that the methodology is
worthy of continued research aiming real time applications.
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Abstract. According to the theory of grey relation degree and the definition of 
the distance of two points, a decision method which is named grey relation 
close degree model is proposed .The model is successfully used in fault 
diagnosis of oil-sample analysis. The practical application results show the 
effectiveness of the proposed approach. It is proved that the method is not only 
concise but reliable and can greatly widen range of application of grey model. 

1   Introduction 

The grey system theory has been caught great attention by researchers since 1982 and 
has already been widely used in many fields[1],[2]. Relation analysis is one of grey 
system analytical methods, which is a quantitative method to describe relevance level 
among things or factors. It is the premise of systematic qualitative analysis and the 
basis of systematic quantitative analysis among similar factors[3]. 

Relation analysis has already been used in analysis of economic development, 
multivariate correlation and the advantage and disadvantage of comprehensive plan 
and social system[4]. For recent years, what the relation degree is utilized to diagnose 
the equipment has been attracted considerable attention[5],[6],[7]. 

According to the theory of grey relation degree and the definition of the distance of 
two space points, a decision method which is named grey relation close degree model 
is proposed. The method is successfully used in fault diagnosis of oil-sample analysis. 
The practical application results show the effectiveness of the proposed approach. It is 
proved that the method is not only concise but reliable and can greatly widen range of 
application of grey model. 

2   Grey Relational Close Degree Analysis  

2.1   Grey Relation Analysis 

Relation degree is an index that signifies similarity between two systems. Suppose 
)}({)},({ txtx ji are two sequences at kt = , the definition of relation degree is held as 

follow.  
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Where, )(kijε ——relation coefficients. 

N —— length of the sequence. 

])(/[)()( maxmaxmin Δ+ΔΔ+Δ= ρρε kk ijij . (2) 

Where )(kijΔ —absolute differences of two sequences at time of k . 

)()()( kxkxk jiij −=Δ . (3) 

maxΔ ——the maximum of absolute differences at any time. 

minΔ ——the minimum of absolute differences at any time. 

ρ ——discrimination coefficient.Generally, let ρ be 0.5. 

2.2   Grey Relation Close Degree Description 

Suppose that the number of fault characteristic vector is m, and the number of each 
kind of typical fault mode is n, then characteristic vector matrix of the corresponding 
typical fault mode can be established as follow. 

1 1 1 1

2 2 2 2

(1) (2) ( )

(1) (2) ( )

(1) (2) ( )

r r r r

r r r r
R

rm rm rm rm

x x x n

x x x n

x x x n

= =

X

X
X

X

. (4) 

Let the eigenvector of actual detected- signal be denoted by:  

[ ](1) (2) ( )T t t tx x x n=X . (5) 

Every characteristic vector represents a kind of fault modes, then the problem of 
fault diagnose is how to identify the fault mode from the detected- modes.    

In grey diagnosis, the principal diagram of the model identification of the grey 
diagnosis is as fig.1. 

 

Fig. 1. The diagram of the model identification of the grey diagnosis 
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The next problem is how to ascertain grey relation close degree between the 
characteristic vector TX  and ( 1, 2,..., )Rj j m=X . 

Let TX  be detected-mode vector, then the relation coefficients sequence R  is held 

by calculating relation coefficients between TX  and typical mode vector 

( 1, 2,..., )Rj j m=X as follow. 

11 12 1

21 22 2

1 2

( )

n

n
ij m n

m m mn

ε ε ε
ε ε ε

ε

ε ε ε

×= =R . (6) 

Definition 1. The ( 1)*m n+  number ofε is arranged as a matrix R as follow: 

01 02 0

11 12 1

( 1) 21 22 2

1 2

( )

n

n

ij m n n

m m mn

ε ε ε
ε ε ε

ε ε ε ε

ε ε ε

+ ×= =R . (7) 

then R  is called as grey relation degree widen matrix. 
Where ),...,2,1(0 njj =ε is defined as self relation coefficient. Obviously, 

),...,2,1(,10 njj ==ε . 

Grey relation degree judge matrix can be constructed as above in order to compare the 
relation degree between the detected -mode and typical fault modes.  

Definition 2. If characteristic vectors of every kind typical fault mode and the 
detected- mode are regarded row vectors, then id is called as grey relation close 

degree between the detected- mode and typical fault mode shown in Fig.2. 

According to the definition of the distance of two space points, id could be gotten. 

),...,2,1(,)(
1

2
00 nirrAAd

m

j
ijjii =−==

=
. (8) 

 

Fig. 2. Grey relation close degree diagram 
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2.3   Results 

According to (8), let TX  be detected- mode vector, the sequence of relation close 

degree can be obtained by calculating the relation close degree between TX and 

typical mode vector ( 1, 2,..., )Rj j m=X . Then the grey relation close degree 

),...,2,1( midi = can be rearranged from the lowest to the highest. If 1d is the lowest, 

then the detected- mode works in the state R1X . 

3   Example 

There are a lot of quantitative parameters of Fe-spectrum analysis, thus quantitative 
parameters with representative characteristic are usually selected as follows:  

Wear particle concentration: 

output sample-)/oilD(DWPC sl +=  

Where Dl -Large wear particle reading 
Ds - Small wear particle reading 

Percentage of large wear particle: 

))/(DD(D DslslPLP +−=  
Which indicates the radio of wear severity indices to the total wear particle. 

Large wear particle ratio: 

)/(DD DsllM +=  
Which indicates the radio of large wear particles to total wear particle. 

Wear severity indices: 

))/(DD(D DslslEs −+=  

Now, let WPC,PL P,M and Es be the reference pattern vectors of different states as 
table 1, then the state of machine can be judged according to the values of WPC, 
PLP,M ,Es.  

Suppose that 1RX is reference pattern vector of normal state, 2RX  is reference 

pattern vector of abnormal state, 3RX is reference pattern vector of fault state, 

reference pattern matrix can be obtained as follow:  

119.8 0.32 0.64 4543.9

149.8 0.40 0.80 5679.9

230.3 0.50 0.90 7991.1
R =X  
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Table 1. Reference model of the characteristic condition 

states WPC  PLP  M  Es 

Normal state 119.8 0.32 0.64 4543.9 

Abnormal state 149.8 0.40 0.80 5679.9 

Failure state 230.3 0.50 0.90 7991.1 

Now, the value of WPC, PLP, M, Es equals to 203.1, 0.38, 0.76, 7691.3 
respectively after measuring some series engine of CAT3400 which have been 
operating 120 hours. What state of engine can be judged by calculating the relation 
close degree as follows.  

1 Structure the detected mode

[ ]230.1 0.38 0.76 7691.3T =X  

2 Data is processed for typical mode and detected mode as follow: 

1.198 0.32 0.64 4.5439

1.498 0.40 0.80 5.6799

2.303 0.50 0.90 7.9911
R =X  

Namely                               

[ ]
[ ]
[ ]
[ ]

1

2

3

2.301 0.38 0.76 7.6913

1.198 0.32 0.64 4.5439

1.498 0.40 0.80 5.6799

2.303 0.50 0.90 7.9911

T

R

R

R

=

=

=

=

X

X

X

X

 

3 Calculating relation coefficient matrix 

0.680 0.975 0.941 0.338

0.758 1 0.988 0.445

0.864 0.941 0.930 0.851

=R  

Then grey relation degree judgment widen matrix can be written as follow:  

1 1 1 1

0.680 0.975 0.941 0.338

0.758 1 0.988 0.445

0.861 0.941 0.930 0.851

=R  

4 According to (8), grey relation close degree id  between the detected- mode and 

typical mode is obtained as follow: 

( )0.2215    0.6056    7381.0=id  
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5 Arrange relation close degree  

0.2215 <0.6056<0.7381 

Then the relation close degree between TX  and RjX  can be rearranged from the 

lowest to the highest as follow: 

123 ddd <<  

From above, we can come to conclusion that the diesel engine CAT3400 is in 
“fault state”. Although this conclusion is same to paper’s conclusion[8], the results 
given by this paper have much higher resolution and are more reasonable because the 
data is measured in the real fault state. 

4   Conclusion  

According to theory of grey relation degree and the definition of the distance of two 
space points, a decision method which is named grey relation degree method is 
established. The method is used in fault diagnosis of oil-sample analysis. It is proved 
that the method is not only concise but reliable and can greatly widen range of 
application of grey model. 
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Abstract. The increasing need for efficient image storage in hospitals imposes 
heavy requirements on the design of picture archiving and communication sys-
tems. Thus new methods are needed to improve the medical image compression 
performance. In this paper, we propose an efficient coding algorithm called 
OSS (Optimal Subband Shift) scheme based on the RB-IWT (Reversible Bior-
thogonal Integer Wavelet Transform). In the new scheme, the original image is 
first decomposed by the RB-IWT. Then, the image coefficients of every sub-
band are multiplied by the powers of two. Finally, the SPECK coding is ap-
plied. Experimental results show that the OSS scheme does not only provide the 
PSNR performance better than SPECK using the original RB-IWT without the 
subband shift, but also has the low coding complexity. So this idea is valuable 
for future research in medical image coding and its applications. 

1   Introduction 

In recent year, the research for medical image compression is more and more signifi-
cant because medical imaging produce prohibitive amounts of data. In the literature, 
several efficient medical image coding methods have been proposed. They include 
SPIHT (Set Partitioning in Hierarchical Trees) in [1], EBCOT (Embedded Block-
based Coding with Optimized Truncation) and SPECK (Set Partitioning Embedded 
bloCK) in [2], [3]. These algorithms are efficient based on DWT. However, the image 
coefficients decomposed by the DWT are floating-point numbers, which increases the 
computational complexity and is not well suited for efficient lossless coding applica-
tion. To solve the above problems, I. Daubechies and W. Sweldens presented the 
lifting scheme (LS) [4]. Based on the LS, a kind of new transforms called integer 
wavelet transforms (IWT) are proposed, which is a low complexity and efficient im-
plementation of the DWT and can support the lossless image coding. 

The main drawback of the IWT is that using it instead of the DWT degrades the 
performances of the lossy coding [5]. In this paper, we propose an improved scheme 
called OSS (Optimal Subband Shift) for the medical image using the RB-IWT (Re-
versible Biorthogonal Integer Wavelet Transform). In the new scheme, every subband 
of the wavelet image is multiplied by the two of power. Experimental results show 
that the proposed algorithm does not only provide the PSNR performance better than 
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SPECK using the original RB-IWT without the subband shift, but also has the low 
coding complexity. 

2   Integer Wavelet Transform and Its Main Drawback 

The common wavelet transforms as the DWT often result in floating point coeffi-
cients and cannot complete the lossless image coding. So I. Daubechies and W. 
Sweldens presented an integer-to-integer transform model called IWT based on the 
LS. The LS consists of three steps: the first step split the data into two subsets, even 
and odd; the second step calculates the wavelet coefficients (high pass) as the failure 
to predict the odd set based on the even set; and the third step updates the even set 
using the wavelet coefficients (low pass). The inverse transform can be obtained by 
reversing the steps of forward transform. The more details can be referred in [4]. The 
IWT realization based on the LS is shown from formula (1) to formula (3): 
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In these LS-based IWTs, there is a kind of biorthogonal integer transform called 
RB-IWT. All the transform parameters consist of powers of two. As the RB-IWT has 
the low computational complexity, it is applied for lossless medical image compres-
sion extensively. In table 1, two RB-IWTs are indicated [6]. 

The most main problem for RB-IWT is that the RB-IWT has the worse lossy com-
pression performance than the DWT. This is due to the fact that the transform is no 
more unitary, and the information content of each coefficient is no longer directly 
related to magnitude; this is particularly harmful for encoders with rate allocation 
based on bitplanes, such as SPIHT [1] and SPECK [3] coding scheme. 

Table 1. Two forward transforms of RB-IWTs 

Name (x,y) Forward transform of IWT 
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3   Optimal Subband Shift Scheme 

Integer wavelet transform has worse energy compaction than common wavelet trans-
form, which is a disadvantage for efficient medical image compression. In this paper, 
a new scheme called OSS is proposed.  

The OSS scheme takes full advantage of the scaling factor K  of the RB-IWT. For 
the reversible biorthogonal transform, K is defined as 1, which can decrease the com-
putational complexity of RB-IWT and is advantageous for the lossless image coding. 
However, the K value will depress the lossy coding performance of RB-IWT. If we 

hope to improve the lossy coding performance, the K value must be defined as 2 , 
but that destructs the integer transforms. 

Fortunately, if we only consider the LS and do not consider the integer operation, 
the scaling factors in the two-dimension transforms will be rational numbers. For the 
one level wavelet decomposition, the scaling factor of LL is 2, the scaling factor of 
LH is 1, the scaling factor of HL is 1, and the scaling factor of HH is 1/2. When the 
number of the decomposed levels improves, the scaling factors will be powers of two. 
If we define that the scaling factor of HH is 1, then the scaling factor of every sub-
band will be multiplied by 2.  

 

Fig. 1. The diagram of two level decompositions based on the OSS scheme 

Table 2. Scaling factors of these subbands for different RB-IWTs 

Wavelet LL3 HL3 LH3 HH3 HL2 LH2 HH2 HL1 LH1 HH1 

5/3 16 8 8 4 4 4 2 2 2 1 
6/14 16 8 8 4 4 4 2 2 2 1 
13/7 16 8 8 4 4 4 2 2 2 1 

For the RB-IWT, if the errors of the integer round operation are ignored, all sub-
bands will be multiplied by powers of two except the HH. Lower the frequency of the 
subband is, higher the scaling value is. Because the encoder uses powers of two as 
encoding thresholds, we can utilize the bitplane shift of some subbands instead of the 
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integer round operation. Figure 1 shows the diagram of two level decompositions 
based on the OSS scheme.  

Table 2 gives the scaling factors of different RB-IWTs for two-dimensional wave-
let decomposition with OSS scheme. 

The basic coding steps based on the OSS scheme can be introduced as follows: 

1) The image is first decomposed by the common RB-IWT, and the number of de-
composing levels can be decided by the area of the original image; 

2) The OSS scheme is applied for the decomposed wavelet image; 
3) The SPECK coding algorithm and the arithmetic coding is applied. 

According to the basic coding steps, we can obtain the PSNR (Peak Signal Noise 
Ratio) value of the medical images about 3~6 dB better than that based on the original 
RB-IWT without the OSS. 

4   Experimental Results for Medical Images 

In the figure 2, the reconstructed CT1 images using the OSS scheme and using origi-
nal RB-IWT are presented. The image is a 512× 512 gray CT image. The 13/7 filters 
and the SPECK coding algorithm are selected. The decoding bit-rate is 0.25 bpp.  

Table 3 shows the PSNR value comparison of reconstructed CT1 image with dif-
ferent IWT schemes. Figure 3 presents the comparison of compression results with 
different IWT schemes for the CT2 image at 0.25bpp. 

     

Fig. 2. The comparison of compression results with different IWT schemes for the CT1 image 
at 0.25bpp. The original image (left); the reconstructed image without the OSS scheme (me-
dium); the reconstructed image with the OSS scheme (right). 

Table 3. The PSNR value comparison of reconstructed CT1 with different IWT schemes 
(PSNR: dB) 

bpp 0.125 0.25 0.5 1.0 2.0 
13/7 filters with OSS 22.81 27.45 33.89 41.57 47.16 
13/7 filters without OSS 16.82 22.09 27.94 37.46 44.59 
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Fig. 3. The comparison of compression results with different IWT schemes for the CT2 image 
at 0.25bpp. The original image (left); the reconstructed image without the OSS scheme (me-
dium); the reconstructed image with the OSS scheme (right). 

5   Conclusions 

In this paper, a new subband shift scheme is propose for the RB-IWT. As the OSS is 
applied for the medical image coding, the new coding method can obtain low compu-
tational complexity and high lossy compression performance. So we hope this idea is 
valuable for future research in medical image coding and its applications. 
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Abstract. Fault detection is an important problem in process engineering. A 
new fault detection method based on artificial immune system is developed for 
complicated process. Real-valued negative selection algorithm with variable–
radius detectors is adopted to generate the detectors set which covers the non-
self space. In order to decrease the complexity of detector generation, principal 
component analysis is introduced to reduce the dimension of the process data. 
The effectiveness of the proposed method is illustrated by the simulation on the 
Tennessee Eastman process. 

1   Introduction 

Since it is extremely important for the successful operation of any process to detect 
process upsets, equipment malfunctions, or other special events as early as possible 
and then to find and remove the factors causing those events. Online monitoring and 
fault detection of complex process is receiving more attention from industrial 
practitioners as well as academic researchers. An abundance of literature has been 
published in this field [1]. 

From a modern perspective, process monitoring methods can be classified as being 
associated with one or more of three approaches, namely data-driven, analytical and 
knowledge-based [2]. The analytical approach uses dynamic mathematical models 
often constructed from first principles to generate residuals which indicate faults in 
the process. Most analytical methods are based on parameter estimation, observer-
based design or parity relations. Hence, the analytical approach is of no effect for 
systems in which detailed mathematic models are not available. The knowledge-based 
approach uses qualitative models such as causal analysis, expert systems or pattern 
recognition to develop process monitoring measures. Like the analytical approach, the 
knowledge-based approach has been limited to relatively small systems because it 
requires a large amount of effort to construct the fault models for large-scale complex 
systems. The data-driven approaches have an advantage over the others for 
complicated processes. 

However, most data-driven methods require process data under various fault 
conditions. It is difficult to make a complete catalog of all the possible and probable 
anomalous situations in reality. Hence a robust method which should detect any 
unacceptable (unseen) change rather than looking for specific known activity patterns 
is required. 
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In general, the purpose of the immune system is to protect the body against 
infection and include a very distributed and adaptive, novel pattern recognition 
mechanism. The Artificial Immune System (AIS) has been adopted by a growing 
number of researchers to simulate the interactions between various components or the 
overall behaviors based on an immunology viewpoint in fault detection [3~5].  

The Real-valued Negative Selection Algorithm (RNSA) is proposed to detect a 
broad spectrum of known and unforeseen faults [4~6]. However, when the RNSA is 
applied in the complicated process which contains the characteristic of high-
dimensionality, the performance was terrible without basic validity. A new fault 
detection method for complicated process is researched in this paper. Principal 
Component Analysis (PCA) is introduced to reduce the data dimension so as to 
decrease the complexity of the detector generation and improve the performance of 
the detection. Then the real-valued negative selection algorithm with variable-
coverage detectors [6] is used on the reduced data to generate detectors set. 

In the next section, the basic immunity-based detection algorithm and the method 
based on artificial immune system and principal component analysis are described. 
Then the effectiveness of the proposed method is demonstrated by the application on 
the Tennessee Eastman process. Finally, conclusions are drawn and the further 
research is indicated. 

2   Fault Detection Method Based on AIS and PCA 

2.1   Negative Selection Algorithm 

Based on the principles of self/non-self discrimination in the immune system, a 
change detection technique called the Negative Selection Algorithm has been 
developed. The negative selection algorithm can be summarized as follows: 

 Define self as a collection S of elements in a feature space U, a collection that 
needs to be monitored. For instance, if U corresponds to the space of states of a 
system represented by a list of features, S can represent the subset of states that 
are considered as normal condition of the system. 

 Generate a set F of detectors, each of which fails to match any element in S. An 
approach that mimics the immune system generates random detectors and 
discards those that match any element in the self set. 

 Monitor S for changes by continually matching the detectors in F against S. If any 
detector ever matches, then an abnormality is known to have occurred, because the 
detectors are designed not to match any representative samples of S. 

Figure 1 illustrates the concept of self and non-self in a feature space. The process 
of detectors generating is covering the non-self subspace. And a good detectors set is 
formed to cover the non-self space maximally. 

2.2   Real-Valued Negative Selection Algorithm (RNSA) 

Most of the research works on the NS algorithm have been restricted to the binary 
matching rules like r-contiguous. However, the scalability issue has prevented it from 
being applied more extensively [5]. 
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Fig. 1. The figure illustrates the concept of self and non-self in a feature space. Here F1, F2 etc. 
indicate different fault conditions represented by detectors. 

In order to alleviate the limitations mentioned above, a real-valued NS algorithm 
(RNSA) is proposed by using the structure of the higher-level-representation to speed 
up the detector generation process. The RNSA applies a heuristic process that changes 
iteratively the position of the detectors driven by two goals: to maximize the coverage 
of the non-self subspace and to minimize the coverage of the samples. The RNSA 
with variable-coverage detectors can be summarized as follows (more detail can be 
found in [5, 6]): 

 The feature space U is defined as hyper-spherical. 
 A detector is defined as ( , )

d
d c r= , where 0 1 1

( , , , )
m

c c c c −=  is an m-dimensional 

point that corresponds to the center of a unit hyper-sphere with d
r  as its radius. 

 Generating detectors: detector generation starts with a population of candidate 
detectors, which are then matured through an iterative process. In particular, the 
center of each detector is chosen at random and the radius is a variable parameter 
which determines the size (in m-dimensional space) of the detector. 

 Using Euclidean distance(D) to calculate the detector radius, which is defined as 

( )1/ 22
( , ) i iD x y x y= −  (1) 

where 0 1 1{ , , , }mx x x x −=  is a point of the detector, 0 1 1{ , , , }my y y y −=  is self in the 

training dataset. If the distance between a candidate detector ( , )
d

d c r=  and its nearest 

self point in the training dataset is not greater than ( )sD r− , where sr is a threshold 
value (allowable variation) of a self point, then the detect radius is replaced 
by ( )d sr D r= − . 

 Detection process: The detection process is straightforward. The matured 
detectors are continually examined with new samples in the test datasets. For 
example, the distance between a sample pattern ( , )p sp c r= and a detector 
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( , )dd c r=  is computed as ( , )pD c c= , where ( , )pD c c=  is the distance between 

the sample pattern and the detector calculated in the same way as in the detector 
generation phase. If the distance ( )s dD r r< + , then the detector d gets activated 
indicating possible fault. 

2.3   Fault Detection Method Combined RNSA and PCA 

2.3.1   Dimension Reduction by Principal Component Analysis 
Principal component analysis is a multivariate statistical technique that is capable of 
treating high dimensional, noisy and correlated data by projecting it onto a lower 
dimensional subspace that explains the most pertaining features of the system. 

Let N mR ×∈X  represent the data matrix (N designates the number of observations, 
and m denotes the number of variables). Due to high degree of correlation among 
variables, one often finds k principal components (k<<m) suffice to explain most of 
the relevant information contained in the data matrix X. Algebraically, the X matrix 
can be reconstructed by 

1 1 2 2
T T T T

k k= + + + + = +X t p t p t p E TP E  (2) 

where 1 2[ , , , ]k=T t t t  is defined to be the matrix of principal component scores, 

1 2[ , , , ]k=P p p p  is the matrix of principal component loadings and E  is the 

residual matrix. Without the residual matrix E, which contains the sole redundant 
information, Eq. (2) is referred to as the PCA model that encompasses the major 
variation in the data. 

Usually k is selected to be capable of explaining a specific minimum percentage of 
the total variance (mostly 85%). Finally, the low-dimension data should be 
normalized to make the state-space a unit hyper-sphere. 

2.3.2   Detector Generation and Fault Detection 
The reduced and normalized normal data is taken as the input of the RNSA to 
generate the detectors. The aim is to find a small number of detectors (as signature of 
fault condition) to occupy the non-self space maximally. The detectors are generated 
through the algorithm described in Section 2.2. However, there are some heuristic 
methods which can be used for generating detectors. How to generate the detectors set 
with high efficiency will be investigated in further works.  

The matured detectors are examined with the new observations which need to be 
preprocessed by PCA and mapped to a unit hyper-sphere first. If a detector gets 
activated with current pattern, an abnormal change is indicated and a fault is detected. 

3   Results and Discussion 

The proposed approach is tested on the data collected from the process simulation for 
the Tennessee Eastman process (TEP). The TEP process was created by the Eastman 
Chemical Company to provide a realistic process for evaluating process control and 
monitoring methods.  
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The flowsheet for the industrial plant is depicted as figure 2. A detail description 
for TEP is available elsewhere [2]. The data sets used in this paper are downloaded 
from http://brahms.scs.uiuc.edu. The data contains 41 measured and 12 manipulated 
variables and consists of one normal condition and 21 faulty operating conditions. 
Each data set contains 480 and 960 observations for training and testing respectively. 

 

Fig. 2. Process flowsheet for the TEP 

The detection results for the normal operating data and the faults 2, 6, 12 data by 
the proposed method are given in Table 1, where parameter sr  is threshold 

value(allowable variation) of a self point. As is showed in the table, large sr  provides 
better performance for the normal data, but the performance for the faulty data is 
worse. That is, sr  is an important parameter which is a balance between false positive 

 

Table 1. Test results (Number of Detectors: N=500) 

Operating State sr  Amount of test data Hits Detection rate % 

0.1 960 903 94.1 Normal 
0.05 960 876 91.2 
0.1 960 860 90.0 

Fault 2 
0.05 960 893 93.0 
0.1 960 802 83.5 

Fault 6 
0.05 960 848 88.3 
0.1 960 768 80.0 

Fault 12 
0.05 960 822 85.6 
0.1 3840 3333 86.8 

Overall 
0.05 3840 3439 89.6 
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and false negative. More than 90% of the data from the normal condition are detected 
correctly. The detection results of the fault states are acceptable because over 85% of 
the overall state data can be identified correctly. The results show that the immunity 
based method proposed in this paper can be used effectively in the fault detection of 
complicated process. 

4   Conclusions 

Because of the nature similarity of biological immune system and fault detection 
system, the AIS possesses promising potential in fault detection and diagnosis. A new 
fault detection method based on artificial immune system for complicated process is 
presented in this paper. Since the performance of current AIS fault detection method 
to the high-dimensional process dataset is unsatisfying, principal component analysis 
is introduced to reduce the dimension of the data. Then the detectors set covering the 
non-self space is generated through the real-valued negative selection algorithm with 
variable–radius detectors. The simulation results on the Tennessee Eastman process 
illustrate the effectiveness of the proposed method. However, much further work still 
remains to be done to achieve fault diagnosis and algorithm optimized. 
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Abstract. A fault diagnosis system based on integration of rough set theory 
(RST) and support vector machine (SVM) is developed for induction machine 
rotor faults detection. The proposed algorithm uses the stator current spectrum 
as inputs. By RST attribute reduction, redundant attributes are identified and 
removed. Then the reduction results are used as the input of SVM based 
classifiers to distinguish different motor conditions. A series of experiments 
using a three phase 1.5KW induction machine performed in different conditions 
are used to provide training and test data. The diagnosis results demonstrated 
that the solution can reduce the cost and raise the efficiency of the diagnosis.  

1   Introduction 

Induction machines dominate the field of electromechanical energy conversion, so the 
issue of preventive maintenance and noninvasive diagnosis of the condition of these 
induction machines is of great importance. However, the measurement noise together 
with nonlinear behavior of induction machine makes the task of fault diagnosis 
difficult.  

In the author’s previous works, we tried to apply the Support vector machine 
(SVM) method to induction machine fault diagnosis [1]. SVM is a new and promising 
machine learning technique proposed by Vapnik and his colleagues [2]. It is widely 
applied to classification and regression problems because of its greater generalization 
performance. However, there are some drawbacks that it doesn’t distinguish the 
importance of sample attributes, computation rate is slow and takes up more data 
storage space because of a large number of sample attributes. Moreover, it doesn’t 
effectively deal with vagueness and uncertainty information.  

In order to resolve those problems, a kind of SVM fault diagnosis system based on 
rough set pre-processing is proposed in this paper. Rough set theory is a mathematical 
tool for dealing with vagueness and uncertainty [3]. By adopting the RS based 
preprocessing unit, redundant diagnosis information is reduced and the reduction 
results are handled as inputs of SVM fault classifiers. Therefore, dimensions of input 
data are decreased and the efficiency and accuracy of the fault diagnosis system is 
improved.  
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2   Spectrum Analysis of Motor Current Under Fault Conditions 

When induction machine runs under fault conditions, some special components occur 
at the stator current. Spectrum analysis of the machine line current show that the 

sideband components bf  around the fundamentals of the line current spectrum 

usually appear. For example, when the rotor bar breaks, the feature components in the 
motor stator line current are [4]: 

( ) ( )11 2 1,2,3bf ks f k= ± =  (1) 

where 1f  is the supplied frequency, s is the slip. 

It is easy to measure the stator currents, and the frequency spectrum can be derived 
using Fast Fourier Transformation method.  Therefore the fault detection can be done 
by analyzing the sidebands around the fundamental present in the line current. 

3   Overview of the Rough Set 

Rough set theory deals with information represented by a table called an information 
system composed of a 4-tuple as following [3]: 

, , ,S U A V f=  (2) 

where U is the universe, a finite set of N  objects. A C D= , is condition attribute 

and decision attribute. V  is attribute value. :f U A V× → , is the total decision 

function called the information function.  
Attribute reduction is one of the most important concepts in RS. Given an 

information system S , for a given set of condition attributes ( )P C⊆ ,  we can define 

a positive region ( )p
X U D

POS D PX
∈

= , the positive region ( )pPOS D  contains all 

objects in U , which can be classified without error into distinct classes defined by 

( )IND D  based only on information in the ( )IND P  . Another important issue in data 

analysis is discovering dependencies between attributes. Let D  and C  be subsets 
of A . D  depends on C  in a degree denoted as 

( ) ( )C CD pos D Uγ =  (3) 

It was shown that the number ( )C Dγ  expresses the degree of dependency between 

attributes C and D  , It may be checked how the coefficient ( )C Dγ  changes when 

some attribute is removed. 

4   Support Vector Machine 

The SVM developed by Vapnik implemented the principle of Structural Risk 
Minimization by constructing an optimal separating hyper plane W X 0b• + =  [2].  
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To find the optimal hyper plane, the norm of the vector W  needs to be minimized; 

on the other hand, the margin 1 W  should be maximized between two classes.  

Given a set of training data { }, , 1,2, , .i ix y i l= , where n
ix R∈ is the training 

data, each point ix  belongs to either of two classes and is given a label { }1, 1iy ∈ − . 

For the nonlinear case, we first mapped the data to some other Euclidean space H , 

using a mapping, : dR Hφ → . Then a kernel function K  is issued such 

that ( ) ( ) ( ),i j i jK x x x xφ φ= • . Using a dual problem, the quadratic programming 

problems can be re-written as 

( ) ( )
1 . 1

l

i i
=1

1
,

2

subject to 0   0

l l

i i j i j i j
i i j

i
i

Q y y K x x

C y

α α α α

α α

= =

= −

≤ ≤ =

 
(4) 

with the decision function  

( ) ( )
1

sgn ,
l

i i i
i

f x y K x x bα
=

= +  (5) 

In this paper, the author defines the fault diagnosis problem as a nonlinear problem 
and uses RBF function as the kernel function to optimize the hyperplane. 

( )
2

2, exp
2

x y
K x y

σ
− −

= . (6) 

5   Rotor Fault Detection System Based on RST and SVM 

Integrating the advantages of RS and SVM, a kind of intelligent diagnosis system for 
rotor fault of induction machine is presented. When given a sample set, we firstly 
symbolize them, and then use RS method to reduce redundant attributes, finally 
construct a support vector machine fault diagnosis system. When giving a test set, we 
reduce the corresponding attributes and then put into SVM classifiers, then acquire 
the testing results. The flowchart of the RS-SVM fault diagnosis for power 
transformer is shown in Fig.1whole process is shown as fig. 1. 

5.1   Experimental Data Analysis and Data Preparation   

The features considered in this work are the amplitude of the sidebands. As there are 
two sideband harmonics (the left and the right sideband), so the features are listed as 
Tab.1 
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Fig. 1. The RS-SVM based intelligent diagnosis system for rotor fault of induction machine 

Table 1. Attributes set 

Serial number Attributes 
A1 The left sideband harmonic for rotor broken 
A2 The right sideband harmonic for rotor broken 
A3 The left sideband harmonic for dynamic eccentricity 
A4 The right sideband harmonic for dynamic eccentricity 
A5 The left sideband harmonic for static eccentricity 
A6 The right sideband harmonic for static eccentricity 
A7 Load level of the motor 

The rough set is a method based on symbol analyzed, so the above features should be 
changed into symbol data by taking the values: S (small), M (medium), and L (large). 

The decision attributes are listed in Tab.2. 

Table 2. Decision attributes 

Serial number Fault type 
D1 Health 
D2 Broken bar 
D3 Dynamic eccentricity 
D4 Static eccentricity respectively 

5.2   Rough Set Preprocess  

A knowledge base reduction technique was used to filter out the redundant 
information. The algorithm can be represented by the following steps:  

Step 1: Eliminate the dispensable attribute. 
Step 2: Compute the core of each example. 
Step 3: Compose a table with reduce value. 
Step 4: Merge possible examples.  
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5.3   Multi-classification Based on SVM 

The SVM based classifier is a two-class classifier in nature. In this work, to deal with 
multi-classification problem, we use “binary tree classifier” method to decompose the 
multi-class problem to several 2-class problems [5]. We may combine K classes into 
2 classes at first, and so on, different layers at last, we can classify by SVM in each 
layer. When constructing the sub SVM classifier, we can make use of the advantages 
of RS in extraction features, in order to improve classification efficiency. 

6   Experimental Results 

Experimental results were obtained from a 3 phases, 1.5KW, 50Hz cage induction 
machine with different cage rotors. The experiments were performed at different fault 
conditions, including health, one bar broke, two bars broke, static eccentricity (2.5%), 
static eccentricity (5%), dynamic eccentricity (2.5%), and dynamic eccentricity (5%). 
Each fault was performed at 10 different loads varying 10 to 100% of rated load. 
Then we got 70 examples. The FFT method was employed to get the frequency 
spectrum of current signals. And then features described in section 5.1 were 
calculated. 50 samples of the calculated attributes were used for training the RS-SVM 
based classifiers. The other 20 samples were used as testing samples. The diagnosis 
results are shown in Tab.1. To illustrate the performance of the proposed approach, 
we also gave the results of both ANN approach and SVM approach (without RS 
based preprocess unit). The results are shown in Tab.3. 

Table 3. Comparison of different methods 

Methods TE Training time (s) Diagnosis accuracy (%) 
RS-SVM 0.01 Less than 1s 100 
ANN [6] 0.01 124 80 
SVM 0.01 3.5 90 

The result in Table 3 shows that the proposed approach has better performances 
than ANN method and SVM method both in diagnosis accuracy and in training time. 
It must be pointed out, a wavelet transformation is operated firstly to extract the 
features and to reduce the dimensions when using neural network. And in [6], only 
broken-bar fault was considered. When deal with multi fault classification problems, 
the correct classification of ANN method would be lowered. 

7   Conclusion 

In this paper, a method of rotor fault intelligent diagnosis system for induction 
machine based on the integration of rough set and support vector machine is 
proposed. The data information of fault diagnosis is obtained from the spectrum data 
of motor line current. By data-analyzed method of rough set, the method can remove 
large amount of redundancy, and decreased volume of SVM training data. By means 
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of excellent classify ability of SVM; the method classifies the smallest attribute subset 
that had been reduced by rough set. The experimental results show that this method 
has a better performance in diagnosis accuracy and less training time than other 
methods. 

References 

1. Fang, R. M., Ma, H. Z.: Classification of Induction Machine Rotor Faults Based on Least 
Square Support Vector Machine. Transactions of China Electrotechnical Society, 21 (2006) 
21-28 

2. Vapnik, V. N.: Statistical Learning Theory, John Wiley & Sons, New Work (1998) 
3. Wang, G. Y.: Rough Set Theory and Knowledge Acquisition. Xi’an Jiaotong University 

Press, Xi’An, China (2001) 
4. Benbouzid, M.: What Stator Current Processing-Based Technique to Use for Induction 

Motor Rotor Faults Diagnosis. IEEE Trans. On Energy Conversion, 18 (2003) 238–244 
5. Mayoraz, E., Alpaydin, E.: Support Vector Machines for Multi-Class Classification. Int. 

Workshop on Artificial Neural Networks, Libr. 2 (1999) 833-842 
6. Hou, X., Xia, L., Wu, Z.: Fault Diagnosis Method for Induction Motor Based on Wavelet 

Transformation and Neural Network. Journal of Data Acquisition and Processing, 19 (2004) 
32-36 



Intelligent Process Trend Recognition Fault

Diagnosis and Industrial Application

Sien Lu and Biao Huang

Department of Chemical and Materials Engineering,
University of Alberta, Edmonton, Alberta, Canada T6G 2G6

Abstract. An intelligent process monitoring approach, which consists of
process trend recognition and fault detection, is presented in this paper.
This method incorporates wavelet transform, symbolic representation of
data trend, pattern recognition, and Hidden Markov model (HMM) for
intelligent reasoning. A simulation example and an industrial case study
have shown the value of this approach.

1 Introduction

The traditional fault detection and isolation (FDI) approaches take advantages
of a wealthy collection of data processing algorithms such as time series analysis
and filtering. However, nuisance alarms are a common problem in its applica-
tions in industries. It is not uncommon that a new FDI algorithm is carefully
tuned and successfully implemented initially, but it is turned off after a while
due to numerous false alarms. What is the fundamental limitation of the tradi-
tional approaches? It is often the process and disturbances, usually time varying
or nonlinear, that can not be captured well by models used in the traditional
approaches. On the other hand, if a human operator monitors a process trend,
he/she is often able to correctly identify the problem; however, it is beyond the
possibility to have thousands of process variables be watched out by human op-
erators. Why is a human operator able to capture the problem more reliably?
Human being is able to learn/accumulate experiences and to view the overall
trends (including magnitude, duration, and frequency of occurrence) of process
changes rather than a single or a few points of process data. The noises are more
or less filtered out by viewing the pattern rather than the isolated data points.
Once a trend is picked up, the operator can determine what has happened by
comparing the trend with the historical record/memory. Thus, three steps in
sequence have been implicitly taken by human operators to effectively pick up a
fault: 1) filtering noise, 2) identifying a trend, 3) intelligent reasoning.

With a large scale of process operation being a norm in modern manufactories,
there is clearly a need to develop intelligent computation algorithms, to mimic
what a human operator does when facing process data, for process trend recogni-
tion and subsequent fault detection/diagnosis. One of the most important steps
in this process is the trend identification. The series of paper by Stephanopoulos
and his coworkers [1, 2, 3] developed a triangular representation to describe qual-
itative and quantitative information in a process trend. Using this method, every
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episode can be described using a triangle. Wong et al. [5, 6] studied the same
problem using trend recognition and Hidden Markov Models for reasoning. The
work to be presented in this paper is based on the previous work of [1, 2, 3, 5, 6]
by developing a compact version of trend recognition and probability reasoning
algorithm with emphasis on applications. An industrial application is used to
illustrate the effectiveness of the developed algorithm.

2 Methodology

This type of method consists of two parts: representation and classification. In
the first part, the process data is filtered by wavelet transform and described
by triangular episodes. Therefore, the original process data is converted into
qualitative and semi-quantitative information. Then this information is input
into one or more hidden Markov models (HMM) for classification (reasoning).
Finally, based on the classification results, process faults are determined.

2.1 Wavelet Analysis

In this application, the wavelet analysis is used to extract significant temporal
features contained in a record of measured data. There are different type of
wavelet families, such as Haar wavelet and Daubechies wavelets. Depending on
the application property, we can select appropriate wavelet.

The wavelet is used not only to smooth the raw data, but also detect the
extreme and inflexion points. Using wavelet decomposition, we can get approx-
imations and details at different scales. At a lower scale, the detail consists of
high frequency noise signal and the approximation keeps the dynamic behavior
of data. On the other hand, at a higher scale, the basic trend of data is extracted
and the detail shows the low frequency noise. Since the wavelet is used for the
noise filtering and the feature extraction in this work, high scale is more suit-
able. However, if the selected scale is beyond certain level, the most important
information contained in a signal, which can help to differentiate it from others,
will lost. Therefore, the selection of an appropriate level is the first and the most
crucial step of this process monitoring method.

2.2 Approximate Derivative Calculation

Process trend may be represented by a series of triangles shown, as an example,
in Fig.1. A triangle shape is determined by three points. These three points are
either the extrema or the inflexion of data trends. The extraction of extrema
and inflexion points from a trend is based on the calculation of first and second
derivative. The simplest way to perform derivative calculation is by numerical
differentiation:

f ′(xi) =
f(xi)− f(xi−1)

xi − xi−1
. (1)
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Fig. 1. A process trend represented by three triangulars

For discrete data, the sample intervals usually are even and equal to one, then
Equation 1 can be simplified to

f ′(xi) = f(xi)− f(xi−1) (2)

Similarly, the second derivative can be calculated as

f ′′(xi) = f ′(xi)− f ′(xi−1). (3)

2.3 Representation of Process Trends

In this work, four kinds of triangle: A, B, C and D are adopted to represent
process trends shown in the left panel of Figure 2. The type of triangle determines
the qualitative information of an episode. In addition to the type, some semi-
quantitative information can also be used to characterize and classify an episode,
such as duration and magnitude. The duration of a triangle is defined as the time
interval between two end points of an episode and the magnitude of a triangle
is the magnitude difference between these two end points. There are three kinds
of magnitude: large, medium and small. There are three kinds of duration: long,
middle and short. Then, for every type of triangle, say, “A”, there are nine
possible outcomes, as shown in the right panel of Figure 2 (Wong et al. 1998)
[5]. For example, “lmA” stands for a large magnitude, middle duration, type “A”
triangular. The same is for the triangles “B” to “D”. Therefore, this triangular
representation method not only gives the qualitative but also semi-quantitative
characteristics of a trend.

A B

C D

(a) Triangles (b) Example of sub-triangle

Fig. 2. Triangle representation of process trends

Finally, using this triangular representation method, a signal can be converted
into a 36 symbolic character alphabet. As Bakshi and Stephanopoulos (1994) [1]
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pointed out, this method “is complete, correct and robust, and allows explicit
description of the important information of a trend.” The advantage of this
method is that it converts a signal into a symbolic sequence, which captures
the most important qualitative and quantitative information contained in the
signal. Compared with filtered process data, this symbolic form is convenient as
the input of a following classifying system such as HMM.

2.4 Hidden Markov Modeling

Hidden Markov model, like a state space model, represents the sequential evolve-
ments of process state that may not be directly observed. The state needs not
to be continuous. The state transitions are represented by conditional probabil-
ity functions. The state variables are typically hidden but indirectly observed
through output equation.

Rabiner (1989) [4] summarized that there are three basic problems of interest
for an HMM application: 1) Given the observation sequence and a model, how
do we efficiently compute the probability of this observed sequence generated
from the model? 2) Given the observation sequence and the model, how do we
choose a corresponding state sequence which is optimal in some meaningful sense
(filtering)? 3) How do we adjust the model parameters so as to best account for
the observed sequence?

For the method proposed in this work, the first and last problems are of
interests. The last one is a training problems – given an observation sequence,
how do we optimize the model parameters to create the best model? Similar to
other model based process monitoring and fault detection methods, this problem
is the most difficult and the solution to this problem is crucial. The solution to
the first problem is used for classification. Given a model and any observation
sequence, how do we compute the probability that the observed sequence was
produced by this model? Another case of classification is that, given several
models and one sequence of observation, how do we determine the model which
best matches this observation?

The HMM-based classification method introduced in this paper is imple-
mented using the Matlab statistics toolbox, which includes five functions de-
signed for HMM analysis. The function hmmtrain calculates the maximum like-
lihood estimate of HMM parameters. The default algorithm of this function uses
an iterative algorithm – Baum-Welch method. Detailed information about this
algorithm can be found in Rabiner (1989) [4].

3 Industrial Application

The industrial case study is concerned with a real problem arising from an indus-
trial separation process. There are three PID control loops involved in this process,
level loop yL, density loop yD, and speed control loop yS . Simply speaking, the
control objective is to maintain the level and density of the fluid in a tank around
their desired setpoints by manipulating the outlet flow speed. The outlet flow is
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controlled by manipulating the pump. The problem it is facing is that there is a
cycling in the process. Cycling occurs once about every ten minutes.

In order to reduce the cycling, field process control engineers tried to tune
the controller parameters. One of the tuning tests is shown in Figure 3. Based
on these figures, it appears that the control performance has been improved;
however, one may question the result by arguing that these figures have been
plotted on different time and magnitude scales. Plotting them in same scales, as
shown in Figure 4, it is obvious that this tuning does not change the behaviors
of density and level control loops. For the speed control loop however, there is
difference in terms of oscillation magnitude and period indeed.
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(c) Speed response

Fig. 3. Closed-loop responses before and after tuning

0 500 1000 1500 2000 2500 3000 3500
1.4

1.45

1.5

1.55

1.6
Before Tunning

0 500 1000 1500 2000 2500 3000 3500
1.44

1.46

1.48

1.5

1.52

1.54

1.56

1.58

1.6
After Tunning

(a) Density response

0 500 1000 1500 2000 2500 3000 3500
30

31

32

33

34

35

36

37

38
Before Tunning

0 500 1000 1500 2000 2500 3000 3500
30

31

32

33

34

35

36

37

38
After Tunning

(b) Level response

0 500 1000 1500 2000 2500 3000 3500
200

210

220

230

240

250

260

270

280
Before Tunning

0 500 1000 1500 2000 2500 3000 3500
200

210

220

230

240

250

260

270

280
After Tunning

(c) Speed response

Fig. 4. Closed-loop responses before and after tuning plotted in the same scale

Using the data after tuning, three HMMs are trained by applying the ap-
proach introduced in this paper for these three control loops, respectively. The
probabilities that the data before and after tuning are generated by the model
are given in Table 1. From this table we can see that the probabilities of yD and
yL before and after tuning are quite similar, which means that the behaviors did
not really change. The probability of yS before tuning is zero and 23.9 after tun-
ing (the probability ratio is of interest for the comparison). The interpretation

Table 1. PSV tuning data analysis result

DC181PV LC161PV SC2136PV

Before Tuning 12.3% 35.7% 0%
After Tuning 19.0% 55.1% 23.9%
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is that this tuning did change the behavior of this speed control loop. All these
conclusions coincide with the observations observed from Figure 4.

4 Conclusions

In this paper, an intelligent process monitoring approach is presented. It con-
sists of wavelet transform, symbolic representation and HMM classification. The
proposed method is verified by an industrial application example, which shows
that this method can effectively detect the behavior change of the monitored
variable. The potential use of this method is also illustrated by industrial case
study. The intelligent monitoring algorithm is useful when we are facing a large
amount of data and variables, where it is impossible to visualize the trend of
each individual variable.
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Abstract. An approach was put forward to diagnose the multiple faults of 
rotary machines according to the characteristic frequency spectrum of vibration. 
Based on the matter-element of extension theory, a matter-element model was 
built to describe the fault situation of rotary machines qualitatively. The 
dependent function and degree of a symptom of the fault were introduced to 
evaluate the possibility of the fault quantitatively. The diagnosis example was 
taken to validate the approach. The diagnosed result is consistent with the real 
result. 

1   Introduction 

A rotary machine is a complicated machine with many components. In a real rotary 
machine, the case of multiple faults is quite common, such as the simultaneous 
presence of an unbalance, a bow, rubbing and a coupling misalignment etc. Many 
papers are available in the literature about single fault diagnosis in rotary 
machines[1],[2],[3]. Multiple fault diagnosis is still an actively investigating subject. 

Intelligent fault diagnosis technique has been a major research topic in the fault 
diagnosis of rotary machines for the last decades. There has been much progress, but 
industrial acceptance has not been high because of the difficulty of acquiring the 
knowledge, the difficulty to deal with novel faults and the difficulty of the knowledge 
updating. 

Forming a diagnosis matrix between the symptoms and causes of faults, fuzzy 
diagnosis method has made some progress on overcoming the difficulty in 
acquirement of knowledge bases[4],[5],[8]. It still has some disadvantage because of 
the artificial selection of the membership function. 

The fault diagnosis method based on neural network obtains the knowledge from 
the samples and carries out the nonlinear mapping between the symptoms and causes 
of faults[5],[6],[7]. It gets into good graces of many researchers in mechanical fault 
diagnosis. For the fault diagnosis method based on neural network, a lot of training 
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samples are needed to get a satisfactory diagnosis. In fact, it is difficult to get so many 
training samples of a real machine that restricts the application of this method. 

Extension set theory analyses problems quantitatively and qualitatively[10],[11], 
[12]. The extension-set analysis is based on the matter-element analysis. The purpose 
of this paper is to develop a new method of multiple fault diagnosis based on the 
matter-element analysis and the extension-set analysis of spectral characteristic 
parameters, by building the matter-element modals and introducing the dependent 
functions. 

2   Brief Description of Extension Set Theory 

Extension set theory is developed on the base of the classical set theory and fuzzy set 
theory. The classical set theory studies the definiteness of matter and the fuzzy set 
theory studies the fuzziness of matter while the extension set theory studies the 
transformability of matter. 

A matter-element is the basic element to describe matter or a thing. Supposed that 
thing N possesses the characteristic c1, c2, c3, ··· , cn and the corresponding values of 
the characteristics are v1, v2, v3, ··· , vn, the matter-element R of N is defined as  
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Matter-element combines the thing, its characteristics and corresponding values 
into one set. For a multiple dimension matter-element can describe multiple aspects of 
a thing, it is possible to build a multiple fault modal which describes the multiple fault 
situation of a rotary machine by matter-element. 

Supposed that x is a point in the real field X=(- ) and X0=<a, b> is a real 
interval in the real field X=(- ), then define the distance on real axis between 
point x and real interval X0  as Equation (2) and the position of point x with respect to 
the real interval X0 and X  as Equation (3). Supposed interval X0 and X have no 
superposition point, we define the dependent function as Equation (4). 
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The dependent function can express the dependent degree of point x with respect to 
the intervals X0 and X. If K(x) 0, it expresses the level that x belongs to interval X0. 
If K(x) -1, it means that x does not belong to interval X0. If –1<K(x)<0, it means that 
x has the possibility of belonging to interval X0 and the bigger K(x) is, the more the 
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possibility is. So the dependent function can be regarded as the tool to describe the 
qualitative change and quantitative change of things. 

When the denominator in equation (4) is zero, the dependent function is defined as  

00 ),()( XlXxxK ρ−= , where 0Xl  is the length of X0. 
Usually, X0 is called classic field, while X is called admittable field. 

3   Diagnosis Approach of Rotary Machines 

The concept of the multiple dimension matter-element offers a new idea about the 
multiple fault diagnosis of rotary machine. In fault diagnosis of rotary machines, the 
faults usually are recognized by the frequency analysis of collected vibration 
signal[3],[8][9]. The vibration spectral information can be divided into some 
characteristic spectral bands that can be used as characteristic value of the relevant 
fault. Then the relations between fault symptoms and characteristic values of faults 
can be figured out by use of the dependent function. 

3.1   Fault Category of Rotary Machines 

We will take the fault diagnosis of SK15HE gas turbines as an example to illustrate 
the fault diagnosis pattern. According to information collected in years’ operation of 
SK15HE[8], the faults commonly found in the gas turbines can be categorized into 
rotor faults, shafting faults, supporting faults, resonance faults, assembly faults and 
other faults. The characteristic frequency bands for various faults at different 
positions are shown in Table 1[8]. The values in Table 1 are the ratios of the fault 
frequencies to the working frequency of the rotor. C1, C2, C3, C4, C5 are the 
characteristic frequency bands at different positions of the motor, C6, C7, C8 the 
characteristic frequency bands at different positions of the gear, C9 the characteristic 
frequency bands at the vane, C10 the characteristic frequency bands at critical situation 
and C11 the characteristic frequency bands at structural resonance. 

Table 1. Matrix of classic fields 

No. 
of I 

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 

1 
<0.4, 
0.75> 

<0.9, 
1.1> 

<1.8, 
2.2> 

<2.8, 
3.2>

<3.8, 
4.2>

<0.9, 
1.1>

<1.9, 
2.1>

<0.8, 
1.2>

<0.8, 
1.2>

<0.8, 
1.2> 

<0.1, 
1.2> 

2 
<0,  
0.1> 

<0.9, 
1.1> 

<1.8, 
2.2> 

<2.8, 
3.2>

<3.8, 
4.2>

<0,  
0.1>

<1.9, 
2.1>

<0,  
0.1>

<0.8, 
1.2>

<0,  
0.1> 

<0,  
0.1> 

3 
<0.4, 
0.75> 

<0,  
0.1> 

<0,  
0.1> 

<0,  
0.1>

<0,  
0.1>

<0,  
0.1>

<0,  
0.1>

<0,  
0.1>

<0,  
0.1>

<0,  
0.1> 

<0,  
0.1> 

4 
<0,  
0.1> 

<0, 
0.1> 

<0, 
0.1> 

<0, 
0.1> 

<0, 
0.1> 

<0, 
0.1>

<1.9, 
2.1>

<0,  
0.1>

<0,  
0.1>

<0.8, 
1.2> 

<0.1, 
1.2> 

5 
<0,  
0.1> 

<0,  
0.1> 

<0,  
0.1> 

<2.8, 
3.2>

<3.8, 
4.2>

<0.9, 
1.1>

<1.9, 
2.1>

<0.8, 
1.2>

<0.8, 
1.2>

<0,  
0.1> 

<0,  
0.1> 

6 
<0,  
0.1> 

<0.9, 
1.1> 

<1.8, 
2.2> 

<0,  
0.1>

<0,  
0.1>

<0.9, 
1.1>

<0,  
0.1>

<0,  
0.1>

<0.8, 
1.2>

<0.8, 
1.2> 

<0.1, 
1.2> 

7 <0,0.1> <0,0.1> <0,0.1> <0,0.1> <0,0.1> <0,0.1> <0,0.1> <0,0.1> <0,0.1> <0,0.1> <0,0.1> 
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3.2   Matter-Element Model of Faults 

Let the  be the set of possible fault types of the gas turbines, C the set of the 
corresponding symptoms, Vij=<aij, bij> the real field of characteristic symptom Cj of 
the fault Ii, and vti the value of symptom Ci, (i=1, 2, ··· 11). The matter-element model 
Ri of the fault Ii, can be expressed in Table 1 and Table 2 respectively. 

The matrix in Table 1 is the classic field matrix V(Vij), (i=1, 2, ··· 7, j=1, 2, ··· 11). 
We define the possible field of symptom Cj of the fault Ii as Vij’=<aij’, bij’>, and call it 
admittable field. When symptom Cj of the fault Ii is in the area Vij’=<aij’, bij’>, it 
means there is some possibility of fault Ii. The admittable field are artificially 
assumed to be Vij’=<0, 10>, (i=1, 2, ··· 7, j=1, 2, ··· 11) according to their classic field. 

3.3   Dependent Function and Dependent Degree 

According to Equation (4), the dependent function of the symptom of the fault is 
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When the denominator in Equation (6a) is zero, the dependent function takes the form 

( ) ( ) Vijijtjij lVvK /,vtjρ−= . (6b) 

where lVij is the length of Vij. The dependent degree of the symptom to the fault is 
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=

=
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where Wij is the weight of symptom Cj in the fault Ii. To conveniently observe the 
results of dependence, we normalize the Equation (7) as below 
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3.4   Multiple Fault Diagnosis 

The multiple fault diagnosis can be made according to the dependent degree (Ii) of 
treating fault, usually according to the normalized dependent degree ’(Ii).  

If ’(Ii) 0, then the fault Ii didn’t occur. If ’(Ii)>0, then it is possible that the fault 
Ii may occur. The bigger the ’(Ii) is, the more possibly the fault Ii occurs. Usually we 
diagnose the symptom with the biggest ’(Ii) as the fault Ii. This rule is called the 
biggest dependence rule. If there are more than one top normalized dependent degrees 
whose values are almost the same (the difference is less than the difference field , 
0.05) and the normalized dependent degrees are obviously great than the others (the 
difference is more than the recognition field , 0.1), then it is possible that more than 
one faults may occur. The difference field  means the nearness degree of different 
faults and the recognition field  means the difference degree of different faults. By 
considering the ’(Ii),  and  properly, we can make the diagnosis for multiple faults. 
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4   Diagnosis Examples 

In order to validate the diagnosis approach, we diagnose more than 100 symptoms of 
gas turbine faults collected in recent years. Table 2 shows some of the frequency 
ratios of treating faults collected. In the table, T.F. means treating fault. The diagnosis 
can be made by use of the approach introduced above.  

Table 2. The symptoms frequency ratios of faults 

No.of 
T.F. 

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 

1 0.5 1.0 2.0 3.0 4.0 1.0 2.0 0 1.0 0 0 
2 0 1.0 2.0 3.0 4.0 0 2.0 0 1.0 0 0 
3 0.5 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 2.0 0 0 1.0 1.0 
5 0 1.0 0 3.0 4.0 1.0 2.0 0 1.0 0 0 
6 0 0 0 3.0 4.0 1.0 2.0 0 1.0 0 0 
7 0 1.0 2.0 0 0 1.0 0 0 0 1.0 1.0 
8 0 0 0 0 0 0 0 0 0 0 0 

Table 3. Results obtained by the extension diagnosis method 

dependent degrees of symptoms to the faults No.of 
T.F. ’(I1) 

’(I2) 
’(I3) 

’(I4) 
’(I5) 

’(I6) 
’(I7) 

diagnosed    real 
faults     faults 

1 1.00 0.59 -0.32 -1.00 0.086 -0.61 -0.54 1          1 
2 0.26 1.00 -0.70 -0.87 -0.18 -1.00 -0.32 2          2 
3 -1 -0.91 1.00 -0.06 -0.91 -0.63 0.80 3          3 
4 -1 -0.53 0.29 1.00 -0.53 0.17 0.53 4          4 
5 0.78 0.99 -0.56 -0.80 1.00 -1.00 -0.034 2,5       2,5 
6 0.26 0.41 -0.10 -0.27 1.00 -1.00 0.27 5          5 
7 -0.69 -0.58 -0.10 0.27 -1.00 1.00 0.16 6          6 
8 -1.00 -0.50 0.75 0.25 -0.50 -0.25 1.00 7          7 

Table 3 shows the results of the diagnosis. Take treating fault 5 as an example to 
illustrate the quantitive and qualitative diagnosis by means of extension method. As 
for treating fault 5, it can be judged that fault I3, I4, I6 and I7 did not occur according to 
the negative dependent degree ’(I3), ’(I4), ’(I6), and ’(I7). We can qualitatively 
determined that the fault I1, I2 and I5 are possible because of the positive ’(I1), ’(I2) 
and ’(I5). Sorting the positive dependent degree in descending order, 
’(I5)> ’(I2)> ’(I1), we can find that the most possible fault is I5 because of the biggest 

dependent degree ’(I5) according to the biggest dependence rule. The value ’(I5) 
quantitatively represents the possibility of fault I5. The difference between ’(I5) and 
’(I2) is less than the difference field , 0.05, and the difference between ’(I2) and 
’(I1) is more than the recognition field , 0.1, that means the dependent degree ’(I5) 

and ’(I2) are almost the same and it can be judged that the fault I5 and I2 occurred at 
the same time. In fact, the fault I5 and I2 really occurred. The diagnosed result is 
consistent with the real result. 
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5   Conclusions 

The matter-element model of extension set theory can describe the fault situation s of 
rotary machines well. The classic fields express the real fields of characteristic 
symptoms of the faults. The admittable fields express the possible fields of 
characteristic symptoms of the faults. The dependent function and the dependent 
degree ’(Ii) of the symptom to the fault are determined by admittable fields, classic 
fields and the value of symptom, and represent the possibility of the fault and the fault 
may be judged by the biggest dependence rule. The difference field  expresses the 
nearness degree of different faults and the recognition field  denotes the difference 
degree of different faults. By considering the ’(Ii),  and  properly, we can make the 
diagnosis for multiple faults quantitatively and qualitatively. 
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Abstract. This paper presents a study on active detection of internal damage 
based on numerical analysis of vibration dynamics in composites. Damage-
induced variations of dynamic parameters are investigated both numerically and 
experimentally. Finite element method (FEM) is used to compute the modal pa-
rameters of composites with or without damages. Natural frequency, modal dis-
placement, modal strain and strain energy are analyzed for the determination of 
damage severity and location. Vibration measurements are carried out using 
piezoelectric patch actuators and sensors for comparison and verification of the 
FEM model proposed in this study. Energy spectrum for wavelet packets de-
composition of structural dynamic responses is used to highlight the features of 
damaged samples. The mechanism of mode-dependent energy dissipation of 
composite plates due to delamination is revealed for the first time. Both nu-
merical and experimental findings in this study are significant to the establish-
ment of guideline for damage identification in composite structures. 

1   Introduction 

The use of composite materials in space vehicles and various machine components 
has increased considerably over the past decades. Under repeated or impact loads 
these materials are subjected to various forms of damage, mostly delamination and 
crack [1-2]. Such damage becomes an obstacle to the more extensive usage of com-
posite materials. Therefore, the monitoring of internal or hidden damage in composite 
materials is critical in engineering practice [3]. The use of vibration-based techniques 
as nondestructive testing methods for damage monitoring of laminated composite is a 
field attracting the interest of many researchers [4]. The basic idea for vibration-based 
damage detection is that the modal parameters depend on the physical properties of 
the structure to be inspected. Therefore, changes in physical properties of a structure 
due to damage can result in detectable variations in its modal parameters, such as 
natural frequencies, mode shapes and modal damping. A number of studies have been 
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carried out to show the effectiveness of dynamic response measurements for NDT of 
composites [5,6]. 

The initial state of any damage in a material or structure is always in a tiny extent. 
Early detection of initial damage can prevent a catastrophic failure or structural dete-
rioration beyond repair. Therefore, it is important to detect such damage in the early 
stage for practical composites or structures. The online detection of damage in com-
posites is nowadays an attractive topic for developing the safe, reliable and effective 
methods to discover initial damage. Numerous researchers have studied various as-
pects of delamination damage including changes in dynamic response due to delami-
nation. The introduction of damage into a material generally results in an increase of 
damping, which is related to energy dissipation during dynamic excitation [7].  

However, few literatures can be found to feasibly study the structural dynamic re-
sponses for various damages in composites based on dynamic model. This paper, 
therefore, focuses on the correlation of modal parameters and damage in composite 
plates. The relationship between the modal parameters and damage location and sizes 
is analyzed. Experiment for measurement of response to selected excitations is carried 
out to detect the damage in some samples by means of wavelet packets decomposi-
tion. For relatively small damage, the damage-induced changes of modal parameters 
are too slight to be practically detectable, however, by means of analysis on energy 
spectrum of wavelet packets decomposition even very small damage can be detected 
according to the measured response signals.  

2   Dynamic Model of Composite Plates with Damage 

The finite element used for multi-layer composite plates with delamination is an 
eight-node rectangular thin plate element. For each node, there are three degrees of 
freedom, i.e., translations along the global coordinate axes of x, y and z, respectively. 
The element thickness is assigned to be equal to that of the corresponding individual 
lamina, which may not be the same for all elements. The element coordinate system is 
arranged with the first axis coincident with the fiber direction. All parameters 
throughout an element are assumed to be the same. 

For an arbitrary laminated plate, to ensure the material continuity, displacements 
and their variations of each pair of the coincident nodes on the upper and lower adja-
cent laminae have to be equal in the whole process of computation for the intact plate. 
When the plate is damaged somewhere, each pair of the coincident nodes just on the 
upper and lower surfaces within the delamination region will no longer be connected 
with each other. If a composite plate experiences a harmonic motion the modal pa-
rameters such as mode shapes, natural frequencies and modal strains, etc., can be 
obtained by solving an eigenvalue problem. 

Three damage variables θ1, θ2, and θ3 are adopted to represent damages of matrix 
rupture, crack and delamination, respectively. They can be determined using parame-
ter calculation based on structural damage theory. Then, the elastic matrix for dam-
aged element can be written as  

+++
++++++

++++++
=

)(2/2/

2/2/)(

2/2/)(

][

392817
0
66214113

214362514
0
22312211110

0
21

113312211110
0
12332211

0
11

θθθθθ
θθθθθθθ
θθθθθθθ

CCCQCC

CCCCQCCCQ

CCCCQCCCQ

Q

 

(1) 



 Numerical Model and Analysis on Dynamics of Composites 651 

where C1~C14 are material-dependent damage coefficients, which can be determined 
experimentally using normative composite specimens.  

3   Damage Feature Extraction Using Wavelet Packets 
Decomposition 

There is an equivalent relationship between the energy of wavelet transform and that 
of the original signal. Therefore, it is reasonable to express energy variation in the 
original signal by energy spectrum of wavelet packets. Hence, the sum of square of 
the decomposed signal is selected as the feature of energy spectrum within every 
frequency span. In subspace 

ijV
2

 (the ith frequency span of the jth layer) the result of 

wavelet packets decomposition is expressed by {Si(k), k=1, 2,…, M}, and its energy is 
expressed as 
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can demonstrate the damage-induced energy variation of the signal in subspace 
ijV

2
.  

4   Samples 

Fig. 1 shows a sample plate composed of epoxy matrix and glass fiber with 17 layers 
in 0° and 90° orientations. There is an area of 0.5×1 cm2 containing a crack in the 
damaged plate. The relative changes of energy spectrums between the intact plate and 
damaged plate with a crack of length ac=5mm and width bc=0.1mm are shown in Fig. 2. 
It is seen that this set of data can be taken as the index vector of the crack damage for 
online damage detection of in-service composite structures.  

Further numerical analysis shows that the crack with length 2.3mm and width 
0.1mm or length 3mm and width 0.05mm can be well detected. The relationship be-
tween the maximum energy variation and the crack size shows that for crack length 
within 5mm the maximum energy variation increases linearly with crack length. 

The other samples are plates of carbon fiber-reinforced epoxy composite. The plate 
has length 240 mm, width 180 mm and height 2.4 mm, and consists of 16 layers in 
orientation of [0°/0°/90°/90°/0°/0°/90°/90°]s. Each damaged plate has only one rec-
tangular delamination between the fourth and fifth layers inside the plate at the posi-
tion with the center. The samples are also in free boundary condition. Damaged sam-
ples with delamination sizes of 18×12, 36×24, 54×36 and 72×48 mm2 are considered 
and named A, B, C and D, respectively. 
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Fig. 1. Sample for active detection of matrix crack in composite plate 

Fig. 2. Crack-induced energy variation in wavelet component of vibration response 

Natural frequencies are firstly computed for the first six modes. The results show 
that with the increase of delamination size, the natural frequency decreases. Fig. 3 
shows the percentage changes of natural frequencies with delamination sizes, where 
the heights of the columns represent the absolute values of the percentage changes of 
natural frequencies. It is obvious that they increase with the delamination size. It is 
also seen that the decrease of natural frequency is not the same for different modes. 
The delamination-induced decreases of natural frequencies are relatively large for 
modes 2, 4 and 5, and the change of natural frequency in mode 1 can hardly be seen. 
The largest change occurs in mode 4 for all the plates with free boundary condition. 
The relatively large changes of natural frequencies occur in modes 4, 5 and 6 in the 
case of simply supported condition. However, the variation manner of the values is 
not the same for every plate, e.g., for simply supported plate the maximum change in 
natural frequency of plate D is in mode 6, while that of plate C is not in mode 6 but in 
mode 4. The delamination-induced frequency change is insignificant for small  
delamination. 
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Natural frequencies are firstly computed for the first six modes. The results show 
that with the increase of delamination size, the natural frequency decreases. Fig. 3 
shows the percentage changes of natural frequencies with delamination sizes, where 
the heights of the columns represent the absolute values of the percentage changes of 
natural frequencies. It is obvious that they increase with the delamination size. It is 
also seen that the decrease of natural frequency is not the same for different modes. 
The delamination-induced decreases of natural frequencies are relatively large for 
modes 2, 4 and 5, and the change of natural frequency in mode 1 can hardly be seen. 
The largest change occurs in mode 4 for all the plates with free boundary condition. 
The relatively large changes of natural frequencies occur in modes 4, 5 and 6 in the 
case of simply supported condition. However, the variation manner of the values is 
not the same for every plate, e.g., for simply supported plate the maximum change in 
natural frequency of plate D is in mode 6, while that of plate C is not in mode 6 but in 
mode 4. The delamination-induced frequency change is insignificant for small de-
lamination. 

Fig. 3. Percentage changes of natural frequencies for different delamination areas 

The above results imply that the delamination region exerts specific effects on the 
relevant modes. Relative displacements are analyzed for points within the delamina-
tion region of plate B. Numerical result shows that obvious penetrations occur in 
modes 2 and 4, this is indicated by the negative values. As there is no restriction 
within the delamination region in the FE model, penetration occurs in some modes. 
However, this is physically impossible, then, it can be deduced that impact exists 
within the delamination region in modes 2 and 4 during vibration of the plate. There-
fore, energy dissipation will be larger in modes 2 and 4 for plate B during vibration. 
The relative displacements in x and y directions for the above mentioned points are 
also larger in modes 2 and 4, which implies that, the interactive motion within the 
delamination region is more serious in these two modes than in others for plate B 
during vibration. Hence, the effect of delamination on the plate is more significant for 
modes 2 and 4 than in others for plate B. It is clear that these results are consistent 
with those as shown in Fig. 3. 

Three delaminated plates with constant size at deferent locations have been respec-
tively experimentally analyzed. The result shows that the delamination-induced 
changes of modal damping are not only mode-dependent but also vary with the  
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location of the delamination. This result and along with other modal parameters such 
as natural frequency and modal strain energy can be used to predict the location of 
delamination for each experimental specimen. 

5   Conclusions 

The results of this study show that the initial crack in composite can be effectively 
detected using the energy variation of vibration response. The effect of damage loca-
tion on the variation of mode shapes is consistent with that of natural frequency. 
There exists intrinsic connection between damage location and the changes of modal 
parameters.  

Numerical analysis provides a good explanation for damage-induced energy dissi-
pation by the tendency of penetration in damaged region. It is convenient and feasible 
to detect damage using the method proposed in this paper, because experimental mo-
dal analysis is till now one of the most practical and reliable methods for structural 
vibration measurements. This study has attractive application to damage detection of 
composites, especially for smart structures because of their inherent ability to provide 
excitation to the structure without requiring much additional equipment. 

References 

1. Li V. C., Kanda T., Lin Z.: Influence of Fiber/Matrix Interface Properties on Complemen-
tary Energy and Composite Damage Tolerance. Key Engineering Materials, 145-149 (1998) 
465-471 

2. Osset Y., Roudolff F.: Numerical analysis of delamination in multi-layered composite 
plates. Computational Mechanics, 20(1) (2000) 122-126 

3. Gerardi T. G.: Health monitory aircraft. Journal of Intelligent Material System and Struc-
ture, 1 (1990) 375-385 

4. Abry J. C., Choi Y. K.: A Chateauminois. In-situ monitoring of damage in CFRP laminates 
by means of AC and DC measurements. Composites Science and Technology, 61(6) (2001) 
855-864 

5. Tracy J. J., Dimas D. J., Pardoen G. C.: Effect on impact damage on the dynamic properties 
of laminated composite plates. Proceedings of 5th International Conference on Composite 
Materials, USA (1985) 111-125 

6. Mantena R., Gibson R. F., Place T. A.: Damping capacity measurements of degradation in 
advanced materials. SAMPE Quarterly, 17(3) (1986) 20-31 

7. Birman V., Byrd L. W.: Effect of matrix cracks on damping in unidirectional and cross-ply 
ceramic matrix composites. Journal of Composite Materials, 36(15) (2002) 1859-1877 



D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 655 – 660, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

SoC Test Scheduling Algorithm Using ACO-Based 
Rectangle Packing 

Jin-Ho Ahn and Sungho Kang 

Department of Electrical and Electronic Engineering, Yonsei University, 
134 Shinchon-dong, Sodaemun-gu, Seoul, 120-749, Korea 

sominaby@soc.yonsei.ac.kr, shkang@yonsei.ac.kr 

Abstract. This paper presents a new SoC test scheduling method based on an 
ant algorithm. The proposed scheduling algorithm formulates the SoC test 
scheduling problem as a rectangle bin packing problem and uses ACO to cover 
more solution space to increase the probability of finding optimal solutions. The 
experimental results conducted using ITC ’02 SoC benchmarks show that the 
proposed idea gives the test application time comparable to earlier researches in 
less calculation time. 

1   Introduction 

The general issue of a SoC test includes the design of test wrapper and TAM (Test 
Access Mechanism), and test scheduling. The test wrapper is the logic added around 
an embedded core to isolate it from the surrounding logic and to provide test access to 
the core through TAM. TAM is the physical mechanism connecting cores from test 
sources or sinks, and it determines how efficiently test stimuli and test results can be 
transported. A test scheduling is applied to find the test organization that minimizes 
the overall test time while considering test power and TAM architecture. Several prior 
researches are related to the SoC test scheduling problems. In [1], the SoC test 
scheduling problem was formulated as a 2-dimensional bin packing problem, and 
each core was represented by a rectangle, the width of which was the number of SoC 
pins allocated and the height of which was the core test time given the number of SoC 
pins. Rectangle representation for test scheduling has been used in many papers [2]. 
In [3], RAIN (RAndom INsertion) scheduling algorithm, which used the sequence 
pair representation and sequential insertion of cores by random selection, was 
proposed. Though it gave the shortest test application time for most of the 
benchmarks, it had too much dependence on randomness. 

Ant algorithm or Ant Colony Optimization (ACO) is a population-based approach 
and realizes an adaptive and social behavior of ants of finding the best route to the 
food source from the nest by indirect communications between ants using a chemical 
substance called pheromone. In other words, ants leave a pheromone trail behind 
while moving, other ants can smell this pheromone, and follow it. In ACO, artificial 
ants stochastically build new solutions using a combination of heuristic information 
and an artificial pheromone trail. This pheromone trail is reinforced according to the 
quality of the solutions built by the ants. ACO has been proved to be very effective in 
terms of solving many NP problems. In this paper, we present the ACO-based test 
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scheduling algorithm to increase the probability of finding optimal solutions within 
shorter periods. 

2   Wrapper/TAM Width Selection Using ACO 

In this section, we describe how an ACO algorithm can be implemented to schedule a 
SoC test. Testing of a core is represented as a rectangle whose height indicates the 
TAM width assigned to that core and width denotes the test time of the core for the 
corresponding value of the TAM width [2]. Taken as a whole, a test scheduler packs 
all rectangles into a bin having a fixed height and an unlimited width, and aims at 
minimizing the overall width of the bin without overflowing the bin’s height. We now 
take up the scheduling problem of a SoC based on a rectangle packing modeling. 
First, we assume that a SoC N includes m cores and has the TAM width W. Also, let 
wi be the TAM width assigned to core i embedded to N and ti be the test time of core i 
for wi. If so, all rectangles of core i, Ri, are represented as a ordered pair such that 

( ) Wkmiktkw iii ≤≤≤≤= 1,1,)(),(R . (1) 

where k denotes the size of TAM width assigned to core i. Note that Ri is Pareto-
optimal. The scheduling problem can be summarized as selecting one rectangle ri from 
Ri, (1 i m), packing the selected rectangles into a bin of height W and unbounded 
width without overlapping between the ri rectangles and minimizing the width of the 
bin. 

 

Fig. 1. Heuristic TAM Width Calculation 

ACO combines the pheromone information with heuristic favorability to find 
solutions since heuristic parameter can reduce a premature stagnation of the search 
and help ACO be applicable to various conditions. Search stagnation is the situation 
where all ants follow the same path and construct the same solution again, such that 
better solutions cannot be found anymore. In this paper, we utilized a preferred TAM 
width for core i, wprefer(i), as a heuristic favorability. The calculation flow to seek 
wprefer(i) is presented in Figure 1. Let T(wi) be the test time of core i in case of a TAM 
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width wi and Ai(k) indicate the result of wi(k)·T(wi(k)), (1 k W). In our algorithm, 
wprefer(i) was set to the highest wi in Ri such that the difference between Ai(k) and Ai(0) 
was less than the p% of Ai(0). Furthermore, we assigned a core the TAM width 
providing the corresponding core with the best test time if T(wprefer) of the core was 
more than the q% of the total sum of T(wprefer) of all embedded cores. The search space 
to find the best p and q was selected on an experimental basis. The pheromone trail 

i(k) as the favorability of choosing k as the TAM width assigned to core i and the 
probability pi(k) that an ant will choose k for core i are given by 
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where S is the rectangle set of cores already chosen by the current ant, and gj is the 
TAM width selected for core j. Consequently, (ki, gj) means the favorability of 
choosing k as the TAM width for core i when the size of TAM width assigned to core 
j is g. pi(k) consists of the pheromone trail i and the heuristic value .  is the 
parameter which defines the relative importance of wprefer(i) as opposed to i. For 
reference, all ants choose an initial core and its TAM width randomly. According to 
the result of scheduling, the pheromone trails are updated by Equation (3).  

),(),(),( jijiji gkgkgk ττρτ Δ+⋅= . (3) 

where  is the evaporation parameter, which determines the speed of decay of 
pheromone, and Δ  means the amount of pheromone deposited by the ant on the basis 
of the quality of scheduling result. Δ  is defined as 

λτ ⋅=Δ
jigkji Ngk ),( . (4) 

where Nkg indicates how many times k of core i and g of core j go together in the best 
scheduling result Sbest.  is the constant value to weigh Nkg. In order to balance 
exploration of solution space and exploitation of Sbest, we implemented the iteration-
best ant (Sib), global-best ant (Sgb), and the lower limit for the pheromone value ( min) 
introduced in [4-5]. 

3   SoC Test Scheduling Based on Rectangle Packing Algorithm 

The general procedure of the proposed test scheduling is shown in Figure 2. Before 
beginning the scheduling, we designed test wrappers for embedded cores and found Ri 

(line 1). Although any wrapper design procedure can be applied, we used the One-
Element Exchange algorithm [3]. The reason for this is that since the scan chain 
partitioning derived using the Largest Processing Time (LPT) is not always best-
optimized, One-Element Exchange algorithm was used to additionally optimize the 
partitioning. Next, pheromone table entries were initialized (line 2). And then, an 
ACO-based test scheduling procedure was advanced (line 3~14). In line 4 and 5,  
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indicates the number of updates we wait before we use Sgb again and Ncolony is the 
number of ants in a colony. From line 5 to 12 the procedure that an ant makes a 
scheduling is shown. After finding wi for all cores as described in section 2 (line 6), 
the scheduler packed them well minimizing the idle space. While many ideas about 
2D bin packing had been proposed, we used the packing process presented in [2] for 
its simplicity and feasibility (line 7~11). In this packing process, cores having wi 
chosen in line 6 were firstly scheduled in succession on the basis of their test time 
(line 8). If there remained room, the scheduler tried to supplement cores to idle 
room (line 9) or assigned additional TAM widths available to cores scheduled 
earlier for reducing the overall test time (line 10). In Figure 2, begin_time(i) and 
end_time(i) denote the test start and end time of core i, scheduled(i) indicates core i 
has been scheduled and completed(i) indicates the testing of core i has been 
completed respectively. If the scheduling result of the ant was better than the 
current best result, the scheduler updated the best test time. Unless the condition to 
terminate simulation was satisfied, the scheduler would search the solution space 
continuously with new ri combinations of cores. Currently the termination condition is 
whether Sgb is uniform until  rotates ten times and the pheromone information is 
biased sufficiently. 

4   Experimental Results and Conclusions 

We simulated four ITC'02 benchmark circuits [6] to evaluate the proposed scheduling 
algorithm. All of our simulations were conducted on a SUN Blade 2000 with 1.2-GHz 
processors. Since [3] gave the lowest test time results for most of the cases, its results 
were presented in this section for comparison with our results. In order to compare 
with results in [3], the unbalanced core wrapper design was used. The unbalanced 
wrapper design is to assign a different number of wrapper ports to scan-in and scan-
out to reduce the length of the longest wrapper scan chain. The final results reported 
in this paper were based on the ACO parameter values as follows; 

- Ncolony : 10,  : 10,  : 0.95, min : 2.0, (0) : 20.0,  = 10,  : 0.2 

where (0) is an initial value of pheromone trail. In order to get parameter values 
which give good performance, tests using circuits having different sizes and structures 
are required. The parameter values used in this paper were chosen on the 
recommendation of [5] and consideration in terms of balancing the test application 
times with the calculation times. 

As shown in Table 1, the ACO-based scheduling algorithm produced a bit lager 
test times than those of [3] for most cases. We listed in braces the percentage 
difference in test times compared to the results of [3] in Table 1. However, algorithm 
run-times could be reduced by up to an order of magnitude as seen in Table 2. 
Moreover, though the run-times of [3] varied extensively under repetitive runs of 
scheduling procedures, the run-times of proposed algorithm were nearly uniform. 
However, the run-times of our method were longer in p34392-32~64TAM cases. The 
reason for that was because it took some times to satisfy the termination condition of 
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simulation. Thus, it could not help but be compelled to accept to find more optimal 
solutions in various circuits. 

Consequently, though the scheduling results are slightly inferior or almost the same 
as previous results, the proposed method finds solutions more quickly and consumes 
the uniform calculation times regardless of the number of executions. Experimental 
results using some ITC'02 benchmark circuits show that the proposed algorithm is 
very efficient and feasible on various conditions. 

 

Fig. 2. Test Scheduling Procedure 
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Table 1. Test Application Times (Unit: Test Clock Cycle) 

Number of TAM Wires SoC Name Algorithm 
16 24 32 40 48 56 64 
41737 28080 21098 17075 14310 12110 10783ACO-Based 
0.7% 1.3% 0.7% 1.3% 0.9% 0.2% 1.5%

D695  
10cores 

RAIN [3] 41442 27725 20948 16852 14182 12084 10628
424889 289190 218035 177314 147898 130479 115791ACO-Based 

0.6% 1.6% 1.7% 2.1% 1.5% 3.1% 2.8%
P22810 
30cores 

RAIN [3] 422345 284632 214354 173637 145781 126548 112620
931588 631035 544579 544579 544579 544579 544579ACO-Based 

-0.9% 0.9% 0.0% 0.0% 0.0% 0.0% 0.0%
P34392 
21cores 

RAIN [3] 939855 625543 544579 544579 544579 544579 544579
1747504 1175988 891103 716112 598286 517692 452951ACO-Based 

0.3% 1.6% 2.4% 2.1% 1.8% 3.3% 2.5%
P93791 
32cores 

RAIN [3] 1742995 1157974 870059 701204 587907 500976 441786

Table 2. CPU Run-Times (Unit: Second) 

Number of TAM Wires 
SoC Name Algorithm 

16 24 32 40 48 56 64 
ACO-Based 9 20 11 11 15 14 17D695  

10cores RAIN [3] 95 226 190 236 262 260 132
ACO-Based 56 120 74 120 140 71 72P22810 

30cores RAIN [3] 782 1537 1457 963 82 312 131
ACO-Based 32 55 32 34 34 34 35P34392 

21cores RAIN [3] 214 377 19 2 3 2 1
ACO-Based 174 268 107 137 189 194 148P93791 

32cores RAIN [3] 177 1077 655 414 288 543 116
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Fault Diagnosis and Accommodation Based on Online 
Multi-model for Nonlinear Process  

Jun Li, Cuimei Bo, Jiugen Zhang, and Jie Du 

College of Automation, Nanjing University of Technology  
Nanjing, Jiangsu, 210009 China  

Abstract. Fault diagnosis and accommodation(FDA) for nonlinear multi-
variables system under multi-fault are investigated in the paper. A complete 
FDA architecture is proposed by incorporating the intelligent fault tolerant 
control strategy with a cost-effective fault detection and diagnosis (FDD) 
scheme based on a multiple-model. The schem efficiently handles the 
accommodation of both the anticipated and unanticipated failures in online 
situations. The three-tank with multiple sensor fault concurrence is simulated, 
the simulating result shows that the fault detection and tolerant control strategy 
has stronger robustness and tolerant fault ability. 

1   Introduction 

While most research attention has been focused on fault detection and diagnosis 
(FDD), the less research effort has been devoted to fault accommodation (FA) [1]. 
Recently, the robust FDA for nonlinear systems has received much more attention for 
the universal existence of nonlinearities and model uncertainties in practice [2], [3].  

Traditional FDA approaches are based on hardware redundancy. Due to higher 
costs and complexity for hardware redundancy, the approaches based on analytical 
redundancy have dominated the FDA research. A complete FDA architecture is 
proposed in the paper, which incorporated the intelligent fault tolerant control strategy 
and a multi-model based failure diagnosis process. The remaining parts are organized 
as follows: A problem statement is presented in Section II. A complete FDA 
architecture based on multi-models is provided in Section III. The online simulation 
study is provided in Section IV to demonstrate the effectiveness of the FDA scheme. 
The conclusion is included in Section V.  

2   Problem Statement  

Consider a general multi-variable non-linear system, which can be described by the 
following nonlinear auto-regressive moving average (NARMA) model [4]: 

)()](,),1(),(,),1([)( kenkykyndkudkufky yu +−−−−−−=  (1) 

Here, The (.)f  is a vector-value unknown nonlinear function; mRku ∈)( and pRky ∈)(  

are the sampled process input and output respectively, nu and ny denote the input order 
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and output order, d represents the input time-delay. })({ pRke ∈ denotes the 

measurement noise. It is possible to develop an acceptable realization to describe the 
system behavior offline with neural network modeling technique as shown in Eq.(2) 

)),()](,),1(),(,),1([ˆ)(ˆ uynkykyndkudkufky yu η+−−−−−−=
 

(2) 

Here pRky ∈)(ˆ is the NN model output and (.)f̂  is the estimation of the non-linear 

function (.)f .Eq.(1) denotes a healthy system under fault-free situation, while Eq.(2) 

represent the corresponding nominal model.  
Under different component failure, the system dynamic is represented by Eq.(3): 

=

−+−−−−−−=
r

i
iiiyu kuyFTknkykyndkudkufky

1

),,()()](,),1(),(,),1([)( β
 

(3) 

Where (.)iF represents the dynamic change caused by the failure. The characteristics 

of two typical faults (abrupt fault and incipient fault) can be described by the time-
varying constant gain (.)iβ  as Eq.(4): 

)()( iii TkUTk −=−β , )())](exp(1[)(
i

TkUTk
i

Tk
i i −−−−=− αβ  (4) 

+∈ Rα is an unknown constant, which defines the time profile of the incipient 
failure mode, and )(tU  denotes the unit step function.  

3    FDA Based on Multi-model 

Due to the unknown dynamic changes caused by the failures, the control law in a 
close-loop form is not readily available for general online FDA. For the post-failure, 
the signatures and the corresponding reconfigurable control actions can be developed 
offline beforehand and pre-stored in a database. The appropriate online FA actions are 
then suggested by a fault detection and diagnosis scheme that detects and identifies 
the failure patterns online. This idea has been adopted in many multiple-model-based 
FDA research works. Therefore, an intelligent FDA framework is proposed as shown 
in Fig. 1. The architecture is made up of three layers: a bottom layer with the control 
loop, a second with fault diagnosis and accommodation functions based multi-model 
and a third with supervisor functionality.  

3.1   Level 1: Control 

This level comprises a traditional control loop with self-adaptable controller, actuator 
and sensor interfaces, signal conditioning and filtering. In online situations, the 
effective control actions may come from one of the three sources: the nominal 
controller, the FA actions for post-failure and the intelligent control regulator.  
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Fig. 1. FDA architecture based on multiple models 

3.2   Level 2: Multi-module- Based FDA  

The proposed FDA framework incorporates a separate fault detection scheme, a 
failure diagnosis mechanism, and post-failure control action, and an intelligent control 
regulator to form a more complete FDA methodology. Under this framework, the 
system’s health is continuously monitored by the fault detection scheme with the 
nominal system model every certain period of time. Any abnormal behavior will 
trigger the FDA mechanism to analyze the scenario and further decide which control 
actions should be taken. Moreover, the failure scenarios can be further categorized 
into anticipated and unanticipated faults.  

A possible cost-effective and conservative fault detection and diagnosis schemes 
used in the simulation section is shown in (5) and (6), respectively: 
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Where k is the current sampling time; 
iη  is weight coefficient; (.)ŷ is the output from 

normal model; (.)y is the real actual measurements from plant; L is a certain length of 

time shifting window. A pre-specified threshold value, λ , is used to compare 
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with fr to examine the system healthiness every time shifting window L. )(ipfj  

represent the time –domain signatures of the post-failure model i . 
For the post-failure, the signatures and the corresponding reconfigurable control 

actions can be developed offline beforehand and pre-stored in a database. Supposed 
the residuals between the actual measurements and the outputs of the nominal model 
are considered as the outputs from the failure dynamics. The residuals are compared 
with the signatures from the post-failure models within time shifting window L’. A 
pre-specified threshold value,ϕ , is used to compare with FDr  for the proper selection 

of the anticipated failure model. The appropriate online FA actions are then suggested 
by a FDD scheme that detects and identifies the failure patterns online.  Some design 
parameters, such as λ ,ϕ , L , and L’,  should be properly chosen under considerations 

of computational capacity, modeling uncertainty, measuring noises, as so on. 
In the framework shown in the Fig.1, an intelligent control regulator is placed in 

the parallel with the post-failure control-actions bank for the unanticipated faults. If 
none of the signatures of the anticipated failures meets the matching, the system status 
will be switched to the unanticipated failure situation. In the work, the neural network 
(NN) is exploited and used as the online estimator for the unknown failure dynamic.  

At first, the structure of the online NN estimator should be decided. Then, the most 
recent input-output measurements within a fixed length of a time shifting window L 
are chosen as the training data set of the model. The choice of training data set should 
be decided based on the system computational capability, sampling rate and the 
performance criteria. And the gradient-descent algorithms are used to train network 
online. Moreover, the maximum number of the effective control signal searching 
iterations is another important design parameter in real-time applications.  

3.3   Level 3: Supervision 

The supervising interface accept higher priority commands from the engineers, such 
as change of the control objective or design parameters, accommodating measure for 
unanticipated failure situation and warn the supervisor for emergent shutdown of the 
system in cases that the unanticipated system failures are catastrophic and the system 
is actually uncontrollable. 

4   Simulation Studies 

A well-regarded simulation model, the three-tank process [5] shown in Fig.2, is used 
to demonstrate feasibility of the proposed FDA architecture in a real application.  Use 
the balance equations to all the three cylinders, the model is setup up as follows:  
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)(/)2)(( 11313111 tAQhhghhsignSazh p η++−−−=  (8) 
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)(/)22)(( 2222323232 tAQghSazhhghhsignSazh pp η++−−−−=  (9) 

)(/)2)(2)(( 332323313123 tAhhghhsignSazhhghhsignSazh pp η+−−+−−=  (10) 

Here, hi is liquid level (hmax=62cm); azi is outflow coefficient (az1=0.45 az2=0.61 
az3=0.46); Sp=0.5cm2 is cross section of the connection pipes; A=154cm is section 
area of cylindrical; Qi is flow rates from pumps 1 and 2 (Q1max=Q2max=100ml/s); Qji is 
flow rates; ),( Qhiη is modeling uncertainty; (.)sign denotes the sign function.  

Fig. 2. Configuration chart of three-tank system 

The discrete-time model is derived by this forword Euler approximation, sampling  
period T=1 s. The  normal models in the form of Eq (2) are found by the neural 
network modeling technique. Initial liquid level hi(0)=0cm, the control objectives are 
h1d(k)=15cm, h2d(k)=10cm respectively. In the normal instance, the levels of tank 1 
and tank 2 need to be controlled respectivly by both PID controllers.  

Consider a Precision degradation fault in  tank 1 sensor and a bias failure in tank 2 
senor. The  fault dynamics are reprented Eq(11): 
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Here, ),0( 2
1σN ),0( 2

2σN denote measuring noise and precision degradation fault 

( 1.01 =σ , 82 =σ ); )( TkU − is unit step function.  

The sensor failures are detected by the cost-effective method above in section 
3.2.1, the threshold value, λ is selected as 0.5. The time shifting window L is selected 
as 5. Two separate BP neural network models are exploited to restructure the signals 
of h1s and h2s.The BP model may be described as follow function: 

),,(ˆ
31131:7:31 hQQfh = , ),,,(ˆˆ

322032)1:7:4(2 hQQQfh =  (12) 

(.)ˆ
)1:7:3(f is a three layers BP network with 3 inputs, 7 neurons in hidden layer and 1 

outputs. (.)ˆ
)1:7:4(f is the one with 4 inputs, 7 neurons in hidden layer and 1 outputs. 
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Fig.3(a) shows the liquid level respons under the nominal PID control law. As 
measureing precision in level 1 is declined, the level 1 fluctuate quickly. As the 
sensor of  level 2 occure bias fault, the liquid level 2 drops quickly ,causing a 
dropping of the level 3. The response curve with the proposed the FDA methods is 
shown in Fig.3(b). The system performance is improved by the proper the 
reconfiguration the control law. 

Fig. 3. Comparing the liquid level response between under normal control and under FDA. (a) 
The level response under the PID controller; (b) The response curve with the FDA methods. 

5    Conclusions  

This paper has dealt with the online fault-tolerant control for a class of nonlinear multi-
variable system. A complete FDT architecture based on multiple models is proposed to 
efficiently handle the fault diagnosis and the accommodation of multiple sensor 
failures in online situations. In the three-tank process, multi-faults with Precision 
degradation fault and incipient complete fault are set to test the fault tolerant control 
methods proposed in the paper. The simulating result shows that the fault detection and 
tolerant control strategy has stronger robustness and tolerant fault ability. 
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A Mongolian Speech Recognition System Based on HMM  
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Abstract. Speaker independent large vocabulary continuous speech recognition 
technique has always been the research focus in the domain of artificial 
intelligence and pattern recognition. A Mongolian large vocabulary continuous 
speech recognition system is introduced in this paper. Mongolian is belonged to 
Altai phylum, and similar with the Western language. According to the 
characteristics of Mongolian pronunciation, we build the Mongolian acoustic 
model. We collected a large size corpus to construct the language model. HTK  
( HMM Toolkit ) has been used to construct the system. The experimental 
results indicated that the design of models related to the Mongolian speech 
recognition is rational and correct.  

1   Introduction 

The purpose of speech recognition is to make computers understand human speaking. 
This includes two aspects. One hand is to convert spoken language literally to written 
language, i.e. letters; another hand is to react to the commands in the spoken 
language. A lot of work had been done in Chinese and English speech recognition, 
which gained plentiful and substantial fruits. Some of the famous examples include 
speech dictation system ViaVoice by IBM and Chinese speech recognition system by 
Institute of Automation Chinese Academy of Sciences. 

Mongolian is an influential language in the worldwide. And it belongs to Altai 
phylum. Chahaer dialect is recognized as the standard pronunciation of Mongolian. 
There are thirty-one characters in Mongolian character, including seven vowels and 
twenty-four consonants. Moreover, Mongolian is a multi-syllable structure language, 
which consists of two kinds of syllable; one is vowel, and the other is the combination 
of vowel and consonant. As a result, a Mongolian sentence is composed by many 
syllables, and there is strong synergy pronunciation phenomenon within syllable or 
between syllables. The pronunciation of the vowel or consonant is affected by its 
adjacent phoneme. Therefore, aiming at the acoustic characteristics and language 
rules of Mongolian, we use HMM technology to design and build a Mongolian large 
vocabulary speaker independent continuous speech recognition system. 

According to different functions[1], a speech recognition system can be divided 
into following parts: speech signal pretreatment part, core arithmetic part and 
elementary database, etc. And how to aim at the Mongolian acoustic characteristics 
and language rules to build the acoustic model and language model are our main 
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tasks. So in this paper, we will articulate the preparation of the corpus and recording, 
the choice of acoustic model and language model. 

2   Corpus and Recording 

The establishment of the corpus, which includes the text corpus and the speech 
corpus, is an infrastructure work in the speech recognition system. Through 
establishing a reasonable text corpus, we could train language model, and begin the 
recording work to build a speech corpus as well. The quality of corpus strongly 
influences the performance of the recognition result. So in this part, we would 
minutely discuss how we establish a corpus which is oriented to Mongolian speech 
recognition system. 

2.1   Corpus  

In speech recognition, the selection of corpus for speech training is an extremely 
important issue. Corpus should cover as much speech phenomenon as possible. Both 
training of acoustic model and language model, are involved with the problem of how 
to choice a corpus[2]. Thus, the selected corpus must be representative, possible to 
cover all speech phenomenon, and not sparse with its training data. 

We collected approximately 1.2 million words of Mongolian original corpus, total 
size of which is about 12M. The main corpus we used in the system is involved with 
travel-oriented field  news-oriented field  daily communications and primary and 
secondary schools’ textbooks, and the ratio of which is: news(70%), primary and 
secondary schools’ textbooks(18%), travel(7%), daily(5%). 

According to the characteristics of Mongolian pronunciation, we selected triphone 
as the basic sub-word speech unit, to assure that the selected corpus could cover all 
triphones phenomena. There is no uniform standard for Mongolian pronunciation 
label, however, we labeled to the corpus in three kinds of way: Latin code, original 
code and phonetic symbol, as shown below: 

Original: 

  
Latin :  UbUr  MONgol  on   yehe   sorgagoli     
phonetic: Ober  Monggo_l  in  yeh   sOrgu:l 
Most Mongolian electronic corpus is labeled with original code, and just few with 

Latin code. The problem is that adjacent three letters of the original code or Latin 
code word can not be used to train triphones, because their pronunciation differs with 
different words. So we can not estimate the number of triphones in the sentences 
which are labeled with these two kinds of code. The source of the original Mongolian 
electronic corpus is scarce, so our collection is limited and the sources are quite 
different. According to the characteristics of original corpus, we use automatic 
selection, combined with artificial supplement in the following way, to select the 
training corpus. 

(1) Compute the appearance frequency of each word: We found out all words in 
the corpus whose appearance frequencies are 10 or bigger, and we called them high-
frequency words. 
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(2) The corpus is designed for continuous speech recognition system, so the 
sentence is treated as a basic unit. Therefore, we selected all the sentences which 
contain high-frequency words.  

(3) Threw off those sentences whose lengths are too long or too short. 
(4) Calculate the coefficient of priority = number of high frequency words in the 

sentence / number of all words in the sentence. 
(5) Each sentence was ordered by descend according to its priority. 
(6) We chose some higher priority sentences based on the results, and some of the 

low-priority sentences can be chosen repeatedly. 
(7) Many sentences in original corpus were too long, which are not convenient to 

record. In order to cut these sentences into short ones, we construct a toolkit which 
could shorten long sentences automatically. 

After the selection of corpus, there were still many words whose frequencies are 1. 
So we created many artificial sentences to improve the coverage. Finally, we selected 
about 13,800 sentences, 150,000 words, containing more than 10,000 different words. 
What’s more we established a pronunciation dictionary for these 10,000 words. And 
we established the corpus with phonetic code based on pronunciation dictionary. So 
we could calculate the contribution of triphones for each sentence. With the triphone 
as a basic unit we filtered corpus once again, and obtained the better corpus. 

Table 1. Statistic results of the corpus 

Item Most frequency of 
occurrence 

Lest frequency 
of occurrence 

Total 
number 

Words 1425 13 12280 
Bi-phones 79 15 868 
Triphones 58 12 2018 
Sentences No statistic No statistic 13800 

 

2.2   Speech Corpus 

To establish a standard of Mongolian speech corpus, we organized 200 students from 
the Xilin Gol League to record, whose pronunciation of Mongolian is most standard 
in China. During the speech corpus collection, we select recording personnel by 
following principles as below: 

(1) Based on the difference between the characteristics of men voices and women 
voices, we take the ratio of male and female personnel as 3:2; 
(2) Pronunciation must be standard; 
(3) Voices are mature, and wave forms are clear; 
(4) Ages are between 19 to 40 years old. 

Based on the above principles, we collected the accounts of 80 female and 120 
male speech data. And the recording information was kept in the form of WAV in 
speech corpus. Finally, we established successfully a Mongolian speech corpus with a 
size of 8.93G. 
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3   Acoustic Model 

Acoustic model is the bottom model in a recognition system, and it is the most 
essential part for a recognition system. The function of acoustic model is to provide 
an efficient method to calculate the distance between the feature sequence of 
utterance and the template of utterance. The design of acoustic model is closely 
related to characteristics of a given language utterance. 

3.1   Selection of Mongolian Sub-word Speech Units 

Vowels have positive and negative differences. Most of the differences between 
written Mongolian and spoken Mongolian follow certain rules. And these rules are 
mainly embodied in the pronunciation altering of vowels, the combination of 
consonants and harmony of vowels. 

Vowels and consonants are the most basic units for swing analysis. But the 
smallest units in spoken Mongolian are syllables. In Mongolian, syllables are 
constituted with vowels and consonants, and vowels are the major part of a syllable. 

Because the system is a continuous speech recognition system based on Hidden 
Markov Model[4],[5],[6],[7],[8], the triphone has been used as the basic sub-word 
speech unit. This is coming from following reasons: Firstly, although syllable is the 
basic unit for pronunciation, the number of syllables in Mongolian is 1304[3] in total. 
And if we take influences of adjacent syllables into account, then the number of 
HMM would become too many. Secondly, each syllable is independent to others, and 
they share nothing among themselves, which results in the difficulty of training 
syllables, whose frequencies of occurrence are very low. And using phones as the 
basic sub-word speech units, the biggest advantage is that the small number of 
Mongolian phones, just 52 in total, moreover, they are shared by all words. But the 
problem is that simply using phones as sub-word speech units, the pronunciation of 
each phone would be heavily influenced by phones around it. And its pronunciation 
will be altered in different context. What’s more, in Mongolian the pronunciation of 
many phones in accessional components are not sufficient, owing to connecting 
pronunciation of these phones and neighbor phones. Therefore, only using phones as 
sub-word speech units is not an optimized method too. In sum, triphones are selected 
as the basic sub-word speech units. The total number of Mongolian speech units is 
listed in the following table: 

Table 2. Total number of Mongolian speech units 

Syllables Phonemes Phones.(bi-phones triphones  

1304 52 Depend on the corpus 
 

3.2   The Decision Tree Based on Triphone Acoustic Modeling 

In Mongolian speech recognition, connected pronunciation of the phones with their 
adjacency phones is a very serious phenomenon, which needs to establish the context-
related pronunciation models.  
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The main problem of triphone modeling is robustness of re-estimated parameters. 
To solve this problem, we should achieve sharing parameters between different 
models, thereby reducing the number of model parameters. The decision tree 
technology is a good solution to share parameters, whose advantages are:  

(1) data-driven: it could obtain the optimum balance among the complexity, 
accuracy and robustness of the model, so that the capability of speech recognition 
system achieves the best state in condition of limited speech corpus, and it is easy to 
operate, and easy to optimize as well; 

(2) guiding of expert knowledge: combining the knowledge of acoustic, phonetics 
and linguistics with the process of decision tree generation, we could guide and split 
the decision tree with expert knowledge, and integrate the clustering process of the 
expert knowledge and acoustic model organically, to improve the accuracy of 
acoustic models classification ; 

(3) capability of forecasting: It could forecast triphones, which are not in the 
training data, by searching decision tree to find out most matching models for those 
triphones, and therefore, improve the accuracy of triphone models, which have no 
samples or few samples in the training data. Appling decision tree methods on 
triphone modeling could be extremely effective in resolving the sparsity problem of 
data, and make good use of knowledge of phonetics. The following are examples of 
the two key problems of this technology, designing the context-related questions and 
the generation of the decision tree. 

3.3   Design the Context-Related Questions 

In the decision tree modeling, the Mongolian knowledge of phonetics and the 
linguistics is described in question form. Because these knowledge guide the split of 
decision tree, and designing the context-related questions become an essential 
problem to establish the decision tree, which is worth to spend much more time and 
effort on. At the same time, designing the context-related questions is a process of 
repeated experiments, analysis and revision.  

Decision tree is a bi-tree[9],[10], each node tied a question of "Yes/No", all HMM 
states that allow entering the root nodes should answer the question tied on it, and 
select the left stick or right stick according to the answer. Finally, based on a set of 
answers for the node questions each HMM state that enters the root node will enter a 
leaf node (only). HMM states that enter into the same leaf node will be considered as 
similar, and parameters will be shared together. Moreover, the context-related 
questions are used for building the decision tree. When nodes split, the question 
selected will be tied with this node. Thus, we could determine which state of which 
basic unit is shared. And the context-related question affects the capability of the 
triphone model.  

In this paper, acoustic modeling unit is triphone, we only consider the left or right 
modeling unit which influences the middle modeling units. In Mongolian speech 
recognition, the basic modeling units are vowel and consonant. Designing their own 
context-related question is based on the vowel and consonant. Notice that for a 
triphone system, it is necessary to include questions referring to both the right and the 
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left contexts of a phone. Questions should progress from wide, general classifications 
(such as consonant, vowel, nasal, and diphthong, etc.) to specific instances of each 
phone. There is no harm in creating extra unnecessary questions, for those determined 
to be irrelevant to data would be ignored. In the end, the ultimate design is containing 
48 questions. Some of the questions are shown below: 

(1) According to the pronunciation of consonant 
stopper {b,p,d,t,g,k} 

no aspirate stopper {b,d,g} 
aspirate stopper    {p,t,k} 

       …… 
(2) According to the position of consonant pronunciation 
lingua tine {z,c,d,t,n,l,r} 

dentinasal lingua tine       {z,c} 
gingiva lingua tine           {d,t,n} 
behind of gingiva lingua tine {l,r} 

……
(3) According to the pronunciation of vowel 
close vowel {i,i:,u,u:,U,U:} 
……

When the nodes split, it would put forward a series of context-related questions, 
such as "the left basic unit is quiet?" and "the right basic unit is friction sound?" If it 
is, it would be assigned to the node of "yes ", else to the node of "no ". All context-
related questions designed for this basic unit would be mentioned here. At last one 
"best question" is selected as the question of this node. And the "best question" means 
that it is consistent with the guidelines the split principle. 

3.4   Generation of the Design Tree 

In a general way, firstly put all HMM states which are possible to share into state 
pool. According to some splitting criterion of splitting the pool, this process is 
repeated until the stopping criterion is satisfied. And we generate the decision tree in 
this way. 

4   Language Model 

Language model consists of rule-based language model and statistical language 
model. By training language model, we could get the syntax and semantic parsing. 
Small vocabulary speech recognition systems are used primarily for command-and-
control applications where the vocabulary words are essentially acoustic control 
signals that the system has to respond to. As such, these systems generally do not rely 
heavily on language models to accomplish their selected tasks. A large vocabulary 
speech recognition system, however, is generally critically dependent on linguistic 
knowledge embedded in the input speech. Therefore, for large vocabulary speech 
recognition, language model is essential. For example, when the classing work is 
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incorrect, especially when a few monophony words need to be confirmed by their 
context, we could rectify it by studying language model, syntax structure, semantics, 
and so on.  

Presently, the most successful language models are statistical language model and 
Formula based language model. In this paper, we use the statistical language model, 
which could study the statistical knowledge between different words and phrases 
through training a large text corpus. Moreover, statistical language model is one of the 
most popular task in the natural language processing field. It is widely used in not 
only the speech recognition research, but also translation machine system, character 
recognition system, and information detecting and digging system. 

4.1   N-Gram Language Model 

The most common language model used in speech recognition system is N-gram 
language model. The N-gram language model primarily predict the perplexity of Nth 
word based on the former N-1 words. Considering the complexity, we always select 
N=2, N=3, and N=4, and then call them bigram language model, trigram language 
model, and 4-gram language model. N-gram language model is established by 
training the text corpus. However, due to the limited size of corpus, in the training 
work, the appearance time of most words strings p(Wi,Wi-1,Wi-2)might be 0. And it 
is entirely possible that these word strings would be used in practice, which is called 
the 0 perplexity problem. Because of the serious 0 perplexity problem of N-gram 
language model, in the condition of the limited corpus data, we could not use the 
simple perplexity counting to get p (Wi|Wi-1Wi-2), we must estimate the bigram 
perplexity p(Wi|Wi-1Wi-2) by utilizing the bigram perplexity p(Wi|Wi-1) and 
unigram perplexity p(Wi). The most common methods are Smoothing, Backing-off, 
Deleting Interpolation and Discounting.  

4.2   Trigram Language Model 

In this paper, we used the former-discussed corpus as training data, and constructed 
trigram and inverted trigram language models. We would discuss the problems we 
met during the establishing work of language model and the corresponding 
solutions[11]. 

Firstly, to get the perplexity of all possible word strings ]/[ 12 −− iiir WWWP , and 

assure the statistic precision, we need a large enough and model-oriented corpus, 
which is composed of large amount of sentences. If there are three words  

aW bW jW in the vocabulary, then we could compute the occurrence of the 

word string { aW bW jW } and each occurrence time of aW and bW  in the 

corpus. And if we suppose that the former is C aW bW jW  times, and the 

latter is C aW bW  times, then in the condition of b
i

a
i WWWW == −− 12 ,  , 

we could compute the perplexity of j
i WW =  as below:  
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Having constructed a language model from a training corpus, one may ask how 
well the language model will perform in the context of speech recognition. Someone 
used to take an experiment, using the corpus of 1,500,000 words, which was 
composed of all kinds of letters in the office. Firstly, all the conditional perplexity of 
trigram language model was computed. Secondly, he or she selected a test corpus of 
30,000 words, which is in the same speech condition with the original training corpus, 
but not included in. After testing, it is found that, 23% of trigram word strings in the 
latter corpus were not appeared in the former, which illuminated that the statistical 
result was somehow not reliable, even with such a large training sample. Although an 
English-oriented and certain speech condition experiment result, it still has a common 
instructive signification. 

Comparatively, the training result of ]/[ 1
b

i
j

ir WWWWP == − and ][ j
ir WWP =  

is much more reliable. The formulae computing these two perplexities are shown as 
below:  
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and, )( bWC and )( jWC are the occurrence time of bW and jW  respectively, and 

C(W) is the total word number of the corpus. Due to the reason that no matter how 
large the corpus is, the statistics would not be totally reliable, we use the 
formula 2 and 3  for the more reliable result to perform smoothing process, 
which might reduce the predicting ability of the model, but increase the 
embranchment, however, this is much better than an unreliable statistical parameter. 

The formula of computing ],/[ 12
b

i
a

i
j

ir WWWWWWP === −−  using smoothing 

method is shown as below: 
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Ljab 1=    . (4) 

And, 1321 =++ ababab qqq .The problem now is that for each { aW bW jW }, 

we should obtain three weights to use formula 4 , and compute all conditional 

perplexities of all predictable word jW j=1 L  appearing after word string 

~

~

~

~
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{ aW bW }. Obviously, different weighs would direct different results. However, 
methods of obtaining these three weighs would not be discussed in this paper. 

5   Training of Mongolian Speech Recognition System 

The training work of the Speech Recognition System includes the acoustic model 
training and language model training. In this paper, we used HTK to train the acoustic 
model. And after confirming the speech signal sampling ratio, recognition parameter, 
the size of recognition units, and HMM state frame, training work of the acoustic 
model could be performed. The training process takes multi-step training method. (1) 
Given the initial model and training files, each model parameter would be segmented. 
(2) The initial model would be re-estimated by maximum likelihood estimation 
method, and we would get better HMM parameters then. (3) Composing multiple-
model of sub-word model from training corpus, and nest it into training system, which 
would be trained again with large data. Through these steps, we could get delicate 
HMM parameters.  

Constructing the language model would also need training a large size corpus. 
Some new language model is now using maximum entropy estimating method, which 
has a rather complex algorithm. In this paper, we utilized the CMU (Cam Language 
Model Toolkit) to construct our language model.

6   Conclusion 

The experimental system is a Mongolian large vocabulary continuous speech 
recognition system that is based on HMM. Through the system, we have taken an 
instructive attempt aiming at the Mongolian acoustic characteristics and language 
rules. When building the HMMs, triphones have been used as the basic sub-word 
speech units, and statistical language model was used for the experiment. Besides 
building the models and programming, we also accumulated experience in terms of 
building and optimizing the corpus. And Mongolian Speech Recognition System 
LVCSR could reach a result of 85.16%.However, due to the deficiency of the training 
data, the robust of the system is not very well, especially under the conditions of 
noises. We should research more and solve these problems in the future. 
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Abstract. Part-of-speech (POS) tagging and shallow parsing are sequence 
modeling problems. While HMM and other generative models are not the most 
appropriate for the task of labeling sequential data. Compared with HMM, 
Maximum Entropy Markov models (MEMM) and other discriminative finite-
state models can easily fused more features, however they suffer from the label 
bias problem. This paper presents a method of Chinese POS tagging and 
shallow parsing based on conditional random fields (CRF), as new 
discriminative sequential models, which may incorporate many rich features 
and well avoid the label bias problem. Moreover, we propose the information 
feedback from syntactical analysis to lexical analysis, since natural language 
should be a multi-knowledge interaction in nature. Experiments show that CRF 
approach achieves 0.70% F-score improvement in POS tagging and 0.67% 
improvement in shallow parsing. And we also confirm the effectiveness of 
information feedback to some complicated multi-class words. 

1   Introduction 

Part of Speech (POS) tagging is a process in which syntactic categories are assigned 
to words, and it is a preprocessing stage to parsing, information retrieval, text to 
speech systems, Question and Answer System etc. Shallow parsing involves the 
segmented sentence (usually augmented with POS tags) into none-overlapping 
phrases, such that syntactically related words are grouped together in the same phrase. 
POS tagging and shallow parsing can be seemed as labeling the words in a sentence 
with their corresponding tag ---- part-of-speech tag or syntactical tag respectively. 

The two factors determining the tag of a word are its lexical probability and its 
contextual probability. Some approaches have been adopted, which can mainly fall 
into rule-based approaches, e.g. Transformation-Based method [1], and Statistical 
approaches, such as Decision-Tree [2], Hidden Markov model (HMM)[3], Maximum 
Entropy (ME)[4] and Support Vector Machines (SVM)[5]. These models are also 
tried to deal with the shallow parsing task and have achieved a good performance. 
                                                           
*  This investigation is supported by the Key Program Projects of National Natural Science 

Foundation of China (60435020), National Natural Science Foundation of China (60504021), 
and also supported by Microsoft fund of Chinese Ministry of Education (01307620). 
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Though HMM is a powerful tool for representing sequential data, there are two 
problems [6], firstly, the feature independent assumption. HMM is generative model, 
which defines a joint distribution over label and observation sequences means that all 
possible observation sequences must be enumerated. As a result, though many tasks 
would benefit from a richer representation of observations — in particular a 
representation that describes observations in terms of many overlapping features, rich 
features are not easily added into the model. Secondly, it is inappropriate to use a 
generative joint model in order to solve a conditional problem in which the 
observations are given. Unlike HMM, MEMM is conditional probabilistic model that 
avoids above shortcomings. Each source state has an exponential model that takes the 
observation features as input, and output a distribution over possible next states. This 
lead it suffer from label bias problem [7]: the transitions leaving a given state compete 
against each other, rather than all the states. 

Feature is another important factor. Trigger has been used to solve long distance 
dependency, which are extracted by average mutual information [8]. And we have 
also applied Rough Sets to extract feature and fused them into POS Tagging models 
[9]. In this paper, the improvement in terms of model and features is also be made. 
Firstly, Conditional Random fields (CRF) model is introduced to perform Chinese 
POS tagging and shallow parsing task; Secondly, we explore the feedback 
performance of syntactic information to lexical information. Zipf’s law has indicated 
that it is not avoided to the sparse data problem, which is one reason why to try more 
advance features. Natural language processing is NP-hard problem, and human also 
adopts diversiform knowledge in understanding process. So besides some feature 
extraction and feature selection methods, the advance syntactical features are also 
essential to improve the lexical analysis performance. This paper also explores the 
effectiveness of information feedback to the complicated multi-class words, “ ”(for), 
“ ”(and), “ ”(to). We testify all the improvement with the large-scale corpora. 

2   System Construction and Label Bias Problem 

2.1   System Construction 

Figure 1 exhibits the frame of our system, where the word segmentation and Named 
Entity Recognition have been reported in the paper [12], and this paper mainly 
expatiates on the POS tagging and shallow parsing modules.  

 
 

Fig. 1. System construction 
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There are 15% multi-class words in our vocabulary that includes 121 thousand 
words, in figure 2(a). While only the part of words would present frequently due to 
Zipf’s law, so the percentage of multi-class words has changed, about 35% in 
common words1, as shown in figure 2(b).  

      

Fig. 2. The proportion of word count according to the number of POS 

Figure 2 exhibits the percentage of the multi-class words. To some application, 
such as Machine Translation, the correct POS tagging is important, e.g. the POS of  
“ ”(and) includes conj. and prep. The sentence “a  b ” should be translated into 
“a and b play”, we can also say “b  a ”; while the sentence “a  b ” should 
be “a ask for instruction from b” here, we can’t say “b  a ”. So to the 
keyword “ ”, the former is conj. and the latter is prep. This example shows that it is 
important to correctly judge the POS of the word “ ” to Machine Translation. 

However, above judging or POS classification isn’t always easily, since the 
complicated multi-class words almost include the empty words, such as conj. and 
prep., unlike substantive words, they are usually relevant to the syntax of the whole 
sentence. In order to solve above problem, we introduce shallow parsing information 
in this paper. In addition, the features used in existing models are mainly word 
features, POS features or the other little granularity features, this must be cause sparse 
data problem. The features to erroneous tagging words are shown in figure 3. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. The present case of the features to erroneous tagging words 

                                                           
1  The corpora come from the prior six months of Chinese People’s Daily in 1998, and we view 

the words, which presents 5 times or more, as complicated multi-classes words subjectively.  

(a) (b) 
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Figure 3(a) seems that when error occurs, there are enough available features, 
however, the figure 3(b) tell us the truth that the really relevant features are quite a 
few: it is more than 78% that the feature count presents less or equal 2. This kind of 
sparse data problem is hard to avoid, while it can be relaxed by improving the feature 
collection method. In this sense, as advance syntactical features, shallow parsing 
features are introduce is necessary and meaningful, just like human doing. 

2.2   Label Bias Problem 

Maximum Entropy Markov models and other discriminative finite-state models, 
which define a set of separately trained per-state probability distributions, exhibit 
undesirable behavior in certain situations, termed label bias problem [7]. Take “ /v 

/p /n /v /n” (because the thing is relevant to overall situation) as 
example, all the possible POS for this sentence, are shown in figure 4. 

 
 
 
 
 
 
 
 

Fig. 4.  Label bias problem in POS tagging 

The keyword ” ”(because) has two possible POS, i.e. prep. or conj. (thereafter 
p and c respectively). CRF can correctly label POS tag p, while MEMM mislabels c, 
due to label bias problem. MEMM defines each state-observation transition function 
to be a log-linear model: 

=
k

kks xs'f
xs

|x)(sP ),(exp
),(Z

1
' λ                                 (1) 

where Z(s,x) is a normalization factor, each kλ  are parameters to be estimated and 

each kf  is a feature function that takes two arguments, the current observation and a 
potential next state. So, as shown in figure 4, p(n|p)=1, p(n|c)=1, p(p|S1)+p(c|S1)=1, 
and base the Markov assumption, p(S1,p,n) = p(p|S1) * p(n|p) = p(p|S1), 
p(S1,c,n)=p(c|S1)*p(n|c)=p(c|S1). Here, we have known that the decision of p or c 
does not matter with the keyword “ ”, so the label bias problem occurs. In other 
words, it’s as a result that Z(s,x) in formula (1) is affected by one state, and not by the 
whole sentence. 

3   Label Sequence and Information Feedback 

3.1   Conditional Random Fields  

Use x = x1 … xn and y = y1 … yn for the generic input sentence and label sequence 
respectively. A CRF on (X,Y) is specified by a vector f of local features and a 

S1 

p

c

v 

r 
n

v

n
n

S2 S3 



 Conditional Random Fields Based Label Sequence and Information Feedback 681 

corresponding weight vector . Each local feature is either a state feature s(y,x,i) or a 
transition feature t(y,y’,x,i), where y, y’ are labels, i is an input position. For any state 
feature s and transition feature t, we rewrite s(y,y’,x,i) = s(y’,x,i), s(y,x,i) = s(yi,x,i), if 
i = 0 then t(y,x,i) = 0 else t(yi-1,yi,x,i). Thus, the global feature vector is  

=
i

if ),,(),(F xyxy                                              (2) 

The conditional probability distribution defined by the CRF is then 

)(Z

),(F exp
)|(p

X
XY

XY
⋅

=                                          (3) 

normalization factor )(Z X  is computed by ⋅=
y

xyx ),(F exp)(Z . Under this 

circumstance, the most probable label sequence y*for input sequence x is 

),(Fargmax)|(pargmax* xyxyy
yy

⋅==                           (4) 

Since )(Z x  does not depend on y, it can be omitted in formula (4). According to 

formula (2), F(y,x) decomposes into a sum of terms for consecutive pairs of labels, so 
the most likely y can be found with Viterbi algorithm. 

In above algorithm, acquiring weight vector  needs to train CRF by maximizing 
the log-likelihood. Several methods have been found to train CRF, such as 
generalized iterative scaling (GIS) algorithms [7], preconditioned conjugate-gradient 
(CG) and limited-memory quasi-Newton (LBFGS) [10]. The latter can perform 
comparably on very large problems and acquire faster training speed, so LBFGS is 
used to train CRF model in this paper. 

We compare formula (1) and (3), the former normalizes in one state, while the 
latter normalizes in the whole sequence, so CRF can well avoid the label bias 
problem, e.g. in figure 4, according to formula (3), usually, p(n|p) 1, p(n|c) 1, then 
p(S1,p,n)  p(p|S1), p(S1,c,n) p(c|S1). 

3.2   Label Sequence 

POS tagging and shallow parsing can be regarded as labeling sequence problem and 
finding a function g:x->y, where each yi in y is POS tag or syntactical tag, as 
described in section 3.1, since nearly all the observations in x comply with the local 
dependency in the natural language. Figure 5 demonstrate HMM, MEMM and chain-
structured CRF for solving the sequence problem. 

 
 
 
 
 
 
 
 

Fig. 5. HMM(left), MEMM(center), CRF(right) for sequence 
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HMM needs to calculate the transition probability p(yi|yi-1) and the emitting 
probability p(xi|yi), so it can be viewed through the set of stochastic processes that 
generate an observation sequence. Unlike HMM, according to formula (1), MEMM 
can use the feature that represents observation xi to the state yi. Compared with the 
prior two graphical models, CRF is undirected graphical models, because it does not 
care the feature direction, and each feature is regarded as a part of global feature, as 
shown in formula (2) and formula (3). 

The choice of features mainly governed by the knowledge dependency and the 
computing power. Formula (2) denotes that the global feature can be represented via 
many local features, since the local dependent phenomenon is nearly fitted all along in 
natural language. On the other hand, CRF maximizes the log-likelihood of the possible 
sequence, as shown in formula (3), so a lot of computing time is needed. In our system 
construction, as shown in figure 1, the word feature is only available, table 1 
summarizes the feature set of our the POS tagging features in our system. 

Table 1.  POS tagging feature template 

Type Feature Template 

one order feature wi-2, wi-1, wi, wi+1, wi+2 
two order feature wi-1:i, wi:i+1 

From the syntactical point of view, some factoid words have the same function in 
constructing sentence, for instance, the number 3 and 10 are the same syntactical 
function in the sentence “  3 ”(I have a holiday for 3 days) and “  10 ” 
(I have a holiday for 10 days). So, more than 7 kinds of factoid types are divided, 
including Number, Date, Time, English, website, Email, Phone. Each factoid type is 
viewed as the same word class. For the same reason, morphological and derived 
words are divided by their original root words, and Named Entities [12] are divided 
through their types, such as Person Name, Location Name and Organization Name. 

Class-based method can relax the sparse data problem to some extend, improve the 
tagging performance, since it seems more appropriate that the POS tagging task and 
the shallow parsing task should be regarded as syntax tagging. Unlike English word, 
Chinese word is short of morphological feature, such as the suffix -ed, -ing. 

Compared with POS tagging task, shallow parsing can also utilize POS feature, as 
shown in table 2. Here, we are inspired by the F. Sha’s method [10]. 

Table 2. Shallow parsing feature template 

Type Feature Template 
One order wi-2, wi-1, wi, wi+1, wi+2 Word feature 
Two order wi-1:i, wi:i+1 
One order ti-2, ti-1, ti, ti+1, ti+2 
Two order ti-2:i-1, ti-1:i, ti:i+1, ti:i+2 POS feature 
Three order ti-2:i-1:i, ti-1:i:i+1, ti: i+1:i+2 
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B-X, I-X or O tag is used to represent the syntactical chunk, e.g. B-NP, I-NP for 
the NP chunk. Before tagging, POS tagging need to do, then CRF to label the 
syntactical chunk, for instance, “ [NN]/B-NP [VV]/B-VP [NN]/B-NP 

[CC]/I-NP [NN]/I-NP [NN]/I-NP [NN]/B-NP [NN]/B-NP”. 
The features in table 1 or in table 2 are extracted from the local context beside the 

keyword. The long distance dependency and the complicated feature may also be 
used, and more detail has been reported in the paper [8][9]. 

3.3   Information Feedback  

It has been explained in section 2.1 that some complicated multi-class words, such as 
“ ”(and), “ ”(for), ” ”(with), are usually affected by syntactical information, so 
shallow parsing is introduce here to improve the POS tagging performance. For 
instance, in two sentences, “ / / / / ”(It serves the people) and “ /

/ / ”(he serves the people in his country), “ ”(serve) is a good hint to 
judge the POS of “ ”(for), however if don’t use the chunk [ / ], the model 
can hardly use this kind of feature effectively.  

Maximum Entropy (ME) model is applied to make disambiguation, which is 
defined over H T, where H is the set of possible contexts around target word, which 
will be tagged, and T is the set of POS candidate. Then the model’s conditional 
probability is defined as 
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ME model trained on the conditional model can correctly handle the overlapping 
features. Training of the parameters is performed with Generalized Iterative Scaling 
(GIS) [4]. Let s(c) is syntactical feature in the current context c, then the 
corresponding ME feature is defined as 
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that the syntactical feature s(c) can be reconstructed in the current context c. Here, 
s(c) may be the chunk type feature, the head feature or the relevant features. 

Though conditional probability model, such as CRF, ME, or MEMM, relaxes the 
feature independent assumption, it doesn’t say that it is free of this kind of assumption. 
As an extreme condition, considering the feature set {fa, fb, fb}, fb are added twice into 
the event space, obviously, the ME model will more emphasize the importance of the 
feature fb. In order to relax this problem, we propose applying rough set theory to 
extract effective feature from the possible constraint candidates [9]. All the syntactical 
features are fused into the ME model so as to classify the most possible POS of the 
keyword, and the weight of each feature is assigned by the ME model. 

4   Experiment and Analysis 

The experimental corpora include Chinese People’s Daily Newspaper, CoNLL-2000 
standard corpora and the Penn Chinese Treebank 5.0. The precision P = the right 



684 W. Jiang, Y. Guan, and X.-L. Wang 

count / the model count, the recall rate R = the right count / the corpus count, and the 
overall F-measure = (2 * P * R) / (P + R). 

4.1   POS Tagging Evaluation  

The corpora used in this section come from the Chinese People’s Daily Newspaper in 
1998, which are annotated by Institute of Computational Linguistic of Peking 
University, include word segmentation, POS tagging and Named Entity information.  

Table 3 demonstrates the performance of several language models. In this 
experiment, the training corpus is the first month Newspaper, which includes about 
124 thousand sentences and 1121 thousand words, and the testing corpus is the sixth 
month Newspaper, including about 137 thousand sentences and 1244 thousand words. 
In table3, because the all the word should have corresponding tag, the precision, recall 
rate and F-measure are equal. 

Table 3. The performance of several language models 

Language model Precision 
HMM1 (1-order) 92.40% 
HMM2 (2-order) 92.39% 

MEMM 92.50% 
SVM 92.89% 
CRF 93.59% 

The comparing result in table 3 indicates that CRF acquires the best performance, 
since a lot of richer features can be effectively fused into the model and label bias 
problem also be avoided. In addition, SVM also achieves the competing result, as a 
result of his optimized generalization in theory by structrual risk minimization 
principle. ME or MEMM can prefer to HMM, because they can be easily added 
features and relax feature independent assumption, which is the limitation of 
generative model. In above experiment, we don’t consider the influence of named 
entities, so as to well compare the model performance. Figure 6 demonstrates the 
compared case by POS in terms of F-measure. 

Fig. 6. The compared case by POS in terms of F-measure 
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The detail evaluation indicates that each model has the different superiority in 
special POS especially in POS “c”, CRF do not outperform the others’. This seems 
to be inconsistent with the whole performance presented in table 3, however, CRF is 
optimized according to the sentence, as shown by formula (3), as a result, it can 
achieve the best performance in the whole. The POS “c” (conj.) is usually relevant to 
the syntax of the sentence, while we only use the local context feature, which must 
affect the perfomance of this specified POS. This kind of problem will be considered 
in the section 4.3. On the other hand, figure 6 also inspires us to be able to combine or 
fuse multi-models, such as by voting or stacking method etc2. 

Figure 7 shows the training log-likelihood values, and it also exhibits the 
maximizing process. 

 

Fig. 7. The log-likelihood of the top 50 CRF iteration in training 

The left figure demonstrates that the log-likelihood was increasing, since CRF 
adopts Maximize Likelihood Estimation method, accordingly the object convex 
function makes sure the global optimized solution. The right figure exhibits the 
difference of each iteration, and tells us that the trend of the log-likelihood difference 
nears zero in whole, so CRF will convergent in finally. 

4.2   Shallow Parsing Evaluation  

Firstly, several models are evaluated in CoNLL-20003 with the standard training 
corpus and the standard testing corpus. Our result has shown the superiority over the 
other reported systems. 

Table 4 shows that the CRF achieves better performance than MEMM do. And 
we have compared CRF and MEMM with ME and Memory Based method in 
CoNLL-2000 shared task, as shown in table 5. The baseline result is obtained by 
selecting the chunk tag which is most frequently associated with the current part-of-
speech tag. 

                                                           
2  In fact, we’ve done experiment indicated that multi-models combining by voting and stacking 

can work better. 
3  http://www.cnts.ua.ac.be/conll2000/. The corpora were open and free, and some other 

systems had been evaluated. 
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Table 4. The performance of several shallow parsing in CoNLL-2000 

MEMM CRF chunk 
type Precision Recall rate F-measure Precision Recall rate F-measure 
NP 92.78% 93.56% 93.17% 93.84% 93.65% 93.74% 
VP 92.92% 93.50% 93.20% 93.18% 93.34% 93.26% 
PP 95.32% 97.32% 96.31% 96.38% 97.51% 96.94% 

ADVP 79.16% 76.33% 77.72% 81.04% 78.98% 80.00% 
ADJP 73.22% 68.04% 70.53% 76.88% 69.86% 73.21% 
SBAR 85.15% 76.07% 80.36% 87.62% 82.06% 84.75% 
PRT 73.53% 70.75% 72.12% 77.78% 72.64% 75.12% 

CONJP 33.33% 44.44% 38.10% 57.14% 44.44% 50.00% 
INTJ 100.00% 50.00% 66.67% 50.00% 50.00% 50.00% 
LST  0.00%  0.00%  0.00%  0.00%  0.00%  0.00% 

Overall 92.26% 92.68% 92.47% 93.28% 93.00% 93.14% 

Table 5.  The comparison of CRF and other models 

Language Model Precision Recall rate F-measure 
Baseline 72.58% 82.14% 77.07% 

Memory-Based 91.05% 92.03% 91.54% 
ME 92.08% 91.86% 91.97% 

MEMM 92.26% 92.68% 92.47% 
CRF 93.28% 93.00% 93.14% 

The accuracy of CRF is better than that of ME, MEMM and Memory Based 
method. CRF chunking model utilizes the sufficient context information that can 
describe the actual language phenomenon effectively and make the relation of context 
tags much tight. Compared with MEMM, CRF also avoid the label bias problem. All 
above reasons make CRF model be more efficient to resolve shallow parsing problem. 
The overall improvement is 0.67% in F-score. 

Another evaluation experiment adopts the Chinese Penn Treebank 5.0 (CPTB5.0) 
corpora, which contains 507,222 words, 824,983 Hanzi, 18,782 sentences, and 890 
data files. in CPTB5.0, there are 114 golden files, which are annotated carefully. 
These golden files include 63,223 words (12.46% of the corpus), and they are used as 
testing files, the left files are used as training files.  

Table 6. The perfomance in the Chinese Penn Treebank 

Language Model Precision Recall rate F-measure 
Baseline 68.30% 80.43% 73.87% 
MEMM 91.00% 91.46% 91.23% 

CRF 91.96% 91.87% 91.92% 

Table 6 also exhibits CRF method is better than MEMM method on condition of 
the same feature template. About NP type, ME is “Precision 87.11%; Recall 87.69%; 
FB1: 87.40%”, while CRF is “Precision: 89.25%; Recall: 87.46%; FB1: 
88.34%” This method is also used in the next section. 
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4.3   Feedback Information Gain  

It is supposed that the POS tagging in the experiment of table 6 is always right. 
While, it’s not possible in fact, so we use our own POS tagging to label the POS of 
the sentence in CPTB. And this makes the following research more near the fact. Due 
to the limitation of available corpus at present, we use the Peking POS tagging set to 
replace the Penn Treebank POS tagging set. 

Table 7.  The comparison on condition of Ideal POS and of Real POS 

Language Model Precision Recall rate F-measure 
MEMM + Ideal POS (Penn) 91.00% 91.46% 91.23% 

MEMM + Real POS (Peking) 81.83% 82.53% 82.18% 

In table 8, syntactical features are used to disambiguate complicated multi-class 
words. The erroneous count of these words nearly rank the top of the error list, when 
evaluating the CRF or MEMM model. And we are also easy to find that these words 
usually contain the POS of empty word, so it’s hard to label these words correctly 
only by using the local features, which has been explained in figure 6, where CRF has 
the low performance in the POS “c”. 

Table 8.  The disambiguation to the complicated multi-class words 

Baseline(%) Syntax feature(%) Keyword Main 
POS P   R   F P   R   F 

F-score error 
decrease rate 

prep. 93.92 93.60 93.76 94.69 94.76 94.73  (for) 
verb. 91.72 92.17 91.94 93.18 93.13 93.16 

15.24% 

prep. 62.05 46.36 53.07 66.33 49.81 56.89 
(and) 

conj. 98.78 99.46 99.12 98.84 99.51 99.17 
6.73% 

prep. 84.14 67.69 75.02 84.10 71.09 77.05 
 (to) 

verb. 92.01 96.76 94.33 92.77 96.59 94.64 
5.99% 

Compared with baseline method, “Syntax feature” column is added syntactical 
features into maximum entropy disambiguation model. the “error descendent” column 
indicates that syntactical features are effective, since they can achieve the better 
performance, especially to these complicated multi-class words. 

We believe that our method should achieve more exciting result when we have a 
better corpus in the future, because our own POS tagging set has brought a decreasing 
performance, as shown in table 7. So we can further improve the result in table 8 by 
augmenting the training set and using the original POS tagging set. Though our 
corpus is not perfect, our method has achieved a satisfying performance. 

5   Conclusion 

POS tagging and shallow parsing are typical sequence labeling problem. We have 
emphasized the prior knowledge all along in this paper, due to the “No free lunch” 
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theorem and “Ugly duckling” theorem. The good performance of our method 
contributed to the following main respects: 

1) present a new method of Chinese POS tagging and shallow parsing based on 
conditional random fields, which is conditional probability model, and able to avoid 
the label bias problem. As a result, our method has achieved better performance than 
the traditional method, such as HMM, MEMM, in POS tagging task and Shallow 
parsing task. 

2) propose to use the feedback information of syntactical information to lexical 
processing, and have improved the POS tagging performance.  

3) Apply rough sets theory to extract the syntactical features, which make the 
model be able to utilize the effective features.  

The work in the future is concentrated on two respects. One is that we should try to 
seek more delicate feature templates according to language knowledge, and deal with 
them by the method proposed in this paper. The other is that we could build data-
driven clustering to expand the extracted features, so as to make the model more 
robust and improve the model performance. 
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Abstract. The use of an ontology in order to provide a mechanism to enable 
machine reasoning has continuously increased during the last few years. This 
paper proposed an automated method for document classification using an 
ontology, which expresses terminology information and vocabulary contained 
in Web documents by way of a hierarchical structure. Ontology-based 
document classification involves determining document features that represent 
the Web documents most accurately, and classifying them into the most 
appropriate categories after analyzing their contents by using at least two pre-
defined categories per given document features. In this paper, Web documents 
are classified in real time not with experimental data or a learning process, but 
by similarity calculations between the terminology information extracted from 
Web documents and ontology categories. This results in a more accurate 
document classification since the meanings and relationships unique to each 
document are determined. 

1   Introduction 

As the Internet usage rate has rapidly increased, the volume of electronic documents 
that can be seen on the Web has also substantially increased. Since so many of these 
electronic texts now exist in terms of their pure numbers and volumes, it is impossible 
for people to individually classify information contained in millions and millions of 
Web documents. Thus, there is an increasing need for a tool, which can classify 
electronic documents into appropriately pre-defined categories. 

As a means to resolve the problem of classifying an almost infinite volume of 
electronic documents accurately and efficiently, an automated document classification 
method, using the ontology method, is proposed in this paper. Typically, Web 
documents have the following characteristics: First, they are structured in a Web site 
with the Web site as a unit, in other words, a Web site normally consists of many Web 
texts with the same subject or similar topics. Second, each Web document exists as a 
part of other Web sites. Finally, individuals or organizations that have specific 
purposes manage typical Web sites. 
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This paper considers the fact that terminology information can be easily extracted 
using such Web text characteristics. In our research, Web documents are classified 
based on similarities determined by the ontology, which expresses the meaning 
structure of the Web documents’ terminology information and vocabulary in a 
hierarchical manner. Identifying and comparing the meaning content and relationship 
of each document can perform document classification more accurately and 
efficiently. The ontology mentioned in this paper is comprised of concepts, concepts 
features, relations between concepts, and constraints for document classification, all 
in a hierarchical manner.  Also, the ontology’s hierarchical structure is applied to the 
document classification.  

Our work is distinguished from others for the following reasons: (1) Rather than 
using a dictionary or knowledge index, ontology is used for document classification. 
(2) Our ontology is based on syntax information contained in the Web documents. (3) 
Mapping between the established ontology and terminology information extracted 
from Web documents is performed. 

We wish our classification system could be used to classify current web documents 
into proper categories and to generate reports if the web documents belong to 
unwanted sites. 

In the following section of this paper, we will discuss related approaches to our 
classifier. Section 3 describes the details of our framework how ontology, as proposed 
in this paper, is applied to document classification, and we show the experiments and 
evaluation of web documents in Section 4. In conclusion we summarize our results 
and mention further research issues. 

2   Related Work 

Document classification involves determining the document features that represent 
documents most appropriately, and placing the documents into the most related 
categories after evaluating its contents, by using at least two pre-defined categories 
based on the already defined document features. This section describes research 
which has been carried out by people in the area of automatic document classification, 
and it examines the key difference between our work and other research. 

The rule-based model [2] utilizes experts’ help based on generally distinguished 
rules that appear in study texts or applies rules that are extracted by studying the 
documents. The Bayesian probability model [5,9] applies the probability theory to the 
document features extracted from the documents.  The SVM (Support Vector 
Machine: SVM)[7] uses the machine learning method. The text which is to be 
classified from the information retrieval standpoint is queried and similar texts are 
searched in the k-nearest neighbor model [17]. Although these methods have some 
degree of accuracy, all of them require some rule learning level and they must have 
the training data as a reference.  

There have been several approaches which focus on ontologies to classify Web 
documents [10,3,16]. Prabowo et. al. [10] defined ontology as “a single entity which 
holds conceptual instances of a domain, and differentiates itself from another,” and 
used ontologies for web document classification with respect to the Dewey Decimal 
Classification(DDC) and Library of Congress Classification(LCC). The weakness of 
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their approach is the fact that it is not adaptive when users require more sophisticated 
classification, even if the approach follows the standard classifications. However, 
since our approach builds an adaptive ontology, we provide a flexible classification 
reflecting requests. 

This paper proposes an ontology-based, automated document classification method, 
which does not require these learning processes and can be performed in real time. 

3   Document Classification Using Ontology 

3.1   Ontology  

An ontology can be defined as specification of a representational vocabulary for a 
shared domain of discourse which may include definitions of classes, relations, 
functions and other objects. An ontology includes a selection of specific sets of 
vocabulary for domain knowledge model construction, and the context of each 
vocabulary is represented and constrained by the ontology. Therefore, an ontological 
model can effectively disambiguate meanings of words from free text sentences, 
overcoming the problem faced in natural language where a word may have multiple 
meanings depending on the applicable context. 

In this paper, an ontology is defined as one independent, collective representation 
of all standardized concepts for vocabulary and terms in one place. Here, we are not 
talking about collections of simple words, but we are referring to collection of 
vocabulary, which have relationships with both simple rules and meanings. Ontology 
expressions are based not only on the logical relations between term definitions and 
other meanings, but also on the bottom-out structure where the interpretation starts 
from primitive terms. We have decided to apply ontology to Web documents 
classification, because it has the unique, hierarchical structure and characteristic of 
machine reasoning, starting from very primitive terms.  

The advantages of an ontology-based classification approach over the existing 
ones, such as hierarchical, -[13] and probabilistic – approach [8], are that (1) the 
nature of the relational structure of an ontology provides a mechanism to enable 
machine reasoning; (2) the conceptual instances within an ontology are not only a bag 
of keywords but have inherent semantics, and a close relationship with the class 
representatives of the classification schemes. Hence, they can be mapped to each 
other; (3) this is a kind of Web document and class representative. It also enables us 
to get insights into and observe the way the classifier assigns a class representative to 
a Web documents by tracking the links between the conceptual instances involved 
and the associated class representative [10]. 

The main factors and relationships in this paper’s ontology are listed below. 

 - Main Factors in Ontology 
 Concept: Generally used terms in specific domains 
 Feature: Used to describe an individual item  
 Relation: Defines and connects relationship patterns among concepts 
 Constraint: Required condition to promote each individual item 

- Relationships in Ontology 
 Equal (E-R): When meanings between concepts are the same. 
 Succession (is-a): When the class and the instance are the same 
 Part (has-a): When A has B as part of A (has-part, part-of) 
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3.2   Building Domain Ontology for Classification 

Ontology means information used in a specific domain and relationships defined in 
relation to the information. Concepts and their relational structure are defined through 
discussion with specialists in the corresponding domain, and based on them is 
constructed ontology. This study purposes to suggest a method of constructing 
ontology semi-automatically in the domain of economy. Fig.1. shows four steps of 
ontology construction processed proposed [14]. Ontology for the ‘economy’ domain 
has been developed for experimental purposes of document classification. To 
configure and develop the ontology, it is first assumed that the vocabulary which 
frequently appears in document collection is similarly related to other vocabulary. 
The second point is this frequently appearing vocabulary is used to build the basic 
network structure. Third, adding vocabulary that has a relationship with those selected 
words expands the ontology. Then, similarities between the terminology information 
extracted from Web document, and ontology terminology data are identified and 
compared in order to start the document classification process.  

 
Fig. 1. Ontology construction process 

3.3   Document Classification Using Ontology 

We model a Web page using an ontology and classify Web pags based upon the 
ontology, as consisting of a hierarchy of concepts. Each class in the ontology contains 
a tapestry of representing terms. 



694 M. Song et al. 

The process of Web document classification basically involves two procedures: 
Finding key vocabulary in the documents and mapping onto a node in the concept 
hierarchy (ontology) using the extracted words. 

As part of the key vocabulary extraction process from documents, the removal of 
stop words and the stemming of words, both as the pre-classification procedures as 
well as the application of information retrieval measurement, tf×idf(term frequency 
times inverted document frequency), take place. Stopping is a process of removing 
the most frequent word that exists in a web document such as ‘to’, ‘and’, ‘it’, etc. 
Removing these words will save spaces for storing document contents and reduce 
time taken during the search process. Stemming is a process of extracting each word 
from a web document by reducing it to a possible root word. For example, the words, 
‘compares’, ‘compared’, and ‘comparing’ have similar meaning with the word 
‘compare’. After the stemming and stopping process of the terms in each document, 
we will represent them as the document-term frequency matrix (Docj×TFjk) as shown 
in Table 1. Docj is referring to each web document that exists in the news database 
where j=1,….,n. Term frequency TFjk is the number of how many times the distinct 
word wk occurs in document Docj  where k=1,…,m. The calculation of the terms 
weight xjk of each word wk is done by using a method that has been used by 
Salton[1,12] which is given by 

kjkjk idfTFx ×=
 (1) 

where the document frequency dfk is the total number of document in the database that 
contains the word wk. The inverse document frequency 

)log(
k

k df

n
idf =

 
(2) 

where n is the total number of documents in the database. 

Table 1. The document-term frequency data matrix after the stemming and stopping processes 

Docj TF1 TF2 … TFm 

Doc1 2 4 … 5 

Doc2 2 3 … 2 

Doc3 2 3 … 2 

… … ... ... ... 

Docn 1 3 … 7 

tf×idf is a mathematical algorithm which is used to efficiently find key vocabulary 
that best represents the texts by applying the term frequency and the inverted 
document frequency together.  

tf(i,j) is the term frequency of Term j  that appears in Document di∈D*, where 
i=1,2,3…,N. df(j) is the document frequency of Term j and represents how often Term 
j appears in other documents. Then, tf×idf for Term j is defined as given below [12]. 
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For vocabulary with a low or rare appearance frequency, the value of tf×idf is low, 
compared to that with a high appearance frequency, thus resulting words successfully 
classifying the documents. In the term selection process, a list of all terms contained 
in one document from the text collection is made. Then, the document selection 
process chooses Term j that maximizes W(j), which is expressed as a vector for 
Document dj as follows. Document dj includes tf×idf(i,j), which is tf×idf for the most 
appropriate term. 

=

×=
N

i

jiidftfjW
1

),()( . (4) 

The similarity calculation for classification is done using the following formula: 
The document is mapped onto a node with the highest similarity value, and one 
document is ultimately classified into one class. 
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Fig. 2. Web Document Classification Process Using Ontology 
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N is the feature frequency of a node. freqi,d  represents the frequency of feature i that is 
matched in document d. maxi,d is the frequency of the feature that is matched the most 
in document d. V is the number of constraints, while Vd represents the number of 
constraints that are satisfied by document d. The document classification takes place 
only when the use of the relations is “is-a”, “has-a”, “part-of”, or “has-part”. When 
another node is related, it is also included in the classification process to calculate the 
similarity. Using this approach, a more accurate classification can be performed. 

The overall classification process for Web documents is as shown below (Fig. 2.). 

4   Experimental Procedures 

We have used a web documents dataset from Yahoo Economy news as shown in 
Table 2. The types of news in the database are Cooperatives, Employment, Finance, 
Marketing, Organizations and Trade. The total of documents is 13,235. 

Table 2. The number of document that are stored in the news database 

Class no. Class name Number of documents 

1 Cooperatives 1,620 

2 Employment 2,685 

3 Finance 1,750 

4 Marketing 2,680 

5 Organizations 2,650 

6 Trade 1,850 

 Total 13,235 
         * These are the classes that exist in Economy category. 

    We have used the same test as being done by Yang and Honavar [6], which 
includes the Bayesian and TF-IDF classifiers. The TF-IDF and Bayesian methods for 
the tests are described as below. 

4.1   TF-IDF Classifier 

TF-IDF classifier is based on the relevant feedback algorithm by Rocchio using the 
vector space model [11]. The algorithm represents documents as vectors so that the 
documents with similar contents have similar vectors. Each component of a vector 
corresponds to a term in the document, typically a word. The weight of each 
component is calculated using the term frequency inverse document frequency  
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weighting scheme (TF-IDF) which tries to reward words that occur many times in a 
few documents. To classify a new document Doc’, the cosines of the prototype 
vectors with corresponding document vectors are calculated for each class. Doc’ is 
assigned to the class whose document vector has the highest cosine. Further 
description on the TF-IDF measure is described by Joachim [15]. 

4.2   Bayesian Classifier 

For the statistical classification, we have used a standard Bayesian classifier [16]. 
When using the Bayesian classifier, we have assumed that term’s occurrence is 
independent of other terms. We want to find a class cs  that gives the highest 

conditional probability for given document },,,{' 21 m
m
k wwwwDoc =⋅  is the set of 

words representing the textual content of the document Doc’ and k is the term number 
where k=1,…,m The classification score is measured by 

∏
=

=
m

k
k csPcswPcsJ

1

)()|()(  (6) 

Where P(cs) is the prior probability of class cs, and P(wk|cs) is the likelihood of a 
word Wk in a class cs that is estimated on a labeled training document. A given web 
document is then classified in a class that maximizes J(cs).   If values of J(cs) for all 
the classes in the economy category are less than a given threshold, then the document 
is considered unclassified.  

4.3   Evaluation 

Automatic classification of web document is evaluated using the standard information 
retrieval measures that are precision, recall, and F1 [4].  The F1 measure is a kind of 
average of precision and recall. They are defined as follows 

ba

a
precision

+
=  (7) 

ca

a
recall

+
=  (8) 

recallprecision
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Table 3. The definitions of the parameters a, b, and c which are used in Table 4 

 

value Meaning 
a The system and the expert agree with the assigned category 

b     The system disagree with the assigned category but the expert did 

c     The expert disagree with the assigned category but the system did 

d     The system and the expert disagree with the assigned category 
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Under this appraisal, the values a, b, c is defined on Table 3. The F1 measurement 
method shows the certain average value in terms of accuracy and rate of repeat. Table 5 
shows the result of the classification, using the method proposed by this research 
paper. And the method proposed by using the F1 measurement is compared with TF-
IDF and also with Bayesian method on Table 6 and Figure 4. 

In Our the classification results, the precision, recall, and F1 measures are 88.62%, 
94.33%, 91.30%, respectively, as shown in Table 5. 

A better document selection approach needs to be used for selecting the candidate 
documents from each class in order to increase the F1 classification results. 

Table 4. The decision matrix for calculating the classification accuracies 

Expert System  
 Yes No 
Yes a b 
No c d 

Table 5. The classification results 

Class no. Precision(%) Recall(%) F1(%) 

1 76.27 92.64 83.66  

2 90.25 93.61 91.90  

3 92.62 94.38 93.49  

4 89.3 95.15 92.13  

5 91.3 96.92 94.03  

6 91.97 93.26 92.61  

Average 88.62  94.33  91.30  

Table 6. The Classification results using the F1 measure 

class TFIDF(%) Bayesian(%)
Proposed 
method 

Cooperatives 76.15 74.24 83.66 

Employment 88.51 80.81 91.9 

Finance 86.86 82.56 93.49 

Marketing 79.39 78.79 92.13 

Organizations 68.03 87.1 94.03 

Trade 80.26 91.22 92.61 

Average 79.87  82.45  91.30  
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Fig. 4. F1 Comparison 

5   Conclusion and Future Research 

This paper introduced the use of ontology to conceptually express the meaning of 
relationships contained in Web documents and proposed an automated document 
classification method using the ontology. In particular, this paper focused on 
document classification based on the similarities of documents already categorized by 
ontology using terminology information extracted from the documents. Our work is 
distinguished from other studies in the following areas. (1) Rather than using a 
dictionary or knowledge index, ontology is used for document classification. (2) Our 
ontology is based on syntax information contained in the Web texts. (3) Mapping 
between the established ontology and the term information extracted from Web 
documents is performed. The document classification technique proposed by this 
paper does not involve any learning processes or experimental data and can be 
performed in real time. 

Further research is required to develop more efficient and accurate ontological 
expressions and to document classification methods. We plan to conduct further 
studies on how to improve the efficiency of an information search using the document 
classification technique proposed in this paper and how to automatically determine 
the meaning of concepts and relations from Web documents. 
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Abstract. In recent years, several methods on human emotion recognition have 
been published. In this paper, we proposed a scheme that applied the emotion 
classification technique for emotion recognition. The emotion classification 
model is Support Vector Machines (SVMs). The SVMs have become an 
increasingly popular tool for machine learning tasks involving classification, 
regression or novelty detection. The Emotion Recognition System will be 
recognise emotion from the sentence that was inputted from the keyboard. The 
training set and testing set were constructed to verify the effect of this model. 
Experiments showed that this method could achieve better results in practice. 
The result showed that this method has potential in the emotion recognition field. 

1   Introduction 

The need to develop emotion recognition systems from human speech has increased as 
human-computer interaction is increasingly playing a significant role in everyday 
environment [1] [2]. Recognizing a human's emotional state can be helpful in various 
contexts. The most promising one is probably the man-machine interaction, e.g. the 
communication between an assisting robot in the household and its human user [3] [4]. 
For the robot, emotion recognition and classification is an important step in 
understanding its environment. But also for patient monitoring, emotion recognition 
might be helpful. An automatic classification of a patient's emotional expressions 
reveals much information on his/her pre-sent state. Therefore we executed the emotion 
recognition system. The theory of emotion recognition is the emotion classification 
with the SVMs. 

Support Vector Machines (SVMs) have recently been successfully applied to a 
number of applications ranging from particle identification, face identification and text 
categorization to engine knock detection, bioinformatics and database marketing [5]. 
The approach is systematic and motivated by statistical learning theory [6] and 
Bayesian arguments. The training task involves optimization of a con vex costfunction: 
there are no false local minima to complicate the learning process. The approach has 
much other benefit, for example, the model constructed has an explicit dependence on 
the most informative patterns in the data (the support vectors).  
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Although such efforts have focused on a few basic emotion classes such as anger, 
sadness, happiness, and other “universal” emotions, the class boundaries between 
emotion categories are vague or fuzzy because of the linguistic uncertainties in the 
definition of the emotional classes in everyday use [7]. In this study, we used two broad 
emotion categories, negative and non-negative, and those emotion classes in turn would 
cover various emotions; e.g., negative emotion class might include “anger”, 
“frustration”, and “boredom”, and non-negative class would have “blessedness”, 
“happiness” , “pleasure” and other positive emotions. In prior work, we relied on 
statistical description of class specific data. 

  This paper describes an Emotion Recognition System. This system recognizes the 
emotion from the sentence that be inputted from the keyboard. The theory of emotion 
recognition is the emotion classification with the SVMs. The tool of the SVMs model is 
the LIBSVM [8]. The system uses the data which has been rightly classed by us for 
training the classification model and then uses the classification model to predict the 
sort of emotion, namely negative or non-negative. In this way, the emotion of sentences 
which be inputted from the keyboard can be recognised. The result will be showed by 
face image (if the result is non-negative it can be showed by a laughing face image, and, 
contrariwise, it can be showed by a non-laughing face image). 

  The remainder of the paper is organized as follows. Section 2 describes the theory 
of SVMs. Section 3 describes the Emotion Recognition System. Section 4 describes the 
Data and Result. Section 5 describes concludes and Section 6 give some directions for 
future work. 

2   SVM 

From the perspective of statistical learning theory the motivation for considering binary 

classifier SVMs comes from theoretical bounds on the generalization error [9]. Though 

we do not quote the relevant theorem here we note that it has two important features. 

 

 

Fig. 1. The margin is the perpendicular distance between the separating hyperplane and a 
hyperplane through the closest points (the support vectors). x1 and x2 are examples of support 
vectors of opposite sign. The margin b and is the region between the hyperplanes on both sides of 
the separating hyperplane. 
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Firstly, the upper bounds on the generalization error do not depend on the dimension of 
the space. Secondly, the error bound is minimised by maximising the margin, , i.e. the 
minimal distance between the hyperplane separating the two classes and the closest 
datapoints to the hyperplane (Figure 1). 

Let us consider a binary classification task with datapoints xi (i = 1, …, m) having 
corresponding labels yi = ±1 and let the decision function be: 

f (x) = sign (w · x + b) 

If the dataset is separable then the data will be correctly classified if yi (w · xi+b) > 0 
. Clearly this relation is in variant under a positive rescaling of the argument inside 

the sign-function, hence we can define a canonical hyperplane such that w · x+b = 1 for 
the closest points on one side and w · x+b = -1 for the closest on the other. F or the 
separating hyperplane w · x+b = 0 the normal vector is clearly w= ||w||2, and hence the 
margin is given by the projection of x1-x2 on to this vector (see Figure 1).Since w · 
x1+b = 1 and w · x2+b = -1 this means the margin is  = 1/||w||2. To maximise the 
margin the task is therefore: 

 

subject to the constraints: 

 
and the learning task can be reduced to minimisation of the primal Lagrangian: 

 
where i are Lagrangian multipliers, hence i 0. Taking the derivatives with respect to 
b and w and resubstituting back in the primal gives the Wolfe dual Lagrangian: 

                   

(1)

 

which must be maximised with respect to the i subject to the constraint: 

                                 

(2)

 

In the dual lagrangian (1) we notice that the datapoints, xi; only appear inside an 
inner product. To get a potentially better representation of the data we can map the 
datapoints in to an alternative space, generally called feature space (a pre-Hilbert or 
inner product space) through a replacement: 
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The functional form of the mapping Ø(xi) does not need to be known since it is 

implicitly defined by the choice of kernel: K(xi; xj ) = Ø (xi) · Ø (xj ) or inner product in 
Hilbert space. With a suitable choice of kernel the data can become separable in feature 
space despite being non-separable in the original input space. Thus, whereas data for 
n-parity or the two spirals problem is non-separable by a hyperplane in input space it 
can be separated in the feature space defined by RBF kernels (giving an RBF-type 
network): 

                          

(3)

 
Many other choices for the kernel are possible e.g.: 

 

                              
(4)

 

defining polynomial and feedforward neural network classifiers. Indeed, the class of 
mathematical objects which can be used as kernels is very general and includes, for 
example, scores produced by dynamic alignment algorithms [10]. For binary 
classification with the given choice of kernel the learning task therefore involves 
maximisation of the Lagrangian: 

                  

(5)

 

subject to constraints (2). After the optimal values of i have been found the decision 
function is based on the sign of: 

                                  

(6)

 
Since the bias, b, does not feature in the above dual formulation it is found from the 
primal constraints: 

 

The confidence of a classification is directly related to the magnitude of f(z) 
[11].When the maximal margin hyperplane is found in feature space, only those points 
which lie closest to the hyperplane have i > 0 and these points are the support vectors. 
All other points have i = 0. This means that the representation of hypothesis is solely 
given by those points which are closest to the hyperplane and they are the most 
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informative patterns in the data. This framework can be elaborated in many ways, for 
example: The Multiclass Classification, the soft margins and allowing for training 
errors, the Novelty Detection and the Regression [12]. 

3   The Emotion Recognition System 

The Emotion Recognition System consists of four mostly parts: the keyword 
extraction, the keyword processing, the predict processing and the result processing. 
The framework of the recognition engine is presented in Figure 2. 

 

Fig. 2. The framework of Recognition Engine 

3.1   The Keyword Extraction 

The sentence which be inputted from the keyboard is analyzed by the morphological 
analysis system through the rule database and analyzer rules. The word will be 
extracted from the sentence. If there are stopword or stopword-only phrase in the word, 
it will be eliminated by the stopword processing. In our system, we think that the best 
important word is the noun, the verb, the adjective and the adverb. So, after the Word 
Processing we eliminate the word except the noun, the verb, the adjective and the 
adverb. We think the word that is left is the keyword and the keyword extraction is 
finished. For instance: 
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The result by the morphological analysis, as below: 

/vd  /v  /m  /ng  /u  /n  /k  /d  /v  /v  /w  
 /p    /n   /v    /u    /r     /u   /an  /w   
The result by the stopword processing, as below: 

/vd   /v     /ng   /n    /v   /n    /v    /an  
The result by the keyword extraction, as below: 

/vd    /v    /ng /n    /v   /n    /v    /an 

3.2   The Keyword Processing 

In our system we used the tool of SVMs model is the Libsvm. Libsvm is an integrated 
software for support vector classification, (C-SVC, nu-SVC ), regression 
(epsilon-SVR, nu-SVR) and distribution estimation (one-class SVM ). It supports 
multi-class classification.  

The step of use the Libsvm, as:  

(1). Prepare data in specified format. 
(2). Train the data to create a model with svmtrain. 
(3). Predict new input data with svmpredict and get the result. 

The input file format of Libsvm, as: 
[label] [index1]:[value1] [index2]:[value2] ... 
Label: referred to as “class”, the class (or set) of your classification. Usually we put 

integers here. 
Index: ordered indexes, usually continuous integers. 
Value: the data for training. Usually lots of real (floating point) numbers. 
Each line has the structure described above. It means, I have an array (vector) of data 

(numbers): value1, value2, .... valueN (and the order of the values are specified by the 
respective index), and the class (or the result) of this array is label. 

One record per line, as: +1 1:0.708 2:1 3:1 4:-0.320 5:-0.105 6:-1 
The best important question is that how to make the keyword into the specified 

format of Libsvm. The function of the keyword processing is the solution to this 
question. Our method is that, first how to process the “label”. We define the label value 
of non-negative is “1”, the label value of negative is “-1”. In the data of training, the 
label value was defined by us and in the data of predict, the label value was predicted by 
Libsvm. Secondly, process the “index”. In our system, we constructed the Vector Space 
Model (VSM) by keyword. The index value of keyword is the place value of it in the 
Vector Space Model. Finally, process the “value”. The value of keyword is the 
frequency of word. If the frequency of keyword is once in sentence, the value of 
keyword is “1”, the rest may be deduced by analogy. Let’s take an example of the 
keyword processing. The following keywords are processed from the “ /vd  /v  

/ng /n  /v /n  /v  /an”. The specified format of Libsvm, as: 1 
747:1 752:1 779:1 780:1 782:1 783:1 784:1 834:1 
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3.3   The Predict Processing 

Use the Libsvm, you must train the data before predict the new data. The svmtrain 
accepts some specifically format which will be explained below and then generate a 
“Model” file. You may think of a “Model” as a storage format for the internal data of 
SVM. This should appear very reasonable after some thought, since training with data 
is a time-consuming process, so we “train” first and store the result enabling the 
“predict” operation to go much faster. Then, Output the predicted class of the new input 
data according to a pre-trained model. Now you can use SVM to do whatever you want! 
Just write a program to output its data in the correct format, feed the data to SVM for 
training, then predict and read the output. 

In our system, we prepared 1140 sentences that the emotion of sentence has been 
rightly classed by us. These sentences have been processed, the keywords have been 
transformed into the specified format of Libsvm and the “Model” file will be generated. 
The new input data can then only be transformed into the specified format of Libsvm 
and the new data which be processed will be predicted by “Model” file. 

3.4   The Result Processing 

The result which will be predicted by Libsvm is the “1” or “-1”. Those two emotional 
categories non-negative and negative are defined in a pragmatic way to follow the need 
for the given application domain. The meaning of “1” is meaning that the sort of 
emotion is the non-negative and “-1” is meaning that the sort of emotion is the negative. 
The function of the result processing is that if the sort of emotion is the non-negative it 
will be showed by a laughling face image, and, contrariwise, it will be showed by a 
non-laughling face image. It is presented in Figure 3 and Figure 4. 

 

Fig. 3. The sort of emotion is the negative 
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Fig. 4. The sort of emotion is the non-negative 

4   Data and Result 

4.1   Data of Training and Prediction 

With the information revolution well under way, the degree of communication and 
number of communication methods is growing rapidly. People converse frequently via 
a number of mediums. One such medium is Internet chat using various instant 
messaging clients (e.g., AOL Instant Messenger, MSN Messenger, etc). These 
communications provide an excellent platform to perform research on informal 
communications. One such research area that has gained much interest recently is that 
of tagging the emotion content in informal conversation. All the data of training and 
prediction were searched from internet.  

In our system, we prepared 1140 sentences for trainings. There are 520 sentences of 
emotion non-negative and 620 sentences of emotion negative. The 1140 sentences have 
been rightly classed by us. The data for prediction is 280 sentences. The sort of emotion for 
non-negative has 120 sentences and the sort of emotion is the negative has 160 sentences. 

4.2   Result of Prediction 

The Statistics helps we calculate several useful statistical measures based on 2x2 
"contingency tables". We use these measures to help judge the results of the Emotion 
Recognition System. We get a report on accuracy, precision, recall, F1, and so on. 

Accuracy-This measures the portion of all decisions that were correct decisions. 
Precision-This measures the portion of the assigned categories that were correct. 
Recall-This measures the portion of the correct categories that were assigned. 
F1-This measures an even combination of precision and recall. It is defined as 

2*p*r/(p+r). 
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The precision, recall and F1 of non-negative and negative were presented in Table1. 
The accuracy of non-negative and negative was presented in Table2. Experiments 
showed that this method could achieve better results in practice. 

Table 1. The precision, recall and F1 

The sort of 
emotion 

predict data 
number 

rightly predict 
data number 

precision recall F1 

non-negative 120 109 90.8% 82% 86.2% 
negative 160 136 85% 92.5% 88.6% 

Table 2. The accuracy 

The number of  
train data 

The number of 
predict data 

The number of  
rightly predict data 

accuracy 

1140 280 245 87.5% 

5   Conclusions 

This paper outlines a method that applied the emotion classification technique for using 
the Support Vector Machines for emotion recognition. The training set and testing set 
were constructed to verify the effect of this Emotion Recognition System. The result 
showed that this method has potential in the emotion recognition field. 

6   Future Works 

Now, in our system the sort of emotion is only non-negative and negative. There’s 
plenty of the emotion classification in fact. for instance ,“anger”, “frustration”, 
“boredom”, “blessedness”, “happiness” , “pleasure” and so on. In the future, we want to 
construct more emotion classification to recognise the emotions. 
    We believe that there are many applications that need a system able to recognizing 
emotions or user attitudes, and this work can help design and develop a real emotion 
recognition system. 
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Abstract. Environments based on ambient intelligence require new interfaces 
that allow a natural interaction. The development of these interfaces has to be 
done in a standard way, considering the dynamic characteristics of these 
environments. In this paper we present the results in the development of an 
intelligent environment and a description language for the automatic generation 
of a spoken dialogue interface, which adapts to the characteristics of every 
environment. 

1   Introduction 

Ambient intelligence and intelligent environments [1] have appeared as a new field of 
research in the area of user interfaces. One of the aims of the ambient intelligence is 
to provide a natural interaction between an environment and its inhabitants. 

These environments provide new possibilities of interaction [2], offering new 
challenges to the designers of the interfaces [3]. The environment must help people in 
their everyday life, offering non-intrusive ways of communication. Therefore 
classrooms, offices, laboratories and homes should be provided with their own entity 
and be capable of assisting their occupants in their tasks. Moreover, this interaction 
must be adapted to the task, the environment, its occupants, and the available devices 
[4, 5]. 

Furthermore, considering the heterogeneous and continuously changing 
characteristics of the intelligent environments, the spoken interface should be created 
automatically, adapting dynamically to the specific peculiarities of each environment. 

In this paper we present the results in the process of definition and implementation 
of a spoken dialogue interface for intelligent environments that adapts to every 
domain. Dialogues are automatically constructed and it allows interaction with the 
environment, controlling the devices by means of a natural language spoken interface.  

The generated dialogue system is based on a tree structure, where linguistic parts 
are represented by nodes. In addition, it contains a set of grammars that are also 
automatically created and define the possible ways of interaction with the 
environment. This tree is employed in the processes of comprehension and interaction 
with the users, that is, to interpret and generate sentences [6]. 
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The interaction interface is defined by an XML user interface definition language 
(XML-UIDL). This language has similar characteristics to other UIDLs such as 
UIML [7] or XIML [8], but provides new functionalities that adapt to the peculiarities 
of the intelligent environments. 

To carry out our research we have built a real intelligent environment. This 
environment is a laboratory furnished as a living room, provided with several devices. 
Among them, we can find lights and switches, an electronic lock mechanism, 
speakers, microphones, a radio tuner, a TV set and RFID cards. 

2   Definition of the Entities of an Intelligent Environment 

In our system, the possible types of entities that can be found in an intelligent 
environment are defined in one or several Documents of Definition of Classes of 
Entities (DDCE). Each class of entity defines the universal characteristics that all the 
entities of that type must have. Instances of that class of entity inherit the common 
characteristics and may, if necessary, add new specific characteristics to the instance 
(see section 3). 

Therefore, when a new type of physical device or application is designed, it comes 
with a DDCE, corresponding to the XML description of the general characteristics of 
that type of entity. 

Each class is defined by its properties (specified by the label property) and, 
optionally, a set of common parameters (represented by the labels paramSet and 
param). Parameters can be associated with a specific property or a whole class. 
Besides, each class inherits the properties of its parent class (using the attribute 
extends). Figure 1 shows the syntax of a DDCE. 

There are some universal types of classes, such as, room, device or person. Every 
class has to inherit from one of these types or from a class that has inherited from 
them. The definition of a universal type contains the basic characteristics that can be 
shared by all the classes of that type. 

<class name="name" extends="type"> 
<property name="propiety_name">  

[set_of_properties, ...] 
</property> 
[, <property name="propiety_name"> 

[set_of_properties, ...] 
   </property>  
] ... 

</class> 
set_of_properties: 
<paramSet name="set_name"> 

<param name="parameter_name">value</param> 
[, <param name="parameter_name">value</param> ] ... 

</paramSet> 

Fig. 1. Syntax of a Document of Definition of Classes of Entity (DDCE) 
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3   Interface Definition 

The definition of the linguistic information associated with the entities is established 
in a set of documents called Documents of Parameterization of Classes of Entity 
(DPCE). This information is related to the classes of entity. This way, instances of 
these types automatically inherit all the defined properties. These instances are 
described in the Documents of Definition of the Entities of the Environment (DDEE). 

The definition of the interface is done in two different steps, which can be carried 
out by different people at different times: 

• Firstly, it is necessary to define the information related to each new class of entity 
in the DPCE. This is the linguistic information for the interaction, the methods 
employed for the automation of the system and, optionally, new grammar 
templates. This information is defined once and shared by all the entities of the 
same type. 

• Secondly, the entities that can be found in the environment and their type are 
defined in the DDEE. The linguistic information of each entity of the environment 
is provided by the definition of the classes of entities at the DPCE. This way, in 
many cases, to create a spoken dialogue interface it is only necessary to define in 
the DDEE which elements are present in the environment. It is not required to 
modify or add any kind of additional linguistic information. Even so, the 
information inherited by each entity can also be parameterized, adapting it to the 
special characteristics of the environment. 

3.1   Definition of the Linguistic Information Associated to the Classes of Entities 

As mentioned above, each class of entity has its own linguistic information that 
establishes all the possible interactions that can be accomplished with the entities of 
that type. This information is classified in seven possible linguistic parts: 

• Verb part (VP). It describes the actions that can be taken with the entity. 
• Object part (OP). It establishes the possible names that the entities can take. 
• Location part (LP). It describes the physical situation of the entity in the 

environment. 
• Indirect object part (IOP). It specifies who receives the specified action. 
• Modal part (MODALP). It describes how the action can be carried out. 
• Quantification part (QP). It defines a value or amount that is applied to the action. 
• Modifier part (MP). It adds new information to some of the previous parts. 

The linguistic information associated with the classes of entities is defined in the 
DPCE. Later, this information will be shared by all the entities of that type defined in 
the DDEE. Therefore two entities of the same type inherit the same linguistic 
information and can be later parameterized depending on the specific characteristics 
of the entity in the environment. 

In order to add the information related to the oral interface it is necessary to attach 
a set of parameters under a dialogue class label. Next, there will be an action 
parameter for every action that can be taken with the entity and, for each of them, one  
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Fig. 2. Syntax of the linguistic information attached to the DPCE 

or several skeleton parameters that define the possible skeletons of sentences that can 
be employed to invoke the action. The syntax is shown in figure 2. 

The action parameters identify a new action and contain the description of the 
action that can be realized. The skeletons of sentences are identified by the skeleton 
parameter and hold the keywords employed to build the sentences that will invoke the 
associated action. Each keyword must be preceded by the linguistic part that it 
represents (VP, OP, LP, IOP, MODALP, QP or MP). It is possible to specify 
synonyms in a linguistic part writing two or more consecutive words. Sentence 
skeletons can begin with any linguistic part and be repeated as many times as it is 
necessary. 

This document can be edited and modified to adapt to different oral ways of 
communication. For instance, some synonyms can be added or removed to adapt the 
interaction to the dialect of different regions. The interaction is easily definable and 
reconfigurable and can change, grow or adapt to new necessities in a straightforward 
way. Therefore, it is not necessary to modify the implementation of the dialogue 
interface, rather it is sufficient to edit and modify the definitions in the DPCE to make 
the changes available in the new interface. 

3.2   Definition of the Instances of Entity 

With the definition of the linguistic information associated with the classes of entities, 
and considering that all the entities of the same type share the same possibilities of 
interaction, most of the time it is only necessary to define which entities can be found 
in an environment to automatically obtain a customized speech interface. 

This definition of the elements that can be found in an environment is written in 
the DDEE following the syntax showed in Figure 3. 

Nevertheless, sometimes it will be necessary to specify linguistic information 
related to the specific environment in which the interface is created. This is the case, 
for instance, of an environment in which there are several entities of the same type, 
making necessary the addition of new information to differentiate between them.   
 

<class name="name"> 
<property name="property"> 

<paramSet name="dialogue"> 
<param name="action1"> action_name </param> 
<param name="skeleton1"> Part Word [, Part Word ]... 
</param> 
[, <param name="skeleton2"> Part Word  
   [, Part Word ]... 
   </param> ] ... 
[, <param name="skeletonm"> Part Word  
   [, Part Word ]... 
   </param> ] ... 

 </paramSet> 
</property> 

</class> 
Part: 
VP | OP | LP | IOP | MODALP | QP | MP
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<instances> 
instante_definition 
[, instante_definition ] ... 

</instances> 
 
instante_definition: 
<entity name="name" type="entity_class"/> 
[, <entity name="name" type="entity_class"/> ] ... 

Fig. 3. Syntax of the Document of Definition of the Entities of the Environment (DDEE) 

A similar situation arises with specific characteristics of the entities in a concrete 
environment, such as color, size, position, etc. 

To solve this problem, it is possible to define a Document of Parameterization of 
the Entities of the Environment (DPEE), which allows the stipulation of new 
linguistic information related to a specific entity. To do this, it is required to append 
the parameter add to the properties which will receive the new information. Next, the 
attribute can be followed by a number that points out the number of the sentence 
skeleton where the new information must be attached. It may also be followed by the 
word all. Tshis specifies that the information should be added to every sentence 
skeleton in that property. Figure 4 shows the syntax of the linguistic parameterization 
of a property in an entity. 

Once again, this is done to permit the configuration, description, modification and 
adaptation of the linguistic interactions in a homogeneous and straightforward way. 

After the linguistic information associated with the classes of entities is defined in 
the DPCE, the designer of the environment interface only has to declare which 
entities are present in the environment, employing the DDEE. This designer or others 
will be able to modify these definitions, employing the DPEE and adapting the 
interface to a specific environment. 

This information is gathered and merged in the Document of Description of the 
Environment (DDE), which is employed for the automatic generation of the spoken 
dialogue interface. 

The definition of the linguistic information is carried out in a similar fashion as the 
definition of the entities, their properties and possible new interfaces. This way, the 
system provides a homogeneous and standard mechanism for the definition of the 
environment and its characteristics, including the interfaces. 

<entity name="name"> 
<property name="property"> 

<paramSet name="dialogue"> 
 

<param name="add_(1, all)">value</param> 
[ , <param name="add_2">value</param> ] ... 
 

</paramSet> 
</property> 

</entity> 

Fig. 4. Syntax of the linguistic parameterization in a DPEE 
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4   Automatic Generation of the Spoken Dialogue Interface 

The linguistic information obtained from the DDE allows the automatic creation of a 
spoken dialogue interface which is adapted to the characteristics of the environment. 

The creation process is comprised of two parallel steps. Firstly, the system creates 
a set of proper grammar for the interaction with the system. Secondly, it builds a 
linguistic tree employed for the interpretation and generation of sentences. 

In order to automatically create the interface, the system reads the information 
stored in the DDE. For each one of the entities represented in the document (that is, 
for each of the entities of the environment), it obtains the linguistic information 
associated to the class of entity and, if necessary, it adds the new specific linguistic 
information for that entity. 

At the same time, the system builds the linguistic tree. This process begins with an 
empty root node. Each of the parts of the sentence skeletons associated with the 
entities is transformed into information that is later attached to the tree. This can be 
done in the form of a new node or adjoining information to an existing one. 

When the system finds a part with several synonyms it creates a node for each of 
them. The following children of that sentence skeleton will hang from each of them. 
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Abstract. New applications of artificial neural networks are capable of
recognition and verification of effects and the safety of commands given
by the operator of the technological device. In this paper, a review of se-
lected issues is carried out in relation to estimation of results and safety
of the operator’s commands as well as the supervision of the process. A
view is offered of the complexity of effect analysis and safety assessment
of commands given by the operator using neural networks. The first part
of the paper introduces a new concept of modern supervising systems
of the process using a natural language human-machine interface and
discusses general topics and issues. The second part is devoted to a dis-
cussion of more specific topics of automatic command verification that
has led to interesting new approaches and techniques.

1 Intelligent Two-Way Communication by Voice

The advantages of intelligent two-way voice communication between the tech-
nological devices and the operator in Fig. 1 include the following [1,3]:

– More resistance from the operator’s errors and more efficient supervising of
the process with the chosen level of supervision automation.

– Elimination of scarcities of the typical co-operation between the operator
and the technological device.

– Achieving a higher level of organization realization of the technological pro-
cess equipped with the intelligent two-way voice communication system,
which is relevant for its efficiency and production humanization.

– No need of an operator being present at the work stand by the technological
device (any distance from the technological device) [7].

The intelligent two-way voice communication layer in Fig. 2 is equipped
with the following intelligent mechanisms: operator identification, recognition
of words and complex commands, command syntax analysis, command result
analysis, command safety assessment, technological process supervision, and also
operator reaction assessment [2].

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 717–723, 2006.
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2 Command Safety Estimation

The effect analysis module, shown in Fig. 3a, makes analysis of the recognised
command. The technical safety of the technological device is checked by
analysing the state of execution of the commands required to have been done as
well as the commands to execute in subsequent decisions. The process param-
eters to be modified by executing the command are checked and the allowable
changes of the parameter values are determined. The analysis of the parameter
values is based on the technological process features. The values of the param-
eter changes are the input signals of the neural network of the process state
assessment system. The neurons of the neural network represent solutions to
the diagnostics problem. The neural network also makes an estimation of the
level of safety of the recognised command. The system for checking the state of
the automatic device for grinding small ceramic elements is shown in Fig. 3c,
before executing the subsequent commands presented in Fig. 3d. The techno-
logical safety assessment system, shown in Fig. 3b, is based on a neural network
which is trained with the model of work of the technological device. New val-
ues of the process parameters are the input signals of the neural network [6].
As the work result of the system, voice messages from the technological device
to the operator about the possibility of executing the command are produced
[4,5].
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An algorithm was created for assessing the technological safety of commands.
In Fig. 4, the lines represent force dependence on the grinding process parameters
for particular grinding wheels. Based on the specified criteria, the grinding force
limit is determined for each grinding wheel. Based on the grinding force limit,
the table speed limit is assigned. According to the operator’s command, if the
increase in speed makes the speed of the table smaller than the smallest speed
determined from the force limit for all the grinding wheels, then the command
is safe to be executed.

3 Research Results

The simulation set of the technological device diagnostics and the process state
assessment, built for creating and training artificial neural networks is shown in
Fig. 5a. The neural networks are trained with the model of the technological
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process. The applied neural network architecture is presented in Fig. 5b. The
networks consist of two layers of neurons with the competitive mechanism.

The ability of the neural network to learn to recognise specific process states
depends on the number of learning epochs. The specified time of learning en-
ables the network to minimize the error so that it could work more efficiently.
Based on the research, the following conclusion has been reached as shown in
Fig. 5c.

Error rate is about 20% at learning time equals 50 epochs and 5% at 100
epochs. The error rate dropped by about 90% after training with 60 series of all
patterns.

4 Conclusions and Perspectives

In the automated processes of production, the condition for safe communication
between the operator and the technological device is analyzing the state of the
technological device and the process before the command is given and using ar-
tificial intelligence for assessment of the technological effects and safety of the
command. In operations of the automated technological processes, many pro-
cess states and various commands from the operator to the technological device
can be distinguished. A large number of combined technological systems char-
acterize the realization of that process. In complex technological processes, if
many parameters are controlled, the operator is not able to analyse a sufficient
number of signals and react by manual operations on control buttons. The aim
of this research to develop an intelligent layer of two-way voice communication
is difficult, but the prognosis of the technology development and its first use
shows a significant efficiency in supervision and production humanisation.
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Abstract. Many traditional algorithms use single metric generated by 
multi-events to detect intrusion by comparison with a certain threshold. In this 
paper we present a metric vector-based algorithm to detect intrusion while 
introducing the sample distance for both discrete and continuous data in order to 
improve the algorithm on heterogeneous dataset. Experiments on MIT lab Data 
show that the proposed algorithm is effective and efficient. 

1   Introduction  

Recently, data mining methods are widely used in intrusion detection especially in host 
audit data analysis. There are many famous probabilistic algorithm such as Decision 
Tree, Hotelling’s T2, Chi-Square, first-order and high-order Markov model [1],[2]. 
These algorithms focus on some data features to mark anomaly state. But these 
algorithms mostly used single metric generated by multi-events in order to detect 
intrusion by comparison with a certain threshold. On the other hand, some research 
have focused on the redefinition of distance function such as Minkowsky, Euclidean 
and so on, but there is of no effect for both discrete and continuous data.  

This paper is focused on the expression of multiple events vector on intrusion 
detection with a formalized model. First we propose a generating algorithm of multiple 
events vector and a definition based on the bizarrerie distance function[3], and then 
generalize the algorithm on heterogeneous dataset, last present the corresponding 
detection algorithm and compare with the traditional algorithms. 

2   Multi Event-Based Vector on Heterogeneous Dataset 

For the description of single event, we only need introduce a variable X, which can 
describe the type of a certain event in a certain moment. If there are n types of events, 
then there may be n values about this variable. For frequency property of multi events, 
we use an array of random variables, (X1,X2,,,,,,Xn), to represent the frequency of n 
different types of events for a given sequence of events.  
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Many algorithms have a good performance on congeneric dataset, but the effect on 
heterogeneous dataset is not good. This paper generalizes the traditional algorithm 
based on the research result of Bernhard Scholkopf[4],[5],[6], combined with the 
definition of the bizarrerie distance function [6] on heterogeneous dataset which is 
proposed by D. Randall Wilson. First we give the distance definition on both discrete 
attributes and continuous attributes of heterogeneous dataset. 

Definite 1. Formalized distance: Let x and y be two continuous data on heterogeneous 
dataset X, and the ath attributes are xa and ya, then the Formalized distance of the two 

points on the ath attribute is:
a

a
4

|yx|
)y,x(diff_normalized

σ
−

= , where, a is the variation 

of the ath attribute on the dataset. 

Definite 2. VDM (Value Difference Metric): Let x and y be two discrete data on 
heterogeneous dataset X, and the ath attributes are xa and ya, then VDM distance of the two 

points on the ath attribute is:
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Na,x is the count of the data whose value of the ath attribute is xa in the whole dataset X, and 
Na,x,c is the count of the data whose value of the ath attribute is xa and the output type is c. c 
is the output types of dataset. 

3   Mining Intrusion Data 

3.1   Multi-event-Based Vector Generation 

We use vector X (X1,X2,….Xn) to represent n event types of original hosts audit dataset. 
In Chi-square multivariate test, the detection value is calculated as below:  

=

−=
n
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i

2
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))x(Avgx(
x . In this algorithm, only the mean Vector X is considered. And 

the detection is made only by the mean shift on one or more of the n variables. 
From the formula above we can see that metrics calculated from multiple events in 

event vector have been summarized to a single value. This will hide details information 
from individual events. To preserve such details, we provide a new algorithm to 
calculate a vector to represent per event-based metric. The output of our algorithm is a 
vector based on the input mean vector. So we expand the summarized procedure to a 
vector. The calculation of per event-based vector is same as Chi-square algorithm. The 
vector is represented as below: 

−−−
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11  . (1) 

Each term in our vector represents a certain event type in host audit dataset. With 
this vector, we get the character of audit dataset per event instead of just a summarized 
value.  
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3.2   The Generalized Vector on Heterogeneous Dataset 

The process of heterogeneous data on the sample dataset is always a difficult point on 
intrusion detection, D. Randal Wilson proposed a more efficient distance function 
HVDM (Heterogeneous Value difference metric)[6], which could show different 
impact of detection result for different attributes, and also it can measure the difference 
effectively between different data. 

Given x, y X, then the HVDM distance between x and y is defined as: 

[ ]
=

=
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2
aaa )y,x(d)y,x(H , 

If the ath attribute is discrete, then )y,x(diff_normalized)y,x(d da = . 

If the ath attribute is continuous, then )y,x(vdm_normalized)y,x(d da = . 
Based on above, we generalize the formula (1) into formula (2) as below: 
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In order to compare these terms with a single threshold, a formalized procedure is 
necessary. We use geometric mean value to formalize this vector. Let: 

n n)21 )x(Avg...x(Avg)x(AvgpAvg = , Let vector (2) be ( )n,...21 pp,p , then the 

formalized vector is formed as following:
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3.3   Mining Anomaly Status 

Here, we use two methods. The first is area comparison method based on the area 
rounded by formalized vector curve and X- and Y-axis. The second one is curve fitting. 
For area comparison method, we use integral to calculate the area. We use a curve to 
describe result vector and calculate the area lapped with X-axis by integral from 0 to n: 
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The result of integral is compared with that of the standard curve (of average mean). 
A larger result indicates an anomaly status may occur. 

For curve fitting method, we do not really calculate the area between standard 
curves. A discrete point comparison method is used. Only points appeared in the 
multi-event vector will be used in comparison. If you need, you can email us and ask 
the detailed C++ codes about this procedure. 

4   Experiment Results 

4.1   Training and Test Data 

We use 1999 DARPA intrusion testing data of the MIT Lincoln Lab as training data. 
This dataset was obtained from one simulation real network environment, including the 
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normal data and intrusion data. It can be downloaded from the following URL[7],[8]: 
http://www.ll.mit.edu/IST/ideval/data/1999/1999_data_index.html  

This dataset simultaneously provided the training data and the test data. The training 
dataset includes three week-long trainings data. First week and the third week training 
data comes from normal behavior, the second week training data contained the attack 
data. Fourth, the fifth week data is the test data. These test data tested about 201 
examples of 56 kinds of intrusions. We provided the primitive BSM model binary 
output document and the BSM structure document as well as the outer covering 
original document used in the initialization of BSM audit information [8].  

The experimental result was based on the above dataset. First, the training dataset is 
used to construct the normal frames model. Then, the test data is used to gain the 
experimental result and provide the ROC curve. 

4.2   The Result of Two Kinds of Examine Method  

For the area comparison method, we use ROC curve to describe our experiment result. 
Each point in an ROC curve indicates a pair of the hit rate and the false alarm rate for a 
signal threshold. By varying the value of the signal threshold, we obtain an ROC curve. 
The closer the ROC is to the top-left corner of the chart, the better detection 
performance the intrusion detection algorithm does. 

Figure 1 shows the comparison result of Chi-square multivariate test and our 
multi-event vector area comparison. From the figure we can see that our algorithm is 
more accurate and more effective than the old one. In this figure, our algorithm uses a 
formalized process as described in our related work. 

Figure 2 shows ROC curve without our formalized process. From the curve we can 
see that our formalized procedure will increased the accuracy of detection. The reason 
lies in with our formalized procedure, not only mean shifts but also multi-event 
counter-relationship have been added to the result vector. Experiment result shows that 
there may be some internal relationship between events in intrusion detection. 
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Fig. 1. Comparison of Chi-Square and Multi-Event Area 
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For curve fitting method, we observe the related output through the establishment of 
different threshold value. In between 0% and 100%, find the point leads hit rate that can 
reach the maximum value. Table 1 listed the hit probability which corresponded under 
each threshold value. 

Comparing the output of the test data with the training data characteristic, we 
obtained the hit probability which showed in table 1. As can be seen from the table that 
the best threshold range is between 80% and 90%. 

Table 1. The Hit Rate results of different thresholds 

Threshold Hit Rate 

10% 5.53% 
20% 13.81% 
30% 23.11% 
40% 31.92% 
50% 52.00% 
60% 61.19% 
70% 75.07% 
80% 91.12% 
90% 80.83%
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Fig. 2. ROC curve without normalized procedure 

5   Conclusion 

The paper proposed an intrusion data detection and mining algorithm on heterogeneous 
dataset. The core idea is based on the use of multi-vector events, which replaced the 
probability value as the only measurement in traditional algorithms. The concept of 
distance is introduced and vector dataset is generalized by processing the discrete and 
continuous attribution distinctively. Experiments show that the measure could describe 
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audit dataset more precisely, the promoted vector on the heterogeneous collection 
could enhance the accuracy and the validity, while keeping the time and space 
complexity of original algorithm.  
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Abstract. Service robots are built to help ordinary people in their daily
life. The most desirable way for communicating with service robots is
through natural language interfaces. In our research, we develop a novel
bio-inspired approach, called the collaborative behavior based approach,
to build a natural language interface between a robot and its human
user. In this approach, knowledge about collaborative behaviors of both
the robot and its user is applied to solve ambiguity in a natural language.
In building a system that is based on knowledge about behaviors, a key
issue is representing the knowledge. So far, little research has been done
in representing knowledge about behaviors. In this paper, we describe the
collaborative behavior based approach, with emphasis on its knowledge
representation structures.

1 Introduction

More and more robots have entered ordinary people’s homes, offices, stores,
etc. to serve people in their daily life. Such robots include those for performing
office secretary duties, purchasing goods, guiding visitors in a museum, and
delivering meals in a hospital. This kind of robots are usually called service
robots. According to UNECE, the UN Economic Commission for Europe, the
number of service robots will reach about six millions by 2007 to provide a very
wide range of services [8].

The users of most service robots are ordinary people like seniors, house wives,
office secretaries, shoppers, and tourists. Unlike specially trained operators of in-
dustrial robots, users of service robots have less expertise in robotic control and
operations. For such users, the most desirable way to control robots is through
natural language interfaces, which allow communicating with robots in English,
French, Chinese, and so on. A natural language interface translates user instruc-
tions into robot control commands.

Work for developing robot natural language interfaces started as early as in
1970s. The early work included [6] and [1]. The more recent work included the
projects reported in [7] [2] and [5]. The research efforts have made significant
contributions towards creating practical natural language interfaces for robots.
However, the techniques are still far from mature. Most of the existing natural
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language interfaces, including those for robots and those for other applications,
mainly based on knowledge about the surrounding world. Robot applications
were characterized by behaviors and actions. Without knowledge about behav-
iors and actions, a robot natural language interface can hardly handle problems
in practical situations.

One of the most challenging tasks in creating natural language interfaces for
robots is handling ambiguity in natural languages. In our research, we develop
a novel approach for handling ambiguity in robot natural language interfaces.
It is called the collaborative behavior based approach. In this approach, knowl-
edge about the behaviors that have happened, that will happen, their tempo-
ral relationships, their effects to the surrounding world, etc. is used to solve
ambiguity when it occurs. Experiments have showed the initial success of this
approach.

A key issue in using knowledge about robot and user behaviors is knowledge
representation. The knowledge about historical and future behaviors, as well
as their relationships, must be properly represented, so that it can be applied
in the process of natural language understanding. Currently, the representation
schemes in artificial intelligence and knowledge-based systems were mainly de-
veloped for representing knowledge about facts, procedures, events, rules and
situations. Little research has been reported that is conducted on represent-
ing knowledge about behaviors. In building our behavior-based robot natural
language interface, we develop a knowledge representation structure, in which
the knowledge about behaviors, the knowledge about the world, and knowledge
about parsing, can be integratedly represented. In this paper, we describe the
collaborative behavior based approach for building a robot natural language
interface, with the emphasis on its knowledge representation structures.

2 Ambiguity in a Robot Natural Language Interface

The task of a robot natural language interface is to transform natural language
instructions into robot commands. Ambiguity may occur in every step in natural
language processing. Assume we have a service robot working in a kitchen and
the user may control the robot using English. The user may tell the robot “Warm
the pizza in the microwave oven.” After the robot warms the pizza, the user may
say “Add some hot pepper”. And then the user says “Bring me the pizza with
a knife.”

Ambiguity may occur in processing all the three instructions. When the first
instruction is parsed, phrase “in the microwave oven” may be associated with
verb “warm” or noun “pizza”, as an adverbial or a noun complement respectively.
Two commands may be generated from the two associations: warm the pizza
using the microwave oven, or warm the pizza that is in the microwave oven. The
other two instructions are ambiguous and vague as well. An objective of this
research is to equip the natural language interface with an ability that enables
creating the most plausible parse tree when ambiguity exists.
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3 Use of Knowledge to Solve Ambiguity

Our approach is characterized by applying a technique of possibility theory to
knowledge about the world and behaviors of both the robot and user, in solving
ambiguity in user language instructions.

Possibility theory deals with possibility distributions of variables that are re-
stricted by fuzzy sets. Let x be a variable taking values in U . x may be restricted
by fuzzy set F . We denote such a restriction as �(x, F ) and call F the restricting
fuzzy set of x. �(x, F ) associates a possibility distribution with x. The possibility
distribution function, πx

F (u) denotes the possibility for x to take value u under
the restriction of F .

In handling ambiguity in natural language processing, the restricting fuzzy
set can be one whose members are parse trees generating sentence S, denoted
as FS ⊂ U , and its membership function μFS indicates the plausibility for the
members to be parsed from S in terms of both syntax and semantics. The tech-
nique of fuzzy grammar [4] can be used to associate each parse tree with the
plausibility or membership grade in FS .

A fuzzy grammar can be represented as a quadruple G = (VN , VT , P, s) where
VN , VT , and P are sets of nonterminal symbols, terminal symbols and produc-
tions respectively, and s is the starting symbol. Differing from the conventional
grammar, a production rule in P is of the form

α
ρ→ β . (1)

where α and β are strings in (VT ∪ VN )∗, and ρ ∈ [0, 1] indicates the plausibility
for β to be reduced into α in a reduction action.

When a grammar rule is applied, the plausibility value is decided by using
knowledge about the world, and knowledge about the behaviors that happened
in the past and will happen in the future. In this section, we discuss how the
knowledge is used in solving ambiguity in natural language instructions. For
example, the ambiguity in the instruction of “warm the soup in the microwave
oven” can be solved by using knowledge about the history: where the robot
placed the soup.

For each of the tasks that can be performed by the robot, the natural lan-
guage interface stores information about historical behaviors and the expected
behaviors. By using the information, at any point of time, the interface is able
to predict the possible behaviors of both the robot and the user. The knowledge
may play decisive roles to solve ambiguity in many situations.

4 Knowledge Representation

4.1 The Knowledge Bases

In the collaborative behavior based approach, we use knowledge about the
world, knowledge about history, and knowledge about future behaviors to solve
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ambiguity in natural language instructions. The knowledge is stored in three
knowledge bases. In this section, we describe the data structures of the three
knowledge bases. The world knowledge base W is a graph

W = {N, E} . (2)

where N is a set of nodes and E is a set of edges. Every object (instance),
including the robot and the user, in the robot world is represented as a node
n ∈ N . Each node is associated with its state information. Every e ∈ E represents
a relationship between two objects. For every pair of nodes, there may be one
or more edges between them to represent possible relationships. Each e ∈ E
is associated with a pair (l, p), where l denotes the relationship and p is the
plausibility value of the relationship between the two objects represented by the
two nodes.

The history knowledge base H contains the knowledge about events (including
actions) that have happened in the robot world related to operations of the robot.
It is also represented as a graph.

H = {N, D} . (3)

where N is the same as in the world knowledge graph, and D is a set of directed
edges representing the sequence of events that have happened. When a command
has been executed by the robot, an edge is added between the objects that are
involved in the execution. Each d ∈ D is associated with a t value which is the
time stamp indicating the time the event occurs.

The behavior knowledge base B contains knowledge about behaviors of the
robot and user, organized by tasks. That is

B = {Vi} . (4)

where Vi represents the knowledge about how the i’th task is performed. Vi is
structured as a graph

Vi = {Ni, Bi} . (5)

where Ni ⊆ N is the set of all the nodes involved in the behavior, including the
robot and the user, and Bi is a set of directed edges representing the ordered
sequence of behaviors to be performed for providing the i’th task:

Bi = {bi,1, bi,2, ..., bi,n} . (6)

where bi,j (j = 1, 2, ..., n) is an directed edge in the behavior knowledge graph,
representing the j’th behavior in the sequence.

For behavior bi,j,
{bi,j+1, bi,j+2, ..., bi,n} . (7)

is called the sequence of predicted behaviors relative to it.



734 F. Wang

4.2 Representation of Parsing Structures

The parser of our system is built on a modified Earley dynamic programming
algorithm[3]. In parsing a sentence of l words, the Earley algorithm creates a
chart of l + 1 entries. A chart entry contains a number of chart states. A chart
state represents the state of using a certain grammar rule, say α → β1...βn,
to parse a range of words, that is, a sub-sequence. The kth (0 ≤ k ≤ l) chart
entry contains the states of parsing sub-sequences up to the kth word. A state
may be “complete” or “incomplete”. A complete state implies that the rule has
“covered” (i.e. parsed) the sub-sequence, while an incomplete state implies that
the rule is being used to parse a sub-sequence. The state of using a rule is decided
by the position of a dot on the right hand side of the rule. When the dot is to
the right end, that is, α → β1...βn•, the state is complete, otherwise incomplete.
The initial position of the dot is to the left end, that is α → •β1...βn. Each time
when a subsequence has been parsed as a syntactical constituent βi (1 ≤ i ≤ n),
the dot jumps over that βi towards the right end.

The chart is implemented as a 3-D table Π . The kth layer of the table is the
kth entry of the chart. Element Π [a, i, k] stores the state of using the ath rule
to parse the sub-sequence between the ith and the kth words (0 ≤ i, k ≤ l and
i ≤ k). The data structure of table element Π [a, i, k] is (δ, ρ, τu, τd), where δ is
the position of the dot, ρ is the plausibility value for applying the ath rule to
the sub-sequence between the ith word and the kth word, τu is a set of pointers
between the element and elements in upper chart entries, and τd is a set of
pointers between the element and elements in lower chart entries. If Π [a, i, k]
contains an incomplete state, ρ, τu, and τd are null values.

When the entire sequence has been parsed, if we can find an a such that
Π [a, 0, l] contains a complete state, we can create a parse tree for the sequence.
If we can find more than one such table element, we have multiple parse trees
for the same sequence.

5 Selection of the Most Plausible

When we use a bottom-up parsing technique, as we mentioned, at any point of
time before the completion of parsing an instruction, the content of the parse
stack can be represented as a forest. When the parsing is completed, the forest
becomes a single parse tree. Assume we are at a point of the process of parsing
an instruction, and the parse stack content can be represented as forest Fr. Also

assume there are two different rules that can be applied to the parse stack: α1 ρ1

→
β1 and α2 ρ2

→ β2. Usually, different rules may reduce different βs into different
αs. Thus, after the two rules are applied, we have two different parse stacks, and
contents of them can be represented by two different forests Fr1 and Fr2.

To evaluate the plausibility of applying the two rules, we map Fr1 and Fr2

into two graphs G1 and G2. The node sets of both G1 and G2 are subsets of N ,
the node set of the knowledge bases. The edges in the two graphs represent the
relationships between nodes, which have been identified.
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In calculating ρ1 and ρ2, we can use the knowledge about the future behaviors
when possible. First of all, we identify from knowledge base H the task (or
service) Bi that the robot is currently perform, and also identify from H the
lastest action that has been performed by the robot, denoted as d (d ∈ D of H).
We use a graph matching method to search knowledge base B to locate edge
bi,j ∈ Bi that corresponds to d. Then we find the predicted behavior sequence
relative to bi,j : {bi,j+1, bi,j+2, ..., bi,n} ∈ Bi.

Assume that e1 ∈ G1 and e2 ∈ G2 correspond to the applications of the two
rules. An e may represent an action or static relationship between objects in the
robot world. To evaluate the ρ value for applying a rule, we match the resulted
edge with the predicted behavior sequence, as well as knowledge base W .

6 Conclusion

We develop a new approach for building robot natural language interfaces. This
approach is based on the nature of robot applications, that is, the behaviors
of both the robot and user are the center of a robot application. Representing
knowledge about behaviors is essential to our approach. In our research, we also
address a new topic in developing intelligent systems (or knowledge based sys-
tems): representation of knowledge about behaviors. The structure is adequate
for the current application of our approach. To better use knowledge about be-
haviors, we will need a better knowledge representation structure for behaviors,
as well as their interactions, their temporal relationships, their effects to the
robot and user, their effects to the world, and so on. We will include the devel-
opment of the knowledge representation structure in our future work.
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Abstract. Word segmentation and part of speech (POS) tagging are basis of 
processing oracle-bone inscription by using computer. It is hard to build a large 
tagged oracle-bone inscription corpus with grammar information. This is an 
obstacle if we want to use statistical method. In this paper, we propose to solve 
both problems with methods combining corpus-based and rule-based 
approaches. The accuracy of segmentor and tagger are 98.33% and 96.75% 
respectively. Our experiment result shows that the combining method is quite 
practical for processing the oracle-bone inscription, especially when the corpus 
is too sparse. In the end, we briefly discuss how to use the tagged result to 
complete syntax analysis with rule-based method. 

1   Introduction 

Oracle-bone inscription is a kind of character of Shang Dynasty, which was called the 
archives of ancient China, it’s helpful for the modern people to learn ancient society. 

Several organizations have made important contribution to computerizing oracle-
bone data. However, so far no one has tried to study on automatic recognizing and 
explaining oracle-bone characters with computer, this is a rising issue which can 
advance the study of oracle-bone inscription, even the whole study of ancient writing. 

This paper mainly discusses on how to achieve segmentation and part of speech 
(POS) tagging of oracle-bone inscription. In the end, we briefly discuss how to use 
the tagging result to complete syntax analysis with rule-based method. 

2   Glossarial Features 

The oracle-bone characters are 3,000 years old, its system is relatively perfect in 
common with modern Chinese character system in several places. 

The academe has agreed that most oracle-bone inscription characters and words 
were identical; the amount of monosyllabic words is much larger than that of 
polysyllabic words. Most of the polysyllabic words are nouns (especially proper 
noun), a few of them are numeral, verb, preposition etc. 
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Fig. 1. Distribution of POS 

Generally, there are 11 kinds of POS in oracle-bone inscription system. The 
amount of nouns and verbs is the largest in oracle-bone inscription system, which 
accounts for  95%, as shown in Fig. 1. 

The phenomena of class-ambiguous words in oracle-bone inscription system are 
much simpler than that in modern Chinese system.  

There are chiefly 3 kinds of class-ambiguous words in oracle-bone inscription [3]: 

1. Noun & verb: 

: a. ?   (n.)                b. ? (v.) 

2. Verb & adjective: 

: a. ? (v.)   b.  ? (a.) 

3. Noun & verb & adjective: 

: a. . (n.)     b. . (v.)        c.   (a.) 

The first kind is much more familiar than other two. All three kinds of class-
ambiguous words include verbs. We checked the 317 verbs listed in [5] word by 
word, found 78 verbs are class-ambiguous words, 64 of which are both noun and 
verb. 

3   Design and Experimental Results 

Word segmentation and POS tagging are the first step for processing oracle-bone 
inscription with computer. We tried the rule-based method, corpus-based method and 
method combining rule-based and corpus-based approaches respectively. 

3.1   The Construction of Dictionary 

First, a segmentation dictionary was constructed. We’ve set up a dictionary of oracle-
bone inscription including 2373 words. The dictionary is built into open form, as 
shown in Fig. 2 (a). Also, we developed a multiple-information electronic dictionary. 
It contains four-dimension description: lexical, syntax, semantic and pragmatic words 
and phrases of oracle-bone inscription.  

The lexicon attribute is based on following parts: 1. Basic information: including 
oracle-bone inscription, modern Chinese characters, Chinese phoneticize spell 
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(pinyin), usual fake characters, variant characters, word-formation manner, font style 
explanation etc; 2. Syntax attribute: including part of speech, in common use arrange 
in pairs or groups, example paraphrase etc; 3. Semantic attribute: including semantic 
sort, basic acceptation, explicative acceptation and semantic arrange in pairs or groups 
etc; 4. Pragmatic attribute: including lexical appearance era, in common use style, 
serial number of lexical appearance and evolvement process (for example, vehicle’s 
evolving process is  ) etc. 

 (a)    (b)   

Fig. 2. (a) Dictionary of oracle-bone inscription  (b) Oracle-bone inscriptions consulted by 
section-location code or serial number of lexical appearance 

There are more than 2,000 words of oracle-bone inscription which can’t be 
understood till today, these strange characters can be consulted by section-location 
code or serial number of lexical appearance, as shown in Fig. 2 (b). 

3.2   Word Segmentation 

We tried three word segmentation techniques:  

1. Rule-based method: Dictionary-based methods include Maximum Matching, 
Reverse Maximum Matching and Bi-directional Maximum Matching, etc. These 
methods segments sentences according to a segmentation dictionary and the 
“Long Word First” rule; and we can summarize some rules manually or 
automatically with computer, we use those rules to segment sentences; 

2. Corpus-based method: using statistical model and decision algorithm;  
3. The combination of rule-based method and corpus-based method: use the two 

methods together. 

The absolute amount of polysyllabic words is small, but they appear frequently in 
sentences. According to our experiment results, many sentences can be disambiguated 
by dictionary-based methods, but there do exist sentences composing ambiguous 
intersection which dictionary-based methods can not solve: 

Example 1:     . 

Segmentation 1: / / / / / / . 

Segmentation 2: / / / / / / . 
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Thus we’ll try corpus-based method and rule-based method: 
Suppose the ambiguous intersection is ABC, and the segmented result may be 

AB/C or A/BC. We can obtain word frequency from the corpus, for example WF(A), 
WF(BC), WF(AB), WF(C). Set a critical value CV which determined by experience. 

(1) If WF(A)*WF(BC)-WF(AB)*WF(C)>CV go (2), else go (4); 
(2) If WF(A)*WF(BC)>WF(AB)*WF(C), choose AB/C as final result, else go (3) 
(3) Choose A/BC as final result; 
(4) Output ABC without processing. 

The corpus-based method needs a large tagged oracle-bone inscription corpus with 
grammar information, so that the word frequency can be close to reality. However, it 
is hard to collect tagged oracle-bone inscription sentences, thus our corpus data is 
quite sparse, and we can't use statistical method solely. 

We summarized several rules according oracle-bone inscription grammar features. 
For example, word E follows word D, word F never follows word D etc. 

Once there is intersection can’t be processed by dictionary-based and corpus-based 
approaches, we search for any matching rule. Suppose we find a rule, saying A/BC 
existed and AB/C never appeared, apparently we choose A/BC as the final result. 

Summarizing rule is difficult, too. So we try to combine rule-based method and 
corpus-based method together. The General processing course shows as follows: 

(1) Process the sentence with BMM method, if there is no ambiguous intersection, 
go (4), else go to (2); 

(2) Process the ambiguous intersection with corpus-based method mentioned 
before, if disambiguation succeeds, go to (4), and else go to (3); 

(3) Try the rule-based method to disambiguate the intersection, if succeeds, output 
the result, else leave it without processing. 

The experimental results shows as in Fig.3. The segment accuracy of combining 
method is 98.33%. 

 

Fig. 3. Contrast of segmentation results 

3.3   POS Tagging 

POS tagging tries to output POS in one sentence automatically.  

Example: / / / / / /  
Tagged:  n.   n.  n. d. v.  d. v. 
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Assume that V means vocabulary, C means POS, W means word, and T means tag, 
so VW ∈ , CT ∈ .

nWWWW …= 21s  is an input word sequence, and ns TTTT …= 21  is 

the output of a proper tag sequence. We adopted the following methods to 
disambiguate sentences: 

1. Rule-based method: Disambiguating sentences by using grammar rules;  
2. Corpus-based method: An initial corpus is tagged first, after tagging is 

finished, the neighbor probabilities between words are computed in a large 
corpus, then the sentences are disambiguated according to the probability 
knowledge. The latter is much more efficient than the other methods. 

3. Method combining rule-based and corpus-based approaches: use two 
approaches together. 

Though the class-ambiguous words are few in oracle-bone Inscription, they are 
used frequently, nearly 20% in each sentence, we must take it seriously. First, the 
rule-based method was used to disambiguate. We summarized some combining rules 
manually, for example, an adverb never follows with noun. There are totally 67 rules 
we used. When ambiguity appears, search and adopt the matching rules if existed. 

It is hard to acquire long-tested rules. So the corpus-based method was used. 
Assume an input word sequence is sW , the probability of output tagging sequence sT  

is )/(P ss WT . The transferring probability for the tagging sequence '
sT  is: 

)/(max)/( '
ss

T
ss WTPWTP

s

=  (1) 

When n=2, i.e., bigram model, a word relate just with the former word and POS.  
Fig.4 shows the results, the accuracy of combining method reaches 96.75%. 

 

Fig. 4. Contrast of POS result 

3.4   Syntax Analyses 

Combining POS and multiple-information dictionary of oracle-bone inscription, we 
can obtain the results of syntax analyses. 

For example:       

POS:       n  adv  v  n  v 
According to context syntax rules, there will be several syntax trees, as shown in 

Fig.5. For the former syntax tree, structure of “ ” (watch sunrise) is 
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verb+object, “ ” (sunrise) is object. In the latter syntax tree, structure of “ ” 

is join-verb, “ ” first “ ” (watch sun), then “ ” (come out), by searching the 

oracle-bone inscription dictionary, we know “ ” (predicate object) attribute of 

verb “ ” is  “ ” (be), it means that verb “ ” (watch) can have a predication 

structure as object. Therefore, “ ” (that) can’t modify join-verb structure, the former 
syntax tree structure is right, the latter syntax tree structure is wrong. 

S

 NP            VP

adv        VP

  VP        v

 v          n

S

 NP            VP

adv        VP

 V            SC

n        v  

Fig. 5. Two syntax trees for the analysis of  

4   Conclusion 

Oracle-bone inscription processing is a rather new issue. We propose to solve word 
segmentation and POS tagging with methods combining corpus-based and rule-based 
approaches. The accuracy are 98.33% and 96.75% respectively. Our experiment result 
shows that the combining method is quite practical for processing the oracle-bone 
inscription, especially when the corpus is sparse. 
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Abstract. Nowadays technological devices can already be provided with
enough intelligence to understand and act appropriately on voice com-
mands. The voice communication with technological devices becomes a
stronger challenge as technology becomes more advanced and complex.
In this paper, a natural language interface is presented which consists of
the intelligent mechanisms of human identification, speech recognition,
word and command recognition, command syntax and result analysis,
command safety assessment, technological process supervision as well
as human reaction assessment. In this paper, a review is carried out of
selected issues with regards to recognition of speech commands in nat-
ural language given by the operator of the technological device. A view
is offered of the complexity of the recognition process of the operator’s
words and commands using neural networks made up of a few layers of
neurons. The paper presents research results of speech recognition and
automatic recognition of commands in natural language using artificial
neural networks.

1 Intelligent Two-Way Speech Communication

If the operator is identified and authorized by the natural language interface in
Fig. 1, a command produced in continuous speech is recognized by the speech
recognition module and processed in to a text format. Then the recognised text
is analysed by the syntax analysis subsystem. The processed command is sent
to the word and command recognition modules using artificial neural networks
to recognise the command, which is sent to the effect analysis subsystem for
analysing the status corresponding to the hypothetical command execution, con-
secutively assessing the command correctness, estimating the process state and
the technical safety, and also possibly signalling the error caused by the operator.
The command is also sent to the safety assessment subsystem for assessing the
grade of affiliation of the command to the correct command category and making
corrections. The command execution subsystem signalises commands accepted
for executing, assessing reactions of the operator, defining new parameters of the
process and run directives [4]. The subsystem for voice communication produces
voice commands to the operator [5].

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 742–747, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Intelligent System for Natural Language Processing 743

L
E

A
R

N
IN

G
F

IL
E

L
e

a
rn

in
g

p
a

tt
e

rn
s

o
f

c
o

m
m

a
n

d
c
o

m
p

o
n

e
n

t
w

o
rd

s

C
O

M
M

A
N

D
S

Y
N

T
A

X
A

N
A

L
Y

S
IS

M
O

D
U

L
E

A
lg

o
ri
th

m

L
E

A
R

N
IN

G
F

IL
E

L
e

a
rn

in
g

p
a

tt
e

rn
s

o
f

o
p

e
ra

to
r’

s
c
o

m
m

a
n

d

C
O

M
M

A
N

D
R

E
C

O
G

N
IT

IO
N

M
O

D
U

L
E

U
S

IN
G

A
R

T
IF

IC
IA

L
N

E
U

R
A

L
N

E
T

W
O

R
K

S

H
a

m
m

in
g

N
e

tw
o

rk
M

a
x
n

e
t

A
S

S
E

S
S

M
E

N
T

O
F

G
R

A
D

E
O

F
A

F
F

IL
IA

T
IO

N
O

F
C

O
M

M
A

N
D

S
T

O
C

O
R

R
E

C
T

C
O

M
M

A
N

D
C

A
T

E
G

O
R

Y

V
o
ic

e
c
o
m

m
a
n
d

C
o
rr

e
c
t

c
o
m

m
a
n
d

M
O

D
U

L
E

F
O

R
P

R
O

C
E

S
S

IN
G

V
O

IC
E

C
O

M
M

A
N

D
S

T
O

T
E

X
T

F
O

R
M

A
T

S
p

e
e

c
h

re
c
o

g
n

it
io

n
e

n
g

in
e

M
IC

R
O

P
H

O
N

E

W
O

R
D

R
E

C
O

G
N

IT
IO

N

U
S

IN
G

A
R

T
IF

IC
IA

L
N

E
U

R
A

L
N

E
T

W
O

R
K

S

H
a

m
m

in
g

N
e

tw
o

rk
M

a
x
n

e
t

M
O

D
U

L
E

R
e
c
o
g
n
iz

e
d

c
o
m

m
a
n
d

c
o
m

p
o
n
e
n
t

w
o
rd

s

P
ro

c
e
s
s
e
d

c
o
m

m
a
n
d

R
e
c
o
g
n
iz

e
d

c
o
m

m
a
n
d

E
F

F
E

C
T

A
N

A
L
Y

S
IS

S
A

F
E

T
Y

A
S

S
E

S
S

M
E

N
T

T
e
x
t,

n
u
m

b
e
rs

S
Y

N
T
A

X
A

N
A

L
Y

S
IS

M
O

D
U

L
E

F
O

R
A

N
A

L
Y

Z
IN

G
S

T
A

T
U

S
C

O
R

R
E

S
P

O
N

D
IN

G
T

O
H

Y
P

O
T

H
E

T
IC

A
L

C
O

M
M

A
N

D
E

X
E

C
U

T
IO

N

P
ro

c
e

s
s

d
ia

g
n

o
s
ti
c
s

m
o

d
e

l
T
e

c
h

n
o

lo
g

ic
a

l
p

ro
c
e

s
s

m
o

d
e

l

P
R

O
C

E
S

S
S

T
A

T
E

E
S

T
IM

A
T

IO
N

M
O

D
U

L
E

N
e

u
ra

l
N

e
tw

o
rk

O
P

E
R

A
T

O
R

E
R

R
O

R
S

IG
N

A
L

IN
G

M
O

D
U

L
E

In
c
o
rr

e
c
t

c
o
m

m
a
n
d

V
o
ic

e
m

e
s
s
a
g
e

O
P

E
R

A
T

O
R

S
P

E
E

C
H

S
Y

N
T

H
E

S
IS

M
O

D
U

L
E

S
p

e
e

c
h

s
y
n

th
e

s
is

e
n

g
in

e

S
p
e
e
c
h

s
ig

n
a
l

P
ro

c
e
s
s

p
a
ra

m
e
te

r
S

a
fe

c
o
m

m
a
n
d

G
ra

d
e

o
f

c
o
m

m
a
n
d

s
a
fe

ty

T
E

C
H

N
O

L
O

G
IC

A
L

D
E

V
IC

E

IN
T

E
L

L
IG

E
N

T
T

E
C

H
N

O
L

O
G

IC
A

L
P

R
O

C
E

S
S

S
U

P
E

R
V

IS
IO

N
M

O
D

U
L

E

N
e

u
ra

l
N

e
tw

o
rk

A
b
n
o
rm

a
l

p
ro

c
e
s
s

s
y
m

p
to

m
s

M
O

D
U

L
E

F
O

R
S

IG
N

A
L

IN
G

C
O

M
M

A
N

D
S

A
C

C
E

P
T

E
D

F
O

R
E

X
E

C
U

T
IN

G

O
P

E
R

A
T

O
R

R
E

A
C

T
IO

N
A

S
S

E
S

S
M

E
N

T
M

O
D

U
L

E

F
u

z
z
y

L
o

g
ic

C
O

M
M

A
N

D
E

X
E

C
U

T
IO

N
M

O
D

U
L

E

D
E

F
IN

IT
IO

N
O

F
N

E
W

P
A

R
A

M
E

T
E

R
S

P
ro

b
le

m
s
o
lu

ti
o
n

E
rr

o
r

m
e
s
s
a
g
e
s

O
P

E
R

A
T

O
R

A
C

C
E

P
T
A

T
IO

N
M

O
D

U
L

E

O
P

E
R

A
T

O
R

N
e

u
ra

l
N

e
tw

o
rk

ID
E

N
T

IF
IC

A
T

IO
N

M
O

D
U

L
E

S
p
e
e
c
h

s
ig

n
a
l

R
E

A
C

T
IO

N
T

IM
E

A
N

A
L
Y

S
IS

M
O

D
U

L
E

A
D

D
IT

IO
N

A
L

IN
F

O
R

M
A

T
IO

N
M

O
D

U
L

E

P
R

O
C

E
S

S
S

T
A

T
E

S
IG

N
A

L
IN

G
M

O
D

U
L

E
C

O
M

M
A

N
D

E
X

E
C

U
T

IO
N

A
U

D
IO

D
E

V
IC

E
(S

P
E

A
K

E
R

)

E
R

R
O

R
C

O
N

T
R

O
L

M
O

D
U

L
E

L
e

a
rn

in
g

p
a

tt
e

rn
s

o
f

v
o

ic
e

c
o

m
m

a
n

d
s

M
O

D
U

L
E

F
O

R
S

T
O

R
IN

G
V

O
IC

E
C

O
M

M
A

N
D

S

O
P

E
R

A
T

O
R

S
Y

S
T

E
M

T
E

C
H

N
O

L
O

G
IC

A
L

D
E

V
IC

E

O
p
e
ra

to
r ’

s
p
a
s
s
w

o
rd

L
E

T
T

E
R

C
H

A
IN

R
E

C
O

G
N

IT
IO

N
M

O
D

U
L

E

A
lg

o
ri
th

m

R
e
c
o
g
n
iz

e
d

le
tt
e
r

c
h
a
in

s

C
O

M
M

A
N

D
C

O
R

R
E

C
T

N
E

S
S

A
S

S
E

S
S

M
E

N
T

M
O

D
U

L
E

F
u

z
z
y

L
o

g
ic

T
E

C
H

N
IC

A
L

S
A

F
E

T
Y

E
S

T
IM

A
T

IO
N

M
O

D
U

L
E

N
e

u
ra

l
N

e
tw

o
rk

C
O

M
M

A
N

D
C

O
R

R
E

C
T

IO
N

M
O

D
U

L
E

V
O

IC
E

C
O

M
M

U
N

IC
A

T
IO

N

F
ig

.
1
.
A

rc
h
it
ec

tu
re

o
f
th

e
n
a
tu

ra
l
la

n
g
u
a
g
e

h
u
m

a
n
-m

a
ch

in
e

in
te

rf
a
ce



744 M. Majewski and W. Kacalak

2 Recognition of Commands in Natural Language

In the automatic command recognition system shown in Fig. 2, the speech sig-
nal is processed to text and numeric values with the module for processing voice
commands to text format. The speech recognition engine is a continuous density
mixture Gaussian Hidden Markov Model system which uses vector quantization
for speeding up the Euclidean distance calculation for probability estimation
[1,2]. The system uses context dependent triphonic cross word acoustic models
with speaker normalization based on vocal tract length normalization, chan-
nel adaptation using mean Cepstral subtraction and speaker adaptation using
Maximum Likelihood Linear Regression. The separated words of the text are
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MODULE

Algorithm

MODULE
FOR PROCESSING
VOICE COMMANDS
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Speech recognition
engine

Algorithm
for coding
command
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10000000000100000000010000
// turn grinding wheel drive on

recognized
letter chains

ERROR
CONTROL
MODULE

Learning patterns of
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PROCESSING

NATURAL
LANGUAGE

PROCESSING

Fig. 2. Scheme of the automatic command recognition system

the input signals of the neural network for recognizing words. The network has
a training file containing word patterns. The network recognizes words as the
operator’s command components, which are represented by its neurons. The rec-
ognized words are sent to the algorithm for coding words. Then, the coded words
are transferred to the command syntax analysis module. It is equipped with the
algorithm for analysing and indexing words. The module indexes words properly
and then they are sent to the algorithm for coding commands. The commands
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are coded as vectors and they are input signals of the command recognition
module using neural network. The module uses the 3-layer Hamming neural
network in Fig. 3, either to recognize the operator’s command or to produce the
information that the command is not recognized. The neural network is equipped
with a training file containing patterns of possible operator commands [3].
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Fig. 3. Scheme of the 3-layer neural network for automatic command recognition
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3 Research Results of Automatic Command Recognition

As shown in Fig. 4a, the speech recognition module recognizes 85-90% of the
operator’s words correctly. As more training of the neural networks is done, ac-
curacy rises to around 95%. For the research on command recognition at different
noise power, the microphone used by the operator is the headset microphone.
As shown in Fig. 4b, the recognition performance is sensitive to background
noise. The recognition rate is about 86% at 70 dB and 71% at 80 dB. Therefore,
background noise must be limited while giving the commands. For research on
command recognition at different microphone distances, the microphone used
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by the operator is the headset microphone. As shown in Fig. 4c, the recogni-
tion rate decreases when the headset distance increases. The recognition rate
dropped by 9% after the headset distance is changed from 1 to 10 cm. Likewise,
the research on command recognition at different microphone distances, the mi-
crophone used by the operator is the directional microphone. As shown in Fig.
4d, the recognition rate after 50 cm decreases reaching a rate of about 65%. As
shown in Fig. 4e, the ability of the neural network to recognise the word depends
on the number of letters. The neural network requires the minimal number of
letters of the word being recognized as its input signals. As shown in Fig. 4f, the
ability of the neural network to recognise the command depends on the number
of command component words. Depending on the number of component words
of the command, the neural network requires the minimal number of words of
the given command as its input signals.

4 Conclusions and Perspectives

The condition of the effectiveness of the presented system is to equip it with
mechanisms of command verification and correctness. In operations of the auto-
mated technological processes, many process states and various commands from
the operator to the technological device can be distinguished. A large number of
combined technological systems characterize the realization of that process. In
complex technological processes, if many parameters are controlled, the operator
is not able to analyze a sufficient number of signals and react by manual opera-
tions on control buttons. The aim of this research to develop an intelligent layer
of two-way voice communication is difficult, but the prognosis of the technology
development and its first use shows a significant efficiency in supervision and
production humanization.
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Abstract. In this paper, we present a new approach to align sentences in bilin-
gual parallel corpora based on the use of the linguistic information of the text 
pair in Gaussian mixture model (GMM) classifier. A feature parameter vector is 
extracted from the text pair under consideration. This vector contains text fea-
tures such as length, punctuation score, cognate score and a bilingual lexicon 
extracted from the parallel corpus under consideration. A set of manually pre-
pared training data has been assigned to train the Gaussian mixture model. An-
other set of data was used for testing. Using the Gaussian mixture model ap-
proach, we could achieve error reduction of 160% over length based approach 
when applied on English-Arabic parallel documents. In addition, the results of 
(GMM) outperform the results of the combined model which exploits length, 
punctuation, cognate and bilingual lexicon in a dynamic framework. 

1   Introduction 

Last few years, much work has been reported in sentence alignment using different 
techniques. Length-based approaches (length as a function of sentence characters [1] 
or sentence words [2] are based on the fact that longer sentences in one language tend 
to be translated into longer sentences in the other language, and that shorter sentences 
tend to be translated into shorter sentences. Cognate’s approaches were also proposed 
and combined with the length-based approach to improve the alignment accuracy [3]. 

In this paper we present non traditional approaches for sentence alignment prob-
lem. In sentence alignment problem, we may have:  

1-0 (One English sentence does not match any of the Arabic sentences), similarly, 
0-1, 1-1, 1-2, 2-1, 2-2, 1-3 and 3-1 are possible categories. There may be more catego-
ries in bitexts, however they are rare, hence we consider only the previous mentioned 
categories. As illustrated above, we have eight sentence alignment categories. Hence 
we can consider sentence alignment as a classification problem. This classification 
problem may be solved by using Gaussian mixture model classifier. 

2   English–Arabic Text Features 

There are many features that can be extracted from any text pair. The most important 
feature is text length, since Gale achieved good results using this feature. 
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The second text feature is punctuation symbols. We can classify punctuation 
matching into the following categories: A. 1-1 matching type, where one English 
punctuation mark matches one Arabic punctuation mark, similarly there are: B. 1-0 
and C. 0-1 matching types. The probability that a sequence of punctuation marks 

ii ApApApAP ......21= in a text of the Arabic language translates to a sequence of 

punctuation marks jj EpEpEpEP ......21=  in a text in the English language is P(APi, 

EPj). The system searches for the punctuation alignment that maximizes the probabil-
ity overall possible alignments given a pair of punctuation sequences corresponding to 
a pair of parallel sentences from:  

),|(maxarg ji
AL

EPAPALP  (1) 

Since “AL” is a punctuation alignment. Punctuation symbols for 1000 English – Ara-
bic sentence pairs were manually aligned to calculate each punctuation mark pair 
probability.  After specifying the punctuation alignment that maximizes the probabil-
ity overall possible alignments given a pair of punctuation sequences, the system 
calculates the punctuation compatibility factor for the text pair under consideration as:     

),max( nm

c=γ .Where  = the punctuation compatibility factor, c = the number of 

direct punctuation matches, n = the number of Arabic punctuation marks, m = the 
number of English punctuation marks. 

The third text pair feature is cognates. Many UN and scientific Arabic documents 
contain some English words and expressions. These words may be used as cognates. 
We define the cognate factor (cog) as the number of common items (translation pairs 
or cognate words) in the sentence pair divided by the average number of tokens exists 
in the sentence pair under consideration. 

3   The Proposed Sentence Alignment Model 

We have two modes of operations: 

1- Training mode where features are extracted from 7653 manually aligned English-
Arabic sentence pairs and used to train the Gaussian mixture model (GMM). 

2- Testing mode where features are extracted from the testing data and go through 
(GMM) to be aligned. 

We have used 18 input unites and 8 output unites for (GMM). Each input unit 
represents one input feature. The input feature vector X is as follows: 

X =[
L(S1e)

L(S1a)
 ,

L(S1e)

L(S2a)L(S1a)
 

+
,

L(Se2)L(S1e)

L(S1a)
 

+
,

L(S2e)L(S1e)

L(S2a)L(S1a)
 

+
+

,

L(S1e)

L(S3a)L(S2a)L(S1a)
 

++
,

L(S3e)L(S2e)L(S1e)

L(S1a)
 

++
, )1,1( eSaSγ , )1,2,1( eSaSaSγ ,

)2,1,1( eSeSaSγ , )2,1,2,1( eSeSaSaSγ , )1,3,2,1( eSaSaSaSγ , )3,2,1,1( eSeSeSaSγ ,

)1,1( eSaSCog , )1,2,1( eSaSaSCog , )2,1,1( eSeSaSCog , )2,1,2,1( eSeSaSaSCog ,

)1,3,2,1( eSaSaSaSCog , )3,2,1,1( eSeSeSaSCog ] 
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Where: 

)1( aSL = character length of the Arabic sentence number 1. 

)1,1( eSaSγ  = the punctuation compatibility factor when matching the first Arabic 

sentence with the first English sentence. 
)1,1( eSaSCog = the cognate factor when matching the first Arabic sentence with 

the first English sentence. The rest of the X  vector items are similarly defined. 
The outputs are 8 categories specified as follows: 
The output 01 →aS  means that the first Arabic sentence has no English match. 
Similarly, the rest of the output items are: 01 →eS , eSaS 11 → , 

eSaSaS 121 →+  , eSeSaS 211 +→  , eSeSaSaS 2121 +→+ , 
eSeSeSaS 3211 ++→  and eSaSaSaS 1321 →++ ( the first three Arabic 

sentences are matched with the first English sentence). 
The input pattern X  is propagated through (GMM) in the following ways: 

3.1   Gaussian Mixture Model 

The use of Gaussian Mixture models as a classification tool is motivated by the inter-
pretation that the Gaussian components represent some general output dependent 
features and the capability of Gaussian mixtures to model arbitrary densities [4]. The 
probability density function for a certain class (category) feature vector X is a 
weighted sum, or mixture, of k class-conditional Gaussian distributions. For a given 
class model cλ , the probability of observing X is given by: 

),,;(,)|( ,
1

=
=

kckcXNkcwcXp
K

k
μλ  (2) 

Where kcw , , kckc ,,,μ are the mixture weight, mean, and covariance matrix, respec-

tively, for the i-th component, which has a Gaussian distribution given by: 

)(1)(
2
1

||)2(

1
),;(

μτμ

π
μ

−−−−
=

XX
e

n
XN  (3) 

Where n is the dimension of X . We used as diagonal covariance matrices. Given 

a set of training vectors of a certain class, an initial set of means is estimated using the 
k-means clustering. The mixture weights, means, and covariances are then iteratively 
trained using the expectation maximization (EM) algorithm. 

Using this approach, we constructed class-dependent model for each category. Af-
ter that we used all models for sentence alignment task using maximum likelihood of 
each category as follows: 

For a given class-dependent reference models ( 8..,,.........2,1 λλλ ) and one feature 

vector sequence X = { nxxx ..,,........., 21 }, the minimum error Bays’ decision rule is: 

                      )|(81 Xlp max arg l λ≤≤ = )(
)(

)|(
81 lp

Xp

lXp
 max arg l λλ

≤≤                       (4) 
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Assuming equal prior probabilities for all categories, equation (4) will be: 

)|(81 lXp max arg l λ≤≤  (5) 

Using formula (5), a certain feature vector sequence X may be classified as one of 
the eight classes. 

4   English-Arabic Corpus 

We have used the technique mentioned in [5, 6] to construct the Arabic-English paral-
lel corpus. We have collected 191,623 English sentences and 183,542 Arabic sen-
tences. In order to avoid accumulation of error during sentence alignment procedures, 
we have specified some anchor points in the English and Arabic texts based on some 
words or symbols that are appeared at the beginning of some sentences and had to be 
reasonably frequent. 

5   Experimental Results 

5.1   Length Based Approach 

A dynamic programming framework was constructed to conduct experiments using 
the length based approach as a baseline experiment in order to compare the results 
with the proposed system. Table 1 illustrates the results using 1200 English–Arabic 
sentence pairs as a test set. 

Table 1. The results using length based, combined model and GMM approaches 

Category Frequency Length based 
% Error 

Combined model 
% Error 

GMM approach 
% Error 

1-1 1099 4.9% 3.0% 1.9% 
1-0, 0-1 2 100% 50.0% 50.0% 
1-2, 2-1 88 15.9% 6.8% 3.4% 

2-2 2 50% 50.0% 50% 
1-3, 3-1 9 66% 44.4% 33.3% 

Total 1200 6.4% 3.7 % 2.4% 

5.2   Combined Model Using Length, Punctuation and Cognate in a Dynamic 
Framework 

We employ sentence alignment, which maximizes the probability overall possible 
alignment, given a pair of parallel texts, according to the following equation: 

),|(maxarg EAALP
AL

 (6) 
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Since AL is the alignment, A and E are the Arabic and English texts. We can use a 
binomial distribution to approximate the value P(AL|A,E) as follows: 

         P(AL|A,E) = vvv rn
vv

r
vv

v

v
t

v
EpApPEpApP

r

n
matchPmatchP −

=
−∏ )),((1.(),().|(.)(

1
δ          (7) 

Since: t = the total number of sentences to be aligned, nv = the maximum number of 
punctuation marks plus cognates in either the English text or the Arabic text in the vth 
sentence to be aligned, rv = the number of compatible punctuation marks and cognates 
in ordered comparison; P(Apv,Epv) = the probability of the existence of a compatible 
punctuation mark and cognate in both languages; P(match) = the match type probabil-
ity of aligning English and Arabic text pair. Table 2 gives the possible values of 
P(match). )|( matchP δ is as in [1]. Table 1 shows the results using combined model. 

Table 2. The values of P(match) for each category 

Category Frequency P(match) 
1-1 915 0.915 
1-0, 0-1 1 0.001 
1-2, 2-1 75 0.075 
2-2 1 0.001 
1-3, 3-1 8 0.008 

5.3   Gaussian Mixture Model Approach 

The system is extracting features from the 7653 manually aligned English-Arabic 
sentence pairs and uses them to construct Gaussian mixture model for each category 
(we have 8 categories). Use the 1200 English–Arabic sentence pairs as a testing set. 
Use equation (5) to align the 1200 English–Arabic sentence pairs.  

Table 1 illustrates the results when we applied this approach on the 1200 English – 
Arabic sentence pairs. 

6   Conclusions and Future Work 

In this paper, we have investigated the use of Gaussian mixture model on sentence 
alignment task. We have applied our new approach on a sample of English – Arabic 
parallel corpus. Our approach results outperform the length base approach and the 
combined model results. The proposed approach has improved the total system per-
formance in terms of effectiveness. This approach decreased the total error to 2.4%. 
Our approach has been used the feature extraction criteria which gives researchers 
opportunity to use many varieties of these features based on the used language pair 
and the texts type (Hanzi characters in Japanese-Chinese texts may be used for in-
stance). In the future work, we will use the resulted corpus in MT and CLIR. 
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Abstract. We demonstrate that European Asian options with harmonic
averaging behave better than Asian options with arithmetic and geomet-
ric averaging procedures under some situation. Approximation methods
for the valuation of harmonic average options and numerical illustrations
are also given.

1 Introduction

Asian options are averaging options where the terminal payoffs depend on some
form of averaging of the price of the underlying asset over a part or the whole of
the life of the option. Under some situation where traders may be interested to
hedge against the average price of a commodity over a period rather than the end-
of-period price. Averaging options are particularly useful for business involved
in trading on thinly-traded commodities. The use of such financial instruments
may avoid the price manipulation near the end of the period. There are two main
classes of Asian options, namely, the average value options and the average strike
options with terminal payoff functions being max(A−X, 0) and max(ST −A, 0),
respectively, where ST is the asset price at expiry, X is the strike price, and A
denotes some form of average of the price of underlying asset. The value of
A depends on the path followed by the asset price. The common averaging
procedures are the discrete arithmetic averaging defined by

Aa =
1
n

n∑
i=1

S(ti)

and the discrete geometric averaging defined by

Ag = [
n∏

i=1

S(ti)]
1
n

Here, S(ti) is the asset price at discrete time ti, i = 1, 2, . . . n, in the limit n→∞,
the discrete sampled averages become the continuous sampled averages.

Under Black-Scholes framework, the general partial differential equation for-
mulations and approximation methods for the valuations of arithmetic and ge-
ometric Asian options have been discussed. The comprehensive summaries can

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 754–765, 2006.
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be found in [6]. Recently, many studies go beyond the traditional Black-Scholes
framework by generalizing underlying price dynamics to Lévy Processes such as
[1],[4],[10]. In general no explicit analytical expression is available. One can use
Monte Carlo simulation techniques to obtain numerical estimates of the prices[7].

In this paper, we shall consider evaluation of the Asian option with harmonic
averaging (Actually, we only need consider the average value call options). It’s
price is according to a risk-neutral measure Q given by

AH0 = e−rTEQ[(
n

n∑
i=1

1
Si

−K)+]. (1)

Where EQ[.] denotes the expectation under Q, r is riskless interest rate, T is the
expiration date and Si is the asset price at time ti, 0 ≤ ti ≤ T, i = 0, . . . n. AH0

is based on the harmonic averaging procedure Ah = n
n∑

i=1

1
Si

. Few literatures study

this kind of Asian options. One reason of being not widely employed at present
is that harmonic average usually is regarded as the transfiguration of arithmetic
average; the other reason is the computation of harmonic average is very com-
plex and intractable. But under some situation, harmonic averaging procedure
actually behaves better than arithmetic and geometric averaging procedures. We
will present this idea in Section 2.

The main difficulty in evaluating (1) is to determine the distribution of Ah.
We will discuss a technique of approximation of the distribution, which was
first developed for the arithmetic Asian options in Black-Scholes model [9] and
later on adapted to arithmetic Asian options in Lévy setting [1]. We amend this
approximation approach and apply it to harmonic Asian options in Black-Scholes
model and NIG Lévy asset price model.

The organization of this article is as follows.
In Section2, we compare the Asian options with three kinds of averaging

procedures and analyze the advantage of harmonic average options. Monte Carlo
simulation is adopted.

In Section3, approximation method is introduced. Numerical illustrations of
the accuracy of the approximations are given in Black-Scholes model and NIG
Lévy asset price model.

Finally, we present our conclusion in Section4.

2 The Advantage of Harmonic Asian Options

2.1 Black-Scholes Model

Assume that asset price dynamics to be given by

dSt

St
= μdt + σdZt

Where Zt is the standard Wiener process, μ and σ are the expected rate of
return and volatility of the asset price, respectively.
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2.2 NIG(Normal Inverse Gaussian) Lévy Asset Price Model

Let now St for t ≥ 0 denote the following dynamics for the stock price process

dSt = St−(dZt + e�Zt − 1−#Zt). (2)

where (Zt)t≥0 denotes the NIG Lévy motion on some filtered probability space
(Ω,F , (Ft)t≥0, P ), Zt− the left hand limit of the path at time t and #Zt =
Zt − Zt− the jump at time t. Then, the solution of the stochastic differential
equation (2) is given by

St = S0 exp(Zt)

and it follows that the log-returns ln(St/St−1) are indeed NIG-distributed. The
density of the NIG(α, β, δ, μ) distribution is defined by

fNIG(α,β,δ,μ)(x) =
αδ

π
exp(δ

√
α2 − β2 + β(x − μ))

K1(α
√

δ2 + (x− μ)2)√
δ2 + (x− μ)2

. (3)

with 0 ≤ |β| ≤ α, δ ≥ 0, μ ∈ R. Here K1(x) denotes the modified Bessel function
of the third kind of order 1. The moment generating function of (3) is given by

MNIG(u) = exp(δ(
√

α2 − β2 −
√

α2 − (β + u)2) + μu). (4)

2.3 Asian Options with Three Kinds of Averaging Procedures

In Figure 1, we simulate a sample path in Black-Scholes framework with the
corresponding parameters taking values to be σ = 0.1 and r = 0.1. Then we give
the barcharts of average option prices with three kinds of averaging procedures
by generating 1 thousand sample paths in Figure 2.

In Figure 3, we simulate a sample path in Black-Scholes framework with the
corresponding parameters taking values to be σ = 0.3 and r = 0.1. Then we give
the barcharts of average option prices with three kinds of averaging procedures
by generating 1 thousand sample paths in Figure 4.

In Figure 5, we simulate a sample path in NIG Lévy asset price model with
the corresponding parameters taking values to be α = 81.6, β = −3.69, μ =
−0.000123 and δ = 0.0103. Then we give the barcharts of average option prices
with three kinds of averaging procedures by generating 1 thousand sample paths
in Figure 6.

In Figure 7, we simulate a sample path in NIG Lévy asset price model with
the corresponding parameters taking values to be α = 81.6, β = −3.69, μ =
−0.000123 and δ = 0.0001. Then we give the barcharts of average option prices
with three kinds of averaging procedures by generating 1 thousand sample paths
in Figure 8.

In Figures, AA,AG,AH denote the Asian option prices with arithmetic av-
eraging, geometric averaging and harmonic averaging procedures, respectively.
We can see when the stock prices fluctuate stably as in Figure 1 and Figure 5
the barcharts of option prices with three kinds of averaging procedures have
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Fig. 1. A sample path of the stock in Black-Scholes model(r = 0.1, σ = 0.1)
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Fig. 2. Barcharts of simulated option prices with different averaging procedures in
Black-Scholes model(r = 0.1, σ = 0.1)
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Fig. 3. A sample path of the stock in Black-Scholes model(r = 0.1, σ = 0.3)
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Fig. 4. Barcharts of simulated option prices with different averaging procedures in
Black-Scholes model(r = 0.1, σ = 0.3)
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Fig. 5. A sample path of stock in NIG asset price model (α = 81.6, β = −3.69,
μ = −0.000123, δ = 0.0103)
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Fig. 6. Barcharts of simulated option prices with different averaging procedures in NIG
asset price model( α = 81.6, β = −3.69, μ = −0.000123, δ = 0.0103)
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Fig. 7. A sample path of stock in NIG asset price model (α = 81.6, β = −3.69,
μ = −0.000123, δ = 0.0001)
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Fig. 8. Barcharts of simulated option prices with different averaging procedures in NIG
asset price model (α = 81.6, β = −3.69, μ = −0.000123, δ = 0.0001)
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little difference as in Figure 2 and Figure 6; when the stock prices fluctuate
remarkably as in Figure 3 and Figure 7, the simulated harmonic averaging
prices behave more stable than arithmetic and geometric averaging prices as in
Figure 4 and Figure 8. In other words, the harmonic averaging reduces the vari-
ance of estimate. The reason is that harmonic averaging eliminates the influence
of the stock prices which are not coordinate. So the harmonic averaging can
reflect the convergence trend of data and is more suitable for the stock with
remarkable fluctuation.

3 Approximations for Discrete Harmonic Asian Options

3.1 Approximations in Black-Scholes Model

The price of harmonic Asian option is according to risk-neutral measure Q given
by (1). For notational simplicity we will assume t0 = 0 and n = T i.e the
averaging starts at time t = 1 and we determine the price at time t = 0. The
probability distribution of Ah has no available explicit representation. The best
approach for deriving approximate analytic price formulas is to approximate
the distribution of Ah by an approximate lognormal distribution through the
method of generalized Edge Worth Series expansion. Recall that the cumulants
of a random variable X with distribution function F are defined by

χi(F ) = [
∂i lnE[etX ]

∂ti
]t=0, i = 1, 2, . . .

and can also be expressed in terms of moments. For the first four cumulants we
have

χ1(F ) = E[X ]

χ2(F ) = E[(X − E[X ])2]

χ3(F ) = E[(X − E[X ])3]

χ4(F ) = E[(X − E[X ])4]− 3χ2
2(F )

In the sequel we will make use of the following classical result:

Lemma 1. (Jarrow and Rudd[5])Let F and G be two continuous distribution
functions with G ∈ ε5 and χ1(F ) = χ1(G), and assume that the first five mo-
ments of both distributions exsist. f(x) and g(x) are the density functions of F
and G respectively. Then we can expand the density f(x) in terms of the density
g(x) as follows

f(x) = g(x) +
χ2(F )− χ2(G)

2
∂2g

∂x2
(x)− χ3(F )− χ3(G)

3!
∂3g

∂x3
(x)+

χ4(F )− χ4(G) + 3(χ2(F )− χ2(G))2

4!
∂4g

∂x4
(x) + ε(x)

where ε(x) is a residual error term.
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We will now approximate the distribution function of n
n∑

i=1

1
S(ti)

(which we denote

by F ) by a lognormal distribution G. The density of the lognormal distribution
is given by

g(x) = fLN(x) =
1

σ
√

2πx
exp(− (lnx− μ)2

2σ2
)χ0,∞(x)

Let us define
Ri =

Si

Si−1
, i = 1, . . . , n

and
1
Ln

= 1

1
Li−1

= 1 +
1

RiLi
, i = n, , n− 1 . . . , 2

Then we have
n∑

k=1

1
Sk

=
1
S0

(
1
R1

+
1
R1

1
R2

+ . . . +
1
R1

1
R2

. . .
1
Rn

) =
1

S0R1L1

Since we can rewrite equation (1) to

AH0 = nS0e
−rTEQ[(L1R1 − K

nS0
)+]

it remains to determine EQ[(L1R1)m] for m = 1, 2, 3, 4. Because of the in-
dependent increments property of a Lévy process, we have EQ[(L1R1)m] =
EQ[Lm

1 ]EQ[Rm
1 ] and

EQ[
1

Lm
i−1

] = EQ[(1 +
1

RiLi
)m] =

m∑
k=0

(
m
k

)
EQ[

1
Lk

i

]EQ[
1
Rk

i

]. (5)

In order to apply recursion (5), we need to determine the moments EQ[R−k
i ].

Lemma 2. For all k ∈ Z we have

EQ[Rk
i ] = exp{k

2σ2

2
+ k(r − σ2

2
)}. (6)

The moments EQ[L−m
1 ](m = 1, 2, 3, 4) can now be calculated recursively using

(5), (6) and the fact that EQ[L−k
n ] = 1 for all k ∈ {0, . . . ,m}. In order to

determine the moments EQ[Lm
1 ] we approximate the distribution of L−1

1 by
lognormal distribution. From the numerical illustrations we can see it is a good
approximate. The parameters of the approximating lognormal distribution for
L−1

1 are chosen in such a way:

EQ[L−m
1 ] = e

σ2−m2

2 +μ−m,m = 1, 2
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Where σ2
− and μ− denote the variance and mean of the approximating lognor-

mal distribution for L−1
1 . After we get the values of σ2

− and μ− , the moments
EQ[Lm

1 ],m = 1, 2, 3, 4 and subsequently the cumulants χi(F ) can now be cal-
culated. The parameters of the approximating lognormal distribution for F are
chosen(a so-called Wilkinson approximation):

μ̃ = 2 ln(χ1(F ))− 1
2

ln(χ2
1(F ) + χ2(F ))

σ̃2 = ln(χ2
1(F ) + χ2(F ))− 2 ln(χ1(F ))

In this way we have derived a lognormal approximation pricing formula for a
harmonic average option , which we call the Turnbull-Wakeman price AHTW

0 at
time t = 0.

Proposition 1. The price at time 0 of a European-style harmonic average op-
tion with maturity T and strike price K is

AHTW
0 = e−rTnS0(eμ̃+ σ̃2

2 Φ(
μ̃ + σ̃2 − ln( K

nS0
)

σ̃
)− K

n
Φ(

μ̃− ln( K
nS0

)
σ̃

))

−e−rTnS0(
χ3(F )− χ3(G)

3!
∂g( K

nS0
)

∂x
+

χ4(F )− χ4(G)
4!

∂2g( K
nS0

)
∂x2

). (7)

Where Φ denotes the standard normal distribution function.

If only the first two cumulants are considered, we call the corresponding approci-
mation the Lévy price AHL

0 given by

AHL
0 = e−rTnS0(eμ̃+ σ̃2

2 Φ(
μ̃ + σ̃2 − ln( K

nS0
)

σ̃
)− K

n
Φ(

μ̃− ln( K
nS0

)

σ̃
)). (8)

3.2 Approximations in NIG Lévy Price Model

The approximation approach is same with the case in Black-Scholes model except
the values of the moments of Ri.

Lemma 3. For all k ∈ Z we have

Eθ[Rk
i ] = exp(δ(

√
α2 − (β + θ)2 −

√
α2 − (β + θ + k)2 + kμ). (9)

Where θ is the (unique) solution of

r = μ + δ(
√

α2 − (β + θ)2 −
√

α2 − (β + θ + 1)2). (10)

Eθ[.] denotes the expectation under equivalent probability measure P θ defined
through
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dP θ = exp{θZt − t log(MNIG(θ))}dP
Under P θ the discounted stock price process (e−rtSt)t≥0 is a P θ-martingale.

3.3 Numerical Illustrations

We now give some numerical illustrations of the accuracy of the approximations.
We assume S0 = 1 in black-Scholes model.

Table 1. Approximations and Monte Carlo simulated option prices in Black-Scholes
model

T σ r K AHT W
0 AHL

0 AHMC
0 AAMC

0 AGMC
0

10 0.03 0.06 0.5 0.476652 0.476652 0.478 0.501183 0.488546
0.6 0.421771 0.4721771 0.42093 0.44666 0.435854
0.7 0.36689 0.36689 0.367246 0.388192 0.380814
0.8 0.321009 0.321009 0.311147 0.332817 0.32444
0.9 0.257128 0.257128 0.256482 0.281612 0.270179
1.0 0.202247 0.202247 0.205934 0.224207 0.21403
1.1 0.147363 0.147366 0.148556 0.168945 0.160167
1.2 0.0924995 0.0925961 0.0943131 0.114575 0.102128

0.1 0.5 0.42741 0.42741 0.426791 0.479315 0.453353
0.6 0.390622 0.390622 0.390486 0.44343 0.414235
0.7 0.353834 0.353834 0.354285 0.406382 0.378317
0.8 0.317046 0.317046 0.315922 0.369834 0.342639
0.9 0.280258 0.280258 0.280993 0.330588 0.307457
1.0 0.24347 0.24347 0.243948 0.296017 0.266986
1.1 0.206682 0.206682 0.205448 0.260073 0.231946
1.2 0.169894 0.169894 0.169227 0.224403 0.196551

0.1 0.1 0.5 0.418778 0.418778 0.417505 0.483967 0.449209
0.6 0.38199 0.38199 0.380172 0.443089 0.416442
0.7 0.34521 0.345202 0.353508 0.407292 0.372287
0.8 0.308506 0.308415 0.307996 0.369344 0.340416
0.9 0.272077 0.271634 0.261247 0.327221 0.311506
1.0 0.236029 0.234909 0.22962 0.301581 0.266947
1.1 0.20003 0.198441 0.196735 0.252667 0.233209
1.2 0.16388 0.16388 0.163187 0.229049 0.196173

In Table1, we compare the approximation techniques for the harmonic average
options with Monte Carlo simulated prices AHMC in Black-Scholes model. The
arithmetic average option prices AAMC

0 and geometric average option prices
AGMC

0 are also given. We can see from the results the accuracy of approximations
is satisfied and the harmonic average option prices are smaller than arithmetic
and geometric average option prices.

In Tables 2-4, we give the average relative percentage error (ARPE) of AHTW
0

and AHL
0 with respect to AHMC

0 . The results show ARPE increases with σ.
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Table 2. The ARPE in Black-Scholes model(T = 20, σ = 0.03, r = 0.06)

T σ r K AHT W
0 AHL

0 AHMC
0 ARPE(AHT W

0 ) ARPE(AHL
0 )

20 0.03 0.06 0.5 0.380948 0.380948 0.380198
0.6 0.350829 0.350829 0.350528
0.7 0.320709 0.320709 0.321366
0.8 0.29059 0.29059 0.29176
0.9 0.26047 0.26047 0.259527
1.0 0.230351 0.230351 0.231038
1.2 0.170113 0.170112 0.17095 0.292% 0.2913%

Table 3. The ARPE in Black-Scholes model(T = 20, σ = 0.1, r = 0.06)

T σ r K AHT W
0 AHL

0 AHMC
0 ARPE(AHT W

0 ) ARPE(AHL
0 )

20 0.1 0.06 0.5 0.366836 0.366836 0.359127
0.6 0.336717 0.336717 0.337602
0.7 0.306599 0.306599 0.301936
0.8 0.276495 0.276495 0.272125
0.9 0.246455 0.246455 0.240383
1.0 0.216629 0.216626 0.217068
1.1 0.187325 0.187323 0.185187
1.2 0.159031 0.159031 0.161754 1.39% 1.39%

Table 4. The ARPE in Black-Scholes model(T = 20, σ = 0.1, r = 0.1)

T σ r K AHT W
0 AHL

0 AHMC
0 ARPE(AHT W

0 ) ARPE(AHL
0 )

20 0.1 0.1 0.5 0.25243 0.25243 0.251441
0.6 0.238896 0.238896 0.243987
0.7 0.225362 0.225362 0.230608
0.8 0.211828 0.211829 0.210502
0.9 0.198289 0.198295 0.19816
1.0 0.184738 0.184762 0.179673
1.1 0.171169 0.171231 0.171989
1.2 0.15759 0.157708 0.160738 1.125% 1.114%

In Tables 5,6 we compare the approximation techniques for the harmonic
average options with Monte Carlo simulated prices AHMC in NIG Lévy asset
price model.

From the calculate results we can see the approximate calculate approach
developed in our paper do better in Black-Scholes framework than NIG Lévy
asset price model.
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Table 5. Approximations in NIG Lévy price model ( α = 99.4, β = −1.76, δ = 0.1, μ =
0.0459)

T r S0 K AHT W
0 AHL

0 AHMC
0

20 0.05 45 40 11.7715 11.7708 10.7
41 11.4042 11.4029 10.375
42 11.0372 11.0351 10.0199
43 10.6706 10.6672 9.20368
44 10.3047 10.2994 9.44471
45 9.9395 9.93173 9.148
46 9.57525 9.56413 8.587
47 9.21209 9.19672 8.1718
48 8.85072 8.8296 7.75
49 8.48962 8.46292 7.522
50 8.13051 8.09688 7.299

Table 6. Approximations in NIG Lévy price model ( α = 99.4, β = −1.76, δ = 0.5, μ =
0.035)

T r S0 K AHT W
0 AHL

0 AHMC
0

20 0.05 80 50 28.6047 28.6047 28.6099
60 24.9259 24.9259 23.8567
70 21.2471 21.2475 19.5818
80 17.5732 17.5744 16.4731
90 13.9385 13.9402 12.7901
100 10.454 10.4545 8.56315
110 7.31896 7.3174 6.64592
120 4.74428 4.74194 3.81282

4 Conclusion

The Asian option pricing with discrete harmonic averaging is discussed in this
paper. Monte Carlo simulated prices show the difference during the three aver-
aging procedures. The difference indicates that the harmonic averaging is more
suitable for the stock with remarkable fluctuation. We give an approximation
approach of the harmonic averaging and approximation is used twice in our ap-
proach. Finally, numerical illustrations are given, the numerical results show the
approximation method behaves poor in NIG Lévy asset price model. So better
approximation method should be sought for in the further study.
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Abstract. The problem of research cost estimation is a typical multi-factors es-
timation issue, which has not been solved satisfactorily. A method integrating
rough sets theory and artificial neural network is presented to estimate cost. In
term of the important degree of input influencing factor to output, rough set ap-
proach and the conception of information entropy are employed to reduce the
parameters of the input parameter set with no changing classification quality of
samples. Thus, the number of the input variables and neurons is gotten, and the
cost estimation model based on rough set and BP artificial network is set by learn-
ing from the original data of typical samples. At last, its application to the cost
estimation of missile system is given. It was shown that the approach can reduce
the training time, improve the learning efficiency, enhance the predication accu-
racy, and be feasible and effective.

1 Introduction

The estimation of Materiel research cost can provide reliable guidance for the verifi-
cation, research and production in acquisition, and also for cutting the defense budget.
The factors affecting the research cost are numerous, such as various weapon character-
istics, and the relation among factors is complex. It is a typical problem of multi-factors
estimation, which has not been solved satisfactorily. There are many classic methods of
cost estimation, for instance, parameter method, analogy method, engineering method
and so on. But the estimation result is not satisfied because of their disadvantages [1].

Many researches have been done recently on the theory and method of multi-factors
estimation. Several methods of multi-factors estimation have been present, for example,
time serial analysis methods, regression analysis methods and other approach based
on fuzzy mathematics, grey theory or artificial neural networks(ANNs) [2]. Among
these methods, ANNs behave excellently on function approximation, leaning , self-
organizing and self-adapting. But ANN has two obvious shortcomings when applied to
a large number of data [3,4]. The first is that ANN requires a long time to train the huge
amount of data of large data-bases. The second is that ANN lacks explanation facilities
for their knowledge.

Rough set theory, proposed by Z.Pawlak in 1982, is a mathematic tool to describe
and process uncertainty and incompleteness effectively [5]. Rough set (RS) can reduce

The research was supported by the Doctorate Foundation of the Engineering College, Air Force
Engineering University(BC0504).

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 766–771, 2006.
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the dimension of input data space by mining the relation among data and eliminating
redundant data. However, Rough set method is worse at generalization and is sensitive
to noise. The result will be bad when applying test data contained noise on the RS model
obtained from training data without noise [6]. Fortunately, ANNs has preferable noise
suppressant and good generalization ability. The combination of rough sets and neural
networks is a natural choice because of their complementary features.

Therefore, a method of integrating RS theory and ANN (RSANN) is presented to
solve the problem of multi-factors estimation in the paper. Basic concepts of rough set
theory and some relevant techniques are briefly introduced in Section 2.1. The con-
struction of RSANN model is described and the algorithms to reduce the parameters
are proposed in Section 2.2. An application of the proposed model to materiel research
cost estimation is presented in Section 3, and finally concluding remarks are given in
Section 4.

2 RSANN Cost Estimation Model

2.1 Basic Concepts of Rough Sets and ANN

An information system is a 4-tuple S U A V f , where U is a finite set of objects,
called the universe, A is a finite set of attributes, V Ua A, Va is a domain of attribute
a, and f : U A V is called an information function such that f (x a) Va, for

a A x U.
In the classification problems, an information system is also seen as a decision table

assuming that A C D and C D , where C is a set of condition attributes and
D is a set of decision attributes. Let S U A V f be an information system: every
P A generates a indiscernibility relation IND(P) on U, which is defined as follows:

IND(P) (x y) U U : f (x a) f (y a) a P (1)

Let P A, X U. The P-lower approximation of X (denoted by PX) and the P-upper
approximation of X (denoted by PX) are defined in the following expressions:

P(X) Y U P : Y X (2)

P(X) Y U P : Y X (3)

PX is the set of all objects from U which can be certainly classified as elements of X
employing the set of attributes P. PX is the set of objects of U which can possibly be
elements of X using the set of attributes P. Decision rules derived from a decision table
can be used for recommendations concerning new objects.

ANN models the structure of neurons in the human brain, with the network consist-
ing of processing units arranged in layers. The ANN learns by adjusting the values of
these weights through a back propagation algorithm that permits error corrections to be
fed through the layers. ANN are renowned for their ability to learn and generalize from
example data, even when the data is noisy and incomplete. This ability has led to an
investigation into the application of ANNs to automated knowledge acquisition. They
also help to discern patterns among input data, require few assumptions, and achieve a
high degree of prediction accuracy.



768 Y. Jiang et al.

2.2 The Construction of RSANN Model

Rough Set decision models must be built firstly in order to reduct the input parameters
of RSANN. The character parameters impacting on outputs, x1 x2 xn, are treated
as condition attributes. So the set of condition attribute is C x1 x2 xn . The
output parameter y is treated as the decision attribute, and the set of decision attribute
is D y . Every historic input and output data of the system composes an object
ui xi1 xi2 xin ; yi . The university is U ui i 1 2 m . Thus, the decision
data model S U C D is obtained.

The combination of rough sets and neural networks is very natural for their comple-
mentary features. For example, in [3], a rule set and a neural network are obtained by
the data from the same database. In the prediction phase, a new object is first predicted
by the rule set, if it does not match any of the rules, it is fed into the neural network to
get its result. In [7] Rough set method was also applied to generating rules from trained
neural networks. There are also other approaches to integrate rough set and neural net-
works [8,9].

In this paper, rough set theory is only used to selected input parameters. Let RS be a
preset system and ANN be a postposition system. The multi-factors estimation model
is set by learning from the original data of reducted parameters. The cost estimation
can be made by putting new data into the neural networks trained. The flow chart of
RSANN model is shown in Fig.1.

Fig. 1. The flow diagram of RSANN model

Parameter Reduct. For simplification, the discretized decision data model is also
S U C D . The signification of attributes is defined by information entropy.
Parameters are reducted by the importance of attributes.

Let A C, the probability distribution of algebra composed by subsets on U A is

P(X)
card(X)
card(U)

X U A (4)

where card(X) is the potential of X. card(X) denotes the number of entries in X when
X is a finite set. Let

H(A)
X U A

P(X)ln(P(X)) (5)

where H(A) is the information entropy of the condition attribute set A. Let

H(D A)
X U A

P(X)
Y U D

P(Y X)ln(P(Y X)) (6)
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P(Y X)
card(Y X)

card(X)
(7)

where H(D A) is the condition information entropy of decision attributes D correspond-
ing to condition attribute subset A. The parameter H(D A) provide a reasonable mea-
surement of information dependency of decision attributes D corresponding to condi-
tion attribute subset A. The dependency is stronger when H(D A) is bigger, otherwise
weaker. Let C j C x j j 1 2 n, and

(x j C D) H(D C j) H(D C) j 1 2 n (8)

If (x j C D) is greater, the effect of output y impacted by the input parameter x j (con-
dition attribute) is stronger. So the parameter is more importance. If (x j C D) 0, the
parameter x j is redundant and should be deleted from the set C. Then the input parame-
ter set C is reducted to C j. The importance of input parameters is computed continually
until the importance of all parameters is greater than 0. So the reducted parameter set
C is obtained. We can supposed C x1 x2 xN , where N is the count of reducted
parameters.

The Model of Artificial Neural Network. Here we use BP artificial neural network.
The typical structure of BP ANN is three layers feed-forward ANN, containing input
layer, hidden layer and output layer. In input layer the number of neurons is equal to
the count of reducted parameters set C . The decision attribute is treated as the output
of BP model. The fundamental function of output neurons is logic sigmoid function,
f (u) (1 e u) 1. Thus, the multi-factors estimation model based on rough set and
ANN is set by learning from the original data of reducted parameters.

3 The Cost Estimation of Equipments Research

Here the RSANN model is applied to the research cost estimation of surface-to-air mis-
siles. The main factors affecting the research cost of missile systems are launch weight
G0(kg), missile length L(m), wingspan E(m), maximum flight speed Mmax(m s), top
launch height Hmax(km), maximum diameter dmax(m), warhead weight Gz(kg) and max-
imum rang of missile Rmax(lm) [10]. The data of eight missiles are treated as training
samples, as shown in Table1(the data have been processed and converted to the same
finance year and the unit of cost is hundred million).

Firstly, we build the decision data model on the base of Table 1 using threshold
method. A threshold is set for each attribute and the value of attribute is converted to 1
if it is greater than the threshold, otherwise 0. So the model is characted and a decision
table is obtained, as shown in Table 2.

The importance of input parameters corresponding to research cost can be calcu-
lated using equation (6). We can get that the importances of G0, L, dmax, t Gz and Rmax

is 0 corresponding to research cost. So they are redundant and will be delete from pa-
rameters set. The three selected parameters are E, Mmax and Hmax and they are input
to artificial neural network. The ANN model take three layers, with transform function
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Table 1. The data of eight missiles and their costs

MISSILE G0 L E Mmax Hmax dmax Gz Rmax Cost
Roland 63.5 2.4 0.5 1.6 5.5 0.16 5.9 9.3 3.2

MIM-72F 86.2 2.9 0.64 2.5 2.5 0.12 4.5 5 3.7
AIM-9 78 2.94 0.55 2.3 3 0.16 4 14.5 4.5

AIM-9X 87 2.94 0.54 2.2 4 0.16 14 10 5
MIM–23 630 5.03 1.2 2.5 11 0.36 50 25 7.2
MIM-23B 625 5.03 1.2 2.5 18 0.36 50 40 8.9

SM-2 1360 8.23 1.58 3 24 0.34 61.2 127.9 18
PAC-2 1000 5.3 0.80 6 24 0.41 100 70 18.7

Table 2. Two-dimensional information table

U
C

D
G0 L E Mmax Hmax dmax Gz Rmax

1 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 1
5 1 1 1 0 0 1 1 1 1
6 1 1 1 0 1 1 1 1 1
7 1 1 1 1 1 1 1 1 1
8 1 1 0 1 1 1 1 1 1

transig, transig and purelin. The training function is trainlm and the number of neurons
in hidden layer is 6. The initial rate of learning is 0.06. The momentum constant is set
as 0.9 and the goal training error is set as 0.001. When achieving precision request, the
test samples are input to test. Here, the average error square is 0.00055519 at the end of
network iteration and the error curve is shown as Fig.2.

 

Fig. 2. The error curve
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The new data of PAC-1 missile is treated as test data and put into the ANN model
trained above. The parameters are E 0 87, Mmax 6 and Hmax 24. The real research
cost is 19.3 hundred million dollars. The estimation result is 18.6998 hundred million
and the relative error is 2.61%. However, the result of regression analysis methods is
17.8 hundred million [10] and the result of pure BP network is 18.2 hundred million.
The relative errors are 7.2% and 5.7% respectively. It was shown that the approach can
enhance the predication accuracy, and is feasible and effective.

4 Conclusion

Our main contribution is the combination of rough set and artificial neural network to
solve the problem of multi-factors estimation. Based on the capability of data analysis
and process of Rough Set theory, the input parameters set can be reducted and then the
structure of ANN is simplified. The reduct method is based on the concept of infor-
mation entropy and the importance of input parameters corresponding to output. The
RSANN model can reduce the training time, improve the learning efficiency and en-
hance the predication accuracy. The application of RSANN model to cost estimation of
missile research demonstrates its usefulness and effectiveness. It can also be extended
to solve other estimation issues.
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Abstract. An adaptive neuro-fuzzy based method for analyzing odour
generation factors to the perception of livestock farm odour was pro-
posed. In this approach, the parameters associated with a given mem-
bership function could be tuned so as to tailor the membership functions
to the input/output data in order to account for these types of variations
in the data values. A multi-factor livestock farm odour model was devel-
oped, and both numeric factors and linguistic factors were considered.
The proposed method was tested with a livestock farm odour database.
The results demonstrated the effectiveness of the proposed approach in
comparison to a typical neural network.

1 Introduction

In the livestock industry, measure and control offensive odours from livestock
production facilities are important as the requirement of environmental condi-
tions. Prediction of odour intensity is difficult due to the complexity of livestock
farm odour and a limited understanding of the odour itself. [1]. Various factors
influence the perception of the odour, such as environment conditions, type of
facilities, and farm management practises. However, how and by how much a
generation factor would influence livestock farm odour still remain unclear. As
a result of a poor understanding of the odour problem, existing odour control
technologies are not efficient.

Livestock odour system is a complex, highly non-linear system. Therefore con-
ventional statistical methods is not suitable for analyzing livestock farm odour.
Artificial neural networks (ANNs) have been commonly used to predict odour
intensity, for their generalization abilities [2], but ANNs are not capable of incor-
porating non-numeric or subjective human expert knowledge. Fuzzy logic based
methods can incorporate human experience and expert knowledge, however they
do not have learning ability, so that it is difficult to analyze complex systems
without prior knowledge on the system being analyzed.

To overcome the limitations of both neural and fuzzy systems, in this paper, an
Adaptive Network-based Fuzzy Inference System (ANFIS) approach is proposed
to predict livestock farm odour intensity. Various comparative studies are also
presented in this paper.

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 772–777, 2006.
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2 Methods

2.1 Adaptive Network-Based Fuzzy Inference System (ANFIS)

In common fuzzy logic systems, membership functions are arbitrarily chosen, and
only membership functions that have been fixed are considered. Also, fuzzy in-
ference is applied only to modelling systems whose rule structure is essentially
predetermined by the user’s interpretation of the characteristics of the variables
in the model. However, in practice, these approaches may cause errors due to limit
knowledge about the system, and incorrect selection of membership parameters.

The proposed ANFIS approach incorporated neuro-adaptive learning tech-
niques into Fuzzy Logics. Instead of arbitrarily choosing the parameters of a
given membership function, the parameters could be selected so as to tailor the
membership functions to the input/output data in order to account for these
types of variations in the data values.

ANFIS represents a Sugeno-type fuzzy system [3][4], where the fuzzy rules
take the following form:

Rp: If x1 is Ap
1 and x2 is Ap

2... and xn is Ap
n Then op = ap

0 + ap
1x1 + ... + ap

nxn

(1)
where xi is i-th input linguistic variable in the antecedent part of p-th rule with
i = 1,...,n and Ap

i is the linguistic label associated with it in that rule. Ap
i has

its associated fuzzy membership function. op is the consequent output of the
p-th rule and ap

i is the Sugeno parameters. The structure of ANFIS consists of
a five-layer feedforward network.

Layer 1: Fuzzification layer. In this layer, the crisp inputs x1 and x2 are fuzzified
through mapping into membership functions Ai and Bi of the linguistic variables.
The membership functions can be any appropriate parameterized functions. In
this paper, all the membership functions are bell functions as

μA(x) =
1

1 +
∣∣∣x−ci

ai

∣∣∣2bi
, (2)

where ai, bi and ci are the parameters.

Layer 2: Rule operation layer. In this layer, each rule node performs a connective
operations within the rule antecedent.

Layer 3: Normalization layer. In this layer, the firing strength of the fuzzy rules
are normalized. The ratio of the i-th rule’s firing strength to the sum of all rules’
firing strength is calculated based on

Oi = w̄i =
wi∑
i

wi
. (3)

Layer 4: Consequent layer. In this layer, the values of the consequent are mul-
tiplied by normalized firing strengths according to

Oi = w̄izi. (4)
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Layer 5: Aggregation layer. The overall output of this layer as the aggregation
of the incoming signals is computed by:

O =
∑

i

w̄izi =

∑
i

wizi

wi
. (5)

2.2 Data Sets

The proposed ANFIS approach was tested by a livestock database. Data were
collected in the fields downwind from fourteen poultry, dairy and swine facilities
in 2004. Outdoor temperature, wind speed, distance to the odour source, and
odour Dilution-to-Threshold (D/T) intensity levels were recorded at each site.
The detailed measuring procedure is described in paper [5]. There were a total
of 264 samples in the data available for the development and testing of models.
Approximately 20% of its data points were randomly selected for testing and
the remaining 80% were used for training the neural network models.

2.3 Livestock Farm Models

ANFIS1 To estimate the odour intensity, a ANFIS model (ANFIS1) was de-
signed. The model has 3 inputs: temperature, wind speed, and distance to the
odour source. All the inputs are numeric data that have to be fuzzified in the
fuzzification layer. The output is the odour intensity. The model was trained by
a back-propagation (BP) algorithm.

ANFIS2 In order to test the ability of of the proposed approach of incor-
porating linguistic information, a ANFIS model (ANFIS2) was developed. The
model has 3 inputs: temperature, type of facilities, and distance to the odour
source. The type of facilities can generally represent such measures as type of
animals, farm activity, odour emission rates, and other physical measures that
may influence odour intensity. The output is the odour intensity. The model was
trained by a BP algorithm.

NN In order to analyze the effectiveness of the proposed approach, a feedfor-
ward neural network model (NN) was designed with an input layer, one hidden
layer, and an output layer.The model has 3 input neurons, where the inputs are
temperature, wind speed, and distance to the odour source. The output is the
odour intensity. The neural network was trained by a typical BP algorithm, and
the results were compared with the results from ANFIS1 and ANFIS2.

3 Results and Analysis

3.1 Performance of NN

The performances of models were evaluated based on the accuracy of the pre-
dicted odour intensities. The predicted odour intensities using NN and perceived
odour intensities by human assessors is shown in Figure 1. The correlation
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Fig. 1. Comparison of predicted odour intensities using NN with perceived odour in-
tensities by human assessors
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Fig. 2. Comparison of initial membership functions before the learning with final mem-
bership functions after learning using ANFIS1

coefficient of the predicted odour intensity and perceived odour intensity was r
= 0.809 by using neural network technique alone.

3.2 Performance of ANFIS1

The comparison of predicted odour intensities using ANFIS1 with perceived
odour intensities by human assessors is shown in Figure 2. By using the pro-
posed ANFIS approach, the prediction accuracy was significantly improved (r =
93.7). The comparison of initial membership functions before the learning with
final membership functions after learning using ANFIS1 is shown in Figure 5.
Only the parameters of “Medium” in wind speed was obviously changed during
the learning. The results shows that the proposed ANFIS approach is able to
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Fig. 3. Comparison of predicted odour intensities using ANFIS2 with perceived odour
intensities by human assessors
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Fig. 4. Comparison of initial membership functions before the learning with final mem-
bership functions after learning using ANFIS2

incorporate human experience and knowledge, which allows prior knowledge to
be embedded in the model, and thus improve the results of learning.

3.3 Performance of ANFIS2

The comparison of predicted odour intensities using ANFIS2 with perceived
odour intensities by human assessors is shown in Figure 3. By incorporating
type of facility, the prediction accuracy was improved (r = 96.9) compared to
those of NN and ANFIS1.

The comparison of initial membership functions before the learning with final
membership functions after learning using ANFIS1 is shown in Figure 4. Only
the parameters of “Medium” in temperature was obviously changed during the
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learning. This result shows that type of facility does affect odour intensity. The
proposed ANFIS approach is able to interpret linguistic variables such as type of
facility and cloud cover conditions, and therefore increase the accuracy of odour
prediction.

4 Conclusion and Discussion

An adaptive neuro-fuzzy based approach which incorporates neuro-adaptive
learning techniques into Fuzzy Logics was proposed to analyze livestock farm
odour. The proposed approach can to incorporate non-numeric or subjective
human expert knowledge, which allows prior knowledge to be embedded in the
model. Furthermore, the parameters of membership functions could be tuned
during the learning so as to tailor the membership functions to the input/output
data in order to account for these types of variations in the data values. A live-
stock farm database has been used as an example. The results show that the
proposed approach is effective and can significantly increase the accuracy of
odour prediction, in comparison with a typical feedforward neural network.
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Abstract. According to the analysis of credit risk assessment in commercial 
banks, a set of index system is established. The index system combines finan-
cial factors with non-financial factors for credit risk assessment. The credit rat-
ing is separated into five classes- normality, attention, sublevel, doubt and loss. 
To classify the credit risks of five classes, a multi-layer support vector machines 
(SVM) classifier is established to assess the credit risk. In order to verify the ef-
fectiveness of the method, a real case is given and BP neural network is also 
used to assess the same data. The experiment results show that multi-layer SVM 
classifier is effective in credit risk assessment and achieves better performance 
than BP neural network. 

1   Introduction 

As one of the most important parts of the national finance system, commercial banks 
play important roles in economy development and stabilizing currency. However 
commercial banks often encounter a lot of risks. As one of the most hazardous risks, 
credit risk has great effect on banks management and development. Hence, how to 
assess credit risk in commercial banks effectively becomes an important topic in the 
finance field. 

The method for credit risk assessment can be classified into two types: statistics 
method and artificial intelligence method. The common methods for credit risk as-
sessment are KMV, neural networks [1], expert system [2] and etc. As a new method, 
SVM has been used to assess the credit risk [3], [4]. But the most of literatures which 
use SVM to assess credit risk have two shortages: index system emphasizes the finan-
cial factors while neglects the non-financial factors and credit rating is usually sepa-
rate into two classes.  

According to the research, a set of index system combining financial factors with 
non-financial factors for credit risk assessment is established, and multi-layer SVM 
classifier is established to assess the five-class risks. In order to prove the effective-
ness of the method, we give an example coming from a commercial bank and the 
results show that the method can classify the data effectively. 

2   Support Vector Machines 

SVM is the theory based on statistical learning theory. It realizes the theory of VC 
dimension and principle of structural risk minimum. The whole theory can be simply 
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described as follows: searching an optimal hyperplane satisfies the request of classifi-
cation, then using a certain algorithm to make the margin of the separation beside the 
optimal hyperplane maximum while ensuring the accuracy of correct classification. 
According to the theory, we can classify the separable data into two classes effec-
tively. The following is the brief introduction of SVM in two cases: the linear case 
and the nonlinear case [5], [6], [7], [8], [9]. 

2.1   The Linear Case 

Suppose we are given a set of training data n
ix R∈  ( 1 2i = n ) with the desired 

output { }1, 1i ∈ + −y  corresponding to the two classes. And suppose there exists a 

separating hyperplane with the target functions 0iw x b⋅ + =  ( w represents the weight 

vector and b the bias).To ensure all training data can be classified, we must make the 

margin of separation (2/ w ) maximum. Then, in the case of linear separation, the 

linear SVM for optimal separating hyperplane has the following optimization  
problem, 

Minimize         
1

( )
2

Tw w w=φ  (1) 

Subject to    ( ) 1i iy x w b⋅ + ≥ , 1 2i = n  (2) 

The solution to above optimization problem can be converted into its dual problem. 
We can search the nonnegative Lagrange multipliers by solving the following optimi-
zation problem, 

Maximize   
1 1 1

1
( )

2

n n n
T

i i j i j i j
i i j

Q a a a y y x x
= = =

= −α  (3) 

Subject to     
1

0
n

i i
i

a y
=

= 0i ≥α  1 2i = n  (4) 

The corresponding training data are the support vectors. Suppose i
∗α  are the opti-

mal Lagrange multipliers, the optimal weight vectors are 

1

n

i i i
i

w y x∗ ∗

=

= α  (5) 

The optimal biases are 

1

n
T

j j i i j
i

b y y x x∗ ∗

=

= − α  (6) 

Then, the optimal equation for classification is 

( ){ }( ) sgnf x w x b∗ ∗= ⋅ +  (7) 
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The above discussion is restricted to the case that the training data is separable. To 
generalize the problem to the non-separable case, slack variable 0, 1,2i i n≥ =ε  is 

introduced under the constraints of (2).The objective equation is  

Minimize  
1

1
( , )

2

n
T

i
i

w w w C
=

= +φ ε ε  (8) 

Subject to  ( ) 1T
i i iy w x b+ ≥ −ε  0i ≥ε , 1 2i = n  (9) 

C is the nonnegative parameter chosen by users. Solving the problem is similar to 
the problem of the case of linear separation. But the constraints are changed to be 

1

0
n

i i
i

a y
=

=  0 i C≤ ≤α , 1 2i = n  (10) 

2.2   The Nonlinear Case 

As to the non-linear separable data, the data can be mapped into a high dimensional 
feature space with a nonlinear mapping in which we can search the optimal hyper-
plane. The linear classification after mapping is performed by selecting the appropri-
ate inner-product kernel satisfies the Mercer’s condition. Then the problem is con-

verted into searching the nonnegative Lagrange multipliers { } 1

n

i i=
α  by solving the 

following optimization problem, 

Maximize   
1 1 1

1
( ) ( , )

2

n n n

i i j i j i j
i i j

Q y y K x x
= = =

= −α α α α  (11) 

Subject to   
1

0
n

i i
i

a y
=

=  0 i C≤ ≤α , 1 2i = n . (12) 

Hence, the final classification function is 

1

( ) sgn ( , )
n

i i i j
i

f x y K x x b∗ ∗

=

= +α  
(13) 

The common used kernel function is RBF kernel function. 
2

2

,
( , ) exp( )

2

x x
K x x

′
′ = −

σ
 

(14) 

2.3   Multi-layer SVM Classifier 

The standard SVM is only used to classify two classes. If the samples have n classes, 
a multi-layer SVM classifier which combines SVM and binary tree is established 
[10], [11], [12], [13]. 

For n classes training samples, n-1 SVMs should be trained. The first SVM use 
the first-class samples as -1 and the second-class, third-class…nth-class samples as 
+1 and then train SVM1. The ith SVM use the ith-class samples as -1 and the 
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(i+1)th-class, (i+2)th-class…nth-class samples as +1 and then train SVMi. Until 
SVM (n-1) is trained, training samples of n classes will be classified. 

3   Credit Risk Assessment Based on Multi-layer SVM Classifier 

In the actual assessment, credit rating is usually separated into five classes: normality, 
attention, sublevel, doubt and loss. The process of credit risk assessment based on 
multi-layer SVM includes the following steps. 

(1) Establish the index system; 
(2) Establish the model based on multi-layer SVM; 
(3) Collect the data which have been classified by experts or commercial banks; 
(4) Train the network and classify the testing samples. 

3.1   Index System 

We use the real data from a commercial bank to assess the debtors’ credit risk and 
judge the credit risk class by using multi-layer SVM. The index system of risk as-
sessment is established according to the situation of the industrial organization [14]. 
The data of financial indexes can be gotten from the financial reporting, while the 
data of non-financial indexes can be evaluated by experts in the bank. Each index is 
used as one input in the model. The index system is shown in Table 1. 

Table1. Index system of credit risk assessment 

Number Index 
S1 Current assets-current liability /total assets 
S2   Undistributed profit/ total assets 
S3 Total profit+ interest expense / total assets 
S4 Equity capital/total liability 
S5 Sales income/ total assets 
S6 Trade risk 
S7 Policy risk 
S8 Credit record 
S9 Development prospect 
S10 Level of management 

3.2   Network Training 

According to the character of credit risk, four SVMs are established to classify the 
five credit risk classes. The following are the detailed steps [15]. 

(1) SVM1 is established to train the first layer classification. SVM1 classify the 
normality class and other four classes (attention, sublevel, doubt and loss). If the 
class is normality, the output of SVM1 is -1; otherwise the output is +1. 

(2) SVM2 is established to train the second layer classification. SVM2 classify the 
attention class and other three classes (sublevel, doubt and loss). If the class is 
attention, the output of SVM2 is -1; otherwise the output is +1. 
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(3) SVM3 is established to train the third layer classification. SVM3 classify the 
sublevel class and other two classes (doubt and loss). If the class is sublevel, the 
output of SVM3 is -1; otherwise the output is +1. 

(4) SVM4 is established to train the forth layer classification. SVM4 classify the 
doubt class and loss class. If the class is doubt, the output of SVM4 is -1; other-
wise the output is +1. 

In the four SVMs, RBF function is used as the basic kernel to train the network. 
The whole process is` shown in Fig. 1. 

 

Fig. 1. The process of risk assessment based on multi-layer SVM 

3.3   Network Test 

The testing samples can be collected from banks. After training the network, the test-
ing samples are inputted into the trained four-layer SVMs (SVM1, SVM2, SVM3 and 
SVM4). According to the output, the five classes can be classified [16], [17]. 

According to the output of SVM1, normality class and other classes (attention, sub-
level, doubt and loss) can be classified. If the output is the latter, SVM2 is used to 
classify the attention class and other classes (sublevel, doubt and loss). Finally the 
five classes can be classified by using SVM3 and SVM4. So the five classes can be 
classified by a four-layer SVM classifier. 

Normality 

SVM1

Attention, sublevel, doubt and loss

Attention 

SVM2

Sublevel, doubt and loss

SVM3

Sublevel Doubt and loss

SVM4

Doubt Loss 
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4   Application and Analysis 

The credit data of 120 industry firms are obtained in this study. 80 samples of them 
are used as training samples, which include 17 firms of normality class, 16 firms of 
attention class, 18 firms of sublevel class, 14 firms of doubt class and 15 firms of loss 
class. Four-layer SVM classifier is established to train the network, and then SVM1, 
SVM2, SVM3 and SVM4 are gotten. 

The rest 40 samples are used as testing samples. They include 9 samples of nor-
mality class, 7 samples of attention class, 8 samples of sublevel class, 7 samples of 
doubt class and 9 samples of loss class. Then the trained network (SVM1, SVM2, 
SVM3 and SVM4) is used to classify the testing samples. 

4.1   Experiment Results 

The results are shown as follows: 
Testing samples of SVM1= [9 normality class, 7 attention class, 8 sublevel class, 7 

doubt class, 9 loss class] 
The output of SVM1= [-1 -1 -1 -1 -1 -1 -1 -1 -1 +1 +1…+1] 
According to the output of SVM1, 9 firms of normality class and 31 firms of other 

classes (attention, sublevel, doubt and loss) are classified. Then 31 samples of other 
classes are as inputs of SVM2. 

Testing samples of SVM2= [7 attention class, 8 sublevel class, 7 doubt class, 9 loss 
class] 

The output of SVM2= [-1 -1 -1 -1 -1 -1 -1 +1 +1…+1] 
According to the output of SVM2, 7 firms of attention class and 24 firms of other 

classes (sublevel, doubt and loss) are classified. Then 24 samples of other classes are 
as inputs of SVM3. 

Testing samples of SVM3= [8 sublevel class, 7 doubt class, 9 loss class] 
The output of SVM3= [-1 -1 -1 -1 -1 -1 -1 -1 +1 +1…+1] 
According to the output of SVM3, 8 firms of sublevel class and 16 firms of other 

classes (doubt and loss) are classified. Then 16 samples of other classes are as inputs 
of SVM4. 

Testing samples of SVM4= [7 doubt class, 9 loss class] 
The output of SVM4= [-1 -1 -1 -1 -1 -1 -1 +1 +1 +1 -1 +1 +1 -1 +1 +1] 
According to the testing results, a four-layer SVM classifier can classify the five 

credit risk classes. SVM1, SVM2 and SVM3 can correctly classify the samples. But 
SVM4 mistakes 2 samples of loss class for samples of doubt class.  

Because the method of multi-layer SVM classifier is similar with BP neural net-
work classification, BP neural network is also used to train the same training samples 
and test the same testing samples [18], [19], [20], [21]. The neuron number of input 
layer, interlayer and output layer is 10, 7and 5. Learning rate is 0.01, target error is 
0.001, training time is 5000, and sigmoid function is used as active function. The 
following matrixes are used as the five classes. 

Normality class= [1, 0, 0, 0, 0] 
Attention class= [0, 1, 0, 0, 0] 
Sublevel class= [0, 0, 1, 0, 0] 
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Doubt class= [0, 0, 0, 1, 0] 
Loss class= [0, 0, 0, 0, 1] 
The following table is the comparison of the results by using four-layer SVM clas-

sifier and BP neural network. 

Table 2. Classification results of four-layer SVM classifier and BP 

Class Original number Four-layer SVM classifier B P 
Normality 9 9 8 
Attention 7 7 7 
Sublevel 8 8 6 
Doubt 7 7 6 
Loss 9 7 6 
Accuracy  95% 82.5% 

4.2   Analysis 

From Table 2, we can see that the four-layer SVM classifier can classify the testing 
samples of five classes in a high accuracy of classification. The classification correct 
rate of testing samples is 95%. The testing samples of normality class, attention class, 
sublevel class and doubt class are correctly classified. Only two samples of loss class 
are incorrectly classified as doubt class, which is not so important in real world. This 
means the four-layer SVM classifier shows great effective in credit risk assessment. 
Four-layer SVM classifier shows great classification capability in credit rating in the 
condition of similar data between two adjacent classes. 

BP algorithm is also used to classify the testing samples. The classification correct 
rate of testing samples is 82.5%, which means BP algorithm is effective in credit risk 
assessment. Comparing with multi-layer SVM classifier, the classification correct rate 
of BP algorithm is less than multi-layer SVM classifier. From Table 2, we can see that 
only the testing samples of attention class are correctly classified. Some testing sam-
ples of normality class, sublevel class, doubt class and loss class are incorrectly classi-
fied. This means BP algorithm is not fit for practice.  

BP shows lower classification correct accuracy than four-layer SVM classifier, 
which because the basic theory of BP and SVM is different. SVM is established with 
principle of structural risk minimum and has not over fitting, while BP algorithm is 
established with empirical risk minimum which leads to over fitting and lower classi-
fication correct accuracy.  

5   Conclusions 

SVM is a good learning algorithm which can solve the nonlinear, small sample and 
high dimensional problems. In this paper, a set of index system combining financial 
factors with non-financial factors for credit risk assessment is established. And then 
the model of multi-layer SVM classifier is established and studied when we classify 
the credit rating in commercial banks. In order to prove the effectiveness of the 
method, a real case is used and the experimental results show that the method is effec-
tive and classified the testing samples in a high accuracy. And the method shows 
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higher classification correct rate than BP algorithm. The method shows two merits in 
the research: high classification accuracy and small sample, which mean it has great 
use value.  
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Abstract. By characterizing the number of events occurred in any time
as a Poisson distributed random fuzzy variable, and dealing with the
intensity function of Poisson process with time-dependent intensity as
a fuzzy variable, the concept of a Poisson process with fuzzy time-
dependent intensity is defined. And then, related to the process, sev-
eral theorems on the expected value of the number of events occurred in
any time and average chances of random fuzzy events are respectively
discussed.

1 Introduction

Poisson process with time-dependent intensity is an important Poisson process.
Conventionally, the intensity function of the process is thought to be a function
of time. Doubly stochastic Poisson process introduced by Cox [1] is an extension
of Poisson process with time-dependent intensity, where the intensity function
related to the process is assumed as a random variable. Some conclusions on
doubly stochastic Poisson process can be found in Grandell [2], Serfozo [3,4],
Snyder [5]. However, the estimate of the intensity function is often provided by
the experiment data with quite small sample sizes. Sometimes, it is more realistic
and appropriate to characterize the intensity function as a fuzzy variable rather
than a crisp number or a random variable. In such a case, Poisson process with
time-dependent intensity is a Poisson process including randomness and fuzziness
simultaneously.

Recently, Liu [6] proposed the random fuzzy theory to depict the phenomena
that randomness and fuzziness occurred simultaneously. Random fuzzy variable
is a natural extension of fuzzy variable, and its realization value is not a real
value but random variables under possibilistic uncertainty. Replacing interarrival
times with random fuzzy ones, Zhao et al [7] discussed a renewal process and
established the random fuzzy elementary renewal theorem as well as random
fuzzy Blackwell’s theorem.

In this paper, by characterizing the number of events occurred in any time
as a Poisson distributed random fuzzy variable and the intensity function of the
process as a fuzzy variable, respectively, the concept of a Poisson process with
fuzzy time-dependent intensity is given.
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2 Fuzzy Variables

Let Θ be a universe, P(Θ) the power set of Θ, Pos a possibility measure (see
Zadeh [8]), and (Θ,P(Θ),Pos) a possibility space.

Definition 1 (Nahmias [9]). A fuzzy variable ξ is defined as a function from
the possibility space (Θ,P(Θ),Pos) to the real line �.
Definition 2 (Liu and Liu [10]). Let ξ be a fuzzy variable on the possibility
space (Θ,P(Θ),Pos), and α ∈ (0, 1]. Then

ξL
α = inf

{
r
∣∣ Pos{ξ ≤ r} ≥ α

}
and ξU

α = sup
{
r
∣∣ Pos{ξ ≥ r} ≥ α

}
(1)

are called the α-pessimistic value and the α-optimistic value of ξ, respectively.

Definition 3 (Nahmias [9]). The fuzzy variables ξ1, ξ2, · · · , ξn are independent
if and only if

Pos{ξi ∈ Bi, i = 1, 2, · · · , n} = min
1≤i≤n

Pos{ξi ∈ Bi} (2)

for any sets B1, B2, · · · , Bn of �.

Definition 4 (Liu [11]). The fuzzy variables ξ and η are identically distributed
if and only if

Pos{ξ ∈ B} = Pos{η ∈ B} (3)
for any set B of �.

Proposition 1. Let ξ and η be two independent fuzzy variables. Then for any
α ∈ (0, 1],

(ξ + η)L
α = ξL

α + ηL
α , (ξ + η)U

α = ξU
α + ηU

α . (4)

Proposition 2. If ξ and η are two independently nonnegative fuzzy variables,
for any α ∈ (0, 1],

(ξ · η)L
α = ξL

α · ηL
α , (ξ · η)U

α = ξU
α · ηU

α . (5)

In order to define the expected value of a fuzzy variable ξ, Liu and Liu [12]
introduced the credibility measure Cr as

Cr{ξ ≥ r} =
1
2

(Pos{ξ ≥ r} + 1− Pos{ξ < r}) . (6)

Definition 5 (Liu and Liu [12]). The expected value of a fuzzy variable ξ is
defined as

E[ξ] =
∫ +∞

0

Cr{ξ ≥ r}dr −
∫ 0

−∞
Cr{ξ ≤ r}dr (7)

provided that at least one of the two integrals is finite. Especially, if ξ is a non-
negative fuzzy variable, then E[ξ] =

∫ +∞
0 Cr{ξ ≥ r}dr.

Proposition 3 (Liu and Liu [10]). Let ξ be a fuzzy variable with the finite
expected value E[ξ], then we have

E[ξ] =
1
2

∫ 1

0

(
ξL
α + ξU

α

)
dα. (8)
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3 Random Fuzzy Variables

Definition 6 (Liu [6]). A random fuzzy variable is a mapping from the possi-
bility space (Θ,P(Θ),Pos) to the collection of random variables.

Definition 7. (Poisson Distributed Random Fuzzy Variable) A random fuzzy
variable ξ defined on the possibility space (Θ,P(Θ),Pos) is said to be Poisson
distributed if for each θ, ξ(θ) is a Poisson distributed random variable. That is,
for any positive integer k,

Pr{ξ(θ) = k} = e−λ(θ) · λk(θ)
k!

(9)

where λ is a positive fuzzy variable defined on the space (Θ,P(Θ),Pos). A Pois-
son distributed random fuzzy variable is denoted by ξ ∼ p(k;λ), and the fuzziness
of random fuzzy variable ξ is characterized by the fuzzy variable λ.

Definition 8 (Liu and Liu [10]). Let ξ be a random fuzzy variable defined on
the possibility space (Θ,P(Θ),Pos). Then the expected value E[ξ] of ξ is defined
as

E[ξ] =
∫ +∞

0

Cr
{
θ ∈ Θ

∣∣ E[ξ(θ)] ≥ r
}

dr −
∫ 0

−∞
Cr

{
θ ∈ Θ

∣∣ E[ξ(θ)] ≤ r
}

dr

(10)
provided that at least one of the two integrals is finite.

Proposition 4. Let ξ be a random fuzzy variable defined on the possibility space
(Θ,P(Θ),Pos), then we have

E[ξ] =
1
2

∫ 1

0

(
E[ξ(θ)]Lα + E[ξ(θ)]Uα

)
dα, (11)

where E[ξ(θ)]Lα and E[ξ(θ)]Uα are the α-pessimistic value and the α-optimistic
value of the fuzzy variable E[ξ(θ)], respectively.

Proposition 5 (Liu [11]). Let ξ be a random fuzzy variable defined on the
possibility space (Θ,P(Θ),Pos). Then, for any θ ∈ Θ, we have

(1) Pr{ξ(θ) ∈ B} is a fuzzy variable for any Borel set B of �;
(2) E[ξ(θ)] is a fuzzy variable provided that E[ξ(θ)] is finite for each θ ∈ Θ.

Definition 9 (Liu [11]). The random fuzzy variables ξ1, ξ2, · · · , ξn are iid if
and only if

(Pr{ξi(θ) ∈ B1},Pr{ξi(θ) ∈ B2}, · · · ,Pr{ξi(θ) ∈ Bm}), i = 1, 2, · · · , n (12)

are iid fuzzy vectors for any Borel sets B1, B2, · · · , Bm of � and any positive
integer m.
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Definition 10 (Liu and Liu [13]). Let ξ be a random fuzzy variable defined
on (Θ,P(Θ),Pos). Then the average chance Ch is defined as

Ch{ξ ≥ r} =
∫ 1

0

Cr
{
θ ∈ Θ

∣∣ Pr{ξ(θ) ≥ r} ≥ p
}

dp. (13)

Theorem 1. Let ξ be a random fuzzy variable defined on (Θ,P(Θ),Pos). Then
the average chance Ch can be written as

Ch{ξ ≥ r} =
1
2

∫ 1

0

(
PrL

α{ξ(θ) ≥ r}+ PrU
α {ξ(θ) ≥ r}) dα, (14)

where PrL
α{ξ(θ) ≥ r} and PrU

α{ξ(θ) ≥ r} are the α-pessimistic value and the
α-optimistic value of the fuzzy variable Pr{ξ(θ) ≥ r}, respectively.

Proof. It follows from Proposition 3 that

E [Pr{ξ(θ) ≥ r}] =
1
2

∫ 1

0

(
PrL

α{ξ(θ) ≥ r} + PrU
α{ξ(θ) ≥ r}) dα.

In addition, for any p ≥ 1, Cr
{
θ ∈ Θ

∣∣ Pr{ξ(θ) ≥ r} ≥ p
}

= 0, a.e. and conse-
quently

∫ +∞
1

Cr
{
θ ∈ Θ

∣∣ Pr{ξ(θ) ≥ r} ≥ p
}

dp = 0. Therefore,

Ch{ξ ≥ r} =
∫ 1

0

Cr
{
θ ∈ Θ

∣∣ Pr{ξ(θ) ≥ r} ≥ p
}

dp

=
∫ 1

0

Cr
{
θ ∈ Θ

∣∣ Pr{ξ(θ) ≥ r} ≥ p
}

dp

+
∫ +∞

1

Cr
{
θ ∈ Θ

∣∣ Pr{ξ(θ) ≥ r} ≥ p
}

dp

=
∫ +∞

0

Cr
{
θ ∈ Θ

∣∣ Pr{ξ(θ) ≥ r} ≥ p
}

dp

= E [Pr{ξ(θ) ≥ r}] .

(15)

The proof is completed.

Proposition 6 (Liu and Liu [13]). Let ξ be a random fuzzy variable defined
on the possibility space (Θ,P(Θ),Pos). Then the average chance Ch is self dual,
i.e.,

Ch{ξ ≥ r} = 1− Ch{ξ < r}. (16)

4 Poisson Process with Fuzzy Time-Dependent Intensity

Let N(t) be a random fuzzy variable defined on possibility space (Θ,P(Θ),Pos)
with N(t) ∼ p

(
k;
∫ t

0 λ(x)dx
)
. That is, for each θ ∈ Θ,

Pr{N(t)(θ) = k} = e−
∫

t
0 λ(x)(θ)dx ·

(∫ t

0 λ(x)(θ)dx
)k

k!
, (17)
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where λ(x) is a positive fuzzy variable on (Θ,P(Θ),Pos) for fixed x ≥ 0. In such
a case, the counting process {N(t), t ≥ 0} is called a Poisson process with fuzzy
time-dependent intensity and λ(x) the intensity function.

Theorem 2. Let {N(t), t ≥ 0} be a Poisson process with fuzzy time-dependent
intensity and λ(x) the intensity function, then we have

E[N(t)] = E

[∫ t

0

λ(x)dx
]
. (18)

Proof. For any fixed x > 0, let λ(x)L
α and λ(x)U

α be the α-pessimistic value and
the α-optimistic value of fuzzy variable λ(x). For the sake of simplicity, assume
that the α-level set of fuzzy variable λ is closed and bounded set for any α ∈ (0, 1].
That is,

{
x
∣∣ μ(x) ≥ α

}
is a closed and bounded set for any α ∈ (0, 1], where

μ(·) is the membership function of fuzzy variable λ. Furthermore, for any point
α ∈ (0, 1], there exist points θ

′
, θ

′′ ∈ Θ with Pos
{
θ
′
}
≥ α and Pos

{
θ
′′
}
≥ α

such that
λ(x)

(
θ
′)

= λ(x)L
α , λ(x)

(
θ
′′)

= λ(x)U
α . (19)

For any θ ∈ Θ with Pos{θ} ≥ α, it follows from Definition 2 that

λ(x)L
α ≤ λ(x)(θ) ≤ λ(x)U

α . (20)

Consequently, ∫ t

0

λ(x)L
αdx ≤

∫ t

0

λ(x)(θ)dx ≤
∫ t

0

λ(x)U
α dx. (21)

Thus,
0 ≤ N(t)

(
θ
′) ≤d N(t)(θ) ≤d N(t)

(
θ
′′)

(22)

(the symbol ≤d, called stochastically smaller, see Stoyan [15]). That is,

Pr
{
N(t)

(
θ
′′) ≤ r

}
≤ Pr {N(t)(θ) ≤ r} ≤ Pr

{
N(t)

(
θ
′) ≤ r

}
(23)

for any real number r ∈ �. Taking expectations of (22) yields

E
[
N(t)

(
θ
′)] ≤ E[N(t)(θ)] ≤ E

[
N(t)

(
θ
′′)]

. (24)

By Definition 2,

E[N(t)(θ)]Lα = E
[
N(t)

(
θ
′)]

, E[N(t)(θ)]Uα = E
[
N(t)

(
θ
′′)]

. (25)

Furthermore, from the results of a Poisson process with time-dependent intensity,

E
[
N(t)

(
θ
′)]

=
∫ t

0

λ(x)
(
θ
′)

dx, E
[
N(t)

(
θ
′′)]

=
∫ t

0

λ(x)
(
θ
′′)

dx. (26)
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That is,

E[N(t)(θ)]Lα =
∫ t

0

λ(x)L
αdx, E[N(t)(θ)]Uα =

∫ t

0

λ(x)U
α dx. (27)

In addition, from (20), (21) and Definition 2,(∫ t

0

λ(x)dx
)L

α

=
∫ t

0

λ(x)
(
θ
′)

dx =
∫ t

0

λ(x)L
αdx, (28)

(∫ t

0

λ(x)dx
)U

α

=
∫ t

0

λ(x)
(
θ
′′)

dx =
∫ t

0

λ(x)U
α dx. (29)

Finally, it follows from Proposition 4 that

E[N(t)] =
1
2

∫ 1

0

(
E[N(t)(θ)]Lα + E[N(t)(θ)]Uα

)
dα

=
1
2

∫ 1

0

((∫ t

0

λ(x)dx
)L

α

+
(∫ t

0

λ(x)dx
)U

α

)
dα = E

[∫ t

0

λ(x)dx
]
.

(30)

The proof is finished.

Theorem 3. Let {N(t), t ≥ 0} be a Poisson process with fuzzy time-dependent
intensity and λ(x) the intensity function, then for any t, a ≥ 0,

E[N(t + a)−N(t)] = E[N(t + a)]− E[N(t)] = E

[∫ t+a

t

λ(x)dx
]
. (31)

Proof. For any θ1, θ2 ∈ Θ with Pos{θ1} ≥ α and Pos{θ2} ≥ α, using (22),

N(t)
(
θ
′) ≤d N(t)(θ1) ≤d N(t)

(
θ
′′)

, (32)

N(t + a)
(
θ
′) ≤d N(t + a)(θ2) ≤d N(t + a)

(
θ
′′)

. (33)

Using (21),

0 ≤ N(t + a)
(
θ
′
)
−N(t)

(
θ
′
)
≤d N(t + a)(θ2)−N(t)(θ1)

≤d N(t + a)
(
θ
′′)−N(t)

(
θ
′′)

.

(34)

Taking expectations yields

E
[
N(t + a)

(
θ
′)−N(t)

(
θ
′)] ≤ E[N(t + a)(θ2)−N(t)(θ1)]

≤ E
[
N(t + a)

(
θ
′′)−N(t)

(
θ
′′)]

.
(35)
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By Definition 2, we have

E[N(t + a)(θ) −N(t)(θ)]Lα = E
[
N(t + a)

(
θ
′)]− E

[
N(t)

(
θ
′)]

, (36)

E[N(t + a)(θ) −N(t)(θ)]Uα = E
[
N(t + a)

(
θ
′′)]− E

[
N(t)

(
θ
′′)]

. (37)

That is, using (25),

E[N(t + a)(θ)−N(t)(θ)]Lα = E[N(t + a)(θ)]Lα − E[N(t)(θ)]Lα , (38)

E[N(t + a)(θ)−N(t)(θ)]Uα = E[N(t + a)(θ)]Uα − E[N(t)(θ)]Uα . (39)

It follows from Proposition 4 that

E[N(t + a)−N(t)]

=
1
2

∫ 1

0

(
E[N(t + a)(θ)−N(t)(θ)]Lα + E[N(t + a)(θ) −N(t)(θ)]Uα

)
dα

=
1
2

∫ 1

0

(
E[N(t + a)(θ)]Lα − E[N(t)(θ)]Lα

)
dα

+
1
2

∫ 1

0

(
E[N(t + a)(θ)]Uα − E[N(t)(θ)]Uα

)
dα

=
1
2

∫ 1

0

(
E[N(t + a)(θ)]Lα + E[N(t + a)(θ)]Uα

)
dα

−1
2

∫ 1

0

(
E[N(t)(θ)]Lα + E[N(t)(θ)]Uα

)
dα

= E[N(t + a)]− E[N(t)].

(40)

In addition, it is easy to prove(∫ t+a

t

λ(x)dx
)L

α

=
∫ t+a

t

λ(x)L
αdx,

(∫ t+a

t

λ(x)dx
)U

α

=
∫ t+a

t

λ(x)U
α dx.

(41)
Using Theorem 2,

E[N(t + a)]− E[N(t)]

=
1
2

∫ 1

0

((∫ t+a

0

λ(x)dx
)L

α

+
(∫ t+a

0

λ(x)dx
)U

α

)
dα

−1
2

∫ 1

0

((∫ t

0

λ(x)dx
)L

α

−
(∫ t

0

λ(x)dx
)U

α

)
dα

=
1
2

∫ 1

0

((∫ t+a

t

λ(x)dx
)L

α

+
(∫ t+a

t

λ(x)dx
)U

α

)
dα

= E

[∫ t+a

t

λ(x)dx
]
.

(42)

The proof is finished.
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Theorem 4. Let {N(t), t ≥ 0} be a Poisson process with fuzzy time-dependent
intensity and λ(t) the intensity function. If, for any α ∈ (0, 1], λ(t)L

α and λ(t)U
α

are continuous at x, and E[λ(t)] < +∞, then

lim
s→0

E[N(t + s)−N(t)]
s

= lim
s→0

E[N(t + s)]− E[N(t)]
s

= E[λ(t)]. (43)

Proof. From the results of a Poisson process with time-dependent intensity,

lim
s→0

E
[
N(t + s)

(
θ
′
)]
− E

[
N(t)

(
θ
′
)]

s
= λ(t)

(
θ
′)

, (44)

lim
s→0

E
[
N(t + s)

(
θ
′′
)]
− E

[
N(t)

(
θ
′′
)]

s
= λ(t)

(
θ
′′)

. (45)

That is, using (19) and (25),

lim
s→0

E [N(t + s)(θ)]Lα − E [N(t)(θ)]Lα
s

= λ(t)L
α , (46)

lim
s→0

E [N(t + s)(θ)]Uα − E [N(t)(θ)]Uα
s

= λ(t)U
α . (47)

Since ∫ 1

0

(
λ(t)L

α + λ(t)U
α

)
dα = 2E[λ(t)] < +∞, (48)

it follows from Proposition 4 and the dominated convergence theorem that

lim
s→0

E[N(t + s)]− E[N(t)]
s

= lim
s→0

1
2

(∫ 1

0

(
E [N(t + s)(θ)]Lα

s
+

E [N(t + s)(θ)]Uα
s

)
dα

−
∫ 1

0

(
E [N(t)(θ)]Lα

s
+

E [N(t)(θ)]Uα
s

)
dα

)

=
1
2

∫ 1

0

(
lim
s→0

E [N(t + s)(θ)]Lα − E [N(t)(θ)]Lα
s

)
dα

+
1
2

∫ 1

0

(
lim
s→0

E [N(t + s)(θ)]Uα − E [N(t)(θ)]Uα
s

)
dα

=
1
2

∫ 1

0

(
λ(t)L

α + λ(t)U
α

)
dα

= E[λ(t)].

(49)

From Theorem 3, the proof is proved.
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Theorem 5. Let {N(t), t ≥ 0} be a Poisson process with fuzzy time-dependent
intensity and λ(t) the intensity function, then we have

Ch{N(t) = 0} = E
[
e−t·λ(t)

]
. (50)

Proof. From the results of a Poisson process with time-dependent intensity,

Pr
{
N(t)

(
θ
′)

= 0
}

= e
−t·λ(t)

(
θ
′)
, Pr

{
N(t)

(
θ
′′)

= 0
}

= e
−t·λ(t)

(
θ
′′)

. (51)

That is, using (19),

Pr
{
N(t)

(
θ
′)

= 0
}

= e−t·λ(t)L
α , Pr

{
N(t)

(
θ
′′)

= 0
}

= e−t·λ(t)U
α . (52)

In addition, for any θ ∈ Θ with Pos{θ} ≥ α,

Pr{N(t)(θ) = 0} = e−t·λ(t)(θ). (53)

Hence, by Definition 2,

PrL
α{N(t)(θ) = 0} = Pr

{
N(t)

(
θ
′′)

= 0
}

= e−t·λ(t)U
α , (54)

PrL
α{N(t)(θ) = 0} = Pr

{
N(t)

(
θ
′)

= 0
}

= e−t·λ(t)L
α . (55)

Thus, it follows from Theorem 1 that

Ch{N(t) = 0} =
1
2

∫ 1

0

(
PrL

α{N(t)(θ) = 0}+ PrU
α{N(t)(θ) = 0})dα

=
1
2

∫ 1

0

(
e−t·λ(t)L

α + e−t·λ(t)U
α

)
dα.

(56)

Since e−x·t is a decreasing function of x for any fixed t, then(
e−t·λ(t)

)L

α
= e−t·λ(t)U

α ,
(
e−t·λ(t)

)U

α
= e−t·λ(t)L

α . (57)

Consequently,

E
[
e−t·λ(t)

]
=

1
2

∫ 1

0

(
e−t·λ(t)L

α + e−t·λ(t)U
α

)
dα, (58)

which completes the proof.

Theorem 6. Let {N(t), t ≥ 0} be a Poisson process with fuzzy time-dependent
intensity and λ(t) the intensity function, then

Ch{N(t) ≥ 1} = 1− E
[
e−t·λ(t)

]
. (59)
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Proof. It immediately follows from Proposition 6 and Theorem 5.

Theorem 7. Let {N(t), t ≥ 0} be a Poisson process with fuzzy time-dependent
intensity and λ(x) the intensity function, then for any positive integer k, we have

Ch{N(t) ≤ k}

=
1
2

k∑
j=0

∫ 1

0

(
e−

∫
t
0 λ(x)L

αdx (
∫ t

0
λ(x)L

αdx)j

j!
+ e−

∫
t
0 λ(x)U

α dx (
∫ t

0
λ(x)U

α dx)j

j!

)
dα.

(60)

Proof. Using (22), we have

Pr
{
N(t)

(
θ
′′) ≤ k

}
≤ Pr{N(t)(θ) ≤ k} ≤ Pr

{
N(t)

(
θ
′) ≤ k

}
. (61)

From Definition 2,

PrL
α {N(t)(θ) ≤ k} = Pr

{
N(t)

(
θ
′′) ≤ k

}
, (62)

PrU
α {N(t)(θ) ≤ k} = Pr

{
N(t)

(
θ
′) ≤ k

}
. (63)

In addition, by the results of a Poisson process with time-dependent intensity,

PrL
α {N(t)(θ) ≤ k} =

k∑
j=0

e−
∫ t
0 λ(x)U

α dx · (
∫ t

0 λ(x)U
α dx)j

j!
, (64)

PrU
α {N(t)(θ) ≤ k} =

k∑
j=0

e−
∫

t
0 λ(x)L

αdx · (
∫ t

0
λ(x)L

αdx)j

j!
. (65)

By Theorem 1, the proof is finished.

Theorem 8. Let {N(t), t ≥ 0} be a Poisson process with fuzzy time-dependent
intensity and λ(t) the intensity function, then for any positive integer k,

Ch{N(t) ≥ k} = 1−

1
2

k−1∑
j=0

∫ 1

0

(
e−

∫
t
0 λ(x)L

αdx (
∫ t

0 λ(x)L
αdx)j

j!
+ e−

∫
t
0 λ(x)U

α dx (
∫ t

0 λ(x)U
α dx)j

j!

)
dα.

(66)

Proof. It immediately follows from Proposition 6 and Theorem 7. The proof is
finished.

Theorem 9. Let {N(t), t ≥ 0} be a Poisson process with fuzzy time-dependent
intensity and λ(t) the intensity function, If E[λ(t)] < +∞, then

Ch{N(t + h)−N(t) ≥ 1} = h ·E[λ(t)] + o(h), (67)

where lim
h→0

o(h)
h = 0.
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Proof. From the results of a Poisson process with time-dependent intensity,

Pr
{
N(t + h)

(
θ
′)−N(t)

(
θ
′) ≥ 1

}
= h · λ(t)

(
θ
′)

+ o(h) = h · λ(t)L
α + o(h),

(68)
Pr

{
N(t + h)

(
θ
′′)−N(t)

(
θ
′′) ≥ 1

}
= h · λ(t)

(
θ
′′)

+ o(h) = h · λ(t)U
α + o(h).

(69)
For any θ1, θ2 ∈ Θ with Pos{θ1} ≥ α and Pos{θ2} ≥ α, using (34),

Pr
{
N(t + h)

(
θ
′
)
−N(t)

(
θ
′
)
≥ 1

}
≤ Pr{N(t + h)(θ2)−N(h)(θ1) ≥ 1}

≤ Pr
{
N(t + h)

(
θ
′′)−N(t)

(
θ
′′) ≥ 1

}
.

(70)
From Definition 2, we obtain

PrL
α{N(t + h)(θ) −N(h)(θ) ≥ 1} = Pr

{
N(t + h)

(
θ
′)−N(t)

(
θ
′) ≥ 1

}
= h · λ(t)L

α + o(h),
(71)

PrU
α {N(t + h)(θ)−N(h)(θ) ≥ 1} = Pr

{
N(t + h)

(
θ
′′)−N(t)

(
θ
′′) ≥ 1

}
= h · λ(t)U

α + o(h).
(72)

That is,

lim
h→0

PrL
α{N(t + h)(θ)−N(h)(θ) ≥ 1}

h
= λ(t)L

α, (73)

lim
h→0

PrU
α {N(t + h)(θ)−N(h)(θ) ≥ 1}}

h
= λ(t)U

α . (74)

Since ∫ 1

0

(
λ(t)L

α + λ(t)U
α

)
dα = 2E[λ(t)] < +∞, (75)

By Theorem 4 and the dominated convergence theorem, we have

lim
h→0

Ch{N(t + h)−N(h) ≥ 1} − h ·E[λ(t)]
h

=
1
2

∫ 1

0

(
λ(t)L

α + λ(t)U
α

)
dα− E[λ(t)] = 0,

(76)

which yields Ch{N(t+h)−N(h) ≥ 1} = h ·E[λ(t)]+o(h). The proof is finished.

Theorem 10. Let {N(t), t ≥ 0} be a Poisson process with time-dependent in-
tensity and λ(t) the intensity function, then

Ch{N(t + h)−N(t) ≥ 2} = o(h). (77)

Proof. The proof is similar to that of Theorem 9, we omit it.
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5 Conclusions

In this paper, we mainly defined a Poisson process with fuzzy time-dependent
intensity. Some theorems on the the process were given. All theorems on the
expected value of the number of events occurred by any time and average chances
of random fuzzy events are extensions of those in a stochastic case.
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Abstract. Random fuzzy theory is introduced to evaluate the option
value of R&D project in this paper. Based on a new theoretical insight,
we develop a random fuzzy jump amplitude model to price R&D option.
In classic stochastic jump amplitude model, the value of R&D option
depends on the expected number of jumps and the expected size of the
jumps. However, in practice, it is so hard to get enough data that the
distribution functions of them are difficult to be confirmed accurately.
So random fuzzy theory can deal with these problems better. In this
paper, the number of jumps and the size of jumps are taken as random
fuzzy variables, and investment costs and future cash flows are depicted
as fuzzy variables. New research tools for option pricing of R&D project
are developed and the capability of dealing with practical problems is
enhanced.

1 Introduction

Enterprises increasingly pay more attention to research and development (R&D)
activities because it is more and more important for any enterprise’s future sur-
vivance and development. However, the value created by R&D can’t be fully
captured with applying traditional valuation tools such as the method of dis-
count cash flow because they can not correctly model the nature of the developing
process. Fortunately, with the advent of real options thinking, R&D evaluation
is improved remarkably because the growth opportunities and flexible charac-
teristic in R&D are sufficiently depicted under such a new criteria.

The costs of developing new products in uncertain markets are low comparing
with the investment costs which are necessary for a global market introduction.
Therefore, R&D investments can be thought of as the price of an option on
major follow-on investments. In this paper, we consider R&D options as typically
European options since market introduction can generally be not executed until
successful completion of the R&D stages. Here, considering R&D options as
European instead of American will not significantly affect the overall results [1].

Black-Scholes (B-S) formula [2] is a very important tool in option pricing
methods. However, there are two critical problems when applying B-S formula to
price R&D option. Black and Scholes’s formula assumes that the underlying asset
follows a geometric Brownian motion, which is highly questionable for the value
of innovative research projects. It implies a continuous arrival of information

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 798–808, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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that changes the underlying variable. In financial markets, the underlying assets
are traded and new information will directly be reflected in the prices of the
assets. However, the Information that affects future net cash flows of research
projects will arrive at a discrete point in time. So, in real markets managers
will not continuously adjust the present value of future cash flows, but will only
adjust it when information with strategic impact arrives [1].

The other problem is that the underlying asset of a real option is non-traded
which makes it hard to estimate the volatility of the underlying asset. In con-
trast with financial options, there are no historic time series that enable us to
estimate the volatility of the underlying asset. However, it is a well-established
fact that the option value is very sensitive to the volatility of the underlying
asset. Reasonable estimates of the volatility are therefore required. At Merck,
the stock volatility was taken to approximate the volatility of the NPV of future
cash flows resulting from pharmaceutical R&D, see Nichols [3]. Unfortunately,
no convincing heuristics have been proposed so far. Determining the standard
deviation of the underlying value, however, appeared to be arduous in R&D
practice. So future use of B-S formula to price R&D option would be limited a
certain extent.

A distinct difference between financial option and real option is imbedded in
the underlying value of the option. The current value of the underlying asset of
financial option is known, while the underlying value of real options is uncertain
at present, as it rests with estimates of future profits. Carlsson and Fullér [4]
gianed the present value of expected cash flow could not usually be character-
ized by a single number. However, their experiences with the practical projects
showed that managers were able to estimate the present value of expected cash
flows by using a trapezoidal fuzzy variable. Different with Carlsson and Fullér,
basing on fuzzy simulation, we can employ discretional fuzzy variables including
trapezoidal variables to depict future cash flows and costs. Due to the specialties
of trapezoidal variable, it is used in our example.

Pennings and Lint [1] presented a new theoretical insight by developing a
stochastic jump amplitude model in a real setting, which appeared to be closer
to reality. The literatures applying jump process in financial or real assets were
partially seen in Merton [5], Baldwin and Meyer [6]. In Pennings and Lint’s
model, jump process instead of a geometric Brownian motion was used to de-
pict the change of the underlying asset, which was more suitable for describing
the movement of the underlying asset of R&D project. To be able to calculate
the option value, we need estimate some unknown key parameters such as the
parameters related to the number of jumps and the size of the jumps. However,
the number of observations for an investment project is not always large, so the
parameter estimate may be cumbersome. Zmeškal [7] proposed that in the case
of an option methodology the estimation of an option value is determined by
input data precision. It seems that applying a random fuzzy methodology to
establish a random fuzzy jump model is better. In this paper, basing on random
fuzzy theory, we will advance a random fuzzy jump model through extending
Pennings and Lint’s model to price R&D option.
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We assume that the necessary time for completing R&D can be given with rea-
sonable accuracy. In order to focus on uncertainty and the arrival of information
over time, we will take no account of dividends.

With real options, however, the underlying asset is non-traded and hence we
need the assumption of complete markets in order to use risk neutral valua-
tion [8]. Complete markets are assumed throughout the literature on capital
budgeting. Cox and Ross [9] made an important contribution with the method
of risk neutral valuation. We apply random fuzzy jump process to depict the
motion of underlying assets and prove the expected growth rate of underlying
assets equal to the risk free rate in the model. In the risk neutral world, we use
random fuzzy simulation based on Monte Carlo simulation to price the option
value of R&D project since the risk neutral approach opens the door to a host of
option valuation techniques that use Monte Carlo method to model future asset
values.

This paper is organized as follows. In section 2, we review some basic con-
cepts and results on fuzzy variables and random fuzzy variables, respectively. In
section 4, we develop a random fuzzy jump model to value the options of R&D
projects. In section 5, fuzzy simulation arithmetic and random fuzzy arithmetic
are provided in order to calculate the option value of R&D project. In section 6,
a numerical example is given to price an R&D option.

2 Preliminaries

Let Θ be a nonempty set, P (Θ) the power set of Θ, and Pos a possibility measure.
Then, (Θ,P (Θ),Pos) is called a possibility space (for details, see Nahmias [10]
and Liu [11]). Based on the possibility measure, necessity and credibility of a
fuzzy event are given as Nec{A} = 1 − Pos{Ac} and Cr{A} = 1

2 (Pos{A} +
Nec{A}), respectively [12].

Definition 1. A fuzzy variable ξ is defined as a function from the possibility
space (Θ,P (Θ),Pos) to the set of real numbers, and its membership function is
defined by

μξ(r) = Pos{θ ∈ Θ
∣∣ ξ(θ) = r}, r ∈ �. (1)

Definition 2 (Liu and Liu [12]). Let ξ be a fuzzy variable on the possibility
space (Θ,P (Θ),Pos), the expected value E[ξ] is defined by

E[ξ] =
∫ +∞

0

Cr{ξ ≥ r}dr −
∫ 0

−∞
Cr{ξ ≤ r}dr, (2)

provided that at least one of the two integrals is finite.

Definition 3 (Liu [13]). A random fuzzy variable is a function from a possi-
bility space (Θ,P (Θ),Pos) to a collection of random variables.
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Definition 4 (Liu [13] Random Fuzzy Arithmetic on Different Spaces).
Let f : �n → � be a Borel measurable function, and ξi random fuzzy variables
on the possibility spaces (Θi, Pi(Θ),Posi), i = 1, 2, · · · , n, respectively. Then ξ =
f(ξ1, ξ2, · · · , ξn) is a random fuzzy variable defined on the product possibility
space (Θ,P (Θ),Pos), defined as

ξ(θ1, θ2, . . . , θn) = f(ξ1(θ), ξ2(θ), · · · , ξn(θ)) (3)

for all (θ1, θ2, . . . , θn) ∈ Θ.

Definition 5 (Liu and Liu [14]). Let ξ be a random fuzzy variable defined on
the possibility space (Θ,P (Θ),Pos), the expected value E[ξ] is defined by

E[ξ] =
∫ +∞

0

Cr{θ ∈ Θ|E[ξ(θ)] ≥ r}dr −
∫ 0

−∞
Cr{θ ∈ Θ|E[ξ(θ)] ≤ r}dr (4)

provided that at least one of the two integrals is finite.

3 A Random Fuzzy Jump Model for Valuing R&D
Projects

Uncertainty about the NPV of new product at the moment of industrialisa-
tion arises from unforeseen events. A manager will only exercise a real option
– market the new product – at the moment of industrialisation (denoted by T )
when the expected present value of future net cash flows (denoted by S) ex-
ceeds the investment sum (denoted by I). The expected present value of future
profits will be adjusted at a series of uncertain times between the present time
(denoted by t) and the moment of industrialisation. We assume that the waiting
time until new information affecting future cash flow arrives is denoted by wi.
And it is exponentially distributed with parameter λ, denoted by

wi ∼ EXP(λ). (5)

During the waiting time, no uncertain shocks occur. The exponential dis-
tribution also implies that the number of new information arriving follows a
homogeneous Poisson process with intensity parameter λ. So, we can know
P{N(T ) − N(t) = N} = e−λ(T−t) (λ(T−t))N

N ! , N = 0, 1, 2, · · ·, where N(t) de-
notes the number of new information arriving at present time t. Namely, N (the
number of new information arriving during the research period [t, T ]) is Poisson
distribution with parameter λ[T − t]. The parameter λ will typically depend on
the kind of business of the research projects. For the lack of historical data, it
is often hard to estimate the precise value of λ in practical projects. Under the
condition, manager need obtain the data from other investment projects with
similar characteristics, which has inevitably subjectivity and randomness. So, in
this paper, it is accordant with actual case that λ is assumed as a fuzzy variable
defined on a possibility space. And wi, i = 1, 2, . . . are random fuzzy variables and
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specially they are defined on the same possibility space as the one λ is defined
on. The reason we define random fuzzy variables wi, i = 1, 2, . . . on the same
possibility space instead of a series of different spaces, is that wi, i = 1, 2, . . . can
degenerate into a series of random variables which are independently identically
exponentially distributed for any θ ∈ Θ. Here, the possibility space is denoted
by (Θ1, P1(Θ),Pos1) in order to distinguish conveniently from other possibility
spaces. N is also a random fuzzy variable and in addition, N and wi are defined
on the same possibility space due to their correlation. For any θ ∈ Θ1, λ(θ)
is a clear real number, wi(θ), i = 1, 2, . . . are random variables with indepen-
dent identical exponential distributions, and N(θ) is Poisson distributed with
parameter λ(θ)(T − t).

Depending upon all information at present time t denoted by Ω(t), with
Ω(t) ⊆ Ω(r) for t < r ≤ T , the market value of future net cash flows based
on industrialisation is equal to

S(t) =
m∑

i=0

exp(−(T + i− t)μ)E[CFT+i|Ω(t)], (6)

where μ denotes the firm’s cost of capital, CFT+i is the ith year’s net cash flow
after the irreversible investment and m denotes the lifecycle of the new product.

As be presented in the introduction, here, we apply fuzzy variable to depict
the future net cash flow. In this paper, we expand the method using trapezoidal
fuzzy variable depicts the future net cash flow in some literatures so that CFT+i

can be figured not only by a trapezoidal fuzzy variable but also by a arbitrary
fuzzy variable as long as it is fit for describing the future net cash flow. And then
we can apply fuzzy simulation method to calculate E[CFT+i]. In addition, the
investment I, at the industralisation moment T , is also depicted as a fuzzy vari-
able and the expectation is treated as the expected industralisation investment
at T moment. We assume that all cash flows have equal risk characteristics and
hence that μ is constant for any cash flow. The option value F , at the moment
of industriasation is defined as

F (S(T )) = max[0, S(T )− I]. (7)

Pennings and Lint[1] pointed out the idea of stochastic jump amplitudes
closely matches our perception of manager’s decision making process, as the
impact of new information is random. From the observation, the value of under-
lying assets does not change when no new information arrives, and a geometric
Brown motion that captures continuous changes in the value of the underlying
asset can be disregarded. We develop a random fuzzy jump amplitudes model
basing on Pennings and Lint’s model. In practice, not only impact of new infor-
mation is random, but also confirming the parameter of distribution of jump am-
plitudes has fuzzy character. So adopting random fuzzy jump amplitudes which
mix random character and fuzzy character more closely accords with manager’s
understanding for the jump process.

Here, we must point out that we disregard of the situation the new information
affects the cash inflows and cash outflows in the same way, such that their joint
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impact on the underlying variable will be close to zero since this will seldom
occur in practice.

For any θ ∈ Θ, a random fuzzy variable degenerates to a random variable. We
sometimes need to let a certain random fuzzy variable degenerate to a random
variable so that we can illuminate what conditions it has to meet.

In the analysis of Pennings and Lint [1], the jump amplitude is treated as
a product of two random variables. One variable describes the direction of the
jump while the other one describes the absolute size of the jump. Pennings and
Lint point out that the Weibull distribution with shape parameter 2, known as
the Rayleigh distribution, seems to fit the absolute jump size best and have also
proved the idea. Following the lines of Pennings and Lint, we develop a random
fuzzy jump amplitude model through introducing random fuzzy theory. Jump
amplitude, Ξi, is expressed by

Ξi = XiΓi, (8)

where

Xi =

{
1, with probability p

−1, with probability 1− p,
(9)

Γi|Xi ∼ WEI(γXi , 2). (10)

It is reasonable that Ξi is regarded as random variable. But in practice it
is generally hard to make certain the value of parameter γXi accurately. So
the parameter should be treated as fuzzy variable which more closely matches
manager’s perception for the jump motion process. According to Definition 3, if
γXi is a fuzzy variable, Ξi is a random fuzzy variable and so is Ξi|Xi. Similar
way of dealing with wi, i = 1, 2, . . ., we define random fuzzy variable Ξi|Xi, i =
1, 2, . . . on the same possibility space as the one γXi is defined on. According
to equation (12), γ1 and γ−1 should be defined on the same possibility space.
So, we define random fuzzy variable Ξi, i = 1, 2, . . . on the same possibility
space which is denoted by (Θ2, P2(Θ),Pos2). We assume that for any θ ∈ Θ2,
Ξi(θ), i = 1, 2, . . . are independent each other.

Merton [5] puts forward a significant idea that if jump components are uncor-
related with the aggregate market, then they belong to dispersible risks which
however should not obtain expected return. Jump components in R&D projects
will in general be disrelated with the aggregate market [1]. So, according to
Merton’s thinking, the unconditional mean of stochastic jump amplitude Ξi(θ)
should equal to zero. For any θ ∈ Θ2, γXi(θ) is a real number, Ξi(θ) is ran-
dom variable, and furthermore Ξi(θ)|Xi is also a random variable which is
WEI(γXi(θ), 2). The mean of Ξi(θ)|Xi is given by

E[Ξi(θ)|Xi] =
1
2
√
πXiγXi

(θ). (11)

Hence, the unconditional mean of Ξi(θ) is zero when the following equation
holds:

pγ1(θ) = (1− p)γ−1(θ). (12)
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Underlying asset’s value S(T ) can be expressed as

S(T ) = S(t)
N∏

i=0

[wir + Ξi + 1], (13)

where Ξ0 = 0, w0 = 0, r is a risk-free interest rate.
S(T ) is a random fuzzy variable defined on the product possibility space

(Θ,P (Θ),Pos) which is the product of (Θ1, P1(Θ),Pos1) and (Θ2, P2(Θ),Pos2).
On the product possibility space, for any θ ∈ Θ, we assume that Ξi(θ), i =
1, 2, . . . and wi(θ), i = 1, 2, . . . are independent one to the other. Underlying asset
takes a risk-free interest rate as its growth rate during the period of no strategetic
information. When strategetic information arrives the value of underlying asset
will jump. In the appendix, we have proved E[S(T )(θ)] = S(t)er(T−t), which
means the expected growth rate of underlying assets equals to the risk free rate
from the present time t to the industrialisation moment T under the random
condition. So it accords with the assumption of risk-neutral world.

At the moment of industrialisation, the option value of the R&D project
will be the expectation of the maximum of zero and the net present value of
industrialising the new product. Therefore, the present option value equals

F (t) = exp(−r(T − t))E[max(0, S(T )− I)], (14)

where max(0, S(T )− I) is a random fuzzy variable defined on the same product
possibility space as the one S(T ) is defined on, whose expected value can be
obtained theoretically. But, it is in general very hard to get E[max(0, S(T )− I)]
applying the analytic method. In practice, random fuzzy simulation is employed
to calculate E[max(0, S(T )− I)], then it is easy to get R&D option value F (t)
at present time t.

4 Simulation Arithmetic

Fuzzy simulation was developed by Liu and Iwamura[15]. A fuzzy simulation will
be designed to estimate E[CFT+i]. Random fuzzy simulation was developed by
Liu and Liu[14]. A random fuzzy simulation will be introduced to compute the
expected value E[max(0, S(T )− I)].

4.1 Fuzzy Simulation

Provided that N is sufficiently large, and E[CFT+i] can be estimated by the
following procedures.

Step 1. Set e = 0.
Step 2. Uniformly generate θk from Θ such that Pos{θk} ≥ ε, where ε is a

sufficiently small number.
Step 3. Set a = CFT+i(θ1)∧· · ·∧CFT+i(θN ), b = CFT+i(θ1)∨· · ·∨CFT+i(θN ).
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Step 4. Randomly generate r from [a, b].
Step 5. If r ≥ 0, then e← e + Cr{CFT+i ≥ r}.
Step 6. If r ≤ 0, then e← e− Cr{CFT+i ≤ r}.
Step 7. Repeat the fourth to sixth steps for N times.
Step 8. E[CFT+i] = a ∨ 0 + b ∧ 0 + e · (b− a)/N.

4.2 Random Fuzzy Simulation

Provided that N is sufficiently large, and E[max(0, S(T )− I)] can be estimated
by the following procedures, where,E[max(0, S(T )(θk)−I)], k = 1, 2, . . . , N may
be calculated by Monte Carlo simulation.

Step 1. Set E = 0 .
Step 2. Uniformly generate θk from the product possibility space’s Θ such that

Pos{θk} ≥ ε, k = 1, 2, . . . , N , where ε is a sufficiently small number.
Step 3. Set a= min

1≤k≤N
E[max(0, S(T )(θk)− I)], b = max

1≤k≤N
E[max(0, S(T )(θk)−

I)].
Step 4. Randomly generate r from [a, b].
Step 5. If r ≥ 0, then E ←− E + Cr{θ ∈ Θ |E[max(0, S(T )(θ)− I)] ≥ r}.
Step 6. If r < 0, then E ←− E − Cr{θ ∈ Θ |E[max(0, S(T )(θ)− I)] ≤ r}.
Step 7. Repeat the fourth to sixth steps for N times.
Step 8. E[max(0, S(T )− I)]] = a ∨ 0 + b ∧ 0 + E · (b − a)/N.

5 Illustrative Example

Now, let us consider a numerical example. Assume a high-tech company is plan-
ning to put an R&D project into practice and invest 1.5 million dollars in the
phase in order to develop a new product. Here, we assume T = 3 years, risk-
free rate r = 7% and cost of capital μ = 12%. According to the forecast and
the judgements, the return of the project is estimated as follows. After com-
pleting market introduction, the projet will generate cash flows in future ten
years. The annual cash flows return in the future can be depicted by a trape-
zoidal fuzzy variable. The cash flows return of the first year in the future will
take the form of (3.00, 3.28, 3.68, 3.86) million dollars. In the second and third
years in the future, every crisp number of the trapezoidal fuzzy variable will
increase 0.55 million dollars per year. In the second future three years, the re-
turn of future cash flows will remain stable, and in the succedent two years,
every crisp number will decrease 0.5 million dollars per year and in the last
two years every crisp number will decrease 0.8 million dollars per year. Here,
we assume the scrap value is zero at the end of period. Fuzzy simulation of
10000 times yields the NPV of the return of future ten years at the industrial-
isation moment is 21.426 million dollars, which is 21.564 million dollars calcu-
lated by analytical method. So fuzzy simulation has good precision. As declared
in the above sections, we can use any fuzzy variable including trapezoidal fuzzy



806 J. Zhang, H. Du, and W. Tang

variable to depict future cash flows, and then apply fuzzy simulation to cal-
culate the expected value. According to the estimates, at the industrialisaton
moment, the investment I = 2.26 million dollars. Applying the NPV method,
at the industrialisation moment NPV = 21.426 − 22.60 = −1.174 million dol-
lars and the NPV is negative, which indicates the R&D project is not feasible.
But the NPV calculation denies the flexibility of not investing at the moment of
industrialisation.

Now, let us calculate the option value of the R&D project. According to the
forecast and the judgements, the waiting time until new information arrives, wi,
is exponentially distributed with parameter λ = (4.1, 4.3, 4.48). Up-side jump
Ξi|Xi = 1 submits to Weibull distribution with shape parameter 2, known as
the Rayleigh distribution and size parameter γ1 = (0.09, 0.11, 0.126). The up-side
jumps happen with probability p = 0.7. Down-side jump Ξi|Xi = −1 submits
to the Rayleigh distribution which size parameter is determined according to
the equation (12). Accordingly, the down-side jumps happen with probability
1 − p = 0.3. Random fuzzy simulation of 5000 times yields an option value of
2.579 million dollars, and Fig. 1 illustrates the relationship between the number
of iterations N and the estimated expected values. The result indicates that we
can gain the value of 2.579 million dollars only with 1.5 million dollars investment
on the R&D project. So, this R&D project is worthy of investing.
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Fig. 1. Variations of the estimated expected values

6 Conclusion

The aim of this paper is to introduce a random fuzzy jump model to price
R&D option. In many situations, for the lack of enough data, some important
parameters in classical jump model can’t always be confirmed accurately, which
need generally be determined by the manager’s own subjective judgments on the
basis of the objective information. Therefore, the random fuzzy theory provides a
useful tool to overcome this kind of impreciseness. The advantage of the random
fuzzy jump model is that the manager’s subjective estimation is incorporated
into the jump model.
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7. Zmeškal, Z.: Application of the Fuzzy-Stochastic Methodology to Appraising the
Firm Value as a European Call Option. European Journal of Operational Research.
135 (2001) 303-310

8. Majd, S., Pindyck, S.: Time to Build, Option Value, and Investment Decisions.
Journal of Industrial Economics. 18 (1987) 7-27

9. Cox, C., Ross, A.: The Valuation of Options for Alternative Stochastic Processes.
Journal of Financial Economics. 3 (1976) 145-166

10. Nahmias, S.: Fuzzy Variables. Fuzzy Sets and Systems. 1 (1978) 97-110
11. Liu, B.: Uncertainty Theory: An Introduction to Its Axiomatic Foundations.

Springer-Verlag, Berlin. (2004)
12. Liu, B., Liu, Y.: Expected Value of Fuzzy Variable and Fuzzy Expected Value

Model. IEEE Transactions on Fuzzy Systems. 10 (2002) 445-450
13. Liu, B.: Theory and Practice of Uncertain Programming. Phisica-Verlag, Heidel-

berg. (2002)
14. Liu, Y., Liu, B.: Expected Value Operator of Random Fuzzy Variable and Random

Fuzzy Expected Value Models. International Journal of Uncertainty Fuzziness &
Knowledge-Based Systems. 11 (2003) 195-215

15. Liu, B., Iwamura, K.: Chance Constrained Programming with Fuzzy Parameters.
Fuzzy Sets and Systems. 94 (1998) 227-237

Appendix

On the product possibility space (Θ,P (Θ),Pos), for any θ ∈ Θ, random fuzzy
variables N,wi, Ξi accordingly degenerate to random variables N(θ),wi(θ),Ξi(θ).
It can be proved that E[S(T )(θ)] = S(t)er(T−t), which means the expected
growth rate of underlying assets equals to the risk free rate from the present
time t to the industrialisation moment T under the random condition in our
model.
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Proof

E

⎡⎣N(θ)∏
i=0

(wi(θ) + Ξi(θ) + 1)

⎤⎦
=

∞∑
n=0

E

[
n∏

i=0

(wi(θ) + Ξi(θ) + 1)

]
P [N(θ) = n]

=
∞∑

n=0

(
n∏

i=0

E[wi(θ) + Ξi(θ) + 1]

)
P [N(θ) = n]

=
∞∑

n=0

(
n∏

i=0

(
1 +

r

λ(θ)

))
(λ(θ)(T − t))nexp(−λ(θ)(T − t))

n!

=
∞∑

n=0

(
1 +

r

λ(θ)

)n (λ(θ)(T − t))nexp(−λ(θ)(T − t))
n!

=
∞∑

n=0

[(T − t)(r + λ(θ))]n

n!
exp(−λ(θ)(T − t))

= exp((T − t)(r + λ(θ)))exp(−λ(θ)(T − t))

= exp(r(T − t)).



Two-Person Zero-Sum Matrix Game with Fuzzy

Random Payoffs

Lin Xu1, Ruiqing Zhao1, and Yufu Ning1,2

1 Institute of Systems Engineering, Tianjin University, Tianjin 300072, China
xulin93@163.com, zhao@tju.edu.cn, ning@tju.edu.cn

2 Department of Computer Science, Dezhou University, Dezhou 253023, China

Abstract. The purpose of this paper is to introduce a two-person zero-
sum matrix game in which the payoffs are characterized as fuzzy random
variables. Based on fuzzy random expected value operator, a fuzzy ran-
dom expected minimax equilibrium strategy to the game is defined and
the existence of the strategy is proved. Then an iterative algorithm based
on fuzzy random simulation is designed to seek the minimax equilibrium
strategy. Finally, a numerical example is provided to illustrate the effec-
tiveness of the algorithm.

1 Introduction

Game theory is generally considered to have begun with the publication of von
Neumann and Morgenstern’s Theory of Games and Economic Behavior [1] in
1944. It is the mathematical study on conflict situations which opens up a wide
range of game-like problems in economics, sociology, psychology, and strategic
studies to the precise interpretation of mathematical analysis. In game theory,
two-person zero-sum matrix game is the fundamental problem. Employing the
method of statistical mechanics, Berg and Engel [2], Ein-Dor and Kanter [3]
discussed a two-person zero-sum matrix game with random payoffs.

Since most games always take place in uncertain environments, the payoffs
cannot be exactly assessed for these games. In these games, the uncertainty is
due to inaccuracy of information and fuzzy comprehension of situations by ex-
perts. In such situations, it is reasonable to model the problems as games with
fuzzy payoffs. The theory of fuzzy sets initiated by Zadeh [4] is an effective way
to deal with games with fuzzy payoffs. Two-person zero-sum matrix game with
fuzzy payoffs was studied by Campos [5], who employed linear programming
models to solve the fuzzy matrix game. As the extension of the idea of Cam-
pos [5], Nishizaki and Sakawa [6] discussed multiobjective matrix game with
fuzzy payoffs. Furthermore, Bector et al [7] introduced a dual for linear pro-
gramming problems with fuzzy parameters to matrix games with fuzzy payoffs.
Vijay [8] provided a solution procedure for solving two-person zero-sum matrix
games with fuzzy goals and fuzzy payoffs. Xu et al [9] defined three equilibrium
strategies to a game with fuzzy payoffs and provided an algorithm for seeking
the equilibrium strategies.

When game theory is applied to real world problems, sometimes the payoffs
contain both randomness and fuzziness. For example, when a player in a game

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 809–818, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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plays a strategy to the other players’ actual strategy choices, the payoffs that the
player receives will be about 100 dollars with probability p. In such situations,
we need to take into account both randomness and fuzziness of payoffs and deal
with the payoffs as fuzzy random variables. The notion of fuzzy random variable
was first introduced by Kwakernaak [10,11], then this concept was developed by
several researchers such as Puri and Ralescu [12], and Kruse and Meyer [13].
Roughly speaking, a fuzzy random variable defined by Kwakernaak [10,11] is a
measurable function from a probability space to a collection of fuzzy numbers,
and its expected value is described as a fuzzy number. Based on the concept of
fuzzy random variable, Yoshida [14] discussed a stopping game for a sequence of
fuzzy random variables and gave a saddle point.

Another concept of the fuzzy random variable defined by Liu and Liu [15] is
a measurable function from a probability space to a collection of fuzzy variables
and its expected value was defined as a scalar value. In this paper, we discuss
a two-person zero-sum matrix game with fuzzy random payoffs, in which the
notion of fuzzy random variable is proposed by Liu and Liu [15]. A new kind
of minimax equilibrium strategy-fuzzy random expected minimax equilibrium
strategy is provided, and the existence of the strategy is proved by employing the
Kakutani’s fixed-point theorem. Since traditional analytical solution methods are
not applicable to find the minimax equilibrium strategy, an iterative algorithm
based on fuzzy random simulation is designed to find it. Finally, a numerical
example is provided to illustrate this idea.

2 Preliminaries

Let Θ be a nonempty set, P(Θ) the power set of Θ, and Pos a possibility mea-
sure, then the triplet (Θ,P(Θ),Pos) is called a possibility space. Based on the
possibility measure Pos, the credibility Cr of a fuzzy event was defined.

Definition 1 (Liu and Liu [16]). Let (Θ,P(Θ),Pos) be a possibility space,
and A a set in P(Θ), then the credibility measure of A is defined by

Cr{A} =
1
2

(Pos{A}+ 1− Pos{Ac}) , (1)

where Ac is the complement of A.

Definition 2. A fuzzy variable ξ is a function defined on a possibility space
(Θ,P(Θ),Pos) to the set of real numbers, and its membership function is derived
from the possibility measure by

μ(x) = Pos
{
θ ∈ Θ

∣∣ ξ(θ) = x
}
, x ∈ �. (2)

Definition 3 (Liu and Liu [16]). Let ξ be a fuzzy variable on the possibility
space (Θ,P(Θ),Pos), the expected value E[ξ] is defined by

E[ξ] =
∫ +∞

0

Cr{ξ ≥ r}dr −
∫ 0

−∞
Cr{ξ ≤ r}dr (3)

provided that at least one of the two integrals is finite.
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Definition 4. An n-dimensional fuzzy vector is defined as a function from a
probability space (Ω,A,Pr) to the set of n−dimensional real vectors.

Proposition 1 (Liu and Liu [16]). Let ξ be an n-dimensional fuzzy vector,
f : �n → � and g : �n → � measure functions. If functions f and g are
comonotonic, then for any nonnegative real numbers a and b, we have

E[af(ξ) + bg(ξ)] = aE[f(ξ)] + bE[g(ξ)]. (4)

Definition 5 (Liu and Liu [17]). The fuzzy variables ξ1, ξ2, · · · , ξn are said
to be independent if and only if

Pos{ξi ∈ Bi i = 1, 2, · · · , n} = min
1≤i≤n

Pos{ξi ∈ Bi} (5)

for any sets B1,B2, · · · ,Bn of �.
Definition 6 (Liu and Liu [15]). A fuzzy random variable is a function ξ
defined on a probability space (Ω,A,Pr) to the set of fuzzy variables such that
Pos{ξ(ω) ∈ B} is a measurable function of ω for any Borel set B of �.

Definition 7. An n−dimensional fuzzy random vector is a function ξ from a
probability space (Ω,A,Pr) to the set of n−dimensional fuzzy vector such that
Pos{ξ(ω) ∈ B} is a measurable function of ω for any Borel set B of �n.

Definition 8 (Liu and Liu [15]). Let ξ be a fuzzy random variable. Then its
expected value is defined by

E[ξ] =
∫ +∞

0

Pr
{
ω ∈ Ω

∣∣ E[ξ(ω)] ≥ r
}

dr −
∫ 0

−∞
Pr

{
ω ∈ Ω

∣∣ E[ξ(ω)] ≤ r
}

dr

(6)
provided that at least one of the two integrals is finite.

Theorem 1. Let ξ be a fuzzy random vector, f : �n → � and g : �n → � mea-
sure functions. If functions f and g are comonotonic, then for any nonnegative
real numbers a and b, we have

E[af(ξ) + bg(ξ)] = aE[f(ξ)] + bE[g(ξ)]. (7)

Proof. For each ω ∈ Ω, f(ξ(ω)) and g(ξ(ω)) are fuzzy variables. It follows from
Proposition 1 that

E[af(ξ(ω)) + bg(ξ(ω))] = aE[f(ξ(ω))] + bE[g(ξ(ω))].

Therefore
E [af(ξ) + bg(ξ)]

= E [E [af (ξ (ω)) + bg (ξ (ω))]]

= E [aE [f (ξ (ω))] + bE [g (ξ (ω))]]

= E [aE [f (ξ (ω))]] + E [bE [g (ξ (ω))]]

= aE [E [f (ξ (ω))]] + bE [E [g (ξ (ω))]]

= aE[f(ξ)] + bE[g(ξ)].
The theorem is proved.
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Proposition 2 (Liu and Liu [18]). Assume that ξ and η are two fuzzy random
variables with finite expected values. If for each ω ∈ Ω, the fuzzy variables ξ(ω)
and η(ω) are independent, then for any real numbers a and b, we have

E[aξ + bη] = aE[ξ] + bE[η]. (8)

3 Two-Person Zero-Sum Matrix Game

In this section, we discuss a two-person zero-sum matrix game in which the
payoffs are characterized as fuzzy random variables. And then we define a fuzzy
random expected minimax equilibrium strategy to the game.

Let I
�
= {1, 2, · · · ,m} denote a set of pure strategies of player I and J

�
=

{1, 2, · · · , n} a set of pure strategies of player II. We denote the strategy spaces
of player I and player II by

X =

{
x = (x1, x2, · · · , xm)T

∣∣ m∑
i=1

xi = 1, xi ≥ 0, i = 1, 2, · · · ,m
}

,

and

Y =

⎧⎨⎩y = (y1, y2, · · · , yn)T
∣∣ n∑

j=1

yj = 1, yi ≥ 0, j = 1, 2, · · · , n
⎫⎬⎭ .

Let fuzzy random variable ξij represent the payoffs that player I receives or
player II loses when player I plays the pure strategy i and player II plays the
pure strategy j, then a two-person zero-sum game is represented by fuzzy random
payoffs matrix

η =

⎡⎢⎢⎣
ξ11 ξ12 · · · ξ1n

ξ21 ξ22 · · · ξ2n
...

...
. . .

...
ξm1 ξm2 · · · ξmn

⎤⎥⎥⎦ . (9)

When the mixed strategies x and y are chosen by player I and player II,
respectively, then the fuzzy random payoffs of player I are

xT ηy =
n∑

j=1

m∑
i=1

ξijxiyj , (10)

and the fuzzy random payoffs of player II are −xT ηy.
Since the payoffs are characterized as fuzzy random variables, the player can-

not predict how many payoffs will actually be when he chooses a strategy. It is
a natural idea for the player to maximize his or minimize the opponent’s fuzzy
random expected payoffs. The problem for the player is to choose the strategy
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so that the fuzzy random expected payoffs achieves the optimal values. So based
on fuzzy random expected value operator, we give the following minimax equi-
librium strategy.

Definition 9. Let ξij (i = 1, 2, · · · ,m, j = 1, 2, · · · , n) be fuzzy random variables
with finite expected values. Then (x∗,y∗) ∈ X × Y is called a fuzzy random
expected minimax equilibrium strategy to the game if

E
[
xT ηy∗] ≤ E

[
x∗T ηy∗] ≤ E

[
x∗T ηy

]
, (11)

where η is defined by (9).

Theorem 2. In a two-person zero-sum game, the payoffs ξij (i=1, 2, · · · ,m, j =
1, 2, · · · , n) are characterize as fuzzy random variables with finite expected values.
Then there at least exists a fuzzy random expected minimax equilibrium strategy
to the game.

Proof. For any y ∈ Y, let

Q(y) =
{
x ∈ X | E [

xT ηy
] ≤ E

[
xT ηy

]
, ∀x ∈ X} , (12)

then Q(y) ⊂ X . For any x ∈ X , let

P (x) =
{
y ∈ Y | E [

xT ηy
] ≤ E

[
xT ηy

]
, ∀y ∈ Y} , (13)

then P (x) ⊂ Y.
We first prove that Q(y) and P (x) are both convex sets. For any x1,x2 ∈

Q(y), it is clear that λx1 + (1 − λ)x2 ∈ X with any λ ∈ [0, 1]. Since the com-
ponents of x1,x2 are all nonnegative real numbers, it follows from Theorem 1
that

E
[
(λx1 + (1 − λ)x2)

T
ηy

]
= λE

[
xT

1 ηy
]
+ (1− λ)E

[
xT

2 ηy
]
. (14)

Moreover, it follows from (12) that{
E
[
xT

1 ηy
] ≥ E

[
xT ηy

]
E
[
xT

2 ηy
] ≥ E

[
xT ηy

] (15)

for any x ∈ X .
Thus for any λ ∈ [0, 1],{

λE
[
xT

1 ηy
] ≥ λE

[
xT ηy

]
(1− λ)E

[
xT

2 ηy
] ≥ (1− λ)E

[
xT ηy

]
.

(16)

Hence, we have

E
[
(λx1 + (1 − λ)x2)

T
ηy

]
≥ E

[
xT ηy

]
, ∀x ∈ X . (17)

This implies that
λx1 + (1 − λ)x2 ∈ Q(y). (18)

Hence, Q(y) is a convex set. Similarly, we can prove that P (x) is a convex set.
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Let F : X × Y → P(X × Y) be a set-valued map defined by

F (z) = Q(y)× P (x), ∀z = (xT ,yT )T ∈ X × Y, (19)

where P(X × Y) is the power set of X × Y. Then we have

(u,v) ∈ F (z)⇐⇒ u ∈ Q(y),v ∈ P (x). (20)

Let zn = (xT
n ,yT

n )T and (un,vn) ∈ F (zn), where un → u0, vn → v0,
xn → x0, and yn → y0 as n→∞. Since un ∈ Q(yn), for any x ∈ X , we obtain

E
[
xT ηyn

] ≤ E
[
uT

nηyn

]
. (21)

Hence,
lim

n→+∞E
[
xT ηyn

] ≤ lim
n→+∞E

[
uT

nηyn

]
. (22)

It implies that
E
[
xT ηy0

] ≤ E
[
uT

0 ηy0

]
. (23)

Thus u0 ∈ Q(y0).
Similarly, since vn ∈ P (xn), for any y ∈ Y, we have

E
[
xT

nηvn

] ≤ E
[
xT

nηy
]
. (24)

Hence,
lim

n→+∞E
[
xT

nηvn

] ≤ lim
n→+∞E

[
xT

nηy
]
. (25)

It implies that
E
[
xT

0 ηv0

] ≤ E
[
xT

0 ηy
]
. (26)

Thus v0 ∈ P (x0). Hence, Q(y) and P (x) are both convex closed sets, and the
graph of F is convex closed.

What’s more, it is clear that the set-valued map F is upper semi-continuous
with non-empty, convex, closed values. It follows from Kakutani’s fixed-point
theorem that there at least exists a point z∗ ∈ X ×Y such that z∗ ∈ F (z∗), i.e.,
there at least exists a point (x∗,y∗) ∈ (X ,Y), such that{

x∗ ∈ Q(y∗) ⇒ E
[
xT ηy∗] ≤ E

[
x∗T ηy∗] , ∀x ∈ X

y∗ ∈ P (x∗) ⇒ E
[
x∗T ηy∗] ≤ E

[
x∗T ηy

]
, ∀y ∈ Y.

(27)

The theorem is proved.

Remark 1. If for each ω ∈ Ω, the fuzzy variables ξij(ω) are independent, then
for any mixed strategies x and y, it follows from Proposition 2 that

E
[
xT ηy

]
= E

⎡⎣ n∑
j=1

m∑
i=1

ξijxiyj

⎤⎦ =
n∑

j=1

m∑
i=1

E [ξij ]xiyj. (28)

It is well known that every two-person zero-sum matrix game with crisp payoffs
has a minimax equilibrium strategy, then the game with fuzzy random payoffs
has a fuzzy random expected minimax equilibrium strategy.
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4 Iterative Algorithm Based on Fuzzy Random
Simulation

When payoffs are characterized as fuzzy random variables, traditional analytical
solution methods are not applicable to find a fuzzy random expected minimax
equilibrium strategy. Considering the payoffs are independent in general cases,
we propose an algorithm, in which fuzzy random simulation is employed to
estimate the expected value, and iterative technique is used to seek the minimax
equilibrium strategy.

The fuzzy random simulation technique proposed by [18] is an effective tool
to evaluate the expected value of fuzzy random payoffs. Assume that ξ is an
n−dimensional fuzzy random vector on the probability space (Ω,A,Pr), and
f : �n → � a measure function. We generate ωk from Ω according to the prob-
ability measure Pr and produce ξ(ωk) for k = 1, 2, · · · , N , then E[f(ξ(ωk))] is
the expected value of fuzzy variable f(ξ(ωk)) for each realization ω, respectively.
Since E[f(ξ(ω))] is a random variable, applying the strong law of large numbers,
the expected value E[f(ξ)] of fuzzy random variable f(ξ) can be estimated by
1
N

∑N
k=1 E[f(ξ(ωk))] provided that N is sufficiently large. Thus, E[f(ξ)] can be

estimated by the following procedure.

Step 1. Set L=0.
Step 2. Sample ω from Ω according to the probability measure Pr.
Step 3. Set e=0.
Step 4. Randomly sample θk from the universe Θ such that Pos{θk} ≥ ε, k =

1, 2, · · · ,M , where ε is a sufficiently small number and M is a sufficiently
large number.

Step 5. Set a = min
1≤k≤M

f(ξ(ω)(θk)) and b = max
1≤k≤M

f(ξ(ω)(θk)).

Step 6. Randomly generate r from [a, b].
Step 7. If r ≥ 0, e← e + Cr

{
θk ∈ Θ

∣∣ f(ξ(ω)(θk)) ≥ r
}
.

Step 8. If r < 0, e← e− Cr
{
θk ∈ Θ

∣∣ f(ξ(ω)(θk)) ≤ r
}
.

Step 9. Repeat the sixth to eighth steps for M times.
Step 10. E[f(ξ(ω))] = a ∨ 0 + b ∧ 0 + e · (b − a)/M .
Step 11. Set L← L + E[f(ξ(ω))].
Step 12. Repeat the second to eleventh steps for T times, where T is a suffi-

ciently large number.
Step 13. E[f(ξ)] = L/T .

Now we embed fuzzy random simulation into an iterative algorithm to find
the fuzzy random expected minimax equilibrium strategy. The procedure is sum-
marized as follows:

Step 1. Firstly, let xi1 be a pure strategy selected randomly from the set of pure
strategies {1, 2, · · · ,m} by player I, and yj1 a pure strategy selected
randomly from the set of pure strategies {1, 2, · · · , n} by player II.

Step 2. After the tth game, the pure strategies selected by player I are xi1,· · · ,xit

while the pure strategies selected by player II are yj1 , · · · , yjt . In the
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(t+1)th game, the pure strategy xit+1 selected by player I should satisfy
the condition

t∑
k=1

E
[
ξit+1jk

]
= max

1≤i≤m

t∑
k=1

E [ξijk
] . (29)

The pure strategy yjt+1 selected by player II should satisfy the condition

t∑
k=1

E
[
ξikjt+1

]
= min

1≤j≤n

t∑
k=1

E [ξikj ] , (30)

where E [ξij ] can be estimated by fuzzy random simulation.
Step 3. Return to Step 2 with t = t + 1 until the iteration number is N , here

N is a predetermined number of iterations.
Step 4. Let x∗ = {x∗

1, x
∗
2, · · · , x∗

m}, where x∗
i is the ratio of times of the pure

strategy i selected by player I in the above-mentioned steps to N , i =
1, 2, · · · ,m. Let y∗ = {y∗1 , y∗2 , · · · , y∗n}, where y∗j is the ratio of times of
the pure strategy j selected by player II in the above-mentioned steps
to N , j = 1, 2, · · · , n.

Step 5. Estimate E
[
x∗T ηy∗] by fuzzy random simulation, then display the

fuzzy random expected minimax equilibrium strategy (x∗,y∗) and
E
[
x∗T ηy∗].

5 Numerical Example

When the game theory is applied in the fields of economic and management
problems, international and national politics, and social policy, sometimes the
players should consider the state of uncertainty. In fuzzy stochastic environ-
ments, the payoffs are usually the random variable taking fuzzy values. In this
section, we give an example of a two-person zero-sum game with fuzzy random
payoffs and illustrate the effectiveness of the algorithm provided in Section 4.
In order to simplify the game, each of two players is assumed to have two pure
strategies. Then the normal form of the game reduces to a matrix

η =
[
ξ11 ξ12
ξ21 ξ22

]
,

where fuzzy random variables ξij (i = 1, 2, j = 1, 2) are characterized as

μξ11(x) = e−
(x−ρ11)2

2 , with ρ11 ∼ N(1, 1),

μξ12(x) = e−
(x−ρ12)2

2 , with ρ12 ∼ N(3, 2),

μξ21(x) = e−
(x−ρ21)2

2 , with ρ21 ∼ N(4, 3),

μξ22(x) = e−
(x−ρ22)2

2 , with ρ22 ∼ N(2, 1).
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By 100 iterations (2000 sample points in fuzzy random simulation), the fuzzy
random expected minimax equilibrium strategy is(

(x∗
1, x

∗
2), (y

∗
1 , y

∗
2)
)

=
(
(0.4800, 0.5200), (0.2600, 0.7400)

)
,

with E
[
x∗T ηy∗] = 2.7114.
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Fig. 1. An interative process based on fuzzy random simulation

The results of iterative algorithm are shown in Fig. 1, in which the two straight
lines represent the optimal solutions of x∗

1 and y∗1 , respectively, and the curves
represent the solutions obtained by different numbers of the iterative numbers.

6 Conclusions

In this paper, a two-person zero-sum matrix game with fuzzy random payoffs is
studied. Employing fuzzy random variables to describe the payoffs of the game,
we present a fuzzy random expected minimax equilibrium strategy and prove
the existence of the strategy. An algorithm based on fuzzy random simulation is
designed to seek the minimax equilibrium strategy.
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Abstract. This paper develops a fuzzy model that considers the uncer-
tain attributes of change orders in a research and development (R&D)
project. It is assumed that the arrival times of change orders follow a
fuzzy renewal process. The contingency based on the confidence level
offered by the decision-maker is estimated by fuzzy simulation. Further-
more, the effect of schedule delays which increase further the project cost
and schedule is considered explicitly. Finally, three numerical examples
are presented to illustrate the application of the proposed model.

1 Introduction

Cost or schedule overrun has always been one of the most important management
problems of R&D project as well as of all other projects. The standard practice
of allowing for unexpected cost or delay is to add a percentage figure above the
basic cost or schedule estimate. The additional amount of money or time, usually
called contingency, intends to contain any unforeseen cost or delay incurring
within the project duration. In realistic situations, it is impossible to ensure
a total protection by any finite contingency provision, which always reflects a
certain level of risk acceptance whether known or not.

There is a number of estimating methods that attempt to identify and as-
sess various categories of uncertainties and risks in order to compute the overall
project cost or schedule distributions [1]. For example, the probability that actual
cost will not exceed a given cost estimate can be determined [2] [3]. However, in
many situations, the probability distribution functions may be unknown or par-
tially known. For budgeting and decision purposes, experts’ subjective opinions
can be used to provide the estimations of uncertain parameters. These subjective
opinions are usually characterized by linguistic terms such as “low”, “high”, or
“fairly high” because of either the lack of evidence or the inability of experts.
The classical set theory or probability theory will be useless since it is difficult
to assign a crisp value to a subjective judgement. In such a case, the use of fuzzy
theory provides an effective way to handle these problems.

The purpose of this paper is to estimate the contingency of R&D project
by means of fuzzy theory. Specifically, it is assumed that the interarrival times
between uncertain events causing delays and cost adjustments (change orders)
are fuzzy variables. Thus the arrival times of these uncertain events follow a

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 819–824, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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fuzzy renewal process. Furthermore, the costs and delays caused by uncertain
events are regarded as fuzzy variables. Similar to other projects’ management,
the contingency based on the confidence level which means the possibility of
meeting the project budget is estimated by fuzzy simulation.

2 Fuzzy Model for Estimating the Contingency

In an R&D project duration, it is assumed that the arrival times of uncertain
events follow a fuzzy process {N(t), t ≥ 0}, where N(t) denotes the number of
events in the interval (0, t]. Specifically, let Ti be the interarrival times between
the (i − 1)th and the ith events, i = 1, 2, . . ., respectively. {Ti, i ≥ 1} denotes
a sequence of bounded nonnegative fuzzy variables with the same membership
function defined on the possibility spaces (Θ1

i ,P(Θ1
i ),Pos1i ), i = 1, 2, . . ., respec-

tively. Let Sn denote the arrival time of the nth event,

Sn =
n∑

i=1

Ti, (1)

and define S0 = 0, then the process {Sn, n ≥ 1} becomes a fuzzy renewal process
on the product possibility space (Θ1,P(Θ1),Pos1) of (Θ1

i ,P(Θ1
i ),Pos1i ), i =

1, 2, . . .
Let N(t) denote the total number of events during the interval (0, t], then

N(t) = sup{n : 0 < Sn ≤ t}. (2)

Obviously, N(t) is also a fuzzy variable on the possibility space (Θ1,P(Θ1),Pos1),
and

Pos{N(t) = n} = Pos{Sn ≤ t < Sn+1}, n = 0, 1, 2, . . . (3)

Let T be the original estimated project duration. We further assume that
each event will affect the R&D project duration and cost. Specifically, the ith
event causes the project to be delayed by an interval Di. It is assumed that
all these intervals Di are bounded nonnegative fuzzy variables with the same
membership function and defined on the possibility spaces (Θ2

i ,P(Θ2
i ),Pos2i ),

i = 1, 2, . . ., respectively. Furthermore, we assume that these delays are non-
overlapping. The total delay of change orders can be denoted by

D =
N(T )∑
i=1

Di. (4)

Let Ci denote the cost associated with the ith interarrival time Ti. It is as-
sumed that Ci, i = 1, 2, . . . are bounded nonnegative fuzzy variables with the
same membership function and defined on the possibility spaces (Θ3

i ,P(Θ3
i ),Pos3i ),

i = 1, 2, . . ., respectively. So the total cost of change orders can be expressed by

C =
N(T )∑
i=1

Ci. (5)
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2.1 Estimation of Contingency Without Interaction

It is assumed that all costs of change orders are independent and identically
distributed (iid) fuzzy variables. The same assumption applies to the delays of
change orders. Thus, the expected values of total cost and delay of change orders
can be expressed as

E[C] = E

⎡⎣N(T )∑
i=1

Ci

⎤⎦ = E[N(T ) · C1], (6)

E[D] = E

⎡⎣N(T )∑
i=1

Di

⎤⎦ = E[N(T ) ·D1], (7)

respectively (Zhao and Liu [4]).
Now that we have the expressions of cost and schedule overruns, we can spec-

ify a desired contingency value. Here, we again assume that costs and delays of
change orders are independent with each other. If the decision-maker desires a
confidence level α against cost overrun, he or she would get a minimal contin-
gency of C such that

Pos
{
C ≤ C

}
= Pos

{
N(T )∑
i=1

Ci ≤ C

}
≥ α, (8)

where C is the α-pessimistic value of fuzzy variable C.
The similar approach can be used for contingency of delay. If the decision-

maker desires a confidence level β against schedule overrun, he or she would get
a minimal contingency of D such that

Pos
{
D ≤ D

}
= Pos

{
N(T )∑
i=1

Di ≤ D

}
≥ β, (9)

where D is the β-pessimistic value of fuzzy variable D.

2.2 Estimation of Contingency with Interaction

The total cost and delay of change orders mentioned above are estimated on
condition that T is the original project duration. However, the number of events
will increase correspondingly in the duration increase D. It is assumed that the
rate of change remains the same during delay periods. Then the impact on cost
can be approximately expressed by

Pos
{
C ≤ C

}
= Pos

{
N(T+E[D])∑

i=1

Ci ≤ C

}
≥ α. (10)

The similar approach can be used for contingency of delay as follows,

Pos
{
D ≤ D

}
= Pos

{
N(T+E[D])∑

i=1

Di ≤ D

}
≥ β. (11)
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3 Fuzzy Simulation for Estimating Contingency

In the fuzzy model formulated in Section 2, it is difficult to find an analytic
method to calculate the expected values and pessimistic values due to the com-
plexity of fuzzy renewal process in an R&D project. Here, we employ fuzzy
simulation techniques proposed by Liu [5] to estimate these values.

3.1 Fuzzy Simulation for Estimating Expected Value

In this section, we design the fuzzy simulation for estimating the expected value
of total cost of change orders. The expected value of total delay can be estimated
by the same method. For a given R&D project duration T , by the definition of
expected value of fuzzy variable presented by Liu and Liu [6] and equation (6),
the expected value E[C] can be expressed by

E[C] = E [N(T )C1] =
∫ +∞

0

Cr {N(T )C1 ≥ r} dr. (12)

The procedure for estimating E[N(T )C1] can be summarized as follows.

Step 1. Set L=0.
Step 2. Randomly sample θk from the universe Θ such that Pos{θk} ≥ ε, and

denote μk = Pos{θk}, k = 1, 2, · · · ,M , respectively, where ε is a sufficiently
small number and M is a sufficiently large number.

Step 3. Set a = (N(T )C1)(θ1) ∧ · · · ∧ (N(T )C1)(θM ) and b = (N(T )C1)(θ1)∨
· · · ∨ (N(T )C1)(θM ).

Step 4. Randomly generate r from [a, b].
Step 5. For any real number r ≥ 0, Cr{N(T )C1 ≥ r} can be estimated by

1
2

(
max

1≤k≤M

{
μk

∣∣ (N(T )C1)(θk) ≥ r
}
+1− max

1≤k≤M

{
μk

∣∣ (N(T )C1)(θk) < r
})

,

(13)
and set L← L + Cr {(N(T )C1)(θk) ≥ r}.

Step 6. Repeat the fourth and fifth steps for M times.
Step 7. E[N(T )C1] = a ∨ 0 + b ∧ 0 + L · (b− a)/M .
Step 8. Return E[N(T )C1].

3.2 Fuzzy Simulation for Estimating α-Pessimistic Value

Here, we employ the fuzzy simulation for estimating the contingency value of
total cost of change orders. The same approach can be applied to the contingency
value of total delay of change orders. The procedure for estimating C can be
summarized as follows.

Step 1. Set C = +∞.
Step 2. Randomly generate θ from the α-level set of fuzzy variable C.
Step 3. If C > C(θ), then set C = C(θ).
Step 4. Repeat the second and third steps M times, where M is a sufficiently

large number.
Step 5. Return the minimal value C.
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4 Numerical Examples

Usually, uncertain events causing delays and cost adjustments are assumed to
occur randomly in time. Often their probability distributions can be estimated
from historical data. However, collecting enough and effective historical data is
usually difficult in an R&D project. Thus, these parameters can be regarded
as fuzzy variables. Consider an R&D project in which the interarrival times of
change orders are triangular fuzzy variables Ti = (1.0, 1.5, 2.0) months, the delays
of change orders are triangular fuzzy variables Di = (0.3, 0.5, 0.7) months, and
the associated costs are triangular fuzzy variables Ci = (0.8, 1.0, 1.2) thousand
dollars, i = 1, 2, . . . In addition, the project duration T is 12 months.
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Fig. 1. A simulation process for expected value of total cost
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Fig. 2. A simulation process for expected value of total delay

Example 1. According to the expressions (6) and (7), we employ fuzzy simula-
tion to estimate the expected total cost and delay of change orders, respectively.
The variations of expected total cost with different numbers of samples are shown
in Fig. 1, and the ones of expected total delay are shown in Fig. 2, where N rep-
resents the number of samples. The expected value of total cost of change orders
is 7.5033 thousand dollars and the expected value of total delay is 3.7695 months
when 5000 samples are employed.

Example 2. According to the expressions (8) and (9), we take fuzzy simulation
to estimate the contingency values of total cost and delay of change orders. For
the total cost of change orders, the confidence level α = 0.9. For the total delay
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of change orders, the confidence level β = 0.85. The α-pessimistic value C is
estimated to be 9.2757 thousand dollars with 5000 samples. The β-pessimistic
value D is estimated to be 5.1146 months with 5000 samples.

Example 3. Here, we consider the estimation of contingency with interaction.
The R&D project duration T is replaced by the new value (T + E[D]) consid-
ering the effects of delays to project duration. The parameters α and β take
the same values with Example 2, respectively. By the expressions (10) and (11),
we can estimate the contingency values that C = 16.2172 thousand dollars and
D = 8.3149 months with 5000 samples.

5 Conclusions

Cost and schedule overruns often take place in an R&D project duration. Esti-
mating a reasonable contingency budget to deal with uncertainties is imperative
for R&D project management. This paper considers a fuzzy evaluation model
for estimating the contingency of R&D project. The contingency based on the
confidence level which means the possibility of meeting the project budget is es-
timated by fuzzy simulation. The proposed approach can be used for budgeting
purpose at the early stages of R&D project.
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Abstract. Many actual project problems generally belong to large-scale
TSP, The large-scale TSP as a famous NP-hard problem will be faced
with the dual challenges of the optimization performance and the CPU
run-time performance for any single algorithm. In fact, the optimal so-
lution is not pursued overwhelmingly in actual projects, but it needs to
meet certain optimization efficiency. This paper reduces the problem’s
complexity based on the idea of “divide and rule”. We use the method of
K-Means cluster to divide the nearest neighbor quickly. Then, we employ
parallel computing method to all divided areas by using combination of
genetic algorithm and ant algorithm (GAAA). Finally, we globally link
all the subsets using the method of K centers connect. The results of
simulations show that its complexity has been greatly reduced and we
can quickly obtain a satisfactory solution to the large-scale problem. It
is one effective way to solve the large-scale complex problems.

1 Introduction

In fact, many actual project problems generally belong to large-scale TSP, such
as the VLSI chip processing problem (corresponding to 1.2×106 cities TSP, Ko-
rte, 1988), X-ray (corresponding to 14000 cities TSP, Bland et al, 1989), printed
circuit board drilling problem (corresponding to 17, 000 cities TSP, Litke, 1984),
and the famous PCB442 problem (corresponding to 442 cities TSP, Grotschel et
al. 1991). For many practice problems, due to the structure’s complexity, there
often exist a lot of local minima in the neighborhood of the optimal solution.
Any single algorithm will be faced with the dual challenge of the optimization
performance and the CPU run-time performance when dealing with this kind of
large-scale problems due to the TSP complexity [1]. For the complex large-scale
TSP, scholars pin their hope on great enhancement of the super computer and
the parallel computation group’s performance; On the other hand, they continue
to explore new algorithms.

The spatial decomposition of neighborhood search is based on the idea of “di-
vide and rule”, combining mixing optimization strategy, which is one effective
way to solve the large-scale complex problems. Its basic idea is as follows: to

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 825–830, 2006.
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separate the entire problem into certain small scale subsets with a kind of clas-
sified method, for each small scale subset, parallel computing with one better
optimization algorithm, and then link all subsets by combining a certain linking
way, thus we can quickly obtain a satisfactory solution to the large-scale prob-
lem. By using this decomposition strategy, we can not only reduce the problem’s
complexity, but also obtain the higher optimization efficiency and the more sat-
isfactory optimization quality of the large-scale problems. The optimal solution
is not pursued overwhelmingly in actual projects, but needs to meet certain op-
timization efficiency. Therefore, the above solution strategy may be accepted. If
m× n cities are divided into m areas, then spatial capacity will be significantly
reduced from (m×n)! to m×n! [2]. If we parallel compute m areas, then m×n
cities problem will be a n cities problem, and its complexity will be greatly
reduced.

This paper tries to use the method of fast dynamic K-means cluster to divide
the neighborhood areas, then comes on the subset parallel optimization com-
putation by using the genetic algorithm-ant algorithm (GAAA) [3]. Finally, we
globally link all the subsets using the method of K centers connect to fast obtain
the satisfactory solution to the large-scale TSP problems.

2 The Combinative Model of Genetic Algorithm and Ant
Algorithm (GAAA)

2.1 Global Frame of GAAA

GAAA defines objective function and fitness-value function based on specific
problems first; the genetic algorithm is carried out secondly to bring several
optimal solutions; thirdly, based on the distribution of the initial pheromone
brought by the optimal solution, ant algorithm is carried out; the output is the
best solution finally. The global frame is shown in Fig. 1.

Problem
Fitness

Functions

Genetic
Algorithm

Objective
Functions Ant

Algorithm
Output

Solutions

Optimal
Solutions

Distribution of
Pheromone

Fig. 1. Global frame of GAAA

2.2 Selection and Connection for the Model of GAAA

The GA in GAAA is based on the theory and definition of elitist selecting GA.
Decimal code is used to confirm the fitness function of corresponding object;
a dual of mating father chromosomes are selected based on the fitness-value
function; Davis sequential-cross method is adopted; the method of reversion
mutation is used.
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The AA in GAAA is based on the model of ant loop of AS [4,5] and MMAS [6]
algorithm, it is improved based on assimilation of the merits, that is: the place-
ment for the initial value of pheromone (the solving result of GA is trans-
formed into the initial value of pheromone), and updating model of pheromone
(pheromone is updated by using the model of ant loop).

The key of the connection of the two algorithms is the way to transform the
result of genetic algorithm into the pheromone of ant algorithm. MMAS sets the
initial values of pheromones in the paths max τmax. Here, it is obtained certain
pheromones in the path by GA. Therefore, the initial value of pheromone is
set as:

τs = τc + τg, (1)

where τc is a constant of pheromone given by the problem of solving solution,
it is equivalent to τmin in algorithm of MMAS, τg is the value of pheromone in
the result of solving solution in GA.

3 Design of Parallel GAAA Based on Dynamic K-Means
Cluster

3.1 Design Idea and the Objective Function

The core of this algorithm is to apply the idea of “divide and rule” to the
complicated large-scale problems. It can be concretely described as Fig. 2.

Problem

GAAA

K Center
Connect

Satisfactory
Solution

K-Means
Cluster

GAAA

GAAA

.
.
.

Fig. 2. Parallel GAAA based on dynamic K-Means cluster

The method of the fast nearest neighbor classified using dynamic K-Means
cluster can divide the large-scale TSP into K subsets.

For K subsets, carry on parallel computation with network interconnection
groups computer or multi-processor computer.

Carry on the global linkage with the method of K centers.
Its objective function is:

MinZ =
∑

Zk −
∑

Si +
∑

Sj , (2)

where Zk is TSP optimum value of every subset, Si the disconnection chain for
every subset, and Sj the connection chain between the subsets.
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3.2 Dynamic K-Means Cluster

For the large data table such as the large-scale TSP, the method of the fast
nearest neighbor classified using dynamic K-Means cluster is fast and effective.
It can not only divide the problem into K kinds, making the element in every
kind aggregate, but also distinguish every kind well. More importantly, this
method can not be matched for economization in store space and high speeding
in computing, etc. Firstly, let k be the integer value by the scale of TSP divided
by 100 and let ε be the algorithm’s stop criteria. Then, running K-Means. Finally,
calculate and output the distance between K centers, k value of the center, the
neighbor point of each K centers and its quantity. The program of the algorithm
references [2].

3.3 The Method of K Center Neighbor’s Link

The procedure of the method of K center neighbor’s link is described as follows.

Step 1 According to K centers and the distance between them, decide the link
way of k neighbor areas.

Step 2 In order to keep TSP loop enclosed after linking the whole spatial neigh-
bors, according near to far connect two neighbors in K centers until TSP
loop.

Step 3 According to the mid value of the line between the centers of the neigh-
bors; decide the possible link point sets of the neighbor area.

Step 4 According to the subset optimization solved by parallel GAAA, choose
the connection chain in the inner neighbor of TSP loop and the disconnection
chain between the neighbors at the possible point of two linking neighbors.

Step 5 For each subset, calculate the sum of all the TSP optimum values, the
number of all disconnection chains, and the sum of all connection chains,
thus get the satisfactory solution of the large-scale TSP.

4 Simulations and Analysis

Now we will apply the method mentioned above to the Grotschel-442 cities TSP
problem.

4.1 Divide the Large-Scale TSP by K-Means Dynamic Cluster

According to size of 442 cities, set the number of dividing area K=4, and the stop
criteria ε = 0.02. The results are shown in Table 1: the center value (coordinate),
distance between them, the number of affiliated cities in its dividing area and
the concrete city (coordinate) of K1, K2, K3, and K4.

4.2 Apply the Parallel GAAA to Solve Each Divided-Area TSP at
the Same Time

According to the dynamic cluster divided area mentioned above, we use the
multi-processors of network to parallel solve every divided area TSP at the same
time. The results reported in Table 2 are obtained after many times of iterations.
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Table 1. Cluster’s center and the number of affiliated cities

Cluster dividing area K1 K2 K3 K4

Number of dividing cluster 112 136 106 88

Center coordinate (X, Y ) (232,121) (78, 281) (69,108) (248,290)

Distance between K1 223 164 170

cluster’s centers K2 223 173 170

K3 164 173 255

K4 170 170 255

Midpoint coordinate (X, Y ) (K1, K3)=(150.5,115.5) (K1, K4)=(240, 205.5)

(K3-K1-K4-K2) (K2, K4)=(163, 285.5)

Table 2. The TSP GAAA value and time for every cluster division

K1 K2 K3 K4

value time value time value time value time

Iteration 50 1439 36 1558 50 1434 31 1145 9

Iteration 100 1428 60 1530 134 1406 50 1128 16

Iteration 200 1419 136 1522 329 1401 113 1119 40

Iteration 300 1415 246 1506 550 1398 206 1115 82

Iteration 400 1415 378 1498 820 1394 320 1111 135

Iteration 500 1415 529 1491 1156 1394 440 1111 205

4.3 Link the K Centers Globally to Get the Satisfactory Solution of
the Large-Scale TSP

According to the coordinates of K centers in Table 1 and the distance between
them in Table 2, decide that K3-K1-K4-K2 makes up one close circle linking
globally (Fig. 3). According to the line (mid point coordinate) between centers,
decide the possible point sets and the dividing area TSP array. For each divided
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Fig. 3. K3-K1-K4-K2 makes up one close
circle linking globally
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Fig. 4. Grotschel-442 cities TSP global
connection circle
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area, calculate the sum of the TSP optimum value, the sum of disconnection
chain, and the sum of connection chain, thus we can get the satisfactory solution
for Grotschel-442 cities TSP. Fig. 4 shows the global connection circle.

5 Conclusion

Through the instance analysis of the large-scale TSP, we can see that the al-
gorithm can obtain a satisfactory result on optimization performance and time
performance, thus it has actual project value. K-means dynamic cluster method
is very fast; therefore, the algorithm has not increased the burden of extra oper-
ation while reducing the difficulty of the large-scale TSP problems. The number
of neighbor dividing area (K) and the scale of dividing area are important indices
influencing the optimization speed and optimization result. If the number of the
dividing area is too big, the quality of the global solution will descend; if the
number of the dividing area is very few, the optimization speed of the dividing
area will be too slow. We can get the best global solution by setting the scale of
the dividing area about 100 cities and iterating 300 times.
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Abstract. Fourteen properties and their interdependencies contributed to the 
analysis of six classes implication operators S-implications, R-implications, QL- 
implications, Force implication, f-generated implication operator and g- generated 
implication operator  are explored in this paper. It is found that all the properties 
can be inferred from three mutually independent properties. Then , the proven 
concerning which properties are true , false or satisfied for each of the six  classes 
of implication operators is given. Based on which , the author get the property  
I(x(n(x)) = n (x) for all x [0,1] that does not hold for force implication, f-
generated implication operator and g-generated implication operator.  

1   Introduction 

One of the most important and central problems of fuzzy logic is the proper definition 
of logical operations(see [1],[5],[10],[14],[15],[17],[19],[21]). At the beginning, the 
‘min’ for the connective And, the ‘max’ for the connective Or and ’1-x’ for the 
connective Not. We can see that they are easy to work but too crisp. Now in fuzzy 
logic we consider that, connectives And( ), Or( ) and Not(¬) are usually modelled 
by t-norm, i.e., a commutative, associative monotone binary operator T:[0,1] 2 [0,1] 
with T(1,a)=a for each a x [0,1], t-conorm, i.e., a commutative, associative 
monotone binary operator S:[0,1]2 [0,1] with S(0,a)=a for each x [0,1], and strong 
negation, i.e., an order-reversing involution negation n:[0,1] [0,1]. We also know 
that the implication operator is very important in one logic, but how to define the 
implication operator in fuzzy logic? There are many definitions about it and which is 
better is still an open problem.  

The paper organized as follows. In section 2 we will introduce six classes of 
implication operators and some properties in the literature for us to study the 
implication operator. We also analyze some interdependencies among the properties. 
In section 3 we will reveal which properties are true, false or satisfied for the six 
classes of implication operators respectively. As a particular case, We will prove 
whether they satisfy the property I(x(n(x)) = n(x) for all x [0,1]. The final section 
offers the conclusions. 

2    The Analysis of Properties of Implication Operators 

Although there are some different views on fuzzy implication operators’ definition, 
fuzzy implication operators are widely studied by many authors in the literature. 
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Three general classes of implication operator I have been provided in [6], The 
definitions as follows:  

 The S-implication I based on a t-conorm S and a strong negation n is defined as 
I( x, y)=S(n(x),y), x, y [0,1] .  

 The R-implication I based on a t-norm T is defined as I(x, y) = sup{ z [0,1 ] |  
T(x, y) y}, x, y [0,1].  

 The QL-implication I based on a t-norm T, a t-conorm S and a strong negation n 
is defined as I(x, y) = S(n(x),T(x, y)), x, y [0,1].  

In [7], the force implication operator has been identified. The definition as follows:  
 The force implication operator based on a t-norm T and a distance d is defined as 

I( x, y)=T(x,1-d( x, y)). 

In [20], two new classes of implication operators is introduced and the definitions 
as follows:  

 A binary operator I:[0,1] [0,1] defined such that I(x, y)=f (-1)(x f(y)) with the 
understanding that 0× =0, is called an  f- generated implication operator.  

 A binary operator I:[0,1] [0,1] defined such that I(x, y)=g (-1) (g(y)/x)) with the 
understanding that 0× =0, , is called an g- generated implication operator.  

Of course, there are some implication operators that don’t include in the above six 
classes(see [3,4]). So we can see that the definition of implication operator is more 
difficult. But which class is better? or how to define the implication operator? In 
general, a fuzzy implication operator should extend the classical boolean  implication. 
In the literature some other properties are provided , such as the D-P conditions in [6]. 
We summarize some properties as following(see [2,6,8,9,11-13,16,18]):  

P1:  x z implies I( x, y) I(z, y)  for all  y [0,1].    
P2:  y t implies I(x, y) I(x,t)  for all  x [0,1]. 
P3:  I(0, x) =1  for all x all x [0,1].  
P4:  I(x, 1) =1  for all x [0,1]. 
P5:  I(1 ,0) = 0.      
P6:  I(1,x ) = x  ( neutrality of truth).  
P7:  I( x, y, z) = I( y, I(x, z)) (exchange property).  
P8:  I(x, y) = 1 , iff  x y. 
P9:  I(x, 0) = n(x)  is a strong negation  
P10:  I(x ,y) y.  
P11:  I(x, x) =1 (identity).      
P12:  I(x, y) = I(n(y),n(x)) with a strong negation n. 
P13:  I ia a continuous function (continuity).     
P14:  I(0,0) = I(0,1) = I(1,1) =1.  

A implication operator can’t satisfy the full properties from P1 to P14, it only 
satisfies some of them in general. Evidently, the properties P1-P14 aren’t independent 
of one another. For example: P6  P5; P10  P4; P8  P3, P4, P11, P14. The 
following Lemma 1 can be found in [2].  
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Lemma 1.   Let I:[0,1] 2 [0,1].  

1)  If I satisfies P1 and P12, then I satisfies P2;     
2)  If I satisfies P2 and P12, then I satisfies P1;  
3)  If I satisfies P3 and P12, then I satisfies P4;     
4)  If I satisfies P4 and P12, then I satisfies P3;  
5)  If I satisfies P6 and P12, then I satisfies P9;     
6)  If I satisfies P9 and P12, then I satisfies P6;  
7)  If I satisfies P2 and P9, then I satisfies P3;      
8)  If I satisfies P1 and P6, then I satisfies P10;  
9)  If I satisfies P7 and P9, then I satisfies P12;    
10)  If I satisfies P1, P6 and P12, then I satisfies P2, P3, P4, P5, P9 and P10;  
11)  If I satisfies P2, P7 and P8, then I satisfies P1, P3, P4, P5, p6, P10 and P11.  

Lemma 2.  Let I:[0,1] 2 [0,1]. 
12  If  I satisfies P7 and P8, then I satisfies P1, P3, P4, P5, P10, P11 and P14.  

Proof. P3, P4, P11 and P14 are obvious because of P8. Let x, y, z [0,1],x z. 
Because I satisfies P7 and P8, then I(z, I(z, y),y)) = I(I(z, y), I(z, y)) =1, hence z I 
(I(z,y),y). From our assumption we have also x  I(I(z,y),y). It follows 1 = I (x ,I(z , 
y),y)) = I(I(z, y),I(x, y )). By virtue of P8 it means, I(z, y) I(x, y). So I satisfis P1.  

Because I(y, I(x, y) = I(x, I (y, y )) = 1, so I(x, y) y. So I satisfies P10.  
If we assume I(1,0)= a>0, so 1 = I(a,I(1,0)) = I(1,I(a,0)) 1, it is a contradiction. So 

we have I(1,0)=0. So I satisfies P5.                                                                                   

Lemma 3.  See [9], If I [0,1] 2 [0,1] satisfies P1, P3, P4, P5 and P14, then the 
function n:[0,1] [0,1] defined by  

n( x ) = I( x, 0),  x [0,1]. (1) 

is a negation. If additionally, I satisfies 

I( I( x, 0 ),0 ) = x,  x [0,1]. (2) 

Then  n  is a strong negation.  

Lemma 4.  See [9]   Let a function I [0,1] 2 [0,1] satisfies P7 and P8. Then I 
satisfies (2) iff the function n defined by (1) is continuous.  

Theorem 1.  Let I [0,1] 2 [0,1] ,If  I satisfies P7, P8 and P13. Then I satisfies P1-
P14.  

Proof. Because I satisfies P7, P8, P13, so I( x,0) is continuous. From Lemma 4, we 
can get I satisfies (2). Hence from Lemma 2 and Lemma 3, the negation n defined by 
(1) is a strong negation. So I( n(y) ,(n(y) ) = I( I(y,0),I( x,0) ) = I(x,I(I(y,0),0)) = 
I(x,y), x, y [0,1]. Hence I satisfies P12. From Lemma 1 and Lemma 2, P7,P8 P1, 
P14; P1, P12 P2; P2, P7, P8  P1,P3, P4, P5, P6, P10 , P11; P6, P12 P9.                  
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Theorem 2.  The three properties P7, P8 and P13 are mutually independent.  

Proof. In fact the function I(x,y)=min(max(1/2,min(1-x+y,1)),2-2x+2y)  satisfies P8 
and P13 , but not satisfies P7. The function I(x ,y) = 1-x + xy  satisfies P7 and P13, 

but not satisfies P8. The function ≤
=

.,

;,1
),(

otherwiseb

yx
yxI  satisfies P7 and P8, 

but not satisfies P13.                                                                                                            

3   Study of Six Classes of Implication Operators 

In this section we will analyze the properties of six classes implication operators. the 
following definition is necessary.  

Definition1.  For one particular class of implication operator, we say property P 
(one of P1-P14) is true if any operator in the class satisfies the property P. we say 
property P (one of P1-P14) is false if any operator in the class doesn’t satisfy the 
property P. we say property P (one of P1-P14) is satisfied if some operators in the 
class satisfy the property P and also some operators don’t satisfy the property P.  

Theorem 3.  For S-implication, we have: 1)  the properties P1, P2, P3, P4, P5, P6, 
P7, P9, P10, P12 and P14 are true;2)  the properties P8, P11, P13  are satisfied.  

Proof. From the definitions of S-implication and strong negation, we can see that 
P1,P1, P2, P3, P4, P5, P6, P7, P9, P10 and P14 are true. I(n(y),n(x)) = S(n(n(y),n(x)) 
= S(y,n(x)) = S(n(x),y) = I(x,y), x,y [0,1], So P12 is true.  

We can see the Lukasiewicz implication I(x,y)=min(1,1-x+y)  satisfy P8, P11 and 
P13. But Diene implication I(x,y)=max(1-x,y) does not satisfy P8; it also does not 

satisfy P11, the Dubois-Prade implication =
=−

=
.,1

;1,

;0,1

),(

otherwise

xy

yx

yxI does not satisfy 

P13.                                                                                                                                     

Theorem 4.  For R-implication, fixing the t-norm is left continuous t-norm. we have : 
1) the properties P1, P2, P3, P4, P5, P6, P7, P8, P10, P11  and P14 are true;2) the 
properties P9, P12, P13 are satisfied.  

Proof. In this case, left-continuous t-norm and R-implication be an adjoint couple. So 
P1, P2, P3, P4, P5, P6, P7, P8, P10, P11 and P114 are true.  

We can see the Lukasiewicz implication I(x,y)=min(1,1-x+y) satisfy P9, P12 and 

P13. But Goguen implication 
=

≠
=

.0,1

;0),/,1min(
),(

x

xxy
yxI does not satisfy P9, 

Godel impliation ≤
=

.,

;,1
),(

otherwisey

yx
yxI  does not satisfy P12, it also does not 

satisfy P13.                                                                                                                         
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Remark: If R-implication I based on a t-norm T, then  I does not satisfy P7 generally. 
For P8, I only satisfies: if x y,I(x,y)=1,.For example the implication  

=
=

.,1

;1,
),(

otherwise

xy
yxI    

Theorem 5.  For QL-implication. we have:1) the properties  P2, P3, P5, P6, P9 and 
P14 are true;2) P1, P4, P7, P8, P10, P11, P12 and P13  are satisfied.  

Proof.  It is easy to prove P2, P3, P5, P6, P9 and P14 are true.  
Zadeh implication I(x,y)=max(1-x, min(x,y)) satisfies P13 ,it does not satisfy P1, P4, 
P7, P8, P10, P11, P12. QL-implication I(x,y)=1-x+xy  (in this case, S(x,y) = 
min(x+y,1),n(x)=1-x, T(x,y)=xy ) satisfies P1, P7, P10, P12. Select 

=
=

otherwise

yxyx
yxs

,1

;0),min(),,max(
),( then QL- implication I(x,y)=S(1-x,min(x,y)) 

satisfies P4, it also does not satisfy P13. Select S(x,y)=min(x+y,1), then QL-
implication I(x,y)=S(1-x,min(x, y)) satisfies P8, P11.                                                        

Theorem 6.  For  force implication. we  have: 1) the properties  P5 and P11 are true; 
2) the property P3  is false; 3) the properties  P1, P2, P4, P6, P7, P8, P9, P10, P12 
and P13 don’t satisfy generally; 4)  I(0,0) = I(0,1) = 0,I(1,1) = 1.  

Proof.  I(x,y) = T(x,1-d(x,y)), then I(1,0) = T(1,1-d(1,0)) = 0, I(x,x) = T(1- d(x,x)) = 
x. So P5 and P11 are true.  

I(0,x ) = T(0,1-d(0,x)) = 0. then P3 is false.  
If select I(x,y)=T(x,1-|x-y|)=x(1-|x-y|), then I does not satisfy P1, P2, P4, P7, P8, 

P9, P10, P12. If select I(x,y)=T(x,1-(x-y) 2)=x(1-(x-y) 2), then it does not satisfy P6. If 

select I(x,y)=T(x,1-|x-y|), =
=

.,0

;1),max(),,min(
),(

otherwise

yxyx
yxT ,then it does not 

satisfy P13. So force implications don’t satisfy the properties P1, P2, P4, P6, P7, P8, 
P9, P10, P12 and P13 generally.  

It can easily get I(0,0)=I(0,1)=0,I(1,1)=1.                                                                     

Theorem 7. For f- generated implication operator. we have: 1)  the properties  P1, 
P2, P3, P4, P5, P6, P7, P10, P13 and P14 are true; 2)  the properties P8 and P11  
are false; 3)  the properties P9 and P12  are satisfied.  

Proof.  It can easily prove P1, P2, P3, P4, P5, P6, P7, P10, P13 and P14 are true( also 
see[20]).  

I(x,y)=f(-1)(xf(y)), , if  I(x,y)=1, then we can get xf(y)=0, we can’t get x y. So P8 is 
false. In the same way P11 is also false.  

f-generated implication operator I(x,y)=1-x+xy satisfies P9,P12. But f-generated 
implication operator I(x,y)=yx does not satisfy P9 and P11.                                              

Theorem 8.   For g- generated implication operator. we have: 1) the properties P1, 
P2, P3, P4, P5, P6, P7, P10, P13 and P14 are true; 2) the properties P9 and P12 are 
false;3) the properties P8 and P11 are satisfied.  
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Proof.  It can easy prove P1, P2, P3, P4, P5, P6, P7, P10, P13 and P14 are true(also 
see[20]).  

I(x,y)=g(-1)( g(y )/x) ),I(x,0)=0, So P9 is false. In the same way P12 is also false. 

g-generated implication operator 
=

≠
=

0,1

0),/,1min(
),(

x

xxy
yxI satisfies P8 and 

P11. g- generated implication operator I(x, y)=1-(1-b)1/a  does not satisfy P8 and P11.  
In paper [2], S-implication, R- implication and QL- implication whether satisfy the 

property I(x, n(x))=n(x) for all x [0,1] ,]have been explored. The following theorem 
tells us whether satisfy the above property for force implication, f-generated 
implication operator and g- generated implication operator.                                            

Theorem 9 Let I be force implication, f-generated implication operator or g- 
generated implication operator, then I(x,n(x))=n(x) for all x [0,1] does not hold.  

Proof. For force implication, I(x,y) = T(x,1-d(x,y)), then I(x,n(x)) =T(x,1-d(x, 
n(x))),so I(0,n(0)) = T(0, 1-d(0,n(0))) = 0 n(0) = 1. then  I(x, n(x)) = n(x) for all x
[0,1] does not hold.  

For f-generated implication operator,  I(x,y)=f(-1)( x f(y)) then I(x,n(x)) = n(x) ⇔  
f(-1)(xf(n(x))) = n(x) ⇔ xf(n(x))=f(n(x)) ⇔f(n(x))≡0.It is a contradiction because of 
the definition of f. Similar to the above proof, let I  be g-generated implication 
operator, then I(x, n(x)) = n(x) for all x [0,1] does not hold.                                            

4   Conclusion 

Logic is art of inference. Inference and implication operators are closely related. So 
the study of implication operator is very necessary and useful. The class of 
implication operators is very important in the fuzzy implication operators, so the 
properties of six classes of implication operators have been investigated in the paper. 
We also obtain three mutually independent properties P7, P8 and P13 that can infer all 
the properties P1-P14. For force implication, f-generated implication operator and g- 
generated implication operator, we prove that the property I(x, n(x)) = n(x) for all x
[0,1] does not hold. We hope that the results of the present paper will be of some help 
or practical users of fuzzy logic. 
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Abstract. Any quantum algorithm has to be implemented by quantum
circuit. However, due to the existence of decoherence time and the diffi-
culty of importing ancillae qubits, we introduce a new method which can
greatly reduce the operating time steps by making good use of relaxing
qubits without new ancillae qubits.This concept presented in this paper
can be generalized to the other quantum networks.

1 Introduction

Since the shor’s[1] discovery of an efficient algorithm on prime factorization, the
field of quantum computing is rapidly evolving[2,3]. However, any quantum algo-
rithm involves evolution of the initial state under a series of unitary operations on
arrays of coupled qubits and hence calls for techniques to efficiently implement
any given algorithm [4,5]. Analogous to implement classical algorithms using
classical electric circuit,quantum algorithms are usually performed on quantum
circuits.

However, the interaction with external environment quickly destroys super-
positional states. This process is usually called ”decoherence”[6].Quantum com-
putation must be done on a time-scale less than the time of decoherence.

By using of the ancillae qubits we can greatly improve the parallelism and
reduce the implementation time. However,importing ancilla qubits will increase
the difficultly of scalability. In this paper,we will greatly reduce the operational
time by the use of the relaxing qubits. The relaxing qubits work as the ancilla
qubits before practically implemented that can enhance their work efficiency.

2 Notation

Definition 1. Qubit involved by the unitary gate is called the working qubit.

Definition 2. The qubit which has not been involved by any unitary gate is
called relaxing qubit.Here we must point out that if the relaxing qubit once has
been involved by a unitary gate then it is no longer the relaxing qubit that means

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 838–843, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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the relaxing qubit must always remain at the same state and in this paper it must
keep in the state of |0〉.
Consider a controlled unitary gate as follows:

U =

⎡⎢⎢⎣
1

1
a b
c d

⎤⎥⎥⎦ (1)

The two qubits involved by the controlled unitary gate can be divided into two
classes: controlled qubit and target qubit.

Definition 3. when the controlled unitary gate acts on such qubit, what remains
unchanged is called control qubit.However,its state determines how to act on the
other qubit.

Definition 4. Target qubit is the other qubit involved by the controlled unitary
gate. If the state of control qubit is |0〉 ,it remains unchanged. If the state of
control qubit is |1〉 ,then a unitary transform acts on it.

Definition 5. Parallelity means to implement several gate operations simulta-
neously.

3 Quantum Network Based on the Use of Relaxing
Qubits

Let’s first to review a shallow parallel circuit. We can fan out one of the inputs
into multiple copies. The controlled-cnot gate can be used to copy a qubit onto
an ancilla in the pure state |0〉 by making a non-destructive measurement:

(α |0〉+ β |1〉)⊗ |0〉 → α |00〉+ β |11〉 (2)

Note that the final state is not a tensor product of two independent qubits,since
the two qubits are completely entangled.However,the classic ’no cloning’theorem
need to disentangle the ancilla by the end of the computation and return them to
their initial state |0〉,which is a non-trivial and important part of such quantum
circuit.

Theorem 1. A series of n controlled unitary gates coupling the same input to
n target can be parallelized to O(log2 n) time steps[7].

Proof. The circuit in Fig.1 copies the input onto n-1 ancillae and applies all the
controlled unitary gates simultaneously, and uncopies the ancillae back to their
original state. Its total depth is 2 log2 n + 1.

For the large multiqubit network importing ancillae qubits will reduce the time
steps.However,more qubits will accelerate the influence produced by the environ-
ment which will degrade the performance of the implementation. We can make
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Fig. 1. Parallelizing n controlled gates on a single input qubit q to O(log n) depth

good use of the relaxing qubits whose states are the |0〉 state instead of using
ancillae qubits to parallelize the circuit similar to the Fig.1 for n controlled
unitary gates .

We begin by first checking the quantum Fourier transform .If we want to get
the most entanglement state, it is an available approach by the use of quantum
Fourier transform beginning from the initial state is |0, 0, · · · , 0〉. This transfor-
mation acts as follows on a n-qubit register index |n− 1, n− 2, ..., 1, 0〉[5].

Fn : |x〉 → 1
2n/2

2n−1∑
y=0

e2πixy |y〉 (3)

This evolution relies on two logical gates.One is the H gate:

H =
1√
2

[
1 1
1 −1

]
(4)

Another gate Bjk is as follows:

Bjk =

⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 eiθjk

⎤⎥⎥⎦ (5)

with θjk = π/2k−j. We must pay attention to the Bjk gate which belongs to the
controlled-unitary gates which is the predetermination condition of our method.

The standard circuit for the QFT on n qubits can be carried as the Fig.2[7].
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Fig. 2. The standard circuit for the quantum Fourier transform on n qubits

Take an example of a 2k qubit QFT network. if we don’t make good use of
the relaxing qubits,then the total time steps is:

n =
2k∑
i=1

i =(4k2 + 2k)/2 (6)

Then we take measures to parallelize this part of the circuit .The part of
2k qubit QFT network which has left more than k relaxing qubits is regarded
as the first part of the network while the other part is called the second part.

In the first part we can use these relaxing qubits as ancilla qubits.For ex-
ample,if the ith qubit works as the the control qubit in the first part ,then
there have i − 1 controlled unitary gates act on i − 1 qubits which are in-
dexed from the 1th to the i − 1th. First,we use the controlled-cnot to copy
the ith qubit’s state |0〉 into the other i − 1 relaxing qubits which may need
(log(i)) time steps.Then we can implement the i− 1 controlled unitary gates
simultaneously.After that ,according to the classic ’no cloning’theorem we need
to disentangling the ancilla by the end of the computation and returning them
to their initial state |0〉 .We use the reverse circuit to complete the return the
relaxing gate to the sate of |0〉 which also need (log(i)) time steps.At last,we
must plus the time step of H gate.So if the whole process of implementing the
i−1 controlled unitary gates which take the ith qubit as the target qubit needs
2 (log(i))+ 1 + 1 time steps.

4 Experiment Results

The total time steps of the first part can be calculated as follows:

n =
k−1∑
i=1

((2 (log(i))+ 1) + 1) (7)
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Fig. 3. Comparison for the number of time steps for part of 2k qubits QFT network
which has left more than k qubits relax

By comparing the two results, from Fig.3 we can find out this method has
nearly the same effect as importing ancillae qubits and greatly decrease the time
steps of this part of circuit. We can also calculate the total time steps for the
whole 2k qubits QFT network is:

n =
k−1∑
i=1

(2 (log(i))+ 2) +
2k∑

i=k

i (8)

From Fig.4 we can find the implementation time for the whole circuit can be
greatly decreased correspondingly.

Fig. 4. Comparison for the number of time steps of the whole 2k qubits QFT network
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5 Conclusion

This paper proposes an efficient method to make full use of the relaxing qubits in
order to decrease the implementation time steps since the decoherence aroused by
the environment may degrade the performance of the circuit if the computation
time exceeds the decoherence time.If we use ancille qubits , the operation time
of quantum circuits can be reduced in a large scale. However ,more qubits means
the entanglement between the quantum system and environment will be more
complicated. Our method has potential significance which can yield the nearly
same effects while not importing ancilla qubits.

Similarly ,this method can be generalized to other networks. In fact ,besides
the optimization of the first part of the QFT network, we can also further improve
the other part of QFT network by the use of relaxing qubit. However, if we further
implement the QFT network, there will be less and less relaxing qubits.Therefore
it must exist one superior bound for the number of relaxing qubits which can be
used most efficiently.Currently,we are working on this problem and we expect a
good solution will appear soon.
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Abstract. This paper mainly focuses on the modeling of oil well pressure data 
compensation system(OWPCS) based on Neural Networks(NN). Firstly, the 
operational principle and configuration of OWPCS is described. Then the cur-
rently widely used modeling method for OWPCS is given, and its limitations 
and disadvantages are also illustrated. Secondly, in order to solve the OWPCS 
modeling problem more reasonably, a new approach based on Neural Network 
is proposed. Thirdly, the feasibility of using NN to solve this problem is ana-
lyzed, and a three-layer BP network is constructed to testify the new modeling 
method. Fourthly, considering the defect of BP learning algorithm and the spe-
cial application environment of OWPCS, some improvements are given. Fi-
nally, experiment results are presented to show the reasonableness and effec-
tiveness of the new method. 

1   Introduction  

During the process of oil exploration, the stratum pressure is a fairly important pa-
rameter. Because it is the primary foundation of engineers to make evaluations to oil 
deposit and establish the corresponding exploration project. Additionally, in the proc-
ess of producing, the dynamical change of oil well pressure also reflects the oil supply 
capability of the well. According to that, engineers can establish the appropriate pro-
ducing project, adjust the producing timely and analyze the producing condition of the 
stratum. So, the acquisition of oil well pressure data plays a fairly important part in oil 
exploration and producing. The structure of commonly used oil well pressure acquisi-
tion system is shown in Fig.1. 

In order to facilitate the following discussion, first of all, the operational principle 
of OWPCS will be briefly introduced. As is shown in Fig.1, The capillary tube is 
filled with Nitrogen or Helium. In order to provide the driven cubage for the system, 
the cubage of pressure transferring tube is much larger than that of capillary tube. The 
structure of the system is in favor of maintaining gas-liquid equilibrium. The basic 
principle of the system is: pressure change of the pressure tap under the well acts on 
the air column of pressure transferring tube and is transferred to the mouth of well by 
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Fig. 1. Oil well pressure data compensation system 

gas. So, after collecting the pressure of the capillary tube on the ground side, the sen-
sor signal is transmitted to data collection station, which displays and stores the pres-
sure data. However, the pressure data collected by the sensor isn’t the actual pressure 
of the well according to Fig.1, as a result, the pressure data should be compensated to 
get the well real pressure data. Assume that the sensor reading is P , and the pressure 
of air column in the capillary tube is

gP . Then the actual pressure of oil 
well wP should be obtained by: 

g wP P P+ = . (1) 

Obviously, in order to get the actual pressure ( wP ), according to the sensor read-

ings, the air column pressure (
gP ) must be obtained. It is clear that 

gP should be 

calculated by the following equation: 

0

h

gp gdxρ= ⋅ . (2) 

where, h  is the well depth and ( )xρ  is the gas density at point x . The oil well pres-

sure changes according to the equation of state for actual gases: 
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2
( )( )

a
p v b nRT

v
+ − =  . (3) 

where a, b, R are real constant, T is the well temperature. So, the gas density in the 
capillary tube is different from point to point, and also changes time to time. That is to 
say ρ  is the function of , ,x T ρ : 

( , , )x T Pρ ρ=  . (4) 

From equation (2) and (4), it is evident that once the analytical expression 
of ( , , )x T Pρ is acquired, the problem can be easily resolved. Unfortunately, however, 
there exist two problems: 

1) It is almost impossible to get the analytical expression of ( , , )x T Pρ . From the 
analysis above, it is evident that gas distribution in the capillary tube is affected by 
many factors: oil well pressure, oil well temperature, and even some un-known 
physical factors. As a result, it is almost impossible to get the analytical  expres-

sion of ( , , )x T Pρ  through mechanism analysis. 

2) Even if the analytical expression of ( , , )x T Pρ is obtained, it is still very difficult to 
calculate equation (2). Theoretically, OWPCS is an intrinsically nonlinear  system. 

So, the analytical expression of ( , , )x T Pρ , which may be composed of transcen-
dental functions or special functions, must be very complicated. The integration of 
this kind of function is difficult or even impossible in analytical method. Even if 
numerical integration is adopted, the computation complexity can not be underes-
timated. Especially when the oil well pressure changes rapidly (commonly, the oil 
well pressure should be captured every 1 2 seconds), it is fairly difficult to carry 
out the numerical integration of equation (2) in an embedded system which cannot 
provide enough resources. This obviously cannot meet the requirements of real 
time application. 

In fact, equation (2) just provides a theoretical method for the calculation of air 
column pressure, but it is impractical in engineering. 

The pressure data compensation system based on capillary tube can be viewed as an 
input/output system. The actual pressures of oil well, the temperature of oil well, the 
depth of oil well are the inputs of the system, while the sensor reading is the output. 
This is an intrinsically nonlinear system. 

This kind of system can often be found in engineering because of the widely exis-
tence of nonlinear system in technical application. For the modeling of intrinsically 
nonlinear system, the commonly used method is global linearization or piecewise 
linearization. Taking OWPCS as an example, in practice, the actual pressure of the oil 
well and the sensor reading are usually viewed as linear relationship, thus according 
to a series of empirical formula, the linearity coefficient can be obtained. Obviously, 
this method has so many disadvantages. Firstly, the acquirement of empirical formula 
is inevitably affected by many artificial factors. Furthermore, linearizing an intrinsi-
cally nonlinear system to a linear system may cause large errors in some cases.  
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2   Solutions and Feasibility 

There are quite a few methods on how to describe a nonlinear system quantitatively in 
math. Here, we are trying to study on how to describe a nonlinear system in the point 
of technical application rather than pure mathematics. 

Based on the above analysis, Neural Network is used to approximately describe 
OWPCS. In the following chapter, firstly, in order to facilitate the discussion, two 
theorems are given, then, the feasibility of using NN to solve this problem is ana-
lyzed. 

Theorem 1
[13]

:  The training error and the generalization error of BP net satisfy: 

( ) ln ( ) ( ) lnvc vc

vc vc

d dm m
V P V

m d m d
θ λ θ θ λ− < < +  . (5) 

where, ( )V θ  is the training error, ( )P θ  is the generalization error, m is the sample 

number, and vcd  is the VC dimension of the net. 

Theorem 2
[13]

: If xσ is a continuous and bounded sigmoid function, then, the func-
tions with the following form: 

1

( )
N

i i i
i

y xσ
=

+  . (6) 

is dense in ( )nC I . That is to say, to ( )nC I∀ ∈f  and > 0 , the following equa-
tion is obvious: 

1

f(x)- ( )
N

i i i
i

y xσ
=

+ <  . (7) 

Where, , .n n
iy R x I y x∈ ∈�  is the inner product of y and x i and i are real 

number respectively. [0,1]n nI = , nC I� �  is a continuous function space in hyper-

cube nI  
    Considering the following two facts, it is believed that using Neural Network to 
solve this problem is feasible. 

1) The nonlinear approximation capability of NN. Theorem 2[13] illustrates that a 
three-layer feedforward network whose hidden layer adopts sigmoid function can 

approximate any continuous function in ( )nC I  with any precision. Based on this 
fact, it can be deemed that a well trained NN can meet the requirements in practice. 

2) The generalization capability of NN. Theorem 1 tells us that the length of region 
the generalization error in is: 

2 l n
d mv cL

m d
v c

λ= . (8) 
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It is worthy of being noticed that lim 0
m

L
→∞

= , this fact shows that to any positive num-

ber ε , there must exist a positive integer M, such that ( ) ( )P Vθ θ ε− <  while m > 

M. That is to say, if the number of the training data is large enough, the generalization 
error can always be converged to any defined region. 

3   Construction of NN 

Based on the analysis above, a three-layer BP network is constructed, which is a feed-
forward network with three inputs (well temperature, well depth, sensor reading) and 
one output (actual pressure of the oil well). That is m=3, according to the Kolmogolov 
theorem[13], the element number of hidden layer is n = 2m+1. The basic structure of 
the BP net is shown in Fig.2. 

 

Fig. 2.  The structure of BP net 

In order to improve the generalization capability of the net, sigmoid function is 
used as the activation function in the hidden layer, while linear function is adopted in 

the input and output layer. Suppose { }1 2 3, ,S s s s= , thus: 

1

.
m

k i k i
i

x w s
=

=  . (9) 

1

1 e x p { }i
i

y
xξ

=
+ −

 . (10) 
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Where, ix  is the input of the i th neuron in the hidden layer, iy  is the output of the ith 

hidden layer, ξ  is a real constant number. A linear combination function is used as 

the activation function for the output layer, so: 

1

( ) .
n

i i
i

y s w y
=

=  . (11) 

First order gradient descent method is used to calculate the weight iw  in classic BP 

algorithm, meanwhile, in order to resolve the contradictions of the convergence speed  
and stability. iw  is calculated by[2]: 

1( ( ))
( 1) ( ) ( ) ( ) [ ( ) ( 1)]

( )

l
l l l l l li

ij ij i j ij ijl
i

x k
w k w k k y k w k w k

x k

σηδ α−∂
+ = − ⋅ ⋅ + − −

∂  . (12) 

where, iy  is the output of the ith hidden layer, ( )xσ  is sigmoid function, η  is learn-

ing rate, and ( )l
i tδ  is the backward propagation error of the lth layer to the node of 

ith layer. α  [0, 1) is momentum factor. It has been approved that, the learning 
speed and stability of the net are remarkably improved by appending the momentum 
term[2].The learning object is to minimize the following function: 

2

1

1
( ( ) ( ))

2

N

VA j j
j j c

E d n y n
N = ∈

= −  (13) 

where, N  is the sample size, c  is the output set, ( )d n  is the output of the training 

data, and ( )y n  is the actual output. It has already been proved that the network is 

convergent when η <2 [2]. 

4   Some Improvements of Neural Networks 

In the special application of OWPCS, considering the effect of the environment, the 
pressure data will be inevitably disturbed. So, in order to improve the net generaliza-
tion, the learning model of the net should be optimized. Additionally, in order to 
speed up the learning speed and avoid getting into the local minimal value, the classic 
BP training algorithm should be improved. In this paper, LM algorithm is used to 
optimize the classic BP algorithm. 

4.1   Optimization of the Learning Function 

The main disadvantage of the classic BP algorithm is its convergence speed and the 
possibility of getting into the local minimal value. To a great extent, this restricts the 
application of BP net. So, in order to resolve this problem, LM algorithm is adopted 
as the training algorithm. 

LM algorithm, which doesn’t need to calculate Hessian matrix, is based on numerical 
optimization techniques. It is suitable for online computation. Firstly, we’ll briefly in-
troduce LM algorithm. For the iteration, the variance of the weight is given by[11]: 
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1( ) ( ( ) ( ) ) ( ) ( )T Tw k J w J w I J w e wμ −Δ = − +  . (14) 

where, I  is an identity matrix, J is the Jocobian matrix, which can be calculated by 
the following equation:  

1 1

1

1

( ) ( )

( )

( ) ( )

n

m m

n

e w e w

w w

J w

e w e w

w w

∂ ∂
∂ ∂

=
∂ ∂

∂ ∂

 . 

(15) 

Where, ( ) ( ) ( )e w d w y w= − , by introducing LM algorithm, equation (12) is opti-

mized as: 

( 1) ( ) ( ) [ ( ) ( 1)]l l l l
ij ij ij ij ijw k w k w k w k w kα+ = −Δ + − −  . (16) 

where, u  is the learning rate. When u =0, LM algorithm is Newton algorithm with 
approximate Hessian matrix; when u  is large enough, LM is nearly gradient method 
with small step length. The operation speed of LM algorithm is prominently higher 
than that of gradient method. In addition, since ( ) ( )TJ w J w Iμ+  is positive, equation 

(14) has resolution definitely. This is a great advantage compared to Gauss Newton 

algorithm, in which ( ) ( )TJ w J w  is not always positive. In the actual computation, u  

is a tentative parameter: if training successfully, reducing u , else increasing u . 

4.2   Improvement of the Learning Goal Function 

Commonly, equation (13) is used as the goal function of training. In practice, the 
training data is inevitably disturbed by noises, especially in the special application of 
OWPCS, the disturbance will be much more serious. This may have bad influence on 
the net generalization. Even much worse, when optimizing equation (13), over learn-
ing happens. 

How to improve the generalization capability of Neural Network has been an ex-
tensive studied field, for which a wide variety of techniques have been developed. 
Some research has focused on the use of rough set[4] or the probabilistic description of 
the network[5], while others have taken different approaches such as introducing simu-
lating assistant sample[6], randomized expanded training sets[7]. A common ground for 
most of these methods is trying to improve in two aspects: one is the training data 
optimization, and the other is the improvements of the net structure. In this paper, we 
mainly confine our attention to the facts that the training data is disturbed by noises. 
Somebody[5] has done comprehensive research on this issue. A new training error 
calculation method was proposed as: 

'
'

1
ln

22
V A

V A V A
V A

E
J E

E
= +  . (17) 
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where:  
2

'

1 1

1 1
[ ( ) ( ) ] [ ( ) ( ) ]

N N

V A i i j j
i j

E d n y n d n y n
N N= =

= − − −  (18) 

where, N is the number of sample data, ( )d n  is the output of the training data, 

and ( )y n  is the actual output of the net. Now, the training goal of the net is to mini-

mize equation (17). 

5   Simulation and Experiment 

In the experiment, a three multi-layer feedforward Neural Network with an input 
layer, a hidden layer and an output layer is constructed to validate our method. The 
input layer has three neurons, corresponding to the sensor reading, well depth, and 
well temperature, while the hidden layer has seven neurons and the output layer has 
one neuron. The net parameter u , α , N , VAJ  are fixed as 310u −= , 0.9α = , 

300N = , 0.0001VAJ = , while the testing sample number is intend to be 100. 

A group of net input is composed of three constituents: sensor reading, well depth 
and well temperature. Net output is the actual pressure of the oil well. The main tasks 
of the experiment are to validate two aspects: one is the operation speed of the im-
proved BP training algorithm; the other, which is much more important, is the model-
ing capability of the improved BP algorithm. 

5.1   Operation Speed of the Improved Algorithm 

Research results have already pointed out that the convergence speed of BP algorithm is 
very slow. In this paper, LM algorithm is adopted to optimize the traditional BP algorithm. 
Experiment result shows that after optimizing, the convergence speed is prominently 
increased.  Fig.3 illustrates the convergence speed of LM optimized BP algorithm: 

 

Fig. 3.  Convergence of improved BP algorithm 
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It can be seen that the improved BP algorithm has fairly high convergence speed 
and can reach very high accuracy. Here, what is worthwhile to be mentioned is that 
the convergence speed of the net highly depends on the initial weights, learning rate 
and momentum factor. Especially, the initial weights have great effect on conver-
gence speed. However, generally speaking, there is no universal rule to determine the 
initial weights. Usually, it is set to be a random number between ( )1,1− . 

5.2   Modeling Capability of NN to OWPCS 

The previous analysis has already pointed out that a three-layer feedforward net with 
one hidden layer can approximate any nonlinear continuous function with any accu-
racy. In the experiment, the pressure, which is calculated by numerical integration 
according to the method proposed in section one, is viewed as the actual pressure of 
the oil well. The main means we adopt to validate our method is to compare the pres-
sure calculated by NN to the actual pressure. If the difference between the two is 
small enough, then, we can say that NN describes OWPCS perfectly. During the ex-
periment, first of all, 300 groups’ data, which is the input of OWPCS, are set artifi-
cially. Then, the actual pressure are calculated by equation (1) (2). The 300 groups’ 
data including the corresponding 300 outputs are used to train the BP net. The differ-
ence of BP modeling is shown in Fig.4. 

 

Fig. 4. The difference between the net output and the actual pressure 

From the above figures, it can be noticed that after enough iteration, the difference 
between the net output and the actual pressure can always reach the required preci-
sion. In practice, what deserves our main attention is the forecast capability to the data 
that is out of the training data set, which is called the generalization capability. Theo-
rem 1 shows that a well trained BP net can reduce the generalization error to any 
value theoretically. In our experiment, the generalization error is shown in Fig.5. 
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Fig. 5. Generalization error 

Fig.5 illustrates that the generalization error of BP net is comparatively small (the 
actual pressure is higher than 2000, so the modeling precision is lower than 0.001, this 
can meet the requirements of most engineering applications). This fact validates the 
correctness of using NN to model OWPCS. Here, it is necessary to be stressed that the 
generalization error is highly depending on the testing data. If the difference between 
training data and testing data is two large (an extreme case is that the testing data is 
entirely out of the training data set), then, BP net almost cannot model any nonlinear 
function without prior knowledge. 

6   Conclusions 

 In this paper, an approach of using BP net to nearly approximate an intrinsically 
nonlinear system has been proposed. Great importance has been attached to improve 
the learning speed and generalization capability of BP net. Based on the idea pro-
posed in this paper, pressure data compensation system based on neural network is 
implemented. The experiment results show that the ameliorated BP algorithm can 
operate at fairly high speed and reach the required precision. In the future, we plan to 
make some improvements in the net input especially well temperature (we use ground 
temperature to approximately replace well temperature at present) to further improve 
the modeling capability of NN to OWPCS. 
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Abstract. In this paper, we present an approach for moving object con-
tour tracking in video by using an improved dual-front active contour
model. Dual-front active contour model is first proposed for medical im-
age segmentation. In order to adapt it to object tracking problem, we
make two improvements on the original model. First, region force of the
external front is modified by restricting its support region. This modifi-
cation can speed up the algorithm greatly but may result in the active
contour’s wrong convergence to the real object boundary when it locates
in a large homogeneous region. Then, a new function called quasi-balloon
force is brought into the model by modifying its active region construc-
tion method. It can not only solve the problem result from the first
improvement but also make tracking more flexible. The algorithm does
not need an a priori shape so it is fit for deformable object tracking.
By adjusting the parameters, it can be used to track fast moving target.
Since the level set method is used, the topology change of the object
can be controlled automatically. And no static background of the scene
is assumed which means the contour can be tracked under the condition
that both the camera and the object are moving. Experimental results
demonstrate its effectiveness and robustness.

1 Introduction

Moving object contour tracking has a wide variety of applications in computer
vision such as video surveillance, medical imaging, motion analysis, action recog-
nition, etc. During the last decade, a lot of approaches have been proposed to
tackle this problem.

First proposed by Kass et al. [1], snakes (active contour models) are widely
used for deformable object tracking problem. These methods need an initializa-
tion step to set an initial contour of the object, and the contour is driven by an
energy function to converge on the real edge of the object. Then the result of cur-
rent frame will be used as the initial contour of the next frame. The contours are
usually parametric (e.g. using B-splines) and the solution space is constrained
to have an a priori shape [2]. The defect of the model is that it cannot con-
trol the contour’s topology change automatically. To conquer this difficulty, the
geometric flow based models using level set method [3] such as the geodesic ac-
tive contour [4] are proposed as the alternative. Paragios and Deriche proposed
an algorithm for tracking objects using this model [5]. The model uses only the

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 855–865, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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boundary information, so it fails to get the correct result if the edge of the object
is not distinctive. To tackle this problem, another class of models emerged which
use not only the boundary information but the region information such as the
geodesic active regions [6], and Paragios and Deriche also proposed a tracking
algorithm based on it [7]. Better results are acquired through integrating the
region force with the edge force. A drawback of the two algorithms proposed by
Paragios and Deriche is that they assume the background is static, so they are
not fit for an application with moving background. Recently, an active contour
model for tracking distributions was proposed [8]. It integrates the photometric
features such as the color distribution or texture with the level set framework.
And to some extent, it is also a region based algorithm. But it may not get good
result if the photometric distribution is nonuniform. Another problem should be
noted is that all the above methods need the application to meet an overlap con-
straint, that is, the overlapped part of the corresponding object in consecutive
frames should be large enough which means the object’s velocity of movement
cannot be very high.

In [9], Xu and Ahuja used a two-front model named graph cuts based active
contour (GCBAC) [10] for tracking. This model combines active contour and the
optimization tool of graph cuts. The drawback is the time consumption of the
construction of the graph. And it also cannot control the topology change au-
tomatically. Li et al. proposed a similar model called dual-front active contour
model for the application of medical image segmentation [11,12]. It is imple-
mented by using level set method, thus, some of the drawbacks of GCBAC are
conquered. Though robust and fast, the dual-front active contour model is not
fit for the tracking problem directly.

In this paper, we propose a tracking algorithm based on an improved dual-
front active contour model which has the following desirable properties:

1. It can be used in the scenes whether the background is static or not, namely,
the object contour can be tracked even both the object and the camera are
moving;

2. It is fit for deformable object tracking since no a priori shape is set;
3. It has the ability of tracking fast moving object and dealing with abrupt

motion changes;
4. It is topology change adaptive;

Though we have not combined the function of tracking distributions as pro-
posed in [8], we will focus on it in the future. And since the two models are both
under the level set framework, such function will be integrated with our model
easily.

The rest of the paper is organized as follow: In Sect. 2 we describe the improved
dual-front active contour model after a brief introduction on the original model,
and then interpret how to tackle the tracking problem by using this model.
Section 3 shows the experimental results. Finally, Sect. 4 gives the conclusion
and future work.
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2 Improved Dual-Front Active Contour

For the destination of video object tracking, the original dual-front active contour
is improved. Before we interpret our improvements, we give a brief introduction
of the original model.

2.1 Background

The original model is described here briefly, and for more details please refer
to [11,12]. In fact, this model is an iterative procedure of dual-front evolution.
So, we will describe the evolution first, and then the dual-front active contour
model.

Dual-front Evolution is based on the minimal path theory proposed by Cohen
and Kimmel [14]. The path of minimal action map U0(p) (also known as minimal
geodesic) is defined as the minimal energy integrated along a path between a
starting point p0 and any other point p [12], as shown by the following equation:
U0(p) = infC(L)=p(

∫
C P̃ ds) = infAp0,p E(C), where Ap0,p is the space of all curves

connecting p0 and p. C denotes a curve. E(C) represents the energy along the
curve, and P̃ is the integral potential. Given the minimal action surfaces U0 to
p0 and U1 to p1, the minimal geodesic between p0 and p1 is the set of points pg

that satisfy U0(pg) + U1(pg) = infp∈R2{U0(p) + U1(p)}.
According to [14], the minimal path between p0 and p in the image can be

calculated from the action map U by solving the Eikonal Equation:

‖�U‖ = P̃ or ‖�U‖F = 1 with U(p0) = 0. (1)

The front starting from p0 will first meets the front starting from p1 at the
points satisfying U0(p) = U1(p) who are the global minimum energy points
between p0 and p1. Generalize the two points to two regions, we can find the
region boundary by finding the points satisfying U0(p) = U1(p). It is a global
way for extracting the global minimum.

Based on above analysis, the dual-front evolution is to find the potential
weighted minimum partition of a defined narrow region (named active region).
Figure 1 shows the evolution. The narrow light gray region Rn is active region,
and has two boundaries denoted by Cin and Cout. The propagation of Cin and
Cout can be calculated by solving (1). The speed term F (inverse of P̃ ) is shown
as:

Fin = 1/(min × Er
in + nin × Ee

in) (2a)
Fout = 1/(mout × Er

out + nout × Ee
out) (2b)

Where Er
in and Er

out represent the terms calculated from the region inside the
internal front (Ri) and the region outside the external front (Ro) respectively.
Ee

in and Ee
out denote the edge features (usually the function of gradient). m

and n are the corresponding coefficients. The discrete Eikonal equation can be
solved by the fast marching method which has a complexity of O(n log n) [15].
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Fig. 1. Dual front evolution. (a): initial curve C, who separates the whole region into
Rin and Rout; (b): active region Rn is formed by dilating curve C, and it has two
boundaries Cin and Cout; (c): after the propagation of Cin and Cout, the new minimal
partition curve Cnew is formed which will be used to replace C for the next iteration.

The fast sweeping method proposed by Zhao [16] whose complexity is O(N) is
another good choice, so we adopt the fast sweeping method. The algorithm is
implemented by labeling the two boundaries with different labels, then evolving
the curves with different speed Fin (2a) and Fout (2b) to the unlabeled region
until each point inside Rn is assigned a unique label. Thus, the minimal partition
curve Cnew within the active region is formed.

Dual-front Active Contour is an iterative procedure based on dual-front
evolution. After the initial curve C is placed, active region is formed by dilation,
then a new curve Cnew can be acquired by the aforementioned evolution. Replac-
ing C by the Cnew , we can repeat the evolution iteratively until the difference
between the new and old curves is less than a threshold.

The completed algorithm is presented below:

1. Set the intial curve C;
2. Construct the active region by dilation;
3. Get Cnew by dual-front evolution;
4. Comparing Cnew with the old curve, if the difference is larger than a thresh-

old, then replace the old curve by Cnew and goto step 2, else step 5;
5. Stop

2.2 Support Region Restriction

Here, we define support region as the region used for calculating the region term
of speed F , i.e., the region inside the internal front (support region of internal
front, denoted by Ri) and the region outside the external front (support region
of external front, denoted by Ro).

Though the original model is robust, topology adaptive and fast (fast sweep
method used), it is not fit for the tracking problem. The original model uses
the region force similar to Chan and Vese used in [13] to deal with medical
images which are usually two-phase, i.e., the support region Ro they use is all
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the region out of the external front in the image. Since the region force should be
re-calculated every iteration, the computation load becomes higher and higher as
the times of iteration for each frame increasing, especially when multiple curves
are evolving simultaneously for multi-object tracking. Furthermore, real video
images are usually multi-phase, multiple objects with different features in the
image may result in the inappropriation of calculating the region term from a
large region.

To adapt the model for the tracking problem, we restrict the support region
of the external front (Ro) in a small range based on the truth that the object of
interest is always small enough comparing with the whole image, namely, only a
small region should be used as Ro. Usually, the support region selected is a bit
larger than the external front. This modification makes the model much faster
than the original one. The constraint is that the part of the object of interest
which inside the initial curve should be the dominant part of region Rin.

Though this simple modification makes the model be more adaptive for track-
ing, it brings another problem to be solved. When the curve is contained in a
homogeneous region, the model will not be able to converge at the correct bound-
ary. Our solution is to introduce a function named quasi-balloon force.

2.3 Quasi-balloon Force

To solve the problem of wrong convergence of the primitive snakes model based
on only edge information when the initial curve is far from the correct boundary,
balloon force was proposed by Cohen [17]. It can force the curve to inflate or
shrink to the object boundary by choosing appropriate parameters. The geodesic
active contours [4] which base on level set method also integrate the balloon term.

Apparently, balloon force is a good choice for solving the problem introduced
by support region restriction of the dual-front active contour model. We can add
the balloon term to the model as it in the geodesic active contours. Considering
the speed term (2) of the evolution model, by adding a positive number term to
the external speed term (2b), the inflation force is acquired. Similarly, a positive
number added to (2a) will result in a shrinkage force. Though such balloon
force can overcome the difficulty, it is not convenient for practical use. How
to determine the magnitude of the positive number is a problem. It should be
adapted to the image features where the active region localizes and cannot be
adjusted direct viewing. Here, we proposed a quasi-balloon force which is very
flexible for practical use by some modifications on the original dual-front active
contours algorithm.

The quasi-balloon force which not only is convenient for parameters choosing
but also can enable the tracking more flexible is acquired by modifying the
measure that the active region is formed . In [11,12], the active region is formed
by morphological dilation, and the structure element used is symmetrical. But
how about the effect when asymmetrical structure element is used? For easy
implementation, we use a binary morphological dilation and erosion to get the
two boundaries as shown in the following equations:



860 Q. Li, Y. Luo, and D. Xiao

Cout = edge((C ∪Rin)⊕A) (3a)
Cin = edge((C ∪Rin)*B) (3b)

where edge(x) is a function of extracting the edge of a region, A and B are
square structure elements of size a × a and b × b respectively. Thus, by setting
a �= b, we can get the asymmetrical result. We will use the phrase a×b to denote
the size of two structure elements used simultaneously, for example, 9×5 means
the region will be dilated by a 9×9 structure element and eroded by a 5×5 one.

In this study, we find different structure-element pairs will give different evo-
lution modes. When the symmetrical pair is used (a = b, as the original model)
in a homogeneous region, the model behaves like the original snakes [1] that will
shrink slowly. If a is two-pixel larger than b, the evolution will achieve a balance,
that is, the curve’s change stopped. The curve will inflate just like the inflation
force acts on it when a − b ≥ 4. In a word, a− b = 2 is the balance, the larger
a is, the more the trend of the curve inflation is, and the larger b is, the more
it tends to shrink. For example, 9 × 7 is a balance; 9 × 5 will inflate the curve,
and 9× 11 shrink. The reason is that the speeds are the same for both fronts in
a homogeneous region, and the larger the distance, the more the time is needed
for propagation, so Cnew will transfer more close to the boundary formed by the
larger structure element. Thus, we can adjust the magnitude of the balloon force
easily by adjusting a and b no matter what kind of image is being processed.

Another merit of this quasi-balloon force is for the tracking of fast moving
object. In such case, the overlapped region of the same object between two
consecutive frames maybe very small or even none, and sometimes the two cor-
responding regions may be far away from each other. By some a priori knowledge
about the velocity of the object, we can use an appropriate large a to evolve for
some times firstly, then use a smaller a to get the precise contour. Such policy
is also applicable for tracking object with severe deformation.

2.4 Object Contour Tracking

When the snakes model is used for tracking, we usually set the result of the
previous frame as the initial curve of the current frame. First, the curve should
be enlarged to enclose the whole object [5] or at least a part of it [7]. Then the
curve is evolved according to the edge or region information. But how much the
curve should be enlarged depends on the velocity of the object, the degree of its
deformation, and the image information (intensity, color, etc.). The parameter
setting is a non-trivial task even for an experienced user. By using the quasi-
balloon force, the parameter setting is simplified since less information should
be considered.

Before tracking, the speed term F and the size a × b will be determined by
some a priori information about the probable speed and deformation degree of
the object.

In general, following speed is used for tracking:

F = 1/(m× |I(x, y)− I ′mean|+ n× (1 + �I)) (4)
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where I is the intensity of the image, and �I denotes its gradient. When the first
frame is considered, I ′mean denotes the mean of I in the support region, but in
subsequent frames, I ′mean denotes the mean of the region in last frame enclosed
by Cnew of last frame.

Usually, two or three structure-element pairs are suggested to be used. The
first is a dilation pair that make the curve approach to the object quickly. By
some a priori knowledge about the velocity and characteristic of the object, we
can choose appropriate a and b. When the moving speed of the object is fast
or the deformation is severe, a larger a should be used. Other wise, a smaller a
is prefer. Then a shrinkage pair is used for fast convergence on the contour. If
necessary, one pair with force between the first two could be used for contour
refinement.

3 Experimental Results

To test the performance of the algorithm, four experiments are performed and
the results are shown here. The experiments were done on a Pentium IV 1.8G
computer, and the algorithm was implemented using C++.

The first experiment was done for testing the degree of improvement of sup-
port region restriction by segmenting a static image. The first frame of the hand
sequence with size 360×240 was used. The same initial curve (a 22×14 rectangle
at the same location) was used and iterated for 30 times. The segmentation re-
sults are shown in Fig. 2. The results of time consumption are shown in Table 1.
We can see that the segmentation results are almost the same (see Fig. 2(b) and
2(c)), but the speed of the improved model is much faster than the orginal one.
The results show the obvious improvement of our algorithm.

Table 1. Comparison of time consumption between the original and improved model

iteration time 1 4 7 11 15 20 25 27 30 average

time consumption of
original model (ms)

46.41 43.35 38.98 39.37 39.71 37.31 38.40 40.24 41.89 39.40

time consumption of
improved model (ms)

13.85 14.91 16.94 16.30 15.97 18.30 16.01 16.43 15.95 16.20

Figure 3 shows the result of the test on fast moving object tracking. The ping-
pong sequence is used and the ball is the object being tracked. The velocity of
the ball varies severely in different time. The distance between its correspond-
ing regions in two consecutive frames can be even larger than the diameter of
ball when it is near its lowest point of the trajectory, and can be so small that
the two regions are almost the same when it achieves the highest point of the
trajectory. The speed used is F = 1/(0.6× |I(x, y) − I ′mean| + 0.4 × (1 + �I)).
Three structure-element pairs are used. For each frame, a 33× 3 one is used for
the first two iterations, thus at least part of the ball can be captured even the
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(a) the original image and
the initial curve

(b) the result of the original
model after 30 iterations

(c) the result of the im-
proved model after 30 iter-
ations

Fig. 2. comparison between the original model and the improved model

(a) the beginning of the
40th frame

(b) the intermediate result
of tracking

(c) the final result of the
40th frame

Fig. 3. tracking of the fast moving ball

ball in the new frame is far from its location in last frame. Then a 9× 7 one is
used for fast convergence. At last, a 9× 5 one is used to make the contour more
precise. Experiment shows the ball can be tracked steadily in all the 54 frames
until the ball is held by the man’s hand.

The third experiment shows the model’s ability about tracking the severe
deformation object in scenes with moving backgrounds. As shown in Fig. 4(a)-
4(c), both the hand and the camera are moving. Since the moving speed of
the hand is not high which means the overlapped region is not small between
consecutive frames, in order to test the model’s ability of dealing with the fast
change of the shape, we also tracked the hand in the 178th frame by using the
result of the 153rd frame as the initial curve and the result is shown in Fig. 4(d)-
4(f). Since the moving speed of the hand is not very high, only two structure-
element pairs were used. The first is a 9× 5 pair for tracking and the other is a
9× 7 one for contour refinement. Except for replacing the intensity of gray scale
by Cb component of YCbCr color space, the speed and other parameters are the
same as the second experiment’s. In all the 350 frames, the hand was tracked
correctly.

The last experiment shows that the model can control the contour’s topology
change automatically. As shown in Fig. 5, the contour can naturally split or
merge when the two hands separate or encounter. The speed and structure-
element pairs used are the same as those the third experiment used.
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(a) the 1st frame (b) the 102nd frame (c) the 135th frame

(d) result of the 153rd
frame

(e) initial curve of the 178th
frame

(f) result of the 178th frame

Fig. 4. Tracking of the deformation object

(a) the 9th frame (b) the 22nd frame (c) the 56th frame

Fig. 5. Topology change adaptive

4 Conclusion and Future Work

A new tracking algorithm based on improved dual-front active contour model
has been presented. By restricting the support region and introducing the quasi-
balloon force to the dual-front active contour model, we improved it to be fit
for object contour tracking. Experiments show that the method is robust and
effective. It is applicable for tracking fast moving object and deformable objects,
and no static background is assumed. In addition, the model can control the
topology change automatically for its implementation by using level set method.
And since the fast sweeping method whose complexity is O(N) is used, it is fast
comparing with other level set based algorithms.

A defect of the model is that it can only cope with patially occlusion instance
and will be failed when full occlusion exist, that is, when the object disappears
completely for some frames and appears again, the contour cannot be main-
tained. For example, when the object is full ocludded or moves out of the scene,
its contour will disappear at the same time, and when the object come back, the
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contour cannot be recovered. This problem cannot be solved by the dual-front
active contours model algorithm itself. It may be tackled by integrating the idea
of object permanence as [18].

In the future, we will try to integrate more measures to the model to make
it adapt to more different classes of video sequence. For example, combining
the function of tracking distributions as the method proposed in [8] is a good
choice. It will enable the model to track objects with more complex appearance
(e.g. the object with texture). Motion information is another feature should be
considered, since it may enable the model to track the object who has different
parts with different colours. In addition, integrating prediction tools such as
Kalman or particle filters [19] is another direction.
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Abstract. Inspection robot must detect the obstacles from the complex back-
ground according to their types when it is crawling along the power transmis-
sion line in order to negotiate reliably. In ideal cases, robot’s vision system can
give satisfactory results, however, motion blur due to camera motion caused by
wind or other unknown causes can significantly degrade the quality of the image
acquired. It is an undesired effect. In this paper, a complete motion deblurring
procedure for obstacle images has been proposed, we try to analyze the running
environment of the robot to develop the model of the motion blur. The acquired
motion blur information is used to identify the point spread function (PSF) as well
as restore the blurred image at the same time. Experiments on real blurred images
on power transmission line prove the feasibility and reliability of this algorithm.

1 Introduction

Autonomous high-voltage power line inspection robot can perform various surveillance
and monitoring tasks on the power transmission line by replacing human workers for
dangerous and highly specialized operations, it can do self-navigation to detect the ob-
stacles or send the desired images to the ground center. Most inspection robot fulfill
the task with its vision system in order to negotiate autonomously and reliably on the
power line. In the ideal situation, still image captured by the imaging sensors can pro-
vide satisfactory outputs for obstacle recognition, unfortunately, in most cases, due to
the vibration of the power transmission line or swing motion caused by the wind force,
there will be a relative motion between the camera and the object during the integra-
tion time of the image, named motion blur, which is considered to be an effect that
can significantly degrade image quality, sometimes makes the image useless. There-
fore, how to estimate the true image from the motion degraded image characteristics is
a challenging problem. Generally speaking, motion deblur can be restored by the image
deconvolution, provided that the motion is shift-invariant, and that the the blur function
that caused the blur is known, or at least can be[1]. However, in real-world applications,
the PSF is not usually known in prior, this makes motion deblurring hard to solve.

Though in many practices, the relative motion between object and camera is ambigu-
ous, the situation in the power line inspection robot is different. As matter of fact, one
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c© Springer-Verlag Berlin Heidelberg 2006



Motion Deblurring for a Power Transmission Line Inspection Robot 867

Fig. 1. Different camera motions lead to different motion blurs. Here, in top right corner and
bottom left corner, the unblurred still image (top left corner) is blurred by linear vertical and
horizontal motions, respectively. In bottom right corner, the image is blurred due to motion blur
with a angle.

can find that the robot’s swing motion on the power transmission line can be modeled
as a pendulous swing motion with small swing angle. It is well recognized that this case
can be approximated by a linear motion with the small angle. Thus, we can estimated
the motion model (PSF model), usually this is done by using the traditional iterative
methods such as blind image deconvolution, which contains two steps: identify the blur
model’s parameters first, then deblur the image. Although these methods are effective
in some cases, the assumption of the simple motion models does not hold in many prac-
tical situations. In addition, deblurring methods which use deconvolution require very
accurate PSFs that are usually hard to obtain. Thus, they are often fail to satisfy the real
time requirements. In this paper, we present a novel approach to motion deblurring of
an image acquired by the line inspection robot. Our method estimates the unknown PSF
parameter from the raw data first, a search technique or optimization method is used to
find the parameter, which minimizes the square prediction error. The result is chosen
to be the image and PSF model parameter estimates. During the model parameter’s
identification procedure, restoration method is required to solve the problem as well.

This paper is organized as follows: Section 2 presents the image restoration prob-
lem and the blur model is formulated, then we propose the PSF estimation algorithm
and related image restoration algorithm proposed. Real world experiment of the robot
negotiating obstacles are shown in Section 3. Then conclusions follow.

2 Degradation Models and Parameter Estimation

2.1 Problem Formulation and Motion Model Definition

The image degradation process related in this paper can be approximated by a linear blur
with an additive noise term. The standard observation model is expressed as follows [7]:

g(x, y) = h(x, y) ∗ f(x, y) + η(x, y). (1)

where g(x, y) is the observed degraded image, f(x, y) is the original image we wish to
estimate; η(x, y) is the additive noise term; h(x, y) is convolution operator representing
the degradation function. In spatial domain, h(x, y) is referred as point spread function,



868 S. Fu et al.

a term that aries from letting h(x, y) operate on a point of light to obtain the characteris-
tics of the degradation for any type of input. The image restoration problem is to inverse
the direct model of equation (1). In most cases, We try to recover the original image
f(x, y) by deconvoluting the motion blur operator h(x, y) from the degraded observa-
tion g(x, y). This classical problem is called blind image deconvolution and has been
well studied and can be solved by several well-known techniques such as Wiener filter-
ing, recursive Kalman filtering, and iterative deconvolution methods ([3],[7]). Fig. 2 (a)

(a) Proposed inspection robot camera motion
blur model.

(b) Approximation of the blur.

Fig. 2. Approximation of the motion blur from the angle-view of the camera

presents the principe of blurring caused by motion in real world situation. As we can see
clearly, the motion blur on the power transmission line can be divided into two major
types:

1) Up-Down vibration due to the upper wind force and the robot’s movement.
2) Pendulous motion caused by the wind force from the side of the robot’s body.

Generally speaking, the first one is the typical vertical camera motion which can be
completely identified as follows
1) Vertical camera motion blur of length L

hΘM (x, y) =

{
0 if x �= 0,−∞ ≤ y ≤ ∞.
1

2L if x = 0, −L ≤ y ≤ L.
. (2)

For the second one, in most cases, one can approximate the pendulous motion as linear
motion with a small angle which is illustrated in Fig. 2 (b). This is possible since we
assume that the swing angle is relatively small and the arms of our robot are long enough
to be seen as the swing arms. Thus, the model is as follows
2) Pendulous motion blur of length L and angle φ

hΘM (x, y) =

{
1
L if

√
x2 + y2 ≤ L.

0 otherwise.
. (3)

tan(φ) =
x

y
. (4)
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where ΘT
M = (L, φ) ∈ SM . In this paper we only consider the second case. it is worth

to note that the first case can be seen as the special case of the second one with no swing
angle (φ = 0). Note that in our experiments, as we shall see, these models can give us
the sufficient information needed to deblur images. In the following section, we will
describe our parameterized blur estimation approach in detail.

2.2 The Blur Parameters Estimation and Image Restoration

Motion Angle Estimation. As mentioned above, an image blurred due to motion is usu-
ally represented by a linear system of a convolution g(x, y) = f(x, y) ∗ h(x, y) with
h(x, y), the convolution kernel which causes the motion blur. The motion blue kernel,
as matter of fact, is a low-pass distortion operator which low-passes the image in the
direction of the blur. If we take the spectrum of the blurred image, we can see that most
of the energy is in the direction, perpendicular to the motion direction. This can be seen
as a line in binary spectrum. Here Hough Transform is used to detect the orientation of
this line in the spectrum, which corresponds to the blurred direction.

Motion Length Estimation. The identification of blur length requires the knowledge of
blur direction (angle). In this paper we try to use the error-parameter validation ap-
proach [2] to identify the blur function and restore the blurred image as well. The key
principle of the approach is to give a error-parameter curve, and by which can we iden-
tify the parameter of the PSF. The detailed steps are as follows:

Step 1. Definitions: x is the restored image, y is the observation, h is the PSF. α is the
parameter which is the blur length here. α is the initialization value. Δα is the search
step, and K is the number of iteration. Ecx is the estimation error.
Step 2. Initialization (K = 0). Set initial values using a priori information about the
PSF or true image, or by inspection of the blurred image. Choose the parameter search-
ing range.
Step 3. Iteration:
for i = 1 : k
α = α0 + (i− 1)Δα
Identify the blur function h by the parameter α;

Then the image restoration method is carried out by the information of the PSF h
and blurred image y to obtain the restored image x.
Compute the restoration error Ex = ‖y − x ∗ h‖2.
end.
Step 4. Plot the E − α curve, decide the real value of the α for the blur function,
get the real blur function. If α is a good estimate, then should be selected as the good
approximation of the PSF’s parameter.

Image Restoration. Now, for every step of estimation for the blur function parame-
ters, we need to deblur the image by any restoration methods. The results reported in
this paper are produced using the classic Richardson-Lucy iterative deconvolution algo-
rithm [7]. This method maximizes a Poisson-statistics image model likelihood function,
yielding the following iteration:
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f̂k+1(x, y) = f̂k(x, y)

[
h(−x,−y) ∗ g(x, y)

h(x, y) ∗ f̂k(x, y)

]
. (5)

where g(x, y) is the measured image, f̂k(x, y) is the kth estimation of the result,
f̂0(x, y) = I . h(x, y) is the convolution kernel (the PSF).

3 Experiments and Discussions

This section present some experiments to verify the proposed technique. Fig. 3 (c) and
(d) show the original still insulator strings image and degraded one caused by motion
blurring, respectively. As we can see clearly, the latter one can not be used for mobile
robot to negotiate the obstacles.

In order to restore the degraded image, we need to estimate the blur function param-
eters. The estimation of the blur angle (direction) is carried out in the first step of our
proposed approach and the results are given in Fig. 3 (e). And then the blur length fol-
lows. Fig. 3 (f) gives the error-parameter curves for the estimation of blur length. The
Abscissa is our estimated length d, and the programme gives it a variation range, the real
value of d is unknown, but it should contains in this range. The y-axis shows the com-
putation error. We hope to identify the real value of d by the error-parameter curve. For

(a) Our mobile robot. (b) Real environment. (c) The original still image.

(d) Motion burred result. (e) Motion angle estimation.
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(f) Motion length estimation.

(g) Restoration result. (h) Blind deconvolution result. (i) Wiener filter result.

Fig. 3. Whole image motion deblur procedure
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comparison, we also plot another curve for the high frequency term Ecx = ‖C ·X‖2,
which is actually smoothness constraint term, where C is the second order differential
operator. As we can see clearly, our error criterion Ex = ‖y− x ∗ h‖2 curve (blue one)
can acquire the minimum error at the length of 20. It seems that the curve corresponding
to the Ecx (red one) has the same relation to the real value but with a slightly higher
error, one can find that the variation rate of error curve will decreased remarkably. One
may find that there lies a flat area in the true value nearby, which may causes the un-
certainty of the d. So we take the middle value of this flat area as the identified value
of length d. Fig. 3 (g) shows our final restoration result by L-R method. For compar-
ison, we also give the results using the traditional Wiener approach and blind image
deconvolution method shown in and Fig. 3 (h) and (i) respectively. It is clear that the
strong deconvolution artifacts in the figures are the result of incorrect PSF parameter
estimation, whereas our method can offer better restoration results.

4 Conclusions

In this paper, we have presented a method for motion deblurring which aims at solving
the obstacle detection problem in an autonomous high voltage power transmission line
inspection robot. We first propose the motion blur models based on the knowledge
about the degradation situation which inspection robot will encounter. Then we use this
information to estimate the PSF that causes the blur. Finally, we use Lucy-Richardson
restoration method to restore the blurred image. Simulation and real test results show
that our methods can effectively restore the degraded images.
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Abstract. In this paper, we suggest a viewpoint-invariant face recognition 
model based on view-based representation. The suggested model has four 
stages: view-based representation, viewpoint classification, frontal face estima-
tion and face recognition. For view-based representation, we obtained the fea-
ture space by using independent subspace analysis, the bases of which are 
grouped like the neurons in the brain’s visual area. The viewpoint of a facial 
image can be easily classified by a single-layer perceptron due to view-
dependent activation characteristic of the feature space. To estimate the inde-
pendent subspace analysis representation of frontal face, a radial basis neural 
network learns to generalize the relation of the bases between two viewpoints. 
Face recognition relies on a normalized correlation for selecting the most simi-
lar frontal faces in a gallery. Through our face recognition experiment on 
XM2VTS [9], we obtained a face recognition rate of 89.33%. 

1   Introduction 

Face recognition has been an active research area due to its importance in surveillance 
systems. There have been great technological advances and nowadays some research-
ers try to develop commercial products with face recognition technology. In most face 
recognition methods, however, environmental variations such as variations in the 
viewpoint and illumination cause significant degradation of performance. As a result, 
many researchers now concentrate on developing face recognition algorithms that 
overcome those problems. We focus here on ways of overcoming the viewpoint varia-
tion problem. 

A trivial solution to the viewpoint variation problem is to remember the facial im-
ages of every viewpoint, though facial images of every viewpoint are generally not 
available. We therefore need to develop a face recognition algorithm that relies on a 
limited number of facial images.  

To develop a face recognition algorithm that achieves this purpose, other research-
ers have used a 3-D facial model to get view-invariant facial features or they have 
tried to develop a computational transformation model between the facial images of 
two different viewpoints. However, these approaches assume that the surface of the 
face is a Lambertian surface [1] or that the face is a plane [2]. To compute 3-D facial 
model parameters or transformation parameters, we should find the corresponding 
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points between two images of different viewpoints but this task is vulnerable to illu-
mination variation. 

To solve the viewpoint variation problem from another viewpoint, we examine the 
characteristics of the human visual system, which is robust to viewpoint variation.  

Neurophysiological study of the brain reveals that neurons in the inferior temporal 
area respond to the facial image of a certain viewpoint [3]. Such specialization of 
neurons progresses as a result of unsupervised learning, and we deduce that this char-
acteristic of neurons will be useful for classifying the viewpoint of an observed facial 
image and for learning the relation between the responses of neurons. Hence, we 
focuse on this characteristic of the human brain and suggested a viewpoint-invariant 
face recognition model. To simulate unsupervised learning of view-specific neurons, 
we use independent subspace analysis (ISA). A facial image is represented in a sub-
space obtained through ISA and this representation shows a view-specific activation 
characteristic.  

After using the ISA subspace to produce representations of the facial images, then 
their viewpoints are classified with the aid of a single-layer perceptron (SLP). Ac-
cording to the results of the viewpoint classification, a neural network is selected to 
estimate the ISA representation of a frontal face image from that viewpoint. The neu-
ral network that we use to estimate the representation of the frontal face image was a 
radial basis function neural network (RBF-NN), which is trained with the aid of sup-
port vector regression (SVR). The recognition is performed by comparing the normal-
ized correlation between the estimated facial image and the gallery of facial images 
with a frontal viewpoint.  

The proposed model needs no manually constructed model because unsupervised 
learning is used to obtain the view-based representation. Other face recognition meth-
ods need facial models whose feature points are selected manually [1, 2]. Further-
more, although the eigensignature method estimates the facial representation of an 
unfamiliar view in an eigenspace [4], we do so in view-specific subspaces. In view-
based representation, the relation between bases is simpler. Moreover, it is advanta-
geous to classify viewpoints and to regress the relation between two facial images of 
different viewpoints. 

2   A Viewpoint-Invariant Face Recognition Model Based on  
View-Dependent Representation 

The proposed face recognition model has four stages: view-dependent representation 
on an ISA subspace, viewpoint classification, estimation of frontal face representa-
tion, and face recognition with a normalized correlation. In this section, we describe 
each stage. 

2.1   Unsupervised Learning for View-Based Representation 

Neurons in the visual area of the brain are responsive to specific facial viewpoints, 
such as frontal or profile views. The neurons that respond to similar viewpoints are 
spatially proximate to each other. The neural networks of the cerebral visual cortex 
tend to organize themselves in the direction of increasing independency of the neural 
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coding [5]. We can apply this unsupervised learning principle to learn view-based 
representation in a manner that is similar to the brain’s view-tuned neural coding 
scheme [6].  

The ISA computational algorithm is adequate for unsupervised learning of view-
based representation [7]. Through ISA, independent subspaces, groups of bases, can 
be obtained, although independent bases can be obtained through independent com-
ponent analysis. By maximizing the following equation, we can find the linear trans-
formation, W, which maximizes the independency between groups of output vari-
ables:  
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where x is a feature vector of a sensory signal, w is the basis of an ISA subspace, G is 
a non-Gaussian function, T is the number of samples, J is the number of subspaces, 
and Sj is a jth subspace. 

A facial image can be projected to an ISA subspace and we can get its view-
dependent representation. As shown in Fig. 1, when the bases are grouped according 
to their viewpoints, the projection norm to a certain group of bases that represent the 
same viewpoint of a given facial image is higher than the projection norm to other 
groups. This characteristic is very useful for classifying the viewpoint and for obtain-
ing the relation of bases.  

   

Fig. 1. View-specific activation of an ISA representation. Two facial images with a different 
viewpoint show high activation values in different groups of ISA bases.  

2.2   Viewpoint Classification from View-Based Representation 

When we use ISA, the proposed view-based representation shows a view-dependent 
activation characteristic. Hence, we thought the viewpoint could be easily classified 
with the aid of an SLP. The SLP can learn which bases are related to a certain view-
point and which bases are not. We therefore quantized the viewpoint of a horizontal 
rotation from -45 to +45 and a vertical rotation from -15 +15  to 21 units at 
intervals of 15 . The input layer of the SLP is an ISA representation of an observed 
facial image and the output layer consists of 21 neurons. To determine the viewpoint 
of a given image, we selected the maximum output neuron with the highest activation 
value. 
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2.3   Estimation of the Representation of a Frontal Face Image 

The human brain can learn an association of viewpoints by remembering representa-
tive examples.  If a person’s facial image and a remembered representative face from 
frontal viewpoint resemble each other, his or her facial image and the remembered 
representative face from profile viewpoint may also resemble each other. Hence, as 
shown in Fig. 2, we simulated a neural association between the facial images of two 
other viewpoints as an RBF-NN. The hidden layer of the RBF-NN has representative 
examples and the output layer shows the estimated representation of the frontal face. 

The RBF-NN could be effectively trained with the aid of SVR [8]. When SVR is 
performed with an RBF kernel, the SVR result is the same as that of an RBF-NN in 
which the nodes of the hidden layer are representative examples. However, because 
SVR has only a single output unit, we had to repeat SVR for each basis. In our ex-
periment, there were 168 ISA bases; hence, we obtained 168 SVR results for a single 
RBF-NN. 

 

Fig. 2. Estimation of a front face representation by using an RBF-NN trained by SVR 

2.4   Face Recognition with a Normalized Correlation 

Face recognition results are obtained by comparing the estimated representation of an 
observed facial image with the representations of gallery images, all of which have a 
frontal viewpoint. For the comparison, we computed the degree of similarity by using 
the normalized correlation of the following equation:  

,=
|x||x|

xxT

i

isimilarity  (2) 

where x is the estimated representation of an observed faical image and xi is the repre-
sentation of a gallery image. 

We obtained the recognition result by selecting the gallery representation with the 
highest degree of similarity. 

3   Experimental Results 

To validate our model, we performed experiments on viewpoint classification and face 
recognition from unknown viewpoints. By way of preparation, we trained the view-
based representation, view-classification network, and a view-prediction network. 
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First, we rendered the face images by means of a rendering textured 3-D mesh 
model in the virtual reality markup language included in XM2VTS DB [9]. We gen-
erated 21 viewpoint images for each of the 291 face models, resulting in 5061 gray-
scale images. The dimensions of the gray-scale images were 32 32 pixels.  

View-based representation was learned as explained in section 2.1. After using 
principal component analysis to reduce the dimensions of the facial images to 168 
dimensions, we maximized Eq. (1) by using a gradient descent and we obtained 168 
bases. There were 21 groups and eight bases in each group. The detailed ISA proce-
dures are explained in [7]. 

3.1   Viewpoint Classification 

For a viewpoint-classification network, we divided the face images into roughly 3000 
as a training set and 2000 as a test set. We then used the standard perceptron rule to 
train the network. The network subsequently took the basis activation as the input and 
gave one out of 21 quantized viewpoints. The pure test recognition rate was 90.2%, 
though the major classification errors were small, suggesting that the classified view-
points were not far from the correct answer. Ninety-five percent of the false classifi-
cations were within 15 degrees of the correct viewpoint, either horizontally or verti-
cally. This graceful error property is helpful at the prediction step. 

3.2   Viewpoint-Invariant Face Recognition 

After the viewpoint classification, an RBF-NN is selected to estimate the frontal face 
representation. Because each face image has 21 viewpoints, we prepared 20 RBF-
NNs to estimate the frontal face representation from an arbitrary non-frontal face 
representation. For the SVR, we used Gunn’s SVM open source [8]. Moreover, we 
used the face data of 241 people for the training, and we used the face data of 
50 people for the face recognition testing. 

 

Fig. 3. Estimated frontal face images from non-frontal face images. The leftmost images are the 
original frontal face images. The images on the right are various viewpoint images and their 
estimation results. 
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Use of the selected RBF-NN enabled the frontal face representation to be estimated 
from the representation of the observed non-frontal facial image. The estimation re-
sult is shown in the gray image of Fig. 3. The estimated frontal face images look simi-
lar to the original frontal images. However, when the viewpoint difference is large, 
the estimated frontal face images have some artifacts. This phenomenon means that 
the relation between two widely different viewpoints is more complex than that of 
two narrowly different viewpoints. For a more accurate estimation, either more exam-
ples are needed for the training of the RBF-NN or the facial features should be simpli-
fied. 

Table 1 shows the face recognition results of 50 people. The face recognition 
method, which is explained in section 2.4, obtained an overall face recognition rate of 
89.33%. The face recognition rate dropped when the viewpoint was rotated horizon-
tally by ±45 and also when the viewpoint was rotated vertically. 

Table 1. Recognition rate of viewpoint-invariant face recognition 

 -45 (L) -30 -15 0 15 30 45 (R) 
Up 15 84% 94% 92% 98% 94% 88% 74% 
Front 90% 96% 96% 100% 100% 94% 74% 
Down 15 70% 86% 96% 100% 94% 90% 66% 

4   Conclusion 

Inspired by the biology of human vision, we proposed viewpoint-invariant face rec-
ognition model based on view-based representation. We used ISA to simulate view-
based representation and we showed that this type of representation has view-
dependent characteristics. Thanks to these view-dependent characteristics, our model 
uses an SLP to easily classify each viewpoint. Furthermore, the association between 
different viewpoints can be learned by using an RBF-NN that has been trained with 
SVR. When given a non-frontal face image, the model uses the viewpoint classifica-
tion to select an RBF-NN for the estimation of the frontal face representation. The 
RBF-NN successfully estimates the representation of frontal face images from the 
representation of non-frontal face images. The overall recognition rate was 89.33%.  

The results highlight the potential of our biologically inspired model, though the 
recognition rate dropped for widely different viewpoints. For better results, we plan to 
find a simpler feature space where associations between viewpoints can be learned 
more easily. Furthermore, because our experiments were performed with synthesized 
facial images under ideal illumination conditions, we plan try to gather and experi-
ment on real images. 
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Abstract. In this paper, we propose a new scheme based on contourlet to 
represent the visual information from the aspect of magnitude and orientation. 
Based on the detail statistics analysis of the individual, joint behaviors and 
correlations of contourlet coefficients of natural images across scales, positions 
and directions, it reveals strong local dependencies and clustering when the 
coefficients are at low amplitude. According to these fundamental findings, a 
novel embedded block with significance selecting model is developed to 
present the transformed coefficients. Experimental results demonstrate that our 
proposed representation is efficient .It is comparable to the wavelet coder in 
terms of the PSNR metric, and visually superior to the wavelet coder for the 
images with detailed texture, which is more fit for the Human Visual System. 

1   Introduction 

The wavelet transform is proved to be powerful in many signal and image processing 
applications. The success of wavelets is mainly due to the good performance for 
piecewise smooth functions in one dimension. Unfortunately, such is not the case in 
two dimensions. In essence, wavelets are good at catching zero-dimensional or point 
singularities, but two-dimensional piecewise smooth signals resembling images have 
one-dimensional singularities. When dealing with images characterized by one-
dimensional discontinuities, classical two-dimensional wavelets can no longer claim 
to be sparse. Numerous methods have been proposed independently to overcome the 
problem. These different directional multiresolution image analysis techniques are 
classified as: Radon-based, filter bank based and adaptive. The ridgelet transform [1] 
was developed over several years in an attempt to overcome the weakness of wavelets 
in higher dimensions. A basic model for calculating ridgelet coefficients is to use the 
Radon transform to map a line singularity to a point singularity and uses the wavelet 
transform to deal with the point singularity effectively. However, in image 
processing, edges are typically curved rather than straight and ridgelets alone cannot 
yield efficient representation. As a consequence, the curvelet transform [2] has been 
introduced. For discrete images, sampled on a rectangular grid, the discrete 
implementation of the curvelet transform is very challenging. To overcome this 
problem, a new image representation method was introduced: the Pyramidal 
Directional Filter Bank (PDFB) also known as the contourlet transform [3]. This 
approach overcomes the block based approach of the curvelet by using a directional 
filter bank. Adaptive techniques are techniques where the directional component of an 
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image is adaptively estimated and the transform is steered based on the estimate. For 
example, the bandelet transform [4] links the significant wavelet coefficients along a 
discontinuity and represents it as a smooth 1-D curve. 

2   Structure Definitions of Coefficient Relationships and 
Corresponding Statistics 

2.1   Structure Definitions of Coefficient Relationships 

The contourlet coefficient relationships are defined, and the wavelet coefficient 
relationships which are well known are taken for an example, as depicted in Fig.1. For 
a given contourlet coefficient X, two kinds of relationships are defined. Firstly, the 
coefficient in the same spatial location in the immediately coarser scale is defined as 
its parent (PX), while those in the same spatial location in the immediately finer scale 
are its children. Secondly, the adjacent coefficients around it in the same subband are 
defined as its neighbors (NX), and there are eight neighbors around. Those at the 
same scale and spatial location but in different directions are defined as cousins (CX) 
of each other. The major difference between the wavelet and contourlet is that there 
are more directions in the contourlet representation. While wavelet coefficients are 
always separated into only three directions, contourlet coefficients can have an 
arbitrary power of two’s number of directions. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. (a) shows contourlet coefficient relationships, (b) shows wavelet coefficient relationships. 
Note that the arrow points from the parents to the  children, and the same color shows the 
coefficients in different directions of the same scale. 

2.2   Contourlet Statistics 

For the statistical studies, the highly textured image “Barbara” is adopted. As for the 
contourlet transform, in the multiscale decomposition stage the 5-3 biorthogonal 
filters (referred to as 5-3 filters) are used, and the McClellan transformed directional 
filters of the 5-3 filters for the directional decomposition stage. We partition the finest 
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and second finest scales into eight directional subbands, and the two next coarser 
scales into four directional subbands. We describe comprehensive studies on 
individual behaviors of each coefficient and the dependencies between coefficients 
across scales, space, and directions in the contourlet domain using the marginal 
statistics and mutual information separately. 

To study the individual behaviors of each coefficient, we first study the marginal 
statistics of the contourlet coefficients. Table 1 shows the kutorsis of contourlet 
coefficients histogram of “Barbara”. It is important to note that the kurtosis of this six 
distributions range form 8.34 to 13.53, which are much higher than the kurtosis of 3 
for Gaussian distributions. Thus, we can conclude that, firstly, the contourlet 
transform representing is sparse, and secondly, the subband marginal distributions of 
the test image in the contourlet domain are highly non-Gaussian. 

Table 1.  Kurtosis of histograms in different position 

Position Kurtosis

Level-1 8.90 11.92 12.24 7.58 

Level-2 11.61 11.74 8.34 14.67 

Level-3 13.53 22.98 44.86 15.44 

Joint statistics are particularly important because in the wavelet case, image 
processing algorithms exploiting joint statistics of coefficients, such as EZW [10], 
SPIHT [11] and others, show significant improvements in performance over those 
that exploit marginal statistics alone. As the contourlet transform is similar to the 
wavelet transform, it is natural to extend this assumption to the contourlet case as 
well. In order to characterize these statistics, we consider several kinds of coefficients 
relationships conditioned on its parents(X-PX), neighbors(X-NX) and cousins(X-CX)
respectively. Fig.2(a) shows the conditional scatter graphs, using the image 
“Barbara”.  From Fig.2(a), we can draw the following conclusion. First, all these three 
scatter graphs exhibit a phenomenon of clustering around a point near zero amplitude, 
where we can find heavy dependencies on the reference coefficients and their parents, 
cousins and neighbors at low amplitude coefficients. Second, comparing with the 
strong dependencies between lower amplitude coefficients, little dependencies 
conditioned on their parents, cousins and neighbors can be found when the 
coefficients are at higher amplitude. This indicates that the dependencies in these 
three kinds of conditional distributions are local, especially when the contourlet 
transformed coefficients, including the reference and its parents, cousins and 
neighbors are small. 

In order to qualitative study the joint statistics of contourlet coefficients, we use the 
mutual information as a measure of dependencies. Our goal is to compare the 
dependencies across scales, space, and directions in the contourlet domain. 

The mutual information results for the contourlet transform are presented in 
Fig.2(b) To explore the factors affecting the mutual information, different multiscale 
filters and directional filters, such as the famous filters 9-7, 5-3, PKVA [9] and Haar, 
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are used to the experimental image. In each subset of Fig.2(b), the axis coordinate “1” 
shows the mutual information in case of the contourlet transform using the PKVA as 
the directional filter; “2” shows results using 9-7 as the directional filter; and “3” 
shows the results using 5-3 as the directional filter. 
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Fig. 2. Contourlet statistics  (a) Joint scatter graphs, conditioned on parent P(X|PX),  
neighbors P(X|NX) and cousins  P(X|CX)  (b) Mutual information(MI) between the contourlet 
sets X and its parents PX,  its neighbors NX and its cousins CX

3   Contourlet Represention Using Embedded Block with 
Significance Selecting Model 

The good performance of wavelets in the state-of-the-art image compression 
algorithms relies on the use of embedded trees that effectively point to significant or 
insignificant coefficients in the transform domain [7]. The PDFB has a pyramid 
structure like the wavelet; some coding scheme used in wavelet domain can be 
adopted to the contourlet domain [8].  

3.1   Model Fundamentals  

In the case of the contourlet transform, we find the fact that first, the lowest subband 
contains most of energy, and directional subbands in different scales tend to have 
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different energy, that is to say, for the image the visual information in different 
directions is not the same; second, the previous coefficients have heavy correlation 
with its neighbors and this kind of correlation depends on some factors such as 
multiscale filters and directional filters. 

So, our proposed contourlet representation using Embedded Block with Significance 
Selecting Model (EBSSM) is consisted of two parts as follow: the directional subbands 
significance decision model and embedded block representation model.  

The Directional Subbands Significance Decision Model (DSSDM) aims to decide 
the importance order of different directional subbands, according to the energy in 
those directional subbands. It bases on the facts that the visual information in different 
directions is not the same. The decision criterion is to compare the energy of each 
directional subband and the directional subband with higher energy is decided as the 
most important directional subband. That means there is more visual information in 
this direction than those in other directions.  

Embedded Block Representation Model (EBRM) aims to represent the coefficients 
in each subband. From the statistics study on contourlet coefficients, we know that 
there are heavy correlations between the previous coefficients with its neighbors. 
Thus can be the direct evidence for us to use the block-based model to represent the 
coefficients in same subband.  

3.2   Model Diagram 

First, the contourlet transform is applied on the image to get the multiscale and 
multidirectional subbands. Second, those subbands lie at the lowest resolutions are 
selected as the most significant subbands. Third, in each resolution level, the 
directional significance decision model is used to decide which the most important  

Fig. 3. Diagram of contourlet representation using embedded block with directional 
significance selecting decision model 

Coefficients represent 

Coded image

Input image

Contourlet transform

Directional subband significance decision DSSDM 
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directional subband is, and those more important directional subbands has higher 
superiorities in the process. After that, in each subband, the most significant bit of the 
significant coefficients are coded firstly with the technology of bit plane to ensure 
higher reconstruction performance and the good feature of progressive transmission 
with the embedded block representation model. See fig.3. 

4   Experimental Results 

We tested the proposed coding scheme in contourlet domain as well as the original 
wavelet SPECK coder on several images, each having a size of 51 512. An 
arithmetic encoder is used to entropy-code the resulting bit streams. Table 2 shows 
the Peak Signal Noise Ratio (PSNR) obtained for the proposed EBSSM and wavelet 
SPECK coder. From these figures, we can see that there are some differences in their 
PSNR values. The wavelet coder shows better performance in terms of PSNR values 
up to 0.4 to 0.5 dB, except at the bit rate of 0.2 where contourlet gains 0.6 dB than 
wavelet. Fig.4 and Fig.5 show respectively the coded results of the Barbara image at 
0.2 bpp. The experiments indicated that the proposed contourlet EBSSM is superior in 
preserving textures and details in the coded images than the wavelet SPECK does, for 
detail, see the zoomed area. This observation is not effectively demonstrated by the 
PSNR metric. As can be seen, more textures in the coded image by the contourlet 
EBSSM are retained. These figures clearly show the capability of the contourlet 
EBSSM for images consisting of mainly textures and oscillatory patterns. 

Table 2.  PSNR comparisons between contourlet EBSSM and wavelet SPECK 

Bit/Pixel Contourlet EBSSM Wavelet SPECK 
0.125 23.8613 24.1955 
0.15 24.0178 24.2148 
0.2 25.3102 24.6796 
0.5 29.5483 29.9896 
1.0 34.4654 34.8750 

Fig. 4. Comparison at 0.2 bpp.  Left: contourlet EBSSM; Right: wavelet SPECK. 
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(a)                                                                 (b) 

Fig. 5. Zoomed parts of the Barbara image coded at 0.2 bpp in (a) and 0.5 in (b).Left: 
contourlet EBSSM; Right: wavelet SPECK 

5   Conclusion 

We propose a new scheme based on contourlet to represent the visual information 
from the aspect of magnitude and orientation. According to the fundamental findings 
on contourlet transformed domain, we proposed a novel visual information 
representation –Embedded Block with Significance Selecting Model, which bases on 
the following facts: first, the lowest subband contains most of energy, and directional 
subbands in different scales tend to have different energy, that is to say, for the image 
the visual information in different directions is not the same; second, the previous 
coefficients have heavy correlation with its neighbors. The simulation results 
indicated that the contourlet EBSSM is visually superior to the wavelet SPECK codec 
in preserving details and textures in the coded images. Because of the redundancy of 
33%, it is a drawback for contourlet for the application of image coding, which needs 
to be improved in the near future.  
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Abstract. Inspection robot must plan its behavior to negotiate obstacles accord-
ing to their types when it is crawling along the power transmission line. For this
purpose, a visual navigation system is designed to recognize the obstacles and lo-
cate their positions by stereovision.We propose a structure-constrained obstacle
recognition algorithm based on improved circle detection methods to recognize
obstacles from complex background robustly. After the obstacle is recognized,
a region based stereo matching algorithm is used to search the correspondence
points in the stereo images, and the position of the obstacle relative to the robot
is calculated by 3D reconstruction. Experiments with simulation and real trans-
mission line show its effectiveness.

1 Introduction

A mobile robot that can crawl along the transmission line to perform part of power
line inspection tasks is developed. The inspection robot is wheel-driven, when it crawls
along the power transmission line, the line subsidiary equipments will act as obstacles
to block its way. A navigation system is needed to recognize and locate the obstacles
with its sensors; then the control system of inspection robot will plan its motions accord-
ing to the obstacle information to negotiate these obstacles autonomously. Sawada[1]
developed an inspection robot which was equipped with ultrasonic sensor and contact-
ing sensor to detect tower and its subsidiary equipments. Peungsungwal[2] used a cam-
era to recognize the obstacle and navigate their inspection robot to avoid the collision
against the obstacle. Peters[3] equipped an inspection robot with up to 34 proximity
sensors, and applied a rough neuro-computing approach to design an obstacle classifier
to recognize obstacles according to the information acquired by these sensors.

In this paper, we design a visual navigation system to recognize the obstacles and
locate their positions by stereovision.The obstacle recognition algorithm is designed
based on an improved circle detection method. After the obstacle is recognized, a
region-based stereo matching algorithm is used to search the correspondence points
in the stereo images, and the distance of the obstacle relative to the robot is calculated

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 887–892, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



888 Y. Zhang et al.

by 3D reconstruction. To improve the matching speed, the epipolar constraint and a
dynamic search window is applied.

The rest of the paper is organized as follows. In Section 2, a brief introduction of our
inspection robot and the structure of the 220KV transmission line is given. Section 3
describes the obstacle recognition algorithm. Section 4 presents the algorithm of obsta-
cle locating. The results of experiments with simulation and real transmission line are
shown In Section 5. Then conclusions follow.

2 Power Transmission Line Inspection Robot and Its
Navigation Problem

There are three typical obstacles attached to the 220KV power transmission line and
power tower, as shown in Fig.1. The first type of obstacle is called counterweight, the
second type of obstacle is strain clamp, and the third type of obstacle is called suspen-
sion clamp. Each type of obstacle has different spatial structure, the inspection robot
should plan its motion sequence according to the type of the obstacle.

The robot is equipped with two CCD cameras in the front of the robot’s body (see
in Fig.1), note that the angle between the camera’s optical axis and the robot’s moving
direction is about 30◦, this configuration ensures the most part of the background is sky,
thus reduce complexity of the background.

Obstacle recognition is the key problem of the navigation system. It is not easy to
recognize the clamps themselves because there aren’t effective features to be used for
recognition. But the isolator strings, from which the suspension clamp or strain clamp
is suspended, consist of disks; and their projections on the camera’s image plane are
circular or elliptic geometric patterns under the camera’s configuration in Fig.1. So we
select these simple geometric patterns as the key clues of the obstacles existence.

3 Obstacle Recognition

Under the camera configuration in Fig.1, the projection of the isolator string’s bottom,
from which the suspension clamp is suspended, is an ellipse; and the projection of the

Fig. 1. Obstacles on power transmission line
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two isolator strings’ bottoms, from which the strain clamp is suspended, is two circles
situated on each side of the power line. So we select the circular or elliptic pattern,
and their relationship with the power line to model the obstacles. Then the obstacle
detection problem can be converted into the problem of detect the circles or ellipses in
the image.

3.1 Circle Detection

We propose an effective algorithm for detecting approximate circles in an edge image
based on existence probability map, this algorithm is an improvement of the circle-
finding concept sketched by Duda and Hart[4]. Duda uses a three-dimensional array
of accumulators to detect circular objects in an image, but the method needs massive
storage requirement and high cost of computation. Our proposed algorithm only needs
two two-dimensional arrays and a one-dimensional array of accumulator.

Let f(x, y) denotes the edge image extracted by Canny edge detector; {P (x, y)}
denotes a two-dimensional array which is used to save circle’s existence probability;
{R(x, y)} denotes a two-dimensional array which is used to save candidate circle’s
radius; and {A(k)} denotes a one-dimensional array of accumulator.

The general equation of a circle in an image is defined by (x − a)2 + (y − b)2 =
r2,where (a, b) is the circle’ center, and r is the circle’s radius. Assume there exists a
circle centered at (u, v), and then the hypothetical circle’s radius r can be calculated
by using a Hough Transform-like scheme. Since we only need to vote on the radius r,
one-dimensional accumulator array {A(k)} is enough.

For each edge point (xi, yi) in f(x, y), the distance between (xi, yi) and (u, v) can
be calculate by the equation:ri =

√
(xi − u)2 + (yi − v)2.

If ri is greater than the required least distance, increase the cell A(ri) by 1. After all
the edge points are computed for this hypothetical circle, their distances from the hy-
pothetical circle center are accumulated in a one-dimensional accumulator array. Then
find the maximum element in the accumulator array; let A(rm) represents this maxi-
mum value, which is the number of concyclic points centered around point (u, v). The
index rm of the cell correspond to the hypothetical circle’s radius.

Let Pe represents the existence probability of a hypothetical circle, whose center and
radius is (u, v) and rm respectively. Define Pe as follows:

Pe = A(rm)/2πrm (1)

Then save Pe in the cell P (u, v) of the array {P (x, y)}, and rm in the cell R(u, v) of
the array {R(x, y)}.

For every point (u, v) in f(x, y), suppose there exist a circle whose center is (u, v);
calculate its existence probability Pe and the radius rm according above procedure, and
save them in the correspondence cell of {P (x, y)} and {R(x, y)}. We call {P (x, y)}
the existence probability map, which is the mapping of configuration information of
concyclic edge points in the image space to the circle’s parameter space. Each peak
of {P (x, y)} suggests that there exists a circle in the original image; the predicted
circles’ center is the peak’s 2-d index (up, vp), its radius is R(up, vp); and the existence
probability of this predicted circles is given by P (up, vp). The greater P (up, vp) is, the
more possible the prediction is.
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3.2 Isolator Recognition

As mentioned above, we select the ellipse and circle in the image as the key clues of
the existence of obstacles, that is, an ellipse and its relationship with the power line in
the image suggests that there exist an isolator string from which the suspension clamp
is suspended; two circles and its relationship with the power line in the image suggests
that there exist two isolator strings from which a strain clamp is suspended. First we
use the circle detection method discussed in Section 3.1 and ellipse detection method
given by[5]to find circles and ellipse in the image, and then check its relationship with
the power line to determine if it is an obstacle or a false target. The isolator recognition
procedure is given as follows.

Step 1: Search the edge image to find whether there is an ellipse in the edge image.
Step 2: If there is an ellipse, and its parameters are (x0, y0), a, b; where (x0, y0) is the
ellipse’s center coordinates; a, b is the half-length of major and minor axes respectively.
Then check its relationship with the power line. If the perpendicular distance from the
ellipse’s center (x0, y0) to the power line is less than a given threshold, then the ellipse
is considered as the existence proof of the suspension clamp.
Step 3: If any ellipse is not found, then search the edge image for two circles.
Step 4: If there are two circles found, and their parameters are (a1, b1), r1, (a2, b2), r2;
and then check its relationship with the power line. If they are situated at each side of
the power line, then the two circles is considered as the existence proof of the strain
clamp.

4 Obstacle Locating

After the obstacle is recognized, the next task of visual navigation system is to locate
the obstacle’s spatial position. The left camera is the principal camera whose image is
used to recognize the obstacles; together with the right camera, obstacle locating can
be achieved by stereovision. We select the center of the ellipse or the leftmost circle to
represent the obstacle and let P denotes it, then the spatial position of point P relative
to the left camera can be estimated as follows.
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Combining these three equations and eliminate(Xc2, Yc2, Zc2), the solution
(Xc1, Yc1, Zc1) can be obtained by LS (least square method).

Where (Xc1, Yc1, Zc1), (Xc2, Yc2, Zc2) is the spatial coordinates of P in the left-
camera and right-camera coordinate system respectively; (u1, v1) and (u2, v2) are the
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projected points of P on the left and right image respectively. α1, β1, u01, v01 are
the pinhole model parameters of the left camera; α2,β2, u02,v02 are the pinhole model
parameters of the right camera; R is the rotation matrix and t is the translation vector.

But how to identify the projected points of P on the left and right image, i.e. p1,
p2, has been an extremely challenging research problem known as the stereo matching
problem. We use the SSD [6,7] (Sum of Squared Differences) based stereo matching
method with an adaptive window to search the correspondence points p1 and p2. Let
point p1 with the coordinates (u1, v1) in the left image f1 denote the center of the
ellipse, we assume p2 with the coordinates (u, v) in the right image f2 be p1’s potential
matching point. We compute the sum of squared differences between a small searching
window of pixels centered around p1 in the left image and a similar window centered
around every potential matching point p2 in the right image. The point in the right
image with the lowest sum of squared differences is considered as the match. In order
to reduce the searching time, only those points that satisfy the epipolar constraint are
considered for matching. The size of the searching window is (2m+1)(2n+1), which
is adaptive to the size of the detected ellipse or circle. Then we get

SSD(u, v) = Σm
i=−mΣn

j=−n [f1(u1 + i, v1 + j)− f2(u + i, v + j)]2 (4)

(u2, v2) = arg min
(u,v)

{SSD(u, v)}. (5)

5 Experimental Results

The visual navigation system is tested on indoor simulation power transmission line
and outdoor real power transmission line. In spite of the scene background is cluttered,
the obstacles can be recognized correctly (see Fig.2). The distances from the obstacle to
the left camera are measured as the Table 1. The accuracy of the distance measurement

(a) Simulation power transmission line (b) Real power transmission line

Fig. 2. Obstacle recognition experimental results
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Table 1. Comparison between the actual and measured distance

Measured Distance (cm) 161 223 275 281

Actual Distance (cm) 152 210 257 271

Error Percent 6% 6.2% 7% 7.3%

result is depended on the cameras model and stereo matching result. Though the mea-
suring errors are approximate 7%, it could be accepted for our application.

6 Conclusions

This paper has presented a visual navigation system for an inspection robot to detect
and locate the typical obstacles on the power line. It utilizes the notion that the structure
elements of all the obstacles in the power transmission line are circular or elliptic and
that the structure elements of the background objects like tower or transmission lines are
straight line, then the problem of detecting obstacle from complex image is formulated
into a circle/ellipse detection problem. The improved circle detection algorithm reduces
significantly the memory space and computation required. Experiments with simulation
and real transmission line show promising results.
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Abstract. In this paper we present a semantic analyzer for aiding emo-
tion recognition in Chinese. The analyzer uses a decision tree to assign
semantic dependency relations between headwords and modifiers. It is
able to achieve an accuracy of 83.5%. The semantic information is com-
bined with rules for Chinese verbs containing emotion to describe the
emotion of the people in the sentence. The rules give information on
how to assign emotion to agents, receivers, etc. depending on the verb
in the sentence.

1 Introduction

In recent years the chances for human-computer interaction have risen greatly.
From ATM to mobile phones, people are interacting and communicating with
computers more and more. As such, the field of Affective Computing has been
steadily growing and much research has been done on classifying and mimicking
human emotion.

One of the fundamental sources of emotion is language. However, to fully under-
stand emotion in language a full understanding of the sentence is needed. To un-
derstand the sentence, semantic analysis must be done. Semantic analysis helps to
understand the roles and relations between objects, humans, etc. in the sentence.

In this paper, we propose a system for understanding emotion in Chinese
verbs. The system uses semantic analysis and emotion predicates. In this way,
the emotion “felt toward” and “felt by” can be known.

The paper will continue as follows, in section 2 semantic analysis is examined.
Then, in section 3 the SEEN system for semantic analysis is described. Next,
in section 4 the emotion predicates and how they were created are shown. In
section 5 the experimental results are examined. Finally, in section 6 concluding
remarks are made and future work is discussed.

2 Semantic Analysis

A dependency grammar (DG) is a grammar describing the dependency structure
among words or constituents of a sentence. A dependency tree is a parse tree
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for a dependency grammar showing the dependency structure of a sentence. [1]
formulates four axioms to govern the well-formedness of dependency structures,
shown below.

1. One and only one element is independent
2. All others depend directly on some element
3. No element depends directly on more than one other
4. If A depends directly on B and some element C intervenes between them (in

linear order of the string), then C depends directly on A or B or some other
intervening element

Generally, semantic dependency analysis builds a dependency tree with the
optimal semantic relationship for the parent node (headword) and child node
(dependent) between which there is a dependency link according to DG. In se-
mantic dependency grammar, the word that is able to best represent the mean-
ing of the headword-dependent pair is chosen as the headword. The headword
of a sentence represents the main meaning of the entire sentence and the head-
word of a headword-dependent pair represents the main meaning of the pair.
In a compound constituent the headword inherits the headword of the head
sub-headword-dependent pair and headwords of other sub-headword-dependent
pairs are dependent on that headword.

Normally, in the phrase structure, the sentence is broken down into its compo-
nent parts of speech with an explanation of the form, function, and syntactical
relationship of each part. Even though we can know the logical structure in the
sentence, it is difficult to know the potential sense. Figure 1 gives the phrase
structure for a Chinese sentence from the Penn Chinese Treebank [2].

Figure 2 gives an example of an annotated sentence with dependency struc-
ture and semantic relationships. The dependency structure is a tree with di-
rected arrows as the dependency link and the main verb as the headword. The
set of labeled arrows represent dependency relations from headwords to depen-
dents. Such text annotated with semantic dependency structure can make im-
plicit knowledge in sentences and documents more explicit, allowing a deeper
understanding that can aid knowledge extraction and information retrieval. It
is easy to explain agreement, or any semantic relations between words or con-
stituents according to such word-to-word dependency links.

Figure 3 shows another representation of a semantic dependency analysis tree
which preserves the phrase structure from the Penn Chinese Treebank. In this
tree the bold lines denote headwords.

3 SEEN

Determining the semantic structure of sentences is strongly desired. If the seman-
tic structure can be determined then machine translation, question and answer-
ing, etc. can be improved as they would have a greater insight on the meaning of
the sentence. There has been much research on determining semantic structure
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Fig. 1. Phrase structure for Chinese sentences from the Penn Chinese Treebank

Fig. 2. Manually annotated sentence with dependency structure and semantic rela-
tionships

in English, [3] and [4] are examples. Also there are freely available corpora with
semantic annotation such as [5].

There has, however, been much less research done for Chinese. The most
prominent research done is by You and Chen [6]. However, in their research they
used the Sinica corpus [7], which uses Taiwanese Chinese. Our focus is on Man-
darin Chinese. The two forms of Chinese are different enough that a system for
one may not be effective for the other. Also, since the Sinica corpus already has
semantic information tagged they used that tag set. With the growing popularity
of HowNet 1 among the Chinese NLP community and the incredible amount of
knowledge that can be obtained by using it, a semantic analyzer for Mandarin
should use HowNet’s semantic tag set.

The SEEN (Semantic dEpendency parsEr for chiNese) system is broken into
3 main modules, as seen in Figure 4. The first module is syntactic analysis. This
module takes care of morphological analysis and parsing. The second module is

1 www.keenage.com



896 J. Yan et al.

Fig. 3. Another representation of a semantic dependency tree

Fig. 4. The SEEN System

headword assignment. This module assigns headwords to sentences and phrases.
The final module is semantic dependency assignment. Each of the modules will
be described in more detail in the following subsections.

3.1 Syntactic Analysis

The syntactic analysis module is made up of morphological analysis and parsing.
While not as far along as English, Chinese programs do exist and are rapidly im-
proving. In the following subsections Chinese morphological analysis and parsing
will be briefly discussed.

Morphological Analysis. Morphological analysis consists of word segmenta-
tion and part-of-speech tagging. It is a widely researched topic and many lan-
guages have these tools available including Chinese. ICTCLAS 2.0 [8], based on
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Hidden Markov Models, is a free a morphological analyzer that has a precision of
97.58% for segmentation and 87.32% for part-of-speech tagging. In SEEN, this
morphological analyzer will be used.

Chinese Parsing. There has been a lot of research done in Chinese Parsing.
Some of the notable research is [9], which reported that their statistics-based
Chinese parser had 86% precision and 86% recall. Levy and Manning [10] devel-
oped a factored-model statistical parser and used on the Penn Chinese Treebank.
Because the parser was used on the Penn Chinese Treebank, and it is freely avail-
able, it was chosen as the parser for the SEEN system.

3.2 Headword Assignment

In this module, headwords are assigned to each chunk (phrase). In a seman-
tic dependency grammar, headwords are the constituent that can represent the
main meaning of the chunks. Headwords are assigned using a set of handcrafted
rules that were created from observations made from the Penn Chinese Tree-
bank. The handcrafted rules were designed to look at the syntactic head of a
chunk and the other constituents. It was found that the different syntactic heads
followed certain patterns that could easily be defined in rules. Figure 5 shows
some example rules. For example, in Figure 3, there is a chunk with the POSes
of “PU NN NN PU”. According to the handcrafted headword assignment rules,
the last tag which is neither “PU” nor “PRN” will become the headword of the
chunk.

Fig. 5. Sample Headword Assignment Rules

3.3 Semantic Dependency Assignment

The semantic dependency assignment module uses a Decision Tree classifier [11]
to assign semantic relations between a headword and dependent. The classifier
achieves accuracy of just under 84% in relation assignment using a set of four
features, listed below.

– Phrase Type
– Headword & Dependent
– Headword & Dependent Part-of-Speech
– Context
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Fig. 6. Emotion Predicates
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4 Chinese Emotion Predicates

A predicate is one of the two main constituents of a sentence, which shows what
is being predicated of the subject of a proposition. Its role is to tell something
about the subject. In NLP, various research has been done that examines the
uses of predicates, such as semantic interpretation [4].

In this research, emotion predicates are used to describe the emotion of the
actor(s) in relation to the emotion. The semantic roles assigned to the predicate
are a subset of the roles used in the semantic analyzer described previously. The
roles in the predicate that undergo emotion are used and as such the roles are
restricted to agent, relevant, etc.

We have defined eight predicates that cover five emotions; joy, love, hate,
anxiety, and respect. The eight emotion predicates can be seen in Figure 6.
Currently, only the emotion is looked and not modifiers to the emotion that
would change the degree of emotion or even the emotion itself.

Each predicate has an emotion assigned to the verb and to the semantic roles.
In some predicates, like “laugh at” of Figure 6(g), the emotion for the semantic
roles does not match the emotion of the verb. This is because often times the
person who is doing the verb and the person who is receiving or experiencing
the verb have different emotions.

Fig. 7. Example Sentences
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5 Experimentation

For experimentation, 80 sentences (10 sentences per predicate) were collected
and examined. Currently, negated emotions, such as “do not love” in English,
are not looked at. To see the effectiveness of the predicates, the semantic de-
pendency was manually given. The accuracy was 100%. The results show that
semantic analysis and predicate based emotion classification for semantic roles
is extremely effective. Figures 7(a) and 7(b), show two examples of successful
emotion assignment.

Fig. 8. Example of a Currently Unclassifiable Sentence

While an accuracy of 100% was achieved there is still room for improvement.
For example, currently, the sentence in Figure 8 cannot be correctly handled,
because emotion modifiers are not examined. It is a simple task however to add
this in the future.

6 Conclusion and Future Work

In this paper we presented a system to semantically analyze Chinese sentences
and use this information combined with emotion predicates to determine emotion
in Chinese sentences. Semantic analysis was done using the SEEN system, which
uses a Decision Tree classifier to determine semantic dependency relations and
achieves an accuracy just under 84%.

For determining emotion the semantic analysis was combined with hand-
crafted emotion predicates. This combination allowed for determination of emo-
tion felt toward people, events, etc. and felt by actors. We showed through exper-
imentation that this combination has the potential of truly gaining knowledge
about the emotion in Chinese sentences.

In the future, we hope to semi-automatically build the emotion predicates
from tagged corpora. This should eliminate the only drawback of the system,
predicate creation. In addition we hope to add information about modifiers that
change the degree of the emotion or negate the emotion.
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Abstract. The approach of emotion estimation from the conventional
text was for estimating superficial emotion expression mainly. However
emotions may be included in human’s utterance even if emotion expres-
sions are not in it. In this paper, we proposed an emotion estimation
algorithm for conversation sentence. We gave the rules of emotion occur-
rence to 1616 sentence patterns. In addition, we developed a dictionary
which consisted of emotional words and emotional idioms. The proposed
method can estimate emotions in a sentence by matching the sentence
pattern of emotion occurrence and the rule. Furthermore, we can get
two or more emotions included in the sentence by calculating emotion
parameter. We constructed the experiment system based on the proposed
method for evaluation. We analyzed weblog data including 253 sentences
by the system, and conducted the experiment to evaluate emotion esti-
mation accuracy. As a result, we obtained the estimation accuracy of
about 60 %.

1 Introduction

Recently, there have been some attempts to simulate human sensibility using
computers in the research field of affective information processing. One aim is to
realize an affective computer which can behave as a human. The human aspects
of AIBO [1] and Ifbot [2] are the results of similar attempts. This research tries
to make artificial behavior of robots more acceptable to people by copying an-
imal behavior or human facial expressions. These robots focus on representing
human emotions rather than understanding them. The emotional state of one
party in a conversation is also an important condition for eliciting emotional re-
sponses from another party. For example, we might sympathize for unhappiness
of an intimate friend as if we experience the same unhappiness. In such empathy,
the other party’s emotional state affects the occurrence of our emotion. In other
words, the emotion recognition and the emotion expression have interacting re-
lations. This paper proposes an emotion estimation method designed primarily
more for conversations. Interactive relation between one party’s emotions and
another party’s emotions combine with traditional methods which mainly focus
on extracting emotional meaning of words and sentences.

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 902–911, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2 Algorithm for Estimating Human Emotions

This Section proposes an emotion estimation algorithm and describes the esti-
mation flow produced by the algorithm. By inputting conversations, an ”emotion
dictionary,” ”image value database,” and ”favor value database” are identified
and ”emotion attribute,” ”attribute image value” and ”likability” are decided
for each word in the conversations. Next, the ”modifier dictionary” enlarges
or reduces an emotion attribute for each noun or verb. The sentence pattern
is searched for in the ”emotion occurrence phenomenon dictionary.” When the
same pattern is found in the dictionary, the emotion attribute value is set for
the sentence according to the emotion occurrence rule. The emotion parameter
is calculated and one emotion out of 12 emotions (Table 1) is judged.

Table 1. 12 Emotions

Joy Pleasure Anticipation

Reception Adoration Surprise

Sadness Disgust Anger

Fear Regret Anxiety

3 Emotion Dictionary

Section 3 explains the emotion dictionary constructed in our research. Emotional
evaluation (emotion attribute) for each semantic attribute of words included in
the ”Japanese Lexicon”[3] was used to construct the emotion dictionary. Table 2
shows 19 emotion attributes. Table 3 shows the total number of emotion word
and emotion idiom.

3.1 Emotion Attributes of Words

The semantic attributes of general nouns defined in the ”Japanese Lexicon”[3]
are classified as ”Emotion,” ”Personal Emotion,” ”Interpersonal Emotion,” ”Sen-
timent,” ”Mood,” etc. Extracted general nouns from the ”Japanese Lexicon”
were 1) nouns belonging to the subordinate semantic attributes from the cate-
gory of ”emotion” and 2) nouns belonging to the semantic attributes expressing
emotions from the categories: ”facial expression” and ”disposition.” There was

Table 2. Emotion Attributes

Joy Anger Sadness Fear

Shame Like Dislike Excitement

Relief Surprise Approbation Appreciation

Reception Regret Boast (Pride) Respect

Contempt Hope Equilibrium
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Table 3. The Total Number of Emotion Word and Emotion Idiom

Noun Verb Adjective

1438 937 1834

Adverb Interjection Idiom

4890 81 582

further extraction of words which express emotions by themselves. Emotion at-
tributes consist of the 10 kinds of emotions identified in the ”Emotion Expression
Dictionary” plus ”Equilibrium,” ”Approbation,” ”Appreciation,” ”Reception,”
”Regret,” ”Boast,” ”Respect,” ”Hope,” and ”Contempt.” These attribute val-
ues have three steps from 1 to 3 according to their expression levels. Words
with added emotion attribute values are put in the emotion dictionary. Ex-
cept for emotion attributed words, attribute image values, which give images
of positive/negative to semantic attributes with emotional evaluation functions,
are created. In the emotion attributes, words with positive attribute image val-
ues belong to ”Like” and words with negative attribute image values belong to
”Dislike.” The attribute image values are registered in the image value database
independently from the emotion dictionary. The emotion attribute values and
the attribute image values are used to calculate the emotion parameter which
will be described in Section 4. Image value of adjectives other than nouns are
adopted as attribute image values [4]. Image values are emotional evaluations
that are independent from context and have 7 levels from -3 to +3. Image values,
emotion attribute values are set for each adjective and registered in the ”modifier
dictionary”.

3.2 Change Emotion Attribute Using Modifier Database

When the modifier modifies the emotion word, emotion attributes are changed.
The modifiers are classified into the following four types. (i) direct modifica-
tion type, (ii) dependence modification type, (iii) no modification type, and (iv)
level expression type. The modifier of type (i) compulsorily changes the emotion
attribute of the modificand to the emotion attribute of the modifier.

4 Emotion Estimation Method Based on Sentence
Pattern of Emotion Occurrence Events and Emotion
Parameter

Section 4 discusses the emotion estimation method based on emotion occurrence
events. The ”Japanese Lexicon” [3] introduces sentence patterns for each word.
In the example of ”Crying”, the sentence patterns are:

• N1 ga N2 ni/de Naku (N1 cries over N2)
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Table 4. Emotion Occurrence Rule

Sentence pattern(Sp)
Sbj FV of Noun EA

English Case Pattern Predicate

N1 cries over N2 N1[3]-ga , N2[*]-ni/de Naku N1
fN2 <= 0 Sadness
fN2 > 0 Joy

N1 is angry at N2 N1[4]-ga , N2[*]-ni Okoru N1 N/A Anger

N1 laughs at N2 N1[4]-ga, N2[*]-wo Warau N1
fN2 >= 0 Joy
fN2 < 0 Contempt

N1 worries about N2 N1[3]-ga, N2[*]-wo Ureeru N1 N/A Anxiety

N1 is flustered by N2 N1[4]-ga, N2[1000]-de, Ochitsuki − wo Ushinau N1 N/A Surprise

N1 subdues N2fs pride N1[4]-ga, N2[4]-no, Hana − wo Oru N2 N/A Shame

N1 discommodes N2 N1[3]-ga, N2[4]-ni, Meiwaku − wo Kakeru N2 N/A Disgust

N2 is filled with N1 N1[1253]-ga, N2[4,41,238]-ni Komiageru N2 N/A N1fs EA

N1 and N2 are nouns. The emotion expressed by the sentence can differ depend-
ing on the noun applicable to N1 and N2. Referring to the example sentence:
”Jiro cries over his debt,” ”debt” generally has a negative image. However, the
emotion generated in this sentence can be affected by the speaker’s attitude to
”Jiro.” Table 4 shows rules for each sentence pattern of declinable words which
can generate emotions. The abbreviations in table 4 are as follows.

• Rulea : Restriction condition of semantic attribute
• Sp : Sentence Pattern
• Sbj : Subject which experience the emotion
• FV of Noun: Favor Value of noun
• EA : Occurrence emotion attribute

These rules are registered in the ”emotion occurrence event dictionary” and
used for emotion estimations, considering the emotional meaning of the sentence.

4.1 Calculation of Emotion Parameter

This section explains a method of calculating Emotion Parameters. The Emo-
tion Parameters ”EP” are calculated as follows: The (x + 1) kinds of emotion
attribute values, which are included in the predicates, are indicated as eaj,p

(j = 0, 1, 2, ..., x ). The emotion attribute values of other case slot elements are
indicated as eaj,ni ( j = 0, 1, 2, ..., x, i = 1, 2, 3, 4, ... ) .

The emotion attribute matrix (EAM) is shown as the formula (1). ”W” is a
weight matrix whose weight changes according to the element (predicate or N1
– Ni) of the sentence patterns valued most for emotion estimations. The weight
matrix is shown as the formula (2). ”wi” shows the weight to each case element
and ”wp” shows the weight to predicate. The predicate is valued when the sen-
tence pattern is registered in the emotion occurrence event dictionary. Next, the
weight is decreased by multiplying 0.5 when the predicate has past modality
or unconfirmed modality. However, when the predicate has past modality, the
weight for the emotion attribute value ”Regret” is not decreased and when the
predicate has unconfirmed modality, the weight for the emotion attribute values
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”Anticipation,” and ”Anxiety” and ”Fear” are not decreased, either. Finally, the
speaker’s emotion can be judged from the emotion attribute with the maximum
value. The calculation of ”EA”(Emotion Attribute Value Vector) is shown in the
formula (3). ”EAc” shows the emotion attribute value vector of current sentence.
Next, the Emotion Parameter ”EP” of each kind of emotion is calculated. The
strength of emotion would be decreased as time goes by. The attenuation of the
strength of emotion is expressed by the approximate expression of forgetting
curve [5] propounded by Ebbinghaus. The calculation of ”EP” is shown in the
formula (4). ”EPx” shows the Emotion Parameter when time t = x.

EAM =

⎡⎢⎢⎢⎣
ea0,p ea0,n1 · · · ea0,ni

ea1,p ea1,n1 · · · ea1,ni

...
...

. . .
...

eax,p eax,n1 · · · eax,ni

⎤⎥⎥⎥⎦ ∗W (1)

W =
[
w0 w1 w2 ... wn wp

]
(2)

EAc =
n−1∑
i=0

eai ∗ wi + eap ∗wp (3)

EPx = EAx +
x−1∑
t=0

1
(x− t + 1

x )(x−1)
∗ EAt. (4)

5 Structuring the Emotion Estimation System

Section 5 suggests an emotion estimation system based on the proposed methods
in the previous sections. Fig.1 shows a structure of Emotion Estimation System,
and Fig.2 shows a screenshot of the system interface. By showing Fig.1 , we
will explain the module ’A’ (analyze sentences), the module ’B’(set emotion at-
tributes), the module ’C’(match sentence patterns), the module ’D’(judge word-
ings), the module ’E’ (calculate emotion parameters), the module ’F’ (estimate
emotions). The process flow of the emotion estimation system is as follows. First,
in module ’A’, on inputted sentence is converted to surface frame expression us-
ing the parsing result. Second, in module ’B’, words included in the sentence are
emotion attribute value is set by using the Emotion Dictionary. Third, in mod-
ule ’C’, the result of sentence analysis is matched with a sentence pattern in the
Emotion Occurrence Event Dictionary. Forth, module ’D’, judges the aspect and
the wording of the sentence by using the Aspect and Wording Dictionary. Fifth,
in module ’E’, the emotion parameter is calculated by using the Personal Pro-
noun DB and the Intimacy DB. Finally, in module ’F’, the emotion is estimated
by using emotion estimation rules.
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Fig. 1. Structure of Emotion Estimation System

Fig. 2. Interface of Emotion Estimation System

6 Experimentation

To confirm the effectiveness of the method, the prototype system was run on
253 sentences from weblogs. The evaluation method is as follows:
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(1) The speaker’ emotions towards the sentences are manually decided, which
are set as the correct answers. (One sentence can have two or more emotions.)

(2) The output results of the system are compared with the correct answers.
Many sentences show two or more emotion. When two or more solutions are ob-
tained by the system, we evaluate the emotion with over 0.5 emotion attribute
value. If the estimated result matches the correct answer, we give 1.0 as matching
score. On the contrary, if the estimated result is included in the same class with the
correct answer, we give 0.5 as matching score. The calculation of evaluation figure
for each sentence is shown in formula (5).C shows the number of emotion attribute
which has over 0.5 value. The valn shows the matching score(0 or 0.5 or 1.0).

Score =
∑c−1

n=0 valn
c

(5)

We defined the sentence with the score over 0.5 as success. The result of
experiment is shown in Table 5. The numbers in parenthesis represents unkown.
The following section introduces and examines the experimental results of both
success and failure. In addition, we calculated the rate of a correct answer for
each emotion. The result is shown in Table 6.

Table 5. Result of the Experimentation

Success Failure

160(63.2%) 93 (36.8%)

Table 6. The Rate of Correct Answer for Every Kind of Emotion

Emotion Success Failure

Joy 25 67.60% 12 32.40%

Anger 22 59.50% 15 40.50%

Sadness 12 48.00% 13 52.00%

Surprise 28 71.80% 11 28.20%

Anticipation 46 61.30% 29 38.70%

Fear 10 90.90% 1 9.10%

Anxiety 69 57.50% 51 42.50%

Adoration 7 87.50% 1 12.50%

Disgust 27 57.40% 20 42.60%

Pleasure 44 61.10% 28 38.90%

Reception 35 72.90% 13 27.10%

Regret 5 83.30% 1 16.70%

6.1 Example of Success

Successful results were obtained in the following sentences.

[1] ” There were varieties of vegetables other than this. All the vegetables had
a profound feeling and were really good. I felt I had a good deal for the first
time in a long period.”
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• Estimated result (correct answer): ”Joy”

Example[1] has the phrase corresponding to the emotion occurrence event ”N1
is good” therefore the emotion ”Joy” was obtained successfully.

6.2 Example of Failure

The failure example is shown as follows.

[2] ”When I went out from the office for home, it was rather tepid and smelled
bloody outside, making me feel uplifted. Spring comes soon. I’m floating on air
& .”

• (Estimated result) : ”Disgust”

• (Correct answer) : ”Anticipation” or ”Pleasure”

[3] ”Today is my darling’s bonus-day. Because for our family, at the beginning
of fiscal year 2005 the amount of bonus amount was decided as a result of the
spring offensive, we don’t have a feeling that it will be ’high ( ∗′ , ′∗ ) ’ or low
( /- ≤ ) .’ Anyway, we are glad on this day.”

• (Estimated result) : ”Equilibrium”

• (Correct answer) : ”Joy”

Example[2] failed in collating to the emotion attribute ”dislike” which is a neg-
ative emotion of ”Disgust” with the adjective ” lukewarm” and ” bloody”. The
” & ” signs in the sentence show the happy or pleasurable state of mind of the
speaker (writer). Example[3] failed because the expression ”as was expected +
happy” suggests that positive phrase should immediately follow the expression.
The combination expression of adverb and adjective are not registered in the
emotion dictionary. Additionally, one of the reasons for extraction failure is the
system cannot handle for emoticons such as ( ∗′,′∗ ) or ( /- ≤ ). The meanings
of these emoticons are very simple.However, we don’t develop the estimation
method for emoticon yet. It is because the emotional meaning of a emoticon
may change depending on the co-occurrence with emotions which a sentence
expresses.

6.3 Discussion

More successful results are obtained from sentences having words corresponding
to the vocabulary in the emotion dictionary than words corresponding to the sen-
tence patterns of the occurrence events. The main reasons of the failure results
are: (1) not so many sentences matching the sentence patterns of the emotion oc-
currence events, (2) some symbols such as emoticon is not extracted, (3) emotion
expression phrases are not considered. Contrasting conjunction special charac-
ter sets such as emoticons, onomatopoeias, mimetic words and adverbs might
be important elements describing emotions. Therefore, it is necessary to extract
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these features from a large amount of weblogs and conversational sentences in
order to build new rules for emotion estimations. We would like to propose the
extraction method of emoticon which express emotions. The proposed method
considers interpersonal relationships between the speakers (writers), but, the
experiment was conducted on weblogs. Therefore, we plan to construct the pro-
totype system which recognizes emotions with the emotion vocabulary and the
emotion expression phrase are collected by using the conversation sentence of
the chat system etc. , and the interpersonal relationship registered beforehand.
In future research, we would like to conduct an experiment on e-mail sentences
in order to confirm the effectiveness of the emotion estimation rules based on
interpersonal relationships.

7 Conclusion

This paper, reports on an emotion estimation system (as basic research) con-
structed to create an affective robot which can recognize emotion based on lan-
guage information obtained from utterances and can behave more like humans.
In future studies, the sentence patterns of the emotion occurrence event should
be expanded and the emotion vocabulary in the emotion dictionary should be
better arranged. To estimate emotion varieties generated from a pattern, requires
occurrence conditions such as information of conjunctions, adverbs and contexts,
the element of emotion continuity in addition to the case slot information. We
would like to construct an emotion estimation method more similar to human
emotional state based on the concepts of time and mental state transitions in
order to estimate. In addition, it is necessary to add adverbs, onomatopoeias
and mimetic words to the emotion dictionary in order to consider the emotional
meanings of these words. By using intimacy degree between speakers, we can
make an emotion estimation system which estimate empathy, too. Moreover,
we plan to construct the emotion recognition mobile-phone system as applied
application of proposed method.
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Abstract. The paper presents our recent work on the acoustic and physiological 
feature analysis of affective speech. An affective speech corpus is first built up. 
It contains passages read in neutral state and ten typical emotional states se-
lected in Pleasure Arousal Dominance (PAD) space. Physiological data, includ-
ing electrocardiogram, respiration, electro dermal data, and finger pulse, are 
also collected synchronized with speech. Then, based on the corpus, the rela-
tionship between emotional categories\dimensions and acoustic\physiological 
features is analyzed in three methods: average, correlation and co-clustering. 
The analysis results show that most acoustic features and physiological features 
are significantly correlated with the arousal dimension, whereas respiration fea-
tures are more correlated with the pleasure dimension.  

1   Introduction 

Affective computing refers to computing that relates to, arises from, or deliberately 
influences emotions [1]. It is very appealing if the computer can recognize emotions 
in speech signal or synthesis affective speech in human-computer interaction. To 
reach these goals, the emotionally correlated features in speech signal should be first 
analyzed. Most previous works focused on analyzing features of basic categories of 
emotion [1] [2] [3], and the analyses of more emotions were often qualitative [1] [2]. 
Usually analyzed emotionally correlated features include prosodic features (F0, dura-
tion, and energy) and spectral features [2] [3]. However, the basic emotional catego-
ries are not sufficient to reflect the subtle changes of human emotions, and studies 
have demonstrated that physiological features are also important in analyzing emo-
tions besides prosodic and spectral features [6]. 

In our work of affective speech analysis, emotions are described by the Pleasure, 
Arousal, and Dominance (PAD) emotion space [4]. Corpus containing 11 emotions 
which covers the PAD space is first built up. The emotional data are collected by 
asking the subjects read pre-designed passages with the desired emotion. Physiologi-
cal data, including electrocardiogram, respiration, electro dermal data, and finger 
pulse, are also recorded synchronized with speech to give more information about the 
emotional states [1]. Then, to find the correlates of emotions, 16 features including 7 
acoustic and 9 physiological ones are extracted. Unlike previous qualitative analysis, 
the speech and emotions are analyzed quantitatively in 3 methods. First, to compare 
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the emotionally distinctive abilities of features, their averages in each of the emotions 
are calculated separately. Secondly, to see their correlations with PAD dimensions 
more clearly, correlation coefficients between the features and PAD coordinates are 
calculated. Co-clustering is a fairly new method which can group features and sam-
ples simultaneously [7]. Then thirdly, a co-clustering analysis is made to grouping 
both the samples and features to investigate the correlations among features. 

The rest of this paper is organized as follows: Section 2 introduces the corpus we 
built to support the analysis. Then in section 3, we extract the acoustic and physio-
logical features; and section 4 makes analysis. Finally, conclusions are drawn with 
discussions in section 5.  

2   Corpus 

First, a corpus is built according to the needs of our analysis.  

2.1   Describing the Emotional States 

Emotion can be described with categories or dimensions [1]. Categories are typically 
too rough to represent the subtle differences between emotions. While only two con-
tinuous dimensions are traditionally agreed on: “arousal”, and “valence”. In this re-
search, we use the PAD space [4] to represent emotions.  

PAD Emotion Model is a 3D emotion model getting increasing applications in hu-
man-computer interaction. It has three nearly independent dimensions: Pleasure-
Displeasure (P), Arousal-Nonarousal (A), and Dominance-Submissiveness (D). We 
take it as the base of our descript system because: the D dimension can be really help-
ful, e.g. in dialog systems; it is a quantified model so that it can distinguish all emo-
tional states as points in the 3D space; furthermore, reliable and valid measure method 
is offered, and its Chinese Version is also developed.  

Besides the neutral, we select ten typical emotions that are typical and can cover all 
the octants of PAD space. They are: exuberant, relaxed, docile, disdainful, disgusted, 
angry, fearful, anxious, surprised, and sad. 

2.2   Script Design 

As our analysis requires the speech to be under strict control, the modality is designed 
as reading/reciting of passages under certain situation. 10 passages are designed for 
each category, and each passage contains 100 syllables or so. For situation selection, 
we refer to a previous work of Dr. Mehrabian, the author of PAD [5]. In every pas-
sage, we embedded a sentence that is emotionally unbiased. Here is an example:  
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2.3   Data Collection and Processing 

Speaker Selection: The current 20 speakers, including 10 boys and 10 girls, are se-
lected from more than 100 chief subjects in a previous experiment. The age ranges 
from 18 to 25.  
Recording: The speaker reads or recites the script, imaging himself in the situation. 
Besides speech, physiological data is also collected. It includes electrocardiogram, 
respiration, electro dermal data, and finger pulse. 
Data Processing: Boundaries of prosodic constituents are annotated, and the F0 con-
tours as well. Besides the emotional categories, PAD values are also scored.  

Finally, we got a data set of 2200 passages from 20 speakers and accordingly 2200 
samples of emotionally unbiased sentence. Passage segmenting and prosodic bound-
ary marking are finished. F0 value annotation for male speech is ready. And PAD 
scoring is in process.  

3   Feature Extraction 

We extract 16 features from all the emotionally unbiased sentences, 7 from speech 
data and 9 from physiological data. Physiological features are a bit more because we 
are not sure about which of them are significant for affective computing.  

3.1   Acoustic Features 

In researches on affective speech, prosodic features such as F0 and duration are used 
most often [2]. Jiang found several spectral ones valuable [3]. Then, we selected 7.  

(1), (2): F0 and its first order difference (dF0).  
(3): Duration (Dur) of syllable.  
(4): Short term energy (Ene).  
(5): Spectral Centroid (SC). It reflects the high frequency content in spectrum. 
(6): Spectral Flux (SF). It reflects the intensity of spectral flux. 
(7): Band Periodicity (BP). It reflects the intensity of the periodicity in spectrum. 

3.2   Physiological Features 

Physiological data changes following an affective stimulus, and several valuable pa-
rameters are agreed on [6]. Considering both significance and reliability, we choose 
the following 9 features out of electrocardiogram and respiration data.  

(1), (2): The peak value of R wave in electrocardiogram (PRH) and its first order 
difference (dPRH) which may reflect the intensity of heart beat and its variance. 

(3), (4): Interval of R wave peak represented in the unit of ms, i.e. heart period 
(HP), and its first order difference (dHP) which may reflect heart rate and its variance. 

(5), (6): The min (minR) and max (maxR) value in respiration data which may re-
flect the range of respiration. 

(7), (8): The mean (meaR) and median (medR) value in respiration data which may 
reflect the volume of respiration. 

(9): The first order difference of value in respiration data (dR). 
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4   Feature Analysis 

Given the features, to find and compare their relations with PAD dimensions and 
furthermore the correlations among them, we make three analyses as follows.  

4.1   Averages 

First, averages are calculated within each utterance, then within each emotion.  
As Table 1 shows, the features vary significantly with emotional categories. Being 

consistent with the results of previous researches [3, 6], F0 rises when peoples are 
surprised, exuberant, disgusted, fearful, anxious, or angry and so does the speech rate 
and heart rate; DF0 is highest when fearful; energy is high in anxiety and anger and so 
on. Surprise and Exuberance are emotions that can not be well distinguished from 
each other in speech, but their dHP and respirational features are quite different.  

Table 1. Everages of features within each emotion. 

 Neutral Relaxed Docile Surprised Exuberant Disdainful DisgustedFearful Sad Anxious Angry 

F0 127.1 144.2 141.86 218 230.75 178.45 207.92 259.62 174.51 249.59 230.52 

DF0 2.209 2.873 2.764 4.542 4.6340 2.923 3.831 5.08 3.170 4.883 4.762 

Dur 0.138 0.123 0.121 0.094 0.103 0.113 0.102 0.088 0.129 0.096 0.078 

Ene 39.315 34.113 33.917 43.836 43.925 40.725 41.891 42.924 40.162 45.616 45.357 

SC 2274.7 2362.5 2346.4 2715.9 2774.8 2571.7 2877.1 3090.3 2484.9 3045.4 3155.4 

SF 0.265 0.276 0.316 0.640 0.646 0.433 0.585 0.716 0.435 0.678 0.797 

BP 0.684 0.777 0.701 0.630 0.644 0.706 0.631 0.644 0.714 0.643 0.662 

PRH 0.963 0.974 0.945 0.959 0.959 0.957 0.959 0.955 0.937 0.937 0.918 

dPRH 0.075 0.0823 0.0812 0.126 0.117 0.0914 0.110 0.128 0.092 0.115 0.114 

HP 687.49 674.29 682.91 640.08 621.57 676.29 625.78 596.08 646.71 609.73 606.34 

dHP 12.614 12.359 14.78 13.445 9.5273 12.813 11.108 9.3339 13.463 9.709 9.4175 

minR -0.5 2.8182 4.7273 -0.727 1.25 0.7 2.4167 4.2857 -2.636 5.75 5.3 
maxR 6.7 7.2727 7.5455 7.5455 7.5833 7.7 7.8333 8 7.9091 8 8 
meaR 5.386 6.3049 6.8825 5.9828 6.9499 6.5249 7.1031 7.7514 6.2398 7.8595 7.8301 

medR 5.695 6.4243 6.8923 6.5794 7.4335 7.0652 7.4383 7.942 7.0098 7.9741 7.9599 

103 dR 2.087 1.451 9.98 2.896 1.884 1.792 1.614 1.222 2.27 0.994 1.042 

4.2   Correlation Coefficients Between Features and PAD Coordinates 

Features seem to relate to different emotional aspects. We calculated the correlation 
coefficients between each feature and its PAD coordinates to see more clearly. 

As it shows in table 2, most of the features have high correlation coefficients with 
the dimension A, within which BP has the highest. For the dimension P, SC, PRH, 
maxR and medR have correlation coefficients above 0.5. It may implicate that respi-
rational features are more correlative with the intensity of pleasure in emotion. The 
dimension D is almost unrelated with any of the features.  

4.3   Co-cluster 

Then, co-clustering is utilized. It is a fairly new method. Not like the traditional clus-
tering, it can group the features and samples simultaneously [7]. Thus, not only the 
sample clustering is optimized, but the features’ correlations are also mined out.  
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Table 2. The correlation coefficient between features and their PAD coordinates 

 P A D 
F0 -0.38306 0.80821 -0.11271 

DF0 -0.22349 0.83314 -0.13742 
Dur 0.27241 -0.76929 -0.055276 
Ene -0.47356 0.82093 -0.011013 
SC -0.52391 0.80376 0.018542 
SF -0.38452 0.83607 -0.025527 
BP 0.23345 -0.88642 0.19527 

PRH 0.50317 -0.18226 0.21604 
dPRH -0.20754 0.84108 -0.14404 

HP 0.43712 -0.81251 0.086374 
dHP 0.39947 -0.74481 -0.28249 
minR -0.12943 0.3115 0.03945 
maxR -0.57247 0.32324 -0.15557 
meaR -0.45274 0.49517 -0.00038422 
medR -0.53809 0.52052 -0.010612 
dR* 0.27194 -0.02983 -0.098619 

Both the result of speech sample and feature are satisfying, especially the later.  

Speech Clustering Result: Co-clustering using the acoustic features gets a pretty 
good precision of 83.9%. Co-clustering with all the 16 features raises the precision to 
87.2%. The physiological features really help, but more features are still needed.  

Feature Grouping Result: We tried to change the min group number from 2 to 3, 
and the max from 3 to 8, while the grouping result of features keeps unchanged. It is: 

Table 3. Feature groups in the co-clustering result 

Group ID Features 

1 F0, DF0, SF, dHP, minR 
2 Dur, BP, PRH, HP, dPRH, dR 
3 Ene, SC, maxR, meaR, medR  

As it shows in table 3, the grouping result is similar with previous, but not the 
same. All the features in group 1 have high correlation coefficients with the dimen-
sion A, except for minR. While BP is in group 2, which contains most heart activity 
features. The third group contains most respirational features. In short, the grouping 
result shows correlation with PAD dimensions, but may not simply.  

5   Conclusion and Discussion 

In this study, we build up an affective corpus containing 11 typical emotional catego-
ries which covers the PAD space. Both speech data and physiological data are col-
lected. Then, to find the correlates of emotions in the data, 16 features including 7 
acoustic and 9 physiological ones are extracted. To compare the emotionally distinc-
tive abilities of features, their averages in each emotion are calculated separately and 
compared; then, to see their correlations with PAD dimensions more clearly, correla-
tion coefficients between the features and PAD coordinates are calculated and  



 Acoustic and Physiological Feature Analysis of Affective Speech 917 

compared; thirdly, a co-clustering analysis is made to grouping both the samples and 
features to find the correlations among features. The analysis results showed that:  

(1) Different features tend to be correlated with different aspects of emotion.  
(2) Features are correlated to PAD dimensions but their relations may not be linear 
correlation or there exist coupling variables.  
(3) Features in respect to respiration may have special contributions, particularly to 
the Pleasure-Displeasure dimension.  

It could be further improved by finding new features such as hierarchy of  prosody 
taking breath group and break interval into account. 
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Abstract. Authors of news stories through their choice in words and
phrasing inject an underlying emotion into their stories. A story about
the same event or person can have radically different emotions depending
on the author, newspaper, and nationality. In this paper we propose a
system to judge the emotion of a news article based on emotion word,
idiom and modifier dictionaries. This type of system allows one to judge
the world opinion on varying topics by looking at the emotion used within
news articles about the topic.

1 Introduction

We exist in a world of emotion and opinion. These feelings are brought out in the
manner and depth that events are covered in the news. Determining the emotion
in news leads to a better understanding of world opinion on an event or topic.

Even within a country, different news sources and different parts of the country
will have varying opinions and emotions toward a topic. For example, drilling for
oil in Alaska is more likely to have a stronger negative emotion in Alaska than
in Florida. Politics have always been entwined in news and major media [1]. By
understanding the emotion toward certain topics found in news, the political
climate for a region can be roughly determined. Whether used for judging the
views of a people or by politicians to get a rough idea on their standing in an
area, this research has wide-spread uses.

Recently a good deal of research has been done on emotion classification and
prediction. Alm et al. look at emotion prediction in children’s fairy tales [2].
[3] presents an emotion classification system that was tested and trained on
marriage counseling data. [4] describe emotion classification for text in internet
chat. Despite the interest and research done on emotion classification there has
been no work on classifying emotion in news.

As such, we present an initial look at identifying the emotion of news articles.
The emotion is narrowed down to three types; positive, negative and neutral.
This paper looks at the creation of an emotion dictionary and a simple word-
based algorithm for classification.
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This paper will continue as follows, in section 2 the creation of the emotion
dictionary is discussed. In section 3, the classification algorithm is given. Then,
in section 4 the experimental results are shown. Finally, in section 5 concluding
remarks are made and future research discussed.

2 Emotion Dictionary

The dictionary was semi-automatically created using WordNet [5] and a standard
English thesaurus. The creation process is shown in figure 1. The first step is to
enter a word and whether it is a positive (+) or negative (-) emotion word. The
word is then looked up in WordNet and any senses that are hyponyms or have
related forms that are hyponyms of emotion or emotional-state are gathered. For
each of those senses all the hyponyms under it are extracted.

Fig. 1. Dictionary Creation Overview

After a set of words are gathered in WordNet they are looked up in the the-
saurus. The synonyms as well as alls the antonyms are collected. The antonyms
get assigned an emotion opposite the inputed emotion, i.e. if the inputted word
was positive emotion then the antonyms would have negative emotion. Once
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collection of words from the thesaurus is done the proposed additions to the
dictionary are sent for user verification. This is to ensure that the emotion dic-
tionary is kept accurate.

In addition to the WordNet and thesaurus based creation, news articles were
mined for possible emotion causing words. Certain words, such as “war” and
“fight” have an emotion attached to them, but are not themselves emotion words.
A set of articles that were manually tagged with emotion were mined and the
most frequent words were examined by humans. Phrases and idioms were also
gathered and examined by humans. Those words and phrases that were judged
to be useful were added to the dictionary.

The last thing to be collected was common modifiers that would negate the
emotion. In English, these include words such as “not” and they often appear
a short distance before the emotion word. In the end, three dictionaries were
collected; word, idiom (phrase) and modifier. In total about 1,000 emotion words,
100 emotion idioms and 10 emotion modifiers were extracted.

3 Emotion Classification

Emotion classification is done using a simple word-based approach. Figure 2
shows an overview of the algorithm. The algorithm is done in five steps.

In the first step, emotion idioms are searched for and extracted from the
article. In their place “NULL” place holders are inserted. In addition to the
idiom, a window made up of the previous three words are collected and assigned
to the idiom. Figure3 shows an example in which the idiom is ”‘flying like a
kite”’ and the window is ”‘I really am.”’

The second step assigns emotion to each idiom. First, the idiom is assigned
the emotion that is given in the emotion dictionary. Next, the assigned window
is searched for modifier words. For now, modifier words are words that negate
emotion, such as ”‘not”’ or ”‘never.”’ If any are found the emotion is negated,
meaning for example a positive emotion becomes negative. Finally, the total
numbers of positive and negative emotions are counted and recorded.

The third step is to search for emotion words. Each word is collected as well as
a window made up of the previous three words. The fourth step is to determine
the emotion of each word. This process is done the same way it was for idioms.

After the emotion of the idioms and words present in the article are calculated,
the total number of positive and negative emotion words is known. The number
of negative emotion words is subtracted from the number of positive emotion
words to give an emotion score, see equation 1. To determine the article’s emotion
the emotion score is thresholded.

The threshold is a range of numbers. Articles with a score that fall below the
threshold are assigned negative emotion. Articles with a score that are above the
threshold are assigned positive emotion. The articles whose score are in between
the threshold are assigned neutral emotion. Through testing the best threshold
was discovered to be -4 to 4.
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Fig. 2. Classification Overview

[I really am] flying like a kite today.

Fig. 3. Window Example

EmotionScore = Total#ofPositive− Total#ofNegative (1)

4 Experimentation

For experimentation, 100 random news articles were acquired from Yahoo! News1

and had their emotion manually assigned. Out of the 100 documents, 15 were as-
signed positive emotion, 45 with neutral emotion, and 40 with negative
emotion.

Table 1 shows the recall, precision and f-measure per emotion type. What can
be seen from the results is that all emotion types had a recall of at least 85%
and precision greater than 86%. Table 2 shows the macro and micro averaged
results. It can be seen that both have about a 90% f-measure.
1 http://news.yahoo.com
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Table 1. Results per Emotion Type

Emotion Type # Articles Recall Precision F-Measure

Positive 15 86.7% 86.7% 86.7%
Neutral 45 95.6% 87.8% 91.5%
Negative 40 85.0% 94.4% 89.5%

Table 2. Macro and Micro Averaged Results

Recall Precision F-Measure

Macro 89.1% 89.6% 89.2%
Micro 90.0% 90.0% 90.0%

Overall, even though a simple classification method was used good results
were obtained. With further refinements in the dictionaries and more news-based
emotion words added the results should improve even more.

5 Conclusion and Future Work

In this paper we presented a system to classify the emotion of news articles.
The articles were classified as having positive, negative, or neutral emotion. The
system was able to achieve a macro and micro averaged precision and recall of
about 90%. We also found that 85% of the 100 randomly selected articles fell
into the negative or neutral emotion category.

We also presented a semi-automatic way of building an emotion dictionary.
Using WordNet and an English thesaurus, an initial emotion dictionary was
built. Then using a small set of pre-classified articles, common words were ex-
tracted and hand verified on whether they should be used to convey emotion
or not. A small emotion dictionary of about 1,000 words, 100 idioms, and 10
modifiers was built.

In the future we hope to expand the dictionary to be much larger. We also
want to look at using sentence structure to determine emotion. In addition,
we hope to build a larger set of experimental data and test machine learning
algorithms using the emotion words and sentence structure as features.
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Abstract. In this paper, we build a Japanese emotion corpus and per-
form statistical analysis on it. We manually entered in about 1,200 ex-
ample dialogue sentences. We collected statistical information from the
corpus to analyze the way emotion is expressed in Japanese dialogue.
Such statistics should prove useful for dealing with emotion in natural
language. We believe the collected statistics accurately describe emotion
in Japanese dialogue.

1 Introduction

A fact of human life is emotion, whether it is happiness, sadness, etc., at some
point all humans undergo emotion. Because of this, emotion has become entwined
with natural language. As such, to understand natural language and the intention
of a speaker we must understand the underlying emotion.

Recently, various research has been done concerning emotion in natural lan-
guage processing. Some examples are for internet chat [1], machine translation
[2] and human-robot interaction [3]. As the importance of dealing with emotion
grows, emotion corpora and statistical analysis of emotion is necessary.

In this paper we build a Japanese emotion corpus. The corpus is made up
of about 1,200 sentences taken from [4]. Then we manually tagged the words
for emotion using 8 categories of emotion. From the tagged corpus we collected
statistics to describe emotion in Japanese dialogue and to help deal with emotion
in natural language processing (NLP).

This paper will proceed as follows, in section 2 we introduce affective comput-
ing and its uses to NLP. In section 3, the annotation of the corpus is described.
In section 4 , the collected statistics are examined in detail. Finally, in section 5,
we discuss future work and make concluding remarks.

2 Affective Computing and Natural Language Processing

Affective computing is an area of artificial intelligence that focuses on emo-
tion understanding. The development of information technology increased the
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chances of human-computer interaction. Affective computing hopes to improve
such interactions, opening the door to many new possibilities.

With the increased use of network computing and personal computers, more
information is documented and exchanged through the internet and e-mail. By
analyzing the texts and obtaining not only semantic, but also emotional infor-
mation, the computer can deal with more interpersonal matters such as under-
standing the relationships between the people or can reuse the information for
future decisions. NLP techniques are essential for affective computing when it
deals with emotion expressed in language. However, affective computing can also
be useful for NLP.

Saeki et.al, suggested the application to machine translation by focusing on
emotional adverbs and their sentence structures in Japanese and English to find
the translation tendency among both languages [2]. Ma et.al, try to create an
internet chat system which can asses the emotion in the textual messages and
present the emotion through an avatar in order to realize natural and social
communication between distant communication partners [1]. Holzman and Pot-
tenger, also attempt to detect the emotional attributes in chat data for homeland
security purposes [5]. In [3], the idea of a welfare robot to assist the elderly using
emotion and NLP was discussed.

In order to obtain knowledge and information from emotion text it is necessary
to have a reliable tagged emotion corpus. As the study of affective computing
combined with natural language processing is rather new, it is still difficult to
obtain a tagged emotion corpus. For that reason there is also research underway
to create a reliable tagged emotion corpus [6][7].

3 Corpus Annotation

Using [4], Japanese-English sentences were entered to create the untagged corpus.
For now only the Japanese sentences have been tagged. The words and idioms
from the Japanese sentences had their emotion were manually tagged. Eight basic
emotions were decided on; Joy, Hate, Love, Sorrow, Anxiety, Surprise, Anger,
and Respect. Single word emotions were tagged with an ’S’ meaning “single.”
Words in an idiom were tagged with ’B,’ ’I,’ and ’E’ for beginning, intermediate,
and end. This tagging scheme was taken from [8].

In addition to annotating emotion, emotion modifiers were annotated. An
emotion modifier is a word or word phrase that changes the degree of or the type
of emotion a word has within in the context of the sentence. A simple example
would be “not,” which would negate the emotion within in the sentence. Four
types of modifiers were chosen (plus, minus, neutral and negative) and they were
tagged in the same manner as emotion words and idioms. In the end the corpus
included just under 1,200 sentences. From those sentences there were 1,160 single
word emotions and 275 emotion idioms.
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Table 1. Corpus Statistics

Description Frequency/Percentage

Total # of Words 14,195
Total # of Unique Words 2,338

Total # of Unique Emotion Words 653
Average # of times an emotion word did not carry emotion 0.22

4 Statistical Analysis

In this section some statistics from the created corpus will be discussed. The
first set of statistics can be seen in table 1. The corpus was made up of 1,191
sentences, 14,195 words of which 2,338 were unique. There were 1,160 single
word emotions and 275 emotion idioms. 653 unique words were used to describe
emotion in the corpus. On average, in single word emotion words, a word that
was marked as an emotion was used as a non-emotion only 0.22 times.

Figure 1, shows the frequency of emotion in the corpus. The interesting result
was that the four most frequent emotions contain two sets of converse emotions;
love and hate, joy and sorrow.

Fig. 1. Emotion Frequency

Figure 2, shows the part-of-speech frequency for the emotion words. It can
be seen that nouns and verbs tend to carry emotion in Japanese. Together they
account for 75% of all the emotion words.

Figure 3, shows a break down of part-of-speech per emotion. For the most part,
the part-of-speech are evenly distributed among the different emotion categories,
i.e. the noun frequency is similar across all emotions.

Finally, in figure 4, the distribution of emotion along the sentence can be
seen. It was found that emotion often takes place right after the middle of the
sentence.
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Fig. 2. Part-of-Speech Frequency for Emotion Words

Fig. 3. Part-of-Speech per Emotion Frequency

Fig. 4. Distribution of Emotion in a Sentence
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The statistics show that emotion in Japanese is predominately described using
nouns and verbs. Emotion also tends to occur near the middle of the sentence.
Also, no emotion category seems to overwhelmingly favor one part-of-speech
over another. This information should prove useful when dealing with emotion
in Japanese sentences.

5 Conclusion and Future Work

In this paper the creation of a Japanese emotion corpus was discussed. From
the corpus a thorough statistical analysis was done. This analysis, we believe,
can benefit NLP researchers in dealing with emotion in text. In addition, the
outline for a future system to automatically tag words and idioms with emotion
was given.

We found that Japanese tends to use nouns and verbs to describe emotion.
Typically emotion is described in only one word and in a sentence emotion tends
to occur near the middle. The different emotion categories do not have a bias
toward one part-of-speech or another. Finally, we found that for single emotion
words, the word usually always carries emotion. These features will suggest how
to recognize the emotion from sentences.

In the future, we hope to finish the system. We also are currently tagging the
English words with emotion. After the tagging is completed statistical analy-
sis will be done for the English corpus and comparisons can be made between
Japanese and English.
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Abstract. Quantifiers and numerals often cause mistakes in Chinese-Japanese 
machine translation. In this paper, an approach is proposed based on the syntac-
tic features after classification. Using the difference in type and position of 
quantifiers between Chinese and Japanese, quantifier translation rules were ac-
quired. Evaluation was conducted using the acquired translation rules. Finally, 
the adaptability of the experimental data was verified and the methods achieved 
the accuracy of 90.75%, which showed that they were effective in processing 
quantifiers and numerals. 

1   Introduction 

A lot of practical machine translation systems have rapidly developed during these 
past years [1]. However, there are several unsolved problems that need to be further 
explored for Chinese-Japanese machine translation. This paper presents a method for 
processing quantifier. There are many various quantifiers in Chinese because of the 
corresponding relationship between modifiers and the modified words in Chinese. On 
the other hand, there are few quantifiers in Japanese. 

To generate translation with correct expressions, this paper puts forward a process-
ing method for translation between Chinese quantifiers and Japanese quantifiers. We 
have collected a large number of aligned Chinese-Japanese sentences and a lot of 
articles about the quantifier grammar from variant researches. We also have collected 
about 5000 aligned sentence pairs that include quantifiers. Then, we parse the Chinese 
and Japanese sentences [2], compare the results and count position information in the 
sentences. Then translation rules of corresponding quantifiers for Chinese and Japa-
nese can be obtained. We applied these rules to develop an experiment system in 
Chinese-Japanese machine translation and have achieved an improved result. 

2   Quantifier Translation Model 

2.1   Chinese Quantifier Translation Model 

A Chinese sentence is morphologically analyzed and checked against which pattern of 
translation (“One + quantifier”, “The number except 1 + quantifier”, “Indefinite  
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quantifier”) it belongs to, and also confirmed the location information of the quantifi-
ers and their semantic classifications [3][4][5]. Figure 1 shows model of the Chinese-
Japanese machine translation system for quantifiers. 

M o r p h o l o g i c a l  A n a l y s i s
R e s u l t

 Q u a n t i f ie r  C o n f i r m a t i o n

C h in e s e
Q u a n t if i e r  P a t t e r n

D B

 T r a n s l a te  o r
n o t ?

Q u a n t i f ie r
T r a n s la t io n

F o r m  D B

T r a n s l a t i o n
F o r m

C o n f i r m a t i o n

T r a n s l a t i o n  R e s u l t

Ye s No

Q u a n t i f ie r
T r a n s l a t io n  R u le

a n d
 E x p r e s s io n

D B

Q u a n t i f ie r
P a t te r n

I d e n t i f i c a t io n

 

Fig. 1. Model of the Chinese-Japanese machine translation system for quantifiers 

2.2   Classification of Chinese uantifier 

Even the same quantifiers have different features depending on where they appear in 
the sentence. For example, quantifiers are always translated when the quantifiers 
emphasizes the subjects that appear in the sentence beginning. We further divide the 
quantifiers into three kinds by the positions on in the sentence as follows (1. Appear 
at the beginning of the sentence, 2. Appear in the middle of the sentence, 3. Appear in 
the end of the sentence). 

3   Translation Rule of Quantifier Expression and Confirmation of 
Translation Form 

3.1   Translation Rules of Quantifier Expression 

Quantifiers are divided into 3 kinds: “One + quantifier”, “The number except 1 + 
quantifier” and “Indefinite quantifier” The “One + quantifier” is divided into two 
kinds based on the Chinese grammatical characteristics (“Noun quantifiers” and 
“Verb quantifiers”). “Noun quantifiers” are divided into three kinds (Individual quan-
tifier, aggregate quantifier, measure/time quantifier). When “One + quantifier” ap-
pears in front of the sentence, it must be translated. When “One + quantifier” appears 
in the middle of the sentence, there are three kinds of cases (translation, no transla-
tion, and selected translation). When “One + quantifier” appears in the end of the 
sentence, the quantifiers are either to be translated or no translated. There is no exam-
ple where the “Verb quantifier” comes in front of the sentence. When “Verb quanti-
fier” appears in the middle of the sentence, it is not translated. When “Verb quanti-
fier” appears in the end of the sentence, it is not translated. 

“The number except 1 + quantifier” means all numbers except one and quantifier. 
Regardless of the position it is always translated. 



932 D. Yin  et al. 

“Indefinite quantifier” is an important component of quantifiers too; covering; 
about 9% of the all quantifiers. (Ex. “ ”, “ ” etc.) The structure of “Indefinite 
quantifier” is comparatively complex. “Indefinite quantifier” is divided into two kinds 
as shown below. One is “Approximate number +quantifier”; and the other is “Indefi-
nite quantifier”. “Approximate number” appears before or after the number and 
means the uncertain quantity. As the examples of “Approximate number” appearing 
after the numbers mainly “ ”, “ ”, “ ”, “ ”, “ ”Etc There are  “Ap-
proximate number” appearing before the numbers are such as “ ”, “ ”, “ ”, 
“ ”  

We considered the features of Chinese and Japanese, analyzed collected bilingual 
corpuses, and collected the translation rules of Chinese-Japanese quantifiers. Table 2 
shows the distribution of the quantifier translation rules. 

Table 1. Number of rules 

 BBeeggiinnnniinngg  
ooff  SSeenntteennccee 

MMiiddddllee  
ooff  SSeenntteennccee 

EEnndd  ooff  
sseenntteennccee 

One + Quantifier 4 20 6 
The number except one 

+ Quantifier 
1 8 1 

Indefinite + Quantifier 2 2 2 
Total 46 

3.2   Selection of Japanese Translation Form 

There are about 150 common Chinese quantifiers. On the other hand, the Japanese 
quantifiers are about 50. To solve this problem of translation in Chinese-Japanese 
quantifiers the quantifiers were analyzed using a large corpus. As the result it has 
been understood that the quantifiers are limited to the modified noun. Next, analyzed 
the features of nouns, and created translation rules for 150 Chinese quantifiers for 
Chinese-Japanese machine translation. Actually, because there are numbers of Chi-
nese nouns, it is impossible to register all nouns into the translation table. “Semantic 
Similarity”[6] is used to solve this problem that is based on. It calculates by the se-
mantic similarity of “HowNet”[7]. The higher the similarity is, the more often the 
same quantifiers will be used. Table 2 shows the samples of “Chinese-Japanese quan-
tifier translation table”. Next we explain the semantic similarity computational 
method in detail through one concrete example. 

Table 2. Chinese-Japanese quantifier translation table 
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Similarity is calculated by distance between nodes in the thesaurus as expression 
(1) shows. 

D=Dis(W1,W2) . (1) 

In expression (1), W1 and W2 represent two nodes respectively. A similarity of 
two words is represented by the distance between two nodes. A similarity of the 

words is converted to a similarity of the sememe. Similarity ),( 211 SSSim  of the 

sememe is decided depending on the distance d  in the sememe thesaurus. It shows in 
expression (2).  

ad

a
SSSim

+
=),( 211

 . (2) 

The definition of a word consists of four parts of sememes, basic sememe (BS), 
other basic sememes (OS), related sememes (RS), and related sign sememes (RSG). 

Summation of similarities ),( 21 SSSim j  of the four parts of sememe becomes simi-

larity of word W1 and W2 as. shown in (3). 
The accuracy deciding the entire similarity decreases from sim1 to sim4 as ex-

pressed (3) while calculating a similarity. )41( ≤≤ iiβ  is one parameter here that can 

be adjusted.  

)

,1(

),(),(

4321

4321

1
21

4

1
21

ββββ
ββββ

β

≥≥≥
=+++

= ∏
==

i

j
j

i
i SSSimWWSim

 . (3) 

Moreover, in 43214321 ,1 ββββββββ ≥≥≥=+++ . a basic sememe accom-

plishes the decision action. 1β is adjusted to 0.5 or more. When Sim1 is small, and 

Sim3 or Sim4 is comparatively large, an equation similarity increases, too. It quotes 
Π  to make sure that such an irrational thing will not happen. The value of each pa-
rameter was set as 2.0,13.0,17.0,2.0,5.0,6.1 4321 ====== δββββα . 

4   Experiments and Evaluation 

4.1   Evaluation Experiment and Experimental Result 

In this chapter we conducted experiments to evaluate the machine translation of the 
quantifiers based on our translation rules. The Chinese-Japanese bilingual corpus 
which we used for the experiment consists of four pieces: “ ”, “ ”, “ ” 
and“ ”. 5000 sentences including quantifiers are extracted from them. We used the 
5000 sentences, and tested the translation system that we developed. Only the number 
representation was assumed to be a criterion by the above-mentioned evaluation ex-
periment, and the result in Table 3 was obtained. As the result, the 4365 sentences 
were successfully translated and the 635 sentences failed. The 190 sentences failed in 
the Chinese sentence morphological analysis in the failing sentence. The results are 
shown in Table 3. 
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Table 3. Experimental results 

Sentence Success Fail 
4810(50000-190) 4365 445(635-190) 
 90.75% 9.25% 

The open test evaluation experiment was done by using 3000 sentences other than 
the corpus. Table 4 shows the result. 

Table 4. Experimental results 

Sentence Success Fail 
3000 2560 440 

 85.33%  14.67%  

4.2   Evaluation and Consideration 

Here considered the cause of failing. The translation is as follows while failing. 

 Firstly, there are two modified nouns. It is necessary to judge the subject that the 
quantifier modifies when there are two nouns that the quantifier modifies. Such an 
example has 130 sentences. 
 The second is vagueness in the modified noun. It can have a different meaning 
depending on the context even in the same word in Chinese. Even though there is the 
same noun and the same quantifier, the translation is different when translating into 
Japanese. Examples of the failure are 54 sentences according to this cause. 

5   Conclusions 

In this paper, we proposed a technique for translating Chinese amount expression into 
Japanese, and the quantifiers were classified into three kinds. Moreover, whether to be 
translated was examined by the appearance position in the sentence, and the transla-
tion rule and the Japanese translation form were brought together. The proposed tech-
nique is confirmed to be effective in the processing of the quantifiers in the Chinese-
Japanese machine translation by the experimental results. According to the experi-
ment, if the semantic features of the noun that a quantifier modifies can be identified, 
the accuracy of the quantifier processing can be improved.  
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Abstract. Since the completeness of the concept lattice, its construction effi-
ciency is a key of restricting the application. For the inevitable redundant in-
formation occurred in the construction process of partitioned concept lattice, an 
improved incremental construction algorithm PHCL of horizontal partitioned 
concept lattice, called the pruning based incremental algorithm is proposed, 
which uses a pruning process to eliminate redundant information during the 
construction, to improve the construction efficiency of horizontal partitioned 
concept lattice. In the end, the experiment results prove the correctness and va-
lidity of the pruning based algorithm PHCL by taking the star spectra from the 
LAMOST project as the formal context.   

1   Introduction 

From a philosophical point of view, a concept is a unit of thoughts consisting of two 
parts, the extension and the intension. Based on the philosophical understanding of 
concept, the formal concept analysis [1] was introduced by Wille in 1982, and later 
used to detect, sort and display of concepts. Based on the formal concept analysis, the 
extension covers all objects belonging to this concept and the intension comprises all 
attributes valid for all those objects, by which the philosophical understanding of 
concept was realized. By nature, concept lattice describes the relationship between 
objects and attributes, indicates the relationship of generation and specialization be-
tween concepts. Besides, its Hasse diagram is an effective tool of data visualization. 
Thanks to its straightness, simplicity and completeness of knowledge expressing, the 
concept lattice has been widely applied in software engineer, knowledge engineering, 
knowledge discovery and so on [2], [3]. 

At present, broadly speaking, there are two kinds of concept lattice construction al-
gorithms: The incremental algorithm [4-6] and the patch algorithm [8]. Lots of ex-
periments show that the incremental construction algorithm is a promising one, and 
the Godin algorithm is a typical incremental construction algorithm. 

                                                           
*  Corresponding author: Lihua Hu, “This paper is supported by the National Natural Science 

Foundation of P. R.China” (60573075). 
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Due to the completeness of concept lattice, its construction efficiency is always a 
key problem. The above patch algorithms and incremental algorithms aim at the case 
of single formal context constructing single concept lattice. With the sharp increasing 
of the data to deal with, above construction algorithms have the low updating effi-
ciency if the newly added objects have one million or more during the incremental 
construction of concept lattice. In order to improve the construction efficiency of 
concept lattice, the construction process can be divided into many pieces, namely one 
partitioned method. In other words, the newly added objects can be regarded as a new 
formal context that can construct a new concept lattice, and then the original concept 
lattice can be united with the new concept lattice. About the union algorithm of con-
cept lattice, a union algorithm of multiple concept lattices [11] and horizontal union 
algorithm of multiple concept lattices [12] have been proposed. 

In the union process of concept lattice, the intension of original concept lattice 
nodes must be compared with the intension of new concept lattice nodes one by one. 
As a result, with more concept lattice nodes, the union construction efficiency of 
multiple concept lattices becomes worse. In fact, much redundant information is gen-
erated during the union process, which unnecessarily increases the comparing times 
of concept lattice intension and has no effect on the structure of concept lattice. Hence 
how to eliminate or reduce the redundant information in the concept lattice union 
process is a key issue to increase its construction efficiency. To this end, we propose a 
technique, coined as “pruning”, to eliminate possible redundant information in this 
work, and propose algorithm PHCL (pruning based incremental construction of hori-
zontal partitioned concept lattice), which decreases comparing times of concept lattice 
intension, and thus improves the construction efficiency of concept lattice.  

2   Concept Lattice and Its Construction  

2.1   General Concept Lattice and Its Construction [4, 5] 

Definition 1. A formal context is defined as a triplet K=(O, D R), where O is a set of 
objects, D is a set of attributes and R is a binary order set between O and D, which 
describes the inherent lattice structure and defines the natural groupings and relation-
ships between the objects and their attributes. This structure is known as a concept 
lattice or Galois lattice L. 

Definition 2. Given a concept lattice L constructed from formal context K, each one 
of its nodes is a couple, denoted as C (A, B), where A∈P (O) is called the concept 
lattice extension, B∈P (D) called the concept lattice intension. 

Definition 3. Concept lattice L must be a complete couple with respect to R, which 
means following two conditions are both satisfied for each node C (A, B): 

(1) A=B = {a∈O| ∀b∈B, a R b} 
(2) B=A = {b∈D| ∀a∈A, a R b} 

Definition 4. In the concept lattice L, if a node Ci(Ai, Bi)satisfies the following condi-
tion, it is defined as the supermum of this node, denoted as Sup(Ci). (J is the alpha-
betical order set of concept lattice L) 
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Definition 5. If C1=(A1, B1) and C2=(A2, B2) are two different nodes, then 

C1<C2
⇔ A1⊂A2

⇔ B2⊂B1. If there does not exist other node C3=(A3,B3) in the 
lattice such that C1<C3<C2, we say C1 is the sub(child) concept of C2 , denoted as  
C1=child(C2)  C2 is the super (parent) concept of C1, denoted as C2=father (C1). 

The basic idea of Godin algorithm is that while a new object is added during the 
incremental construction of concept lattice, its attributes must be compared with the 
intension of original concept lattice nodes one by one, then adopted different suitable 
operations based on the intersection difference between the attributes of a newly 
added object with the intension of the original concept lattice nodes. According to the 
different intersection, concept lattice nodes can be classified into three cases: old 
node, modified node and newly added node, and then modified original concept lat-
tice nodes. 

2.2   Partitioned Concept Lattice and Its Construction 

Definition 6 [11]. Given formal context K1= (O1, D1, R1) and formal context K2= (O2, 
D2, R2), if D1=D2 and O1∩O2=φ, we can call K1 and K2 horizontal partition of formal 
context. If O1=O2 and D1 D2,we can call K1 and K2 vertical partition of formal con-
text . 

Definition 7 [11]. Given K1 and K2 are the horizontal partitions of formal context, 
concept lattice L1 constructed from formal context K1, and concept lattice L2 con-
structed from formal context K2, the concept lattice which union L1 and L2 is called as 
horizontal partitioned concept lattice Given K1 and K2 are the vertical partitions of 
formal context, concept lattice L1 constructed from formal context K1, concept lattice 
L2 constructed from formal context K2, the concept lattice which union L1 and L2 is 
called as vertical partitioned concept lattice. 

Based on the different intersection between the intension of the new concept lattice 
nodes with the intension of the original concept lattice nodes, concept lattice nodes 
can be classified into three cases as follows: 

Definition 8 [11].  Let C (A, B) be a node of concept lattice L1 constructed from for-
mal context K1, and D (O, S) be a node of concept lattice L2 constructed from formal 
context K2, if the B is a true subset of S (S is a true subset of B), i.e., B⊂S (S⊂B), the 
concept C is called the up-concept of the concept D (the concept C is called the down-
concept of the concept D). 

Definition 9 [11].  Let C (A, B) be a node of concept lattice L1 constructed from for-
mal context K1, and D (O, S) be a node of concept lattice L2 constructed from formal 
context K2. If B=S, the concept C is equal to the concept D.  

Definition 10 [11].  Let C (A, B) be a node of concept lattice L1 constructed from 
formal context K1, and D (O, S) be a node of concept lattice L2 constructed from 
formal context K2. If the intersection between B and S, H=B∩S, is not NULL, de-
noted as H≠Φ, and additionally satisfy the following two conditions  
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1 H is not equal to the intension of concept lattice L1 and L2 nodes 
2 The intersection of H with the intension of concept lattice L1 and L2 

nodes is not equal to H. 
then C is called a newly added concept. 

Definition 11 [11].  Let C (A, B) be a node of concept lattice L1 constructed from 
formal context K1, the number of the objects contained in A is called the support of 
extension of concept C, denoted as |A|. The number of the attributes contained in B is 
called the support of intension of concept C, denoted as |B|. 

Literature [11] proposed a union algorithm of multiple concept lattices, the basic 
idea of the algorithm is to compare the intension of concept lattice nodes constructed 
from new formal context with the intension of original concept lattice nodes one by 
one. According to the different intersection between nodes, concept nodes can be 
classified into three kinds: larger concept, equal concept, less concept. Based on the 
basic idea of Godin algorithm, the nodes of concept lattice adopt different operation. 

Taking the formal context that is parted by K1 and K2 for example, the time com-
plexity of horizontal partitioned of concept lattice is analyzed as follows: Let the 
number of concept lattice L1 nodes constructed from formal context K1 is U1, let the 
number of concept lattice L2 nodes constructed from formal context K2 is U2. In the 
union process of L2 and L1, if the node D (O, S) of L2 inserts into concept lattice L1, 
the most number of added nodes is 2S. So the time complexity is O(2S×|U1|), and 
correspondingly the time complexity of the entire nodes of L2 inserting into L1 is 
0(2S×|U1|×|U2|). 

3   Pruning Based Incremental Construction of Concept Lattice 

In the incremental construction process of horizontal partitioned concept lattice, much 
repeated comparative procedure is existed, which only increases comparing times of 
concept lattice intension and has no effects on the structure of concept lattice. Hence 
by eliminating or avoiding such unnecessary comparisons, the construction efficiency 
could be improved. 

Definition 12.  Let C (A, B) be a node of concept lattice L1 constructed from formal 
context K1, and D (O, S) be a node of concept lattice L2 constructed from formal 
context K2. If node C is a down-concept of node D during the union process, and node 
D is modified as node C1 (A1, B1), where A⊂ A1 and B1=B, then node C1 (A1, B1) is 
called the redundant information in the construction process of horizontal partitioned 
concept lattice. 

Theorem 1.  Let C (A, B) be a node of concept lattice L1 constructed from formal 
context K1, and D (O, S) be a node of concept lattice L2 constructed from formal 
context K2. In the formation of horizontal partitioned concept lattice, if node C is a 
down-concept of node D that can be modified as node C1 (A1, B1), and B is not the 
supermum of S, then C1 (A1, B1) must be redundant information. 

Proof Since B is not the supermum of S, there must be node C2 (A2, B2) such that 
B2⊂B, A⊂A2 in the concept lattice L1. Since node C is a down-concept of node D, 



940 L. Hu, J. Zhang, and S. Zhang  

there must exist B⊂S, and then B2⊂S is acquired. In the construction process of hori-
zontal partitioned concept lattice, node C1 (A  {O}, S) could be generated from node 
C and node D, and node C3 (A2  {O}, S) could be generated from node C and node 
C2. By definition 12, C1 is redundant information. 

Definition 13.  In the incremental construction process of horizontal partitioned con-
cept lattice, the operations of eliminating redundant information is called as the prun-
ing of horizontal partitioned concept lattice. 

Theorem 2.  The pruning process does not disrupt the structure of horizontal parti-
tioned concept lattice. 

Proof Let redundant information C1 (A1, B1) be generated during the construction 
process of concept lattice L1. From theorem 1, node C1 (A  {O}, S) and node C3 (A2

 {O}, S) could be generated during the process of generating redundant informa-
tion. In the construction process of horizontal partitioned concept lattice, node C1 (A

 {O}, S) could be generated at first, and then modified as node C3 (A2  {O}, S). 
After the pruning process, redundant information has been eliminated, C3 (A2  {O}, 
S) could be generated from C and C2 directly, therefore, the pruning process of hori-
zontal partitioned concept lattice only decreases the comparative time and not affects 
the structure of horizontal partitioned concept lattice. So the pruning of horizontal 
partitioned concept lattice does not disrupt the structure of horizontal partitioned con-
cept lattice. 

If the node of L2 is the up-concept of the node of L1, the node of L2 do not need to 
compare with other nodes of L1 in the union process of horizontal partitioned concept 
lattice. From the above description, the basic idea of the pruning based incremental 
construction of horizontal partitioned concept lattice is given(formal context is parted 
into K1 and K2): Two concept lattices L1 and L2 are constructed firstly, and the nodes 
of two concept lattices are sorted in the decreasing order of their support of inten-
sions, then the nodes of concept lattice L1 constructed from formal context K1 should 
be compared with the nodes of concept lattice L2 constructed from formal context K2 
one by one. If the node of L2 is the up-concept of the node of L1, according to the 
theorem 2, we can know that the nodes of L2 do not need to compare with other nodes 
of L1. So the redundant information during the construction process is eliminated, the 
comparative time of the concept lattice intension is decreased, so the construction 
efficiency is improved.  

4   Pruning Based Incremental Construction Algorithm of 
Horizontal Partitioned Concept Lattice  

4.1   Algorithm Description  

According to above idea, a pseudo-code of our pruning based incremental construc-
tion algorithm of horizontal partitioned concept lattice (PHCL in short) could be  
described as:  
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Algorithm PHCL(pruning of horizontal partitioned concept 
lattice) 
input Original concept lattice L1, L2, the nodes of con-
cept lattice L1, L2 are sorted in the deceasing order of 
their support of intensions  
output New concept lattice  

1 Input concept lattice L2 
2 Search the node of concept lattice L1 from top to 

down, and compare with the node of concept lattice 
of L2 one by one. 

3 FOR J=now1 to 1 
4   For I=now to 1 
5     determine the relationship of new and inte 
6     call procedure “judge”(new, inte)  
7   next I 
8 next J 
9 end PHCL; 
judge (new, inte) 
1 if  new⊂inte then 
2      fetch newfahter 
3      if I∉newfather then 
4        add edge I->new 
5        code=exte code 
6        father=father code 
7        newchild=newchild code 
8       end if 
9      exit for 
10  elseif inte⊂new then 
11      fetch newchild 
12      if I∉newchild then 
13        add edge new->I 
14        newfather=I newfather 
15        exte=exte code 
16        child=child code 
17      end if 
18  elseif inte=new then 
19      fetch the extension of the super node of I exte 
20      exte=exte code 
21      delete new 
22      exit for 
23  elseif  inte new Φ then 
24      add a new concept lattice node newjoin, the 

intersection intension is join 
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25      for j=1 to now1  /*compared with the nodes of 
concept lattice 1*/ 

26           if  j now1 then 
27             if  join=inte  then 
28                update j 
29                delete newjoin 
30             end if 
31           end if           
32      next j 
33     for j=1 to now  /* compared with the nodes of       

concept lattice 2*/ 
34           if  j now then 
35             if  join=inte  then 
36                update j 
37                delete newjoin 
38             end if 
39           end if           
40      next j 
41     if not exist equal then 
42       njexte=code exte 
43       njinte=join 
44       njchild=code I 
45       determine the superconcept relationship between 

newjoin and other concept 
46       if ∃newjoin’s super node  then 
47         repeat the above modifying operations of 

the super node 
48       end if 
49     end if 
50   end if; 
51 end judge; 

4.2   Algorithm Analysis 

Let the number of the concept lattice L1 nodes be U1, and the number of the concept 
lattice L2 nodes be U2. From above analysis, as for the general union algorithm of 
multiple concept lattices[11] ,the time complexity of general horizontal partitioned 
concept lattice is 0(2S×|U1|×|U2|). 

For the PHCL, the redundant information has been eliminated by the pruning proc-
ess, which can decreases comparing times of concept lattice intension, and thus im-
proves the construction efficiency of concept lattice. In other words, it decreases com-
paring times of U1, and the time complexity of PHCL algorithm is no larger than 
0(2S×|U1|×|U2|).  
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5   Experiment Analysis 

Now a large telescope called LAMOST (Large Sky Area Multi-Object Fiber Spectro-
scopic Telescope) is under construction in the National Observatory in Beijing, China. 
After its scheduled completion in 2006, it is expected to collect more than 40,000 
spectrums in a single observation night [13]. Such voluminous data demand automatic 
spectrum processing and data mining. In this section, we will report some of our ex-
periments on the concept lattice construction from the observed celestial spectrums. 
The star spectra are treated by the following steps, then used as the formal context: 

1) For each star spectrum, choose 200 wave-lengths from 3510 A to 8330 A at a 
step of 20 A as its attributes set. 

2) At the above each chosen wave length, the corresponding flux, peak width and 
shape information of the spectrum are quantified respectively into one of the 13 dif-
ferent intervals in total.   

The experiment setup is: PentiumIII-1.0G CPU, 256M memory, Windows 2000 
operating system and ORACLE 9i DBMS.  Both the PCL algorithm and the Godin 
algorithm are coded in Visual Basic 6.0. Table1 are the results of the horizontal parti-
tioned concept lattice construction, where 125 wave-lengths are used as the attribute 
set, 400 800 1200 1600, 2000 2404 B-type star spectra are used as the data  
objects. 

Table 1. Experimental Comparison of Various Object Sets 

 
According to the Table1, it can be concluded as follow: 

1. The algorithm Godin, algorithm HUMCL and algorithm PHCL can form the 
same concept lattice. In other words, the number of the constructed nodes, the corre-
sponding intension, extension, and father-son relationships are the same for both the 
two algorithms. This proves the correctness of the PHCL algorithm;  

2. With the increase of objects, the construction time of PHCL algorithm is less 
than HUMCL and Godin algorithms. In other words, redundant information exists in 
the construction process of the Godin and HUMCL algorithms. 

3. From the above experiment results, we can know that the construction time of 

The 
number 
of objects 

The number 
of nodes 

Godin(s) 
HUM

CL_P2(s) 
HUMC

L_P4(s) 
PHCL_
P2(s) 

PHCL_
P4(s) 

400 208 28 20 8 13 4 

800 501 104 30 24 26 15 

1200 677 134 37 30 33 24 

1600 748 228 46 39 38 30 

2000 804 536 145 100 130 80 

2400 1108 1385 1020 256 890 198 
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four-partitioned concept lattice (formal context is parted by four parts-P2) is less than 
two-partitioned concept lattice (formal context is parted by two parts-P4). So the 
construction efficiency of concept lattice is related to the number of partitioned for-
mal context. 

4. The efficiency of algorithm PHCL is affected by the redundant information in 
the constructing concept lattice. For the different the formal context, redundant infor-
mation is different, so the elevated percent of algorithm PHCL is different. 

6   Conclusion 

In the paper, an improved algorithm PHCL for the union of multiple concept lattices 
is proposed. The key novelty of our proposed algorithm is that during the construction 
process of concept lattice, a pruning process is activated to detect and eliminate pos-
sible generated redundant information, by which the number of the comparisons of 
concept lattice intensions is largely reduced, and the construction efficiency is conse-
quently increased. In addition, a pruning based horizontal partitioned incremental 
construction algorithm is experimented using the star spectra from the LAMOST 
project as the formal context. Finally, as the performance of a pruning based horizon-
tal partitioned algorithm depends crucially on the formal context, and our currently 
used attributes of spectra are rather simple, our future work will focus on how to di-
vide formal context more appropriate to further boost the construction efficiency in 
the star spectra mining for the LAMOST project.  
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Abstract. This paper proposes spatial outliers detection method of studying 
multiple non-spatial attributes based on special objects. The spatial outliers de-
tection algorithm based on the Mahalanobis distance is proposed in this paper. 
The simulated experiment results demonstrate this method is feasible and effec-
tive, simultaneously the time complexity of center algorithm is analysed.  
Except the research type mentioned, spatial outliers detection still includes 
time-order data and time-space data outliers detections, which are related to the 
attribute values of other neighbors. 

1   Introduction 

Outliers have been informally defined as observations in a data set which appear to be 
inconsistent with the remainder of that set of spatial data, or which deviate so much 
from other observations so as to arouse suspicions that they were generated by a dif-
ferent mechanism[1]. Spatial outlier detection is becoming popular in the GIS and 
spatial database, such as communication, ecology, public safety, public sanitation 
analysis, earthquake and tsunami predication and so on.  

Spatial data sets are usually spatial reference objects such as models of street, 
building and city. The attributes of spatial object can be grouped into two categories: 
spatial attribute and non-spatial attribute[2]-[7]. Spatial attribute includes position, 
shape and other geographical topology relationships. Non-spatial attribute normally 
includes length, height, construction time and name. The neighborhood relationships 
of spatial objects are spatial data sets based on spatial relationships (such as distance 
and connection relationships). This paper proposes spatial outliers detection method 
of studying multiple non-spatial attributes based on special objects. 

2   Related Study Summary 

Spatial outliers detection methods at early stage is based on statistics technique, and 
can be divided into 2 groups: methods based on distribution and methods based on 
depth[6]-[8]. 

With the upcoming of spatial data mining, Shekhar presented a graph element sets 
used for spatial outliers detection. This method compares the average attribute value 
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of neighborhood points with the attribute value of target point to determine whether 
this point is outliers. There are several spatial outliers detection methods based on 
statistics technique so far, which can be divided into two groups: graph theory method 
and quantitative testing method.  The graph theory method is based on visualized 
spatial data, which can spatial outliers obviously.  The quantitative testing method 
detects spatial outliers by computation. Scatterplot and Moran Scatterplot are two 
types of standard algorithms. The main reason that the traditional methods can’t be 
used for multiple attributes spatial outliers detection is that high dimensional sparse 
spatial database can’t be used. In high dimensional sparse spatial database every point 
can be treated as outlier, or no point is outlier because all data values are very close.  

A novel algorithm detecting spatial outliers is proposed in the paper, which em-
ploys Mahalanobis distance to detect outliers. Computation time complexity is ana-
lyzed. The simulated experiments demonstrate that our approach can effectively iden-
tify local abnormality in large spatial data sets. In fact, the characteristics of spatial 
outliers can’t be reflected because the traditional Euclidean distance uses the average 
value of all points. It is necessary to point out there are two research directions cur-
rently: dimension reduction technique, and redesign distance function.  

All of multiple attributes spatial outliers detection methods are pointed to non-
spatial attributes. But spatial outliers detection includes two types of dimensions: 
spatial dimension and non-spatial dimension, which should be considered separately. 
Spatial dimension determines neighborhood relations, and no-spatial dimension is 
used to define distance function. The algorithm in this paper treats the spatial dimen-
sion and non-spatial dimension separately. 

3   Detection Algorithms 

3.1   Problem Description 

Assume spatial object X is composed with m variable attributes ),...,,( 21 myyy  

)1( ≥m , represented as T
myyyy ),...,,( 21= . For a given spatial data set  

),...,,( 21 pXXXX =  , )1( ≥p , attribute function f is defined as map from X to mR  (m 

dimensional Euclidean space), and let the function )(Xf   of every point X equal to 

attribute vector. For convenience reason, let 

,),...,,(

))(),...,(),((

)(

21

21
T

imii

T
imii

ii

yyy

XfXfXf

XfY

 

pi ,...,2,1= , let ),...,( 21 pyyyA = .  

For a given integer k, let )( ik XNN  as the kth nearest neighbor of iX , 

( pi ,...,2,1= ). Neighborhood function g is defined as a map from X to mR , let j com-

ponent of )(Xg  (expressed as )(Xg j
) as general statistics for attribute value iy  of all 

the spatial points in )(XNN k . 
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In order to detect spatial outliers all components of Y neighboring to X are com-
pared.  The sum of comparison function h is function of f and g. Its definition domain 

is X, variable range is rR  ( mr ≤ ). If gfh −= , it represents a map from X to mR  

( mr = ). Let )( iXh as ih . 

For given attribute function f, neighborhood function g and comparison function h, 

if ih  is changing obvious point of array nhhh ,...,, 21 , then point iX  corresponding 

to ih is called spatial outlier. The definition of spatial outlier implies that its determi-

nation depends on the selection of function g and h. The standardization of spatial 
outlier detection algorithm is shown in the following. 

A given spatial data set: ),...,,( 21 nXXXX = ; 

Neighborhood relationship: )( 1XNN k , )( 2XNNk ,…, )( 1XNN k ; 

Attribute function f: mRX → ; 

Neighborhood function g: mRX → ; 

Comparison function h: rRX → ; 

3.2   Algorithms for Spatial Outlier Detection  

The following introduces multiple attribute spatial outlier algorithm–mean value algo-
rithm. Different g and h may results different outlier detection. The selection standard 
is to detect most of meaningful outliers. For example, resulting reason can be used to 
determine if the detected outlier satisfies requirement.  

By computing Mahalanobis distance of mean h value between )(Xh and its 

neighbor X, the difference between f and g can be found out, which is gfh −= . Then 

the special attribute vector can be detected by considering the expectation, variance 
and covariance of attribute values. In order to describe this method, the following 
need be considered. 

Under special condition, it can assume that )(Xh  satisfies multidimensional nor-

mal distribution: 
If the distribution function of )(Xh  is ),( ΣμmN , meaning m dimensional vector 

)(Xh  satisfies one expectation μ . The difference of variance matrix and covariance 

matrix is multidimensional normal distribution of Σ . Then 1( ( ) ) ( ( ) )Th X h Xμ μ−− −  

satisfies 2
mχ  distribution and here 2

mχ  distribution is 2χ  distribution with m. There-

fore the statistics for )(Xh  satisfying 1 2( ( ) ) ( ( ) ) ( )T
ph X h Xμ μ χ α−− − >   is α . 

Now assume that there are n spatial object 
1 2, , , nX X X  and sample  

1 2( ), ( ), , ( )nh X h X h X , sample mean value is 1

1

( )
n

s in
i

h Xμ
=

= , sample variance ma-

trix – sample covariance matrix is 
=

−−=Σ
n

i

T
sisins XhXh

1

1 ])(][)([ μμ . Then expect 

that the statistics for )(Xh satisfying )())(())(( 21 αχμμ p
T XhXh >−Σ− −  is α . 
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Assume that 
− −−= 12 ))(())(()(
s ss XhXhXd μμ , for any given X, if )(2

iXd  is big 

enough, X will be treated as spatial outlier. Or in other words: if )(2
iXd θ> , then X 

is a spatial outlier. Of course if the given value is not spatial outlier detection thresh-
old value but the spatial outlier number t of testing, then only need to pick the first t 

values from )(2
iXd  in descending order. 

Many algorithms for detecting spatial outlier can be derived from the discussion 
above. The following algorithm can be obtained by choosing g as the center of attrib-
ute vector. The reason to use vector center is the sample center is a relatively good 
and robust observation value and this algorithm is called center algorithm. 

(1)Define spatial data set ),...,,( 21 nXXXX = , threshold θ , 
attribute function f and the nearest neighbor number k;  
  (2)For each given j( mj ≤≤1 ), normalize attribute func-

tion jf , or 
jj ffijj Xff σμ /))(( −= , ( ni ,...,2,1= ); 

  (3)For each spatial point iX , calculate the nearest 

neighbor array )( ik XNN for k;  

  (4)For each spatial point iX , calculate neighbor func-

tion g   and let jg  equal to the center value of )(Xf j , 

here )}(),(|)({)( ikjjj XNNXXfXfXf ∈= , comparison function 

)()()( iii XgXfXh −= ; 

  (5)Calculate 
− −−= 12 ))(())(()(
s ss XhXhXd μμ •if )(2

iXd θ>
then iX  is spatial outlier. 

3.3   Analysis of Complexity 

Step (2) of center algorithm needs standard distribution function, and the time com-
plexity is )(mnO . Step (3) of center algorithm needs to calculate the k nearest 

neighborhoods KNN of each  spatial point.  The time complexity here is up to the 
KNN enquiry manner, if gridding method is adopted and gridding directory can be 
saved to main memory, the time complexity is )(nO .  If index structure (e.g. R-tree) 

is used, the time complexity is )(log nO .  In step (4), the time complexity to calculate 

neighborhood function and comparison function is )(mknO . In step (5), the time 

complexity to calculate Mahalanobis distance is )( 2nmO .  In conclusion, if the grid-

ding structure is adopted, the time complexity of center algorithm is 

)(mnO )(nO )(mknO 2)(nmO ; If index structure is used, the time complexity is 

)(mnO )log( nnO )(mknO )( 2nmO ; In case of n>>k and n>>d, the total time 

complexity of center algorithm is )(nO  if gridding is adopted, otherwise is )log( nnO  

if index structure is adopted. The time complexity lies on the KNN enquiry strategy 
adopted. 
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4   Simulation and Experiment Analysis 

(1) n=293, three-dimensional data adopted. 

 

Fig. 1. Diagram of simulated experiment 

 

Fig. 2. Diagram of outlier detection 

(2) m=1, namely each spatial data point has unique attribute value. Except the 5 
outliers intentionally set, the attribute value of each data point meets the normal dis-
tribution of mean 50, standard deviation 5. The 5 outliers are 50th, 80th, 150th, 210th 
and 260th spatial point, the attribute value distributions among the outliers and the 
others are apparently different. In algorithm implementation, the algorithm to calcu-
late k nearest neighbors is based on the spatial point Euclidean distance, the other is 
according to the algorithm described above.  

5   Conclusion 

The experiment results demonstrate this method is feasible and effective, simultane-
ously the time complexity of center algorithm is analysed. Except the research type 
mentioned above, spatial outliers detection still includes time-order data and time-
space data outliers detections, which are related to the attribute values of other 
neighbors. 
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Abstract. The similarity measure is derived using fuzzy entropy and distance 
measure. By the relations of fuzzy entropy, distance measure, and similarity 
measure, we first obtain the fuzzy entropy. And with both fuzzy entropy and 
distance measure, similarity measure is obtained. We verify that the proposed 
measure become the similarity measure. 

1   Introduction 

Similarity between two sets can be applied to the pattern classification or reliability 
field etc.. Similarity measure has been known as the complementary meaning of the 
distance measure, i.e., 1s d+ = , where d  and s  are distance and similarity measure 
respectively. In the above, 1 means the sum of similarity and dissimilarity. In the 
previous literatures, fuzzy entropy of a fuzzy set represents a measure of fuzziness of 
the fuzzy set [1-7]. Furthermore, well-defined distance measure represents the fuzzy 
entropy. By the summing relation, we can notice that the similarity measure can be 
constructed through distance measure or fuzzy entropy function. Well known-
Hamming distance is usually used to construct fuzzy entropy, so we compose the 
fuzzy entropy function through Hamming distance measure. Using the relation of 
distance measure and similarity measure, we construct the similarity measure with 
fuzzy entropy, and similarity measure is also constructed through distance measure. In 
the next section, the axiomatic definitions of entropy, distance measure and similarity 
measure of fuzzy sets are introduced and fuzzy entropy is constructed through dis-
tance measure. In Section 3, similarity measures are constructed and proved through 
fuzzy entropy and the distance measure. Used distance measure is proposed by con-
sidering support average. Conclusions are followed in Section 4. 

Throughout this paper, terminologies are used in the reference of Fan and Xie[6]. 

2   Preliminary 

In this section, we introduce and discuss some preliminary results. Liu suggested 
three axiomatic definitions of fuzzy entropy, distance measure and similarity measure 
as follows [4]. 
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Definition 2.1 (Liu, 1992). A real function : ( )e F X R+→ or : ( )e P X R+→  is called 

entropy on ( )F X , or ( )P X  if has the following properties:

(E1) ( ) 0, ( )e D D P X= ∀ ∈
(E2) ( )([1/ 2]) ( )A F Xe max e A∈=

(E3) *( ) ( )e A e A≤  , for any sharpening *A  of A

(E4) ( ) ( ), ( )Ce A e A A F X= ∀ ∈ .

Where [1/ 2]  is the fuzzy set in which the value of the membership function is 1/ 2 .

Definition 2.2 (Liu, 1992). A real function 2:d F R+→  is called a distance measure 
on ( )F X  , or ( )P X  if d  satisfies the following properties:

(D1) ( , ) ( , )d A B d B A= , , ( )A B F X∀ ∈
(D2) ( , ) 0d A A = , ( )A F X∀ ∈
(D3) ,( , ) ( , )C

A B Fd D D max d A B∈= , , ( )A B F X∀ ∈ , ( )D P X∀ ∈
(D4) , , ( )A B C F X∀ ∈ , if A B C⊂ ⊂ , then ( , ) ( , )d A B d A C≤  and ( , )d B C ≤   

( , )d A C .

Definition 2.3 (Liu, 1992). A real function 2:s F R+→  or 2P R+→  is called a simi-
larity measure, if s  has the following properties:

(S1) ( , ) ( , )s A B s B A= , , ( )A B F X∀ ∈
(S2) ( , ) 0Cs A A = , ( )A F X∀ ∈
(S3) ,( , ) ( , )A B Fs D D max s A B∈= , , ( )A B F X∀ ∈ , ( )D P X∀ ∈
(S4) , , ( )A B C F X∀ ∈ , if A B C⊂ ⊂ , then ( , ) ( , )s A B s A C≥  and ( , ) ( , )s B C s A C≥ .

Liu also pointed out that there is an one-to-one relation between all distance measures 
and all similarity measures, 1d s+ = . Fuzzy normal similarity measure on F  is also 
obtained by the division of , ( , )C D Fmax s C D∈ . If we divide universal set X  into two 

parts D  and CD  in ( )P X , then the fuzziness of fuzzy set A  be the sum of the fuzzi-

ness of A D  and CA D . By this idea, following definition is followed.

Definition 2.4. (Fan and Xie, 1999). Let e  be an entropy on ( )F X . Then for any 

( )A F X∈ , 

( ) ( ) ( )Ce A e A D e A D= + .  

is -entropy on ( )F X  .

Definition 2.5. (Fan and Xie, 1999). Let d  be a distance measure on ( )F X . Then for 

any , ( )A B F X∈ , and ( )D P X∈ , 
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( , ) ( , ) ( , )C Cd A B d A D B D d A D B D= + .  

be the -distance measure on ( )F X .

Definition 2.6. (Fan and Xie). Let s  be a similarity measure on ( )F X . Then for any 

, ( )A B F X∈ , and ( )D P X∈ , 

( , ) ( , ) ( , )C Cs A B s A D B D s A D B D= + .  

be the -similarity measure on ( )F X .

From definition 2.4-6, we can focus interesting area of universal set and extend the 
theory of entropy, distance measure and similarity measure of fuzzy sets. Fan and Xie 
derived new entropy via defined entropy, which is introduces by ' /(2 )e e e= − , where 

is an entropy on ( )F X .

Now we propose another fuzzy entropy induced by distance measure which is dif-
ferent from Fan, Ma and Xie’s [7]. Proposed entropy needs only nearA  or farA  crisp 

set, and it has the advantage in computation of entropy.

Theorem 2.2. Let d be a -distance measure on ( )F X , and if d satisfies ( , )C Cd A B =
( , ),d A B , ( )A B F X∈ , then

( ) 2 (( ),[1]) 2 (( ),[0]) 2near neare A d A A d A A= + − . (1) 

is a fuzzy entropy. 

Theorem 2.3. Let d  be a -distance measure on ( )F X  ; if d  satisfies  ( , )C Cd A B =  
( , ),d A B , ( )A B F X∈ , then

( ) 2 (( ),[0]) 2 (( ),[1])far fare A d A A d A A= + . (2) 

is a fuzzy entropy. 

Proofs of theorem 2.2 and 2.3 are found in [9]. 

Proposed entropies Theorem 2.2 and 2.3 have some advantages over Fan, Ma and 
Xie’s. They need simple assumption compare to the previous one. Furthermore, (1) 
and (2) use only one crisp sets nearA and farA , respectively. 

3   Derivation of Similarity Measure 

We obtain the fuzzy entropy with the distance measure in previous section. Generally, 
fuzzy entropy is expressed through distance measure, i.e., ( ) ( ( ))e A e d A= . Hence, by 
the result of Liu's, 

( ) ( ) 1d A s A+ = . (3) 
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We modify the similarity measure as ( ) 1 ( )s A e A= − , that means fuzzy set A  

matches to the crisp set nearA nearly as ( )s A  approaches to 0. We illustrate the simi-
larity measure with the entropy function in subsection 3.1 and the similarity measure 
construction using the distance measure in the subsection 3.2.

3.1   Similarity Measure Using the Entropy Function 

We propose the similarity measure in the following theorems. 

Theorem 3.1 For fuzzy set ( )A F X∈  , if d  satisfies distance measure, then

 ( , ) 4 2 (( ),[1]) 2 (( ),[0])near near nears A A d A A d A A= − − . (4) 

is the similarity measure between fuzzy set A  and crisp set nearA .

Proof. We prove that the eq. (4) satisfies the Definition 2.3. (S1) means the commuta-
tivity of set A  and nearA , hence it is clear from (4) itself. From (S2), ( , ) 0Cs A A =  is 

shown as 

( , ) 4 2 (( ),[1]) 2 (( ),[0])

4 2 ([0],[1]) 2 ([1],[0])

4 2 1 2 1 0.

C C Cs A A d A A d A A

d d

= − −
= − −
= − ⋅ − ⋅ =

For all , ( )A B F X∈  , inequality of (S3) is proved by  

( , ) 4 2 (( ),[1]) 2 (( ),[0])

4 2 (( ),[1]) 2 (( ),[0])

( , ).

s A B d A B d A B

d D D d D D

s D D

= − −
≤ − −
=

Inequality is satisfied from (( ),[1]) (( ),[1])d A B d D D≥  

and (( ),[0]) (( ),[0])d A B d D D≥ .

Finally, (S4) is , , ( )A B C F X∀ ∈ , A B C⊂ ⊂  , 

( , ) 4 2 (( ),[1]) 2 (( ),[0])

4 2 ( ,[1]) 2 ( ,[0])

4 2 ( ,[1]) 2 ( ,[0])

( , )

s A B d A B d A B

d A d B

d A d C

s A C

= − −
= − −
≥ − −
=

also,

( , ) 4 2 (( ),[1]) 2 (( ),[0])

4 2 ( ,[1]) 2 ( ,[0])

4 2 ( ,[1]) 2 ( ,[0])

( , )

s B C d B C d B C

d B d C

d A d C

s A C

= − −
= − −
≥ − −
=

is satisfied. 
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Inequality is also satisfied with ( ,[0]) ( ,[0])d B d C≤  and ( ,[1]) ( ,[1])d B d A≤ .

Therefore proposed similarity measure (4) satisfies Definition 2.3. Similarly, we 
propose another similarity measure in the following theorem.

Theorem 3.2. For fuzzy set ( )A F X∈  and distance measure d ,

( , ) 2 2 (( ),[0]) 2 (( ),[1])C C
near near nears A A d A A d A A= − − . (5) 

is the similarity measure of fuzzy set A  and crisp set nearA .

Proof. Proofs are shown similarly as Theorem 3.1. 

We have proposed the similarity measures that are induced from fuzzy entropy. These 
fuzzy entropies are also induced from distance measure. Hence to obtain more im-
plicit result, we consider distance measure directly. In the following subsection, we 
suggest similarity measure which is constructed using distance measure.

3.2   Similarity Measure Using Distance Measure 

We have represented the relation ( ) 1 ( )s A d A= −  in (3), that means the sum of simi-
larity measure and distance measure is constant. Hence, we solve the similarity meas-
ure directly from distance measure in this subsection. To obtain the similarity, proper 
distance measure is needed. First, we consider the Hamming distance ( , )d A B =  

1
( ) ( )

1

n
x x

A i B in i
μ μ−

=
 . By the relation of (3), 

1

1
( , ) 1 ( , ) 1 ( ) ( )

n

A i B i
i

s A B d A B x x
n

μ μ
=

= − = − − . (6) 

Is the similarity measure? We check the definition (S1) to (S4). (S1) is clear from 
the eq. (6). (S2) and (S3) are also obtained from (D3) and (D2) of definition 2.2. Fi-
nally, (S4) is proved with the help of (D4). Naturally we conclude that if the distance 
measure is constructed properly, then the similarity measure can be obtained. Now we 
consider the membership functions type1 and 2 in Fig. 1 and 2. In the Fig. 1 and 2, 
area between Aμ  and Bμ  are the same, value of Hamming distance of Fig. 1 and 2 are 
same. Then which case is more similar? 

Aμ
BμAμ
BμAμ
Bμ

 

Fig. 1. Membership functions type 1 

X

Bμ
Aμ

X

Bμ
Aμ

X

Bμ
Aμ

 

Fig. 2. Membership functions type 2 
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Consider the function

1

1
( , ) ( ) ( ) ( ) ( )

n

A i B i A i B i
i

d A B x x support x support x
n

μ μ
=

= − + − . (7) 

where 
1

1
( ) ,

n

A i i i
i

support x x x A
n =

= ∈  and 
1

1
( ) ,

n

B i i i
i

support x x x B
n =

= ∈  are the aver-

age values of support. In this case, the first part of (7) is the Hamming distance, hence 
the value of Fig. 1 and Fig. 2 are the same. However the last part of (7) represents the 
difference of average support. Now, we check whether the eq. (7) satisfy the distance 
measure definition or not. For (D1), commutativity is clear from (7). ( , ) 0d A A =  is 

also clear, and the first part of distance between D  and CD  represents the sum 1. 
(D4) is clear because Fig. 2 has similar average value compare to Fig. 1. Eq. (9) is the 
distance measure, thus we can propose similarity measure as

1

1
( , ) 1 ( ) ( ) ( ) ( )

n

A i B i A i B i
i

s A B x x support x support x
n

μ μ
=

= − − − − . (8) 

proof of (8). Proof is similar to theorem 3.1 and 2, commutativity of (S1) is proved by 
(8). (S2) is also proved by ( ) ( )A i B isupport x support x=  . Also ( , ) 0d D D =  , hence 

( , ) 1s D D =  is proved. (S4) is finally proved by the (D4). Proof verify that eq. (8) 
represent similarity measure.

4   Conclusions 

We introduce the distance measure, similarity measure and fuzzy entropy, fuzzy en-
tropy can be represented by the function of distance measure. By the one to one corre-
spondence of distance measure and similarity measure, we construct the similarity 
measure using distance measure. As we noted before, fuzzy entropy is the function of 
distance measure. Hence similarity measure is constructed through the fuzzy entropy, 
and we prove. And similarity measure is also induced through distance measure. We 
verify that the proposed measure is the similarity measure. 

Acknowledgement 

This paper was supported by “Research Institute of Computer, Information and Com-
munication (PNU)”. 

References 

1. Bhandari, D., Pal, N. R.: Some New Information Measure of Fuzzy Sets. Inform. Sci. 67, 
(1993) 209-228  

2. Ghosh, A.: Use of Fuzziness Measure in Layered Networks for Object Extraction: a Gener-
alization. Fuzzy Sets and Systems, 72 (1995) 331-348  

3. Kosko, B.: Neural Networks and Fuzzy Systems, Prentice-Hall, Englewood Cliffs. NJ, 1992 



958 S.-H. Lee, J.-M. Kim, and Y.-K. Choi 

4. Liu Xuecheng, : Entropy, Distance Measure and Similarity Measure of Fuzzy Sets and 
Their Relations. Fuzzy Sets and Systems, 52 (1992)305-318 

5. Pal, N.R., Pal, S.K.: Object-background Segmentation using New Definitions of Entropy. 
IEEE Proc. 36 (1989)284-295 

6. Fan, J. L., Xie, W. X.: Distance Measure and Induced Fuzzy Entropy. Fuzzy Set and Sys-
tems, 104 (1999) 96~105 

7. Fan, J. L., Ma, Y. L., Xie, W. X.: On Some Properties of Distance Measures. Fuzzy Set and 
Systems, 117 (2001) 355-361 

8. Aksoy, S., Haralick, R.M.: Feature Normalization and Likelihood-based Similarity Meas-
ures for Image Retrieval. Pattern Recognition Letters, 22 (2001) 563-582   

9. Lee, S.H., Kang, K.B., Kim, S.S.: Measure of Fuzziness with Fuzzy Entropy Function. Jour-
nal of Fuzzy Logic and Intelligent Systems, vol. 14, no. 5 (2004) 642-647 



D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 959 – 964, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 
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Abstract. Software metrics are collected at various phases of the software 
development process. These metrics contain the information of software and can 
be used to predict software quality in the early stage of software life cycle. 
Intelligent computing techniques such as data mining can be applied in the study 
of software quality by analyzing software metrics. Clustering analysis, which is 
one of data mining techniques, is adopted to build the software quality prediction 
models in early period of software testing. In this paper, three clustering 
methods, k-means, fuzzy c-means and Gaussian mixture model, are investigated 
for the analysis of two real-world software metric datasets. The experiment 
results show that the best method in predicting software quality is dependent on 
practical dataset, and clustering analysis technique has advantages in software 
quality prediction since it can be used in the case having little prior knowledge.                                 

1   Introduction 

Software reliability engineering is one of the most important aspects of software 
quality [1]. Recent studies show that software metrics can be used in software module 
fault-proneness prediction [2]. A software module has a series of metrics, some of 
which are related to the module’s fault-proneness. Norman E. Fenton [2] presented 
software metrics introduction and the direction. Many research work about the 
software quality prediction using the relationship between software metrics and 
software module’s fault-proneness have been done in the last decades [3, 4, 7]. 

There are several techniques that are proposed to classify the modules for 
identifying fault-prone modules. From learning point of view, these techniques can be 
divided into two categories: supervised learning and unsupervised learning. 
Supervised learning method is based on the prior knowledge, that means enough 
samples must be provided to train the prediction model. On the other side, 
unsupervised learning methods do not need prior knowledge. Clustering analysis, 
which can groups the software modules by software metrics, is one of the 
unsupervised learning methods. 

In this paper, three clustering methods are used in predicting two software project 
qualities, these clustering methods include k-means, fuzzy c-means and Gaussian 
mixture model with EM algorithm. The purpose is to perform comparative studies for 
these clustering methods with new datasets in order to obtain the most suitable 
technique to build the prediction model. In Section 2, the datasets are introduced and 
                                                           
* Corresponding author. 
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the metrics chosen are illustrated. In Section 3, the three clustering methods are 
reviewed. In Section 4, the empirical study results are presented and analyzed. 
Finally, the discussion and, conclusion are given in Section 5. 

2   Datasets and Metrics Description 

In this section, we introduce the metrics datasets extracted from two real-world 
software project. These metrics are extracted by Krakatau Professional tool, which 
can extract more than twenty metrics of projects, files and functions. In the 
experiment, we choose some common ones from extracted metrics. 

2.1   Celestial Spectrum Analysis System 

Celestial Spectrum Analysis System (CSAS) is a subsystem of a Large Sky Area 
Multi-Object Spectroscopic Telescope (LAMOST) national key project of China. 
CASS is developed by more than 20 students of two college and graduate school with 
standard C program language, and it is well tested based on the function of the 
project. One function is considered as one module, CASS includes 70 modules each 
of which has a risky level obtained by software testing.We select 12 metrics from the 
software source code to anlyze.  

2.2   Redundant Strapped-Down Inertial Measurement Unit project 

The Redundant Strapped-Down Inertial Measurement Unit (RSDIMU) project 
involved more than one hundred students. RSDIMU has 34 versions each of which is 
developed independently, it is also developed by standard C. The reliability properties 
of the software were analyzed by Cai and Lyu [8] . The details of the project and 
development procedures are discussed in [5]. In this paper, we used all the modules of 
every version counted 223 each of which has its faults number. RSDIMU’s module is 
based on files, which is different from CSAS. Each file is counted as one module. We 
select 11 metrics from the source code to analyze. 

3   Modeling Methodology 

In this section, we review the three modeling methods mentioned above. These 
methods we choose to compare are the classical clustering methods.  

3.1   K-Means Clustering 

K-means is one of the typical clustering methods. It has been widely used in many 
fields. K-means classify the objects into k clusters and make the objects be high 
similar in the same cluster. The squared-error convergent criterion is defined as  

= ∈

−=
k

i Cp
i

i

mpE
1

2
 

(1) 
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Where E is the sum of square-error for all objects in the database, p is the point in 
space representing a given object, and mi is the mean of cluster Ci. The algorithm 
attempts to determine k partitions that minimize the squared-error function. 

3.2   Fuzzy C-Means Clustering 

Fuzzy clustering is different from other clustering methods. For example, k-means 
clustering give a result with affirmed partition index, while fuzzy clustering’s result 
give the probability result. That means an object is either a member of one particular 
subset, or it is not a member of that subset using traditional clustering methods. But 
fuzzy clustering permit one object partly belongs to more than one subset by a degree 
indicated by the membership value for that point in that cluster, so long as the sum of 
that object’s membership values is 1. 

Fuzzy c-means clustering is an iterative algorithm which attempts to cluster 
through minimizing the cost function 

∈ ∈

⋅=
Xx Kk

m kxdkxffL ),())(()( 2  (2) 

where f is a fuzzy partition, f(x)(k) is the membership of pattern x in cluster k, m is the 
fuzzifier exponent, and d(x; k) is the distance between pattern x and the prototype 
(centroid ) of the kth cluster. More detail introduction can be found in reference [6]. 

3.3   Gaussian Mixture Model with EM Algorithm 

Gaussian mixture model is based on Gaussian probability distribution. To explain the 
method we assume that there are k partitions in a data set, then there will be k 
Gaussian models forming a mixture with joint probability density: 
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Here G is multivariate Gaussian density function, x denotes random vector (which 
integrates a variety of software metrics), d is the dimension of x, and parameter 

i,mi, i} is a set of finite mixture model parameter vectors. Here i is the mixing 
weight, mi is the mean vector, and i is the covariance matrix of the ith component [7]. 

To estimate the mixture model parameters, we use the maximum likelihood 
learning (ML) with EM algorithm which is described in [7] in details. 

4   Experiments and Analysis 

Clustering method can group the software modules into any amount of cluster. In the 
experiment, we choose the cluster number to be 2 or 3 in order to compare the 
methods’ performance. This partition method is meaningful because if number of 
module group is greater than 3, it can not give the testing manager useful information 
to plan how to do the test.  
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In practice, not only the entire classification accuracy is important, but also the 
pureness of fault-prone cluster. That is because if the pureness of fault-prone cluster is 
low, it means many fault-prone modules are not predicted accurately. They may not 
be tested well in testing phrase so that the software product’s quality will be low. So 
in our experiment, we also consider the fault-prone cluster’s pureness as an important 
point. 

4.1   Experiment with CASS 

Every CASS’s module is tested and has a risky level. The lower risky level is, the 
more non-fault-prone module is. At the situation of 2 objective clusters, we choose 
the non-fault-prone cluster with the risky level 0 and fault-prone cluster’s risky level 
greater than 0. At the situation of 3 objective clusters, we choose the non-fault-prone 
cluster with the risky level 0, the mean of fault-prone cluster with the risky level is in 
0 to 1 and the fault-prone cluster greater than 1.  

Table 1 shows the result of 2 clusters instance, and table 2 shows the result of 3. 

Table 1. Result of CASS with 2 objective clusters. Row-caption presents the methods and  
Col-caption presents the entire accuracy and each objective cluster’s pureness. 

 Entire High-risky Low-risky 

K-means 68.60% 76.80% 64.30% 

Fuzzy c-means 61.40% 72.40% 8.30% 

Mixture model 55.70% 69.20% 38.70% 

Table 2. Result of CASS with 3 objective clusters. Row-caption presents the methods and  
Col-caption presents the entire accuracy and each objective cluster’s pureness. 

 Entire High-risky Mean-risky Low-risky 

K-means 75.70% 91.70% 46.20% 66.70% 

Fuzzy c-means 58.60% 46.70% 33.30% 80% 

Mixture model 57.10% 70.20% 33.30% 30% 

From the result, we know that k-means shows the best effect of these three 
methods. In 2-clusters instance, k-means gives the highest entire accuracy 68.60% 
and fault-prone pureness 76.80%. In 3-clusters instance, k-means also gives the 
highest entire accuracy 75.70% and fault-prone pureness 91.70%. We also see that 
except fuzzy c-means the clustering effect of 3-clusters is better than 2-clusters. But 
the accuracy of fuzzy c-means in 3-clusters instance is only a little lower than that in 
2-clusters instance. So the effect of 3-clusters is better than that of 2-clusters. 

4.2   Experiment of RSDIMU 

RSDIMU’s modules are different from CASS’s, they are based on files but not on 
functions. So the metrics used in the experiment are not the same as CASS. Another 
difference is that RSDIMU’s modules do not have the risky level, but have the 
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number of faults. At the situation of 2 objective clusters, we choose the 
non-fault-prone cluster with the fault number 0 and fault-prone cluster’s fault number 
greater than 0. At the situation of 3 objective clusters, we choose the non-fault-prone 
cluster with the fault number 0, the mean of fault-prone cluster with the fault number 
is in 1 to 2 and the fault-prone cluster greater than 2.  

Table 3 shows the result of 2 clusters instance, and table 4 shows the result of 3. 

Table 3. Result of RSDIMU with 2 objective clusters. Row-caption presents the methods and  
Col-caption presents the entire accuracy and each objective cluster’s pureness. 

 Entire High-risky Low-risky 

K-means 55.60% 48.40% 64.90% 

Fuzzy c-means 55.60% 48.40% 64.90% 

Mixture model  72.20% 81.90% 64.10% 

Table 4. Result of RSDIMU with 3 objective clusters. Row-caption presents the methods and  
Col-caption presents the entire accuracy and each objective cluster’s pureness. 

 Entire High-risky Mean-risky Low-risky 

K-means 52% 58.70% 19.60% 63.90% 

Fuzzy c-means 50.20% 66.70% 21.60% 64% 

Mixture model 55.30% 78.70% 52.90% 35% 

 
From the result, we see that the result is quite opposite to the CASS. Mixture 

model with EM shows the best effect of these three methods. In 2-clusters instance, 
Mixture model with EM gives the highest entire accuracy 72.20% and fault-prone 
pureness 81.90%. In 3-clusters instance, Mixture model with EM gives also gives the 
highest entire accuracy 55.30% and fault-prone pureness 78.70%. We also see that all 
the three clustering methods’ effects of 2-clusters are better than 3-clusters. So the 
effect of 2-clusters is better than that of 3-clusters. 

5   Conclusions and Future Work 

By analyzing the experiment results, we can conclude that one clustering method 
which does well in a dataset may not also be good at another practice dataset. Besides 
that, different numbers of objective clusters also affect the prediction precision. What 
we also find is that clustering analysis is an effective method to predict the software 
quality in the early software development stage.  

A proper clustering method will be effective to help software manager predict the 
software quality. It does not need any software fault measurement which must be 
prepared at the beginning of the test phrase. But how to select the proper method and 
what number of objective clusters are challenges. In our future work, we will focus on 
how to choose the method automatically based on new algorithms, and possible 
solution is to analyze the distribution of modules combining with cluster number 
selection criteria [9] to determine the suitable number of objective clusters. 
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Abstract. Vehicle routing problems (VRP) arise in many real-life appli-
cations within transportation and logistics. This paper considers vehicle
routing models with fuzzy travel times and its hybrid intelligent algo-
rithm. Two new types of credibility programming models including fuzzy
chance-constrained programming and fuzzy chance-constrained goal pro-
gramming are presented to model fuzzy VRP. A hybrid intelligent algo-
rithm based on fuzzy simulation and genetic algorithm is designed to
solve the proposed fuzzy VRP models. Moreover, some numerical exper-
iments are provided to demonstrate the applications of the models and
the computational efficiency of the proposed approach.

Keywords: vehicle routing problem, fuzzy travel times, fuzzy program-
ming, hybrid intelligent algorithm.

1 Introduction

Vehicle routing problems(VRP) are concerned with finding efficient routes, be-
ginning and ending at a central depot, for a fleet of vehicles to serve a number
of customers with demands for some commodity. VRP arise in many real-life
applications in the area of transportation and logistics and appear widely in the
literature. Surveys on exact algorithms and heuristic algorithms for solving VRP
may be found in Bodin et al. [6], Solomon and Desrosiers [30], Laporte [17], Liu
and Shen [26], Lau et al. [19], and Irnich et al. [15].

Practically, there are uncertain factors within VRP. Waters [34] listed vari-
ous potential uncertainties, such as demands of customers, travel times between
customers, customers to be visited, locations of customers, capacities of vehicles,
and number of vehicles available. This provides motivation to study uncertain
VRP. Bertsimas and Simchi-Levi [5] surveyed the new developments in the re-
search area of VRP under uncertainty. Gendreau et al. [12] provided a detailed
summary of the scientific literature on stochastic VRP. Golden and Yee [13] pre-
sented a chance-constrained programming(CCP) model for VRP with stochastic
demands and provided some analytic results. Stewart and Golden [31] extended
and generalized the work of Golden and Yee [13], and gave some computational
results. Dror and Trudreau [8] presented a Clarke-Wright heuristic for a CCP
model of VRP with stochastic demand. Dror et al. [9] modelled stochastic VRP

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 965–976, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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by CCP and expected value model, and discussed some mathematical properties.
Bastian and Rinnooy Kan [2] presented CCP models for various situations in
stochastic VRP. Dror [10] presented a multistage stochastic model and a Markov
decision model for stochastic VRP, and discussed some mathematical properties
of solutions. Laporte et al. [18] introduced a CCP model for VRP with stochas-
tic travel times. Liu and Lai [25] presented some multiobjective models for VRP
with stochastic demands and travel times, and designed a GA for solving the
stochastic VRP models.

Although stochastic programming has been successfully applied in VRP, many
problems require subjective judgment either due to the lack of data or due to the
extreme complexity of VRP. This fact motives us to apply fuzzy programming
to VRP in which the uncertainty is treated as fuzzy variables. Teodorovic and
Kikuchi [32] introduced a VRP model which treats all the travel times between
customers are fuzzy numbers, and the proposed model followed the principles of
the classical Clarke-Wright algorithm to develop a set of vehicle routes. Teodor-
ovic and Pavkovic [33] considered the VRP in which the demands of customers
are fuzzy, and developed a model based on the heuristic ‘sweeping’ algorithm.
Kagaya et al. [16] presented a technique of grouping trips on the basis of their
similarity in the vehicle routing and scheduling problem. The proposed approach
treats the similarity of two trips as a fuzzy relation.

This paper will present some fuzzy VRP models and its hybrid intelligent
algorithm (HIA). There is no traditional algorithm to solve the proposed model
due to its complexity. Thus we design an effective HIA to solve them. Some nu-
merical experiments are provided to demonstrate the applications of the models
and the computational efficiency of the proposed approach.

2 Assumptions and Notations

In fuzzy VRP, we assume that: (a) each vehicle has a container with a physi-
cal capacity limitation and the total loading of each vehicle cannot exceed its
capacity; (b) a vehicle will be assigned for only one route on which there may
be more than one customer; (c) a customer will be visited by one and only one
vehicle; (d) each route begins and ends at the company site (depot); (e) each
customer specifies its time window within which the delivery is permitted or
preferred to start; and (f) the travel times between customers are assumed to be
fuzzy variables.

Let us first introduce the following indices, model parameters and decision
variables.

i = 0: depot;
i = 1, 2, · · · , n: customers;
k = 1, 2, · · · , m: vehicles.
qi: the demand of customer i, i = 1, 2, · · · , n;
Qk: the physical capacity of vehicle k, k = 1, 2, · · · , m;
Dij : the distance between customers i and j, i, j = 0, 1, 2, · · · , n;
Tij : the fuzzy travel time between customers i and j, i, j = 0, 1, 2, · · · , n;
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Si: the unloading time at customer i, i = 1, 2, · · · , n;
[ai, bi]: the time window of customer i, where ai and bi are the beginning and

end of the time window, i = 1, 2, · · · , n, respectively.
To describe the operational plan, three decision variables x, y and t are in-

troduced as follows.
x = (x1, x2, · · · , xn): integer decision variables representing n customers with

1 ≤ xi ≤ n and xi �= xj for all i �= j, i, j = 1, 2, · · · , n. In other words, the
sequence {x1, x2, · · · , xn} is a rearrangement of {1, 2, · · · , n};

y = (y1, y2, · · · , ym−1): integer decision variables with y0 ≡ 0 ≤ y1 ≤ y2 ≤
· · · ≤ ym−1 ≤ n ≡ ym;

t = (t1, t2, · · · , tm): each tk represents the starting time of vehicle k at the
depot, k = 1, 2, · · · , m.

It should be noted that the operational plan can be fully determined by the
distinctive decision variables x, y and t in the following way. For each k (1 ≤
k ≤ m), vehicle k is not used if yk = yk−1; vehicle k is used (and dispatched
from the depot at time tk) if yk > yk−1. And the tour of vehicle k is

0 → xyk−1+1 → xyk−1+2 → · · ·→ xyk
→ 0. (1)

In this way, the above decision variables x, y and t ensure that: (a) each
vehicle will be used at most one time; (b) all tours begin and end at the depot;
(c) each customer will be visited by one and only one vehicle; and (d) there is
no subtour.

Let fi(x, y, t) be the arrival time function of some vehicle at customer i,
i = 1, 2, · · · , n. It will be seen that fi(x, y, t)(i = 1, 2, · · · , n) are determined
by the decision variables x, y and t, and are related to fuzzy travel times Tij ,
i, j = 0, 1, 2, · · · , n. Since unloading can start either immediately, or later, when
a vehicle arrives at a customer, the calculation of fi(x, y, t) is heavily dependent
on the operational strategy. Here we assume that the customer does not permit
a delivery earlier than the time window. That is, the vehicle will wait to unload
until the beginning of the time window if it arrives before the time window
starts. If a vehicle arrives at a customer after the beginning of the time window,
unloading will start immediately. For each k with 1 ≤ k ≤ m, if vehicle k is used
(i.e., yk > yk−1), then we have

fxyk−1+1(x, y, t) = tk + T0xyk−1+1 (2)

and

fxyk−1+j (x, y, t)=fxyk−1+j−1(x, y, t)∨axyk−1+j−1+Sxyk−1+j−1+Txyk−1+j−1xyk−1+j

(3)
for 2 ≤ j ≤ yk − yk−1, where ∨ denotes the maximum operator. It follows from
the fuzziness of travel times Tij ’s that the arrival times fi(x, y, t), i = 1, 2, · · · , n
are fuzzy variables fully determined by (2) and (3).

Let g(x, y) be the total distance travelled of all vehicles, then we have

g(x, y) =
m∑

k=1

gk(x, y) (4)
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where

gk(x, y) =

⎧⎨⎩D0xyk−1+1 +
yk−1∑

j=yk−1+1

Dxjxj+1 + Dxyk
0, if yk > yk−1

0, if yk = yk−1

(5)

for k = 1, 2, · · · , m.

3 Fuzzy CCP and CCGP Models

CCP was developed by Charnes and Cooper [7] as a powerful means of han-
dling randomness by specifying a confidence level at which it is desired that the
stochastic constraint holds. Liu [22], and Liu and Iwamura [20][21] proposed a
series of fuzzy CCP models. In this section, we employ fuzzy CCP to VRP. The
CCP models presume that the decision makers will be allowed to consider the
fuzzy objectives and constraints in terms of their attainment of the possibility
measure in a fuzzy environment.

In fuzzy VRP, we hope that the total amount of demands in a route cannot
exceed the capacity of the associated vehicle. Thus we have a capacity constraint,

yk∑
j=yk−1+1

qxj ≤ Qk, k = 1, 2, · · · , m. (6)

For each i, we also hope that each customer i is visited within its time window
[ai, bi] with a confidence level βi. Then we have the following chance constraints,

Cr {ai ≤ fi(x, y, t) ≤ bi} ≥ βi, i = 1, 2, · · · , n (7)

where Cr {ai ≤ fi(x, y, t) ≤ bi} represents the credibility measure ([23][24][28])
to what degree the ith customer is visited by some vehicle within the given
time window. Note that fi(x, y, t) defined in (2) and (3) are fuzzy variables for
i = 1, 2, · · · , n.

If we want to minimize the total distance travelled of all vehicles subject to
constraints (6) and (7), then we have the following CCP model,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min g(x, y)
subject to:

Cr {ai ≤ fi(x, y, t) ≤ bi} ≥ βi, i = 1, 2, · · · , n
1 ≤ xi ≤ n, i = 1, 2, · · · , n
xi �= xj , i �= j, i, j = 1, 2, · · · , n
0 ≤ y1 ≤ y2 ≤ · · · ≤ ym−1 ≤ n

yk∑
j=yk−1+1

qxj ≤ Qk, k = 1, 2, · · · , m
xi, yj , i = 1, 2, · · · , n, j = 1, 2, · · · , m− 1, integers.

(8)

Sometimes, management goals have the following priority structure set by the
decision-maker:
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Priority 1: Each customer i should be visited within its time window [ai, bi]
with a confidence level βi. We thus have the following goal constraints,

Cr
{
fi(x, y, t)− bi ≤ d+

i

} ≥ βi, i = 1, 2, · · · , n
Cr

{
ai − fi(x, y, t) ≤ d−i

} ≥ βi, i = 1, 2, · · · , n (9)

in which
∑n

i=1

(
d+

i + d−i
)

should be minimized.
Priority 2: We should minimize the total distance travelled of all vehicles, so

that we have
g(x, y) + d−n+1 − d+

n+1 = 0 (10)

in which d+
n+1 will be minimized.

We thus have the following chance-constrained goal programming (CCGP)
model for fuzzy VRP,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

lexmin
{

n∑
i=1

(d+
i + d−i ), d+

n+1

}
subject to:

Cr
{
fi(x, y, t)− bi ≤ d+

i

} ≥ βi, i = 1, 2, · · · , n
Cr

{
ai − fi(x, y, t) ≤ d−i

} ≥ βi, i = 1, 2, · · · , n
g(x, y) + d−n+1 − d+

n+1 = 0
1 ≤ xi ≤ n, i = 1, 2, · · · , n
xi �= xj , i �= j, i, j = 1, 2, · · · , n
0 ≤ y1 ≤ y2 ≤ · · · ≤ ym−1 ≤ n

yk∑
j=yk−1+1

qxj ≤ Qk, k = 1, 2, · · · , m
xi, yj, i = 1, 2, · · · , n, j = 1, 2, · · · , m− 1, integers

(11)

where lexmin represents lexicographically minimizing the objective vector.

4 A Hybrid Intelligent Algorithm

Intelligent algorithm (IA) have demonstrated considerable success in providing
good solutions to many complex optimization problems. They have received
growing attention over the past three decades, have been well documented in
the literature, such as GA in Michalewicz [27], and have been applied to a wide
variety of optimization problems. In particular, the readers may consult Liu [23]
in which numerous GAs have been suggested for use in solving uncertain pro-
gramming models. Potvin [29] presented a competitive neural network model
and a GA to improve the initialization and construction phase of a parallel in-
sertion heuristic for the VRP with time windows. Filipec [11] proposed a GA in
conjunction with handy heuristic techniques to solve the non-fixed destination
multiple depot capacitated VRP. Liu and Lai [25] designed a GA to solve the
VRP with stochastic demands and travel times. Baker and Ayechew [1] considers



970 J. Peng, G. Shang, and H. Liu

the application of a GA to the basic VRP, in which customers of known demand
are supplied from a single depot. Bell [3] applies the meta-heuristic method of
ant colony optimization (ACO) to an established set of VRP. Ho and Haugland
[14] propose a solution method based on tabu search for solving the VRP with
time windows and split deliveries without imposing any restrictions on the split
delivery options.

In this section we design a HIA based on GA and fuzzy simulation (FS) to
solve the fuzzy VRP as follows.

Representation Structure: We represent an operational plan by the chromo-
some V = (x, y, t), where the genes x, y, t are the same as the decision variables.
Without loss of generality, we also assume that the time window at the depot is
[a, b]. This means that the gene t will be restricted in the hypercube [a, b]m.

Recall that there exists one to one correspondence between a distinctive deci-
sion variable or chromosome (x, y, t) and the real operational plan in the way men-
tioned in Section 2. In the following genetic operations, the crossover operation of
two chromosomes means that two new operational plans (offsprings) are produced
from the two old operational plans (parents). Similarly, the mutation operation of
one chromosome means that a new operational plan (offspring) is produced from
the old operational plan (parent). Keeping these in mind, we can understand the
genetic operations much more visually and describe a simple and convenient GA.

Initialization: Initialize pop size chromosomes in which fuzzy simulations may
be employed to check the feasibility. We define an integer pop size as the number
of chromosomes and initialize pop size chromosomes randomly. For gene x, we
define a sequence {x1, x2, · · · , xn} of n customers with xi = i, i = 1, 2, · · · , n.
We repeat the following process from j = 1 to n: generating a random position
n′ between j and n, and exchanging the values of xj and xn′ . It is clear that
{x1, x2, · · · , xn} is just a random rearrangement of {1, 2, · · · , n}. Then we obtain
a gene x = (x1, x2, · · · , xn). For each i with 1 ≤ i ≤ m−1, we set yi as a random
integer between 0 and n. Then we rearrange the sequence {y1, y2, · · · , ym−1} from
small to large. We thus have a gene y = (y1, y2, · · · , ym−1). Finally, for each i
with 1 ≤ i ≤ m, we set ti as a random number on the time window [a, b]. Then
we get a gene t = (t1, t2, · · · , tm). If the generated chromosome V = (x, y, t) is
proven to be feasible by fuzzy simulation (please consult the book [23]), then
it is accepted as a chromosome; otherwise we repeat the above process until a
feasible chromosome is obtained. We may generate pop size initial chromosomes
V1, V2, · · · , Vpop size by repeating the above process pop size times.

Crossover Operation: Let us illustrate the crossover operator on each pair of
two old operational plans by (V ′

1 , V ′
2). We denote V ′

i = (xi, yi, ti) with i = 1, 2,
respectively. First, we generate a random number c from the open interval (0, 1)
and define

t′1 = c · t1 + (1− c) · t2, t′2 = (1− c) · t1 + c · t2.
The two children V ′′

1 and V ′′
2 are produced by the crossover operation as follows:

V ′′
1 = (x1, y2, t

′
1) and V ′′

2 = (x2, y1, t
′
2). We note that the two children are not



A Hybrid Intelligent Algorithm for Vehicle Routing Models 971

necessarily feasible, thus we must check the feasibility of each child (here fuzzy
simulation may be used) and can replace the parents only with feasible children.

Mutation Operation: For each selected parent, denoted by V = (x, y, t), it
is mutated in the following way. For the gene x, we randomly generate two
mutation positions n1 and n2 between 1 and n, and rearrange the sequence
{xn1 , xn1+1, · · · , xn2} at random to form a new sequence {x′

n1
, x′

n1+1, · · · , x′
n2
};

thus we obtain a new gene

x′ = (x1, · · · , xn1−1, x
′
n1

, x′
n1+1, · · · , x′

n2
, xn2+1, · · · , xn).

Similarly, for gene y, we generate two random mutation positions n1 and n2

between 1 and m− 1, and set yi as a random integer number y′
i between 0 and

n for i = n1, n1 + 1, · · · , n2. We then rearrange the sequence

{y1, · · · , yn1−1, y
′
n1

, y′
n1+1, · · · , y′

n2
, yn2+1, · · · , ym−1}

from small to large and obtain a new gene y′. For the gene t, we choose a muta-
tion direction d in �m randomly, if t + M · d is not in the time window [a, b]m,
then we set M as a random number between 0 and M until it is in [a, b]m, where
M is a predetermined step length. If the above process cannot yield a gene t in
[a, b]m in a predetermined number of iterations, then we set M = 0. We replace
the parent gene t with its child t′ = t + M · d. Finally, we replace the parent V
with the offspring V ′ = (x′, y′, t′) if it is proven to be feasible by fuzzy simula-
tion. If it is not feasible, then we repeat the above process.
Computation of Objective Values: Calculate the objective values for all
chromosomes using fuzzy simulations.
Evaluation Function: According to the calculated objective values for all chro-
mosomes V1, V2, · · · , Vpop size by fuzzy simulations, we rearrange these chromo-
somes from good to bad. Here, we adopt the following rank-based evaluation
function,

Eval(Vi) = a(1− a)i−1, i = 1, 2, · · · , pop size (12)

where parameter a ∈ (0, 1), i = 1 means the best individual, and i = pop size
the worst individual.
Selection Process: The selection method is based on spinning the roulette
wheel pop size times. We select a single chromosome for a new population each
time until pop size copies of chromosomes are finally obtained.
GA Procedure: Following crossover, mutation, evaluation, and selection, the
new population is ready for its next evaluation. The GA will terminate after
a given number of cyclic repetitions of the above steps and output the best
chromosome as the optimal operational plan of vehicles.

With the techniques mentioned as above, the designed HIA for solving fuzzy
VRP can be stated as follows.

Step 1. Input the GA parameters: population size pop size, crossover probabil-
ity Pc, mutation probability Pm, the parameter in the rank-based evaluation
function a.
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Step 2. Initialize pop size chromosomes (operational plans), and check their
feasibility by fuzzy simulations.

Step 3. Update the chromosomes by crossover and mutation operations, where
the feasibility of the offspring must be calculated by fuzzy simulations.

Step 4. Compute the objective values for all chromosomes by fuzzy simulations.
Step 5. Calculate the fitness of each chromosomes according to the objective

values.
Step 6. Select the chromosomes by spinning the roulette wheel.
Step 7. Repeat the third to sixth steps for a given number of cycles.
Step 8. Report the best chromosome as the optimal operational plan.

5 Application and Computational Experiment

The computer code for the HIA to the fuzzy chance-constrained programming
model of the fuzzy VRP has been written in C language. In order to illustrate
the effectiveness of the HIA, we now give a numerical example performed on
a personal computer with the following parameters: the population size is 200,
the probability of crossover Pc is 0.3, the probability of mutation Pm is 0.6,
the parameter a in the rank-based evaluation function is 0.05. GAs are often
criticized because of the setting of these parameters. Fortunately, GAs are very
robust in the setting of parameters.

Example: Now we consider a VRP in which there are 20 customers labelled
“1, 2, · · · , 20” in a company and one depot labelled “0”. We assume that the travel
times between customers are all triangular fuzzy numbers. The time windows
and demands of customers are shown in Table 1. The travel time and distance
matrixes for the depot and customers are listed in Tables 2 and 3, respectively.

We also assume that the unloading times (Si, i = 1, 2, · · · , 20) at the 20 loca-
tions are 20, 10, 15, 10, 13, 18, 20, 12, 15, 16, 18, 20, 15, 16, 20, 15, 12, 14, 10,
18, and the capacities (Qk, k = 1, 2, 3, 4) of the four vehicles are 800, 850, 900,
1000, respectively.

If we assign a confidence level of 0.9 at which all customers are visited within
their time windows, and want to minimize the total distance travelled of all
vehicles, then we have the following CCP model,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min g(x, y)
subject to:

Cr {ai ≤ fi(x, y, t) ≤ bi, i = 1, 2, · · · , 20} ≥ 0.90
1 ≤ xi ≤ 20, i = 1, 2, · · · , 20
xi �= xj , i �= j, i, j = 1, 2, · · · , 20
0 ≤ y1 ≤ y2 ≤ y3 ≤ 20

yk∑
j=yk−1+1

qxj ≤ Qk, k = 1, 2, 3, 4

xi, yj , i = 1, 2, · · · , 20, j = 1, 2, 3, integers
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Table 1. Time Windows and Demands

Customers Time Windows [a, b] Demands
1 [08 : 00, 15 : 20] 200
2 [08 : 20, 14 : 30] 100
3 [08 : 40, 14 : 40] 140
4 [08 : 20, 14 : 30] 160
5 [08 : 00, 15 : 20] 200
6 [08 : 00, 14 : 20] 60
7 [08 : 30, 14 : 00] 200
8 [08 : 00, 15 : 30] 135
9 [08 : 00, 15 : 50] 160
10 [08 : 30, 14 : 20] 165
11 [08 : 40, 13 : 20] 140
12 [08 : 10, 14 : 20] 100
13 [08 : 00, 15 : 20] 200
14 [08 : 20, 15 : 30] 80
15 [08 : 20, 15 : 00] 60
16 [08 : 20, 14 : 30] 200
17 [08 : 00, 14 : 10] 90
18 [08 : 00, 15 : 20] 200
19 [08 : 30, 15 : 00] 90
20 [08 : 30, 15 : 20] 100

Table 2. Travel Time Matrix

LCTs 0 1 2 3 4 5 6 7 8 9
1 (25,50,75)
2 (5,10,15) (20,40,60)
3 (25,50,75) (5,10,15) (20,40,60)
4 (7,15,23) (25,50,75) (7,15,23) (22,45,68)
5 (25,50,75) (17,35,53) (17,35,53) (15,30,45) (17,35,53)
6 (25,50,75) (7,15,23) (20,40,60) (2,5,8) (22,45,68) (15,30,45)
7 (12,25,38) (20,40,60) (15,30,45) (17,35,53) (7,15,23) (12,25,38) (17,35,53)
8 (7,15,23) (20,40,60) (5,10,15) (22,45,68) (10,20,30) (17,35,53) (20,40,60) (17,35,53)
9 (25,50,75) (7,15,23) (22,45,68) (5,10,15) (22,45,68) (15,30,45) (5,10,15) (20,40,60) (20,40,60)
10 (10,20,30) (22,45,68) (12,25,38) (22,45,68) (7,15,23) (15,30,45) (20,40,60) (5,10,15) (12,25,38) (22,45,68)
11 (25,50,75) (5,10,15) (17,35,53) (15,30,45) (17,35,53) (5,10,15) (15,30,45) (5,10,15) (17,35,53) (17,35,53)
12 (27,55,83) (17,35,53) (17,35,53) (15,30,45) (17,35,53) (2,5,8) (15,30,45) (7,15,23) (17,35,53) (17,35,53)
13 (5,10,15) (20,40,60) (5,10,15) (20,40,60) (7,15,23) (15,30,45) (17,35,53) (17,35,53) (5,10,15) (20,40,60)
14 (25,50,75) (5,10,15) (20,40,60) (2,5,8) (22,45,68) (15,30,45) (2,5,8) (17,35,53) (17,35,53) (5,10,15)
15 (22,45,68) (5,10,15) (20,40,60) (5,10,15) (22,45,68) (15,30,45) (5,10,15) (17,35,53) (17,35,53) (2,5,8)
16 (7,15,23) (22,45,68) (7,15,23) (22,45,68) (10,20,30) (15,30,45) (22,45,68) (17,35,53) (10,20,30) (22,45,68)
17 (15,30,45) (20,40,60) (12,25,38) (20,40,60) (10,20,30) (12,25,38) (17,35,53) (2,5,8) (12,25,38) (20,40,60)
18 (25,50,75) (5,10,15) (22,45,68) (5,10,15) (25,50,75) (15,30,45) (7,15,23) (17,35,53) (20,40,60) (7,15,23)
19 (15,30,45) (20,40,60) (12,25,38) (20,40,60) (10,20,30) (12,25,38) (17,35,53) (2,5,8) (12,25,38) (20,40,60)
20 (12,25,38) (20,40,60) (12,25,38) (22,45,68) (10,20,30) (15,30,45) (20,40,60) (5,10,15) (12,25,38) (22,45,68)

LCTs 10 11 12 13 14 15 16 17 18 19
11 (15,30,45)
12 (12,25,38) (7,15,23)
13 (20,40,60) (17,35,53) (17,35,53)
14 (20,40,60) (15,30,45) (15,30,45) (20,40,60)
15 (20,40,60) (15,30,45) (20,40,60) (20,40,60) (2,5,8)
16 (15,30,45) (17,35,53) (7,15,23) (7,15,23) (22,45,68) (22,45,68)
17 (5,10,15) (12,25,38) (12,25,38) (12,25,38) (17,35,53) (17,35,53) (12,25,38)
18 (20,40,60) (15,30,45) (20,40,60) (20,40,60) (7,15,23) (7,15,23) (20,40,60) (20,40,60)
19 (5,10,15) (12,25,38) (12,25,38) (12,25,38) (17,35,53) (17,35,53) (12,25,38) (2,5,8) (20,40,60)
20 (5,10,15) (15,30,45) (10,20,30) (10,20,30) (20,40,60) (20,40,60) (20,40,60) (5,10,15) (22,45,68) (5,10,15)

A run of the proposed algorithm (5000 cycles in fuzzy simulation, 1000 gen-
erations in GA) shows that the best operational plan is:

Vehicle 1: depot→ 9 → 15 → 14 → 6 → 18 → 3 →depot, starting time: 8:01;
Vehicle 2: depot→ 1 → 11 → 5 → 12 → 16 →depot, starting time: 8:12;
Vehicle 3: depot→ 2 → 8 → 13 → 4 →depot, starting time: 8:22;
Vehicle 4: depot→ 7 → 17 → 19 → 20 → 10 →depot, starting time: 8:18.

The total distance travelled by the four vehicles is 720. Furthermore, when the
obtained operational plan is performed, we have
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Table 3. Travel Distance Matrix

Locations 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
1 90
2 20 70
3 80 30 60
4 30 90 25 75
5 85 65 55 70 75
6 95 25 70 15 85 60
7 45 70 65 75 35 45 65
8 35 80 20 85 40 65 70 65
9 80 35 85 20 75 60 20 90 70
10 45 85 45 85 25 60 80 20 35 85
11 90 20 65 60 65 20 65 20 75 75 60
12 95 65 65 70 55 15 60 25 65 65 45 35
13 20 80 20 80 25 60 75 75 20 80 80 75 75
14 95 20 80 15 85 60 15 75 75 20 80 60 60 80
15 85 20 80 20 85 60 20 65 75 10 80 60 80 80 15
16 25 85 25 85 40 60 75 75 40 85 60 65 30 25 85 85
17 60 80 55 80 40 45 65 15 45 80 20 45 45 45 65 65 45
18 90 20 85 20 95 60 25 75 80 25 80 60 80 80 25 25 80 80
19 60 70 45 80 40 55 65 15 45 80 20 45 45 45 65 75 45 15 80
20 55 80 45 85 40 60 80 20 45 85 20 60 40 40 80 80 80 20 85 20

Cr {ai ≤ fi(x∗, y∗, t∗) ≤ bi, i = 1, 2, · · · , 20} = 0.90.

The time complexity of this type of problem is the sum of the time spent
for the fuzzy simulation and the time spent for the GA, where the computation
time for the fuzzy simulation is exactly proportional to the number of sampling
points of fuzzy VRP.

6 Conclusion

In this paper we contributed to the VRP research area in the following three
aspects: (i) we presented two new types of fuzzy vehicle routing models; (ii) we
designed an effective HIA for solving the fuzzy vehicle routing models; and (iii)
numerical example is provided to illustrated the HIA application to VRP with
fuzzy travel times. We also note that the proposed modelling idea is applicable
to the case of fuzzy demands, fuzzy locations and fuzzy capacities. The applied
strategies of fuzzy VRP are helpful to deal with more complicated vehicle routing
problems in uncertain environment. The cross combination of fuzzy VRP and
stochastic VRP can be considered in the future.
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Abstract. An ant colony optimization algorithm is designed to solve
continuous optimization models. Based on this algorithm, a hybrid intel-
ligent algorithm combined with fuzzy simulation and neural network is
introduced for solving fuzzy chance constrained models. Several numer-
ical examples are given to show the algorithms effective. As an applica-
tion, a fuzzy inventory model is established and solved with the hybrid
intelligent algorithm.

1 Introduction

Dorigo [1] started the study and applications of ant colony optimization algo-
rithm (ACOA) in the early nineties last century. In ACOA, the computational
resources are allocated to a set of relatively simple agents (artificial ants) that ex-
ploit pheromone communication. ACOA and its improved versions have demon-
strated considerable success in providing optimal solutions to many complex
optimization problems and received more and more attentions during the past
decade such as [2] [3] [4].

As we have seen, heuristic approaches are effective in finding solutions of
uncertain programming. Liu and Iwamura [5] and Liu [6] integrated fuzzy sim-
ulation, neural network(NN), and genetic algorithm(GA) to produce a hybrid
intelligent algorithm for solving many kinds of uncertain programming including
fuzzy chance constrained programming. In this paper, we design an ant colony
optimization algorithm for solving continuous optimization problems. Based on
this algorithm, we present a hybrid intelligent algorithm combined fuzzy simu-
lation and neural network for solving fuzzy chance constrained models.

2 Ant Colony Optimization Algorithm

Consider the following optimization problem⎧⎨⎩
min f(x1, x2, · · · , xn)
subject to:

g(x1, x2, · · · , xn) ≤ 0
(1)
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where x1, x2, · · · , xn are decision variables which are in the feasible set of con-
straints Ω = {(x1, x2, · · · , xn) ∈ IRn | g(x1, x2, · · · , xn) ≤ 0}. Without loss of
generality, we let Ω is included in a hypercube L = {(x1, x2, · · · , xn) ∈ IRn |
ai ≤ bi, i = 1, 2, · · · , n}. Suppose that the intervals [ai, bi] are averagely di-
vided into ri subintervals, where ri are positive integers, i = 1, 2, · · · , n. These
subintervals are associated to pheromone trails τ .

Given a fixed point a ∈ IR (called start point) not in L, set a0 = b0 = a,
r0 = 1. Connect a with all subintervals of [a1, b1], and connect each subinterval
of [ai, bi] with all subintervals of [ai+1, bi+1], i = 1, 2, · · · , n − 1. Artificial ants
build candidate solutions by movement on these connections. The procedures
are described as follows.

(1) Initialization Process: Randomly generate a feasible solution s′ and set
ŝ = s′. For each ant, set τi,j(0) = τ0, j = 1, 2, · · · , ri, i = 1, 2, · · · , n, where τ0 is
a parameter, and 0 < τmin ≤ τ0 < +∞ for some fixed parameter τmin.

(2) Ant Movement: At each step i after building the sequence 〈x1, x2, · · · , xi−1〉,
select the next subinterval of [ai, bi] in probability following

pi,j =
τi,j(t)

ri∑
k=1

τi,k(t)
. (2)

Randomly produce a point v from the chosen subinterval, and mutate this point
to xi so that it is still in the interval [ai, bi]. The mutation is made as follows:
given a number M > 0, randomly produce a direction γ; choose M ′ < M such
that xi = v + γM ′ ∈ [ai, bi]. If the new sequence is infeasible, then the ant is
dropped and its movement is terminated.

(3) Pheromone Update: At each moment t, let ŝ = (x1, x2, · · · , xn) be the best
feasible solution found so far. Reinforce the pheromone trails on subintervals in
which corresponding coordinates of ŝ are, and evaporate the pheromone trails
on others:

τij(t) =

⎧⎪⎨⎪⎩
(1− ρ)τi,j(t− 1) + ρg(ŝ), if xi is in the jth subinterval

of [ai, bi],

(1− ρ)τi,j(t− 1), otherwise,

(3)

where ρ, 0 < ρ < 1 is the evaporation rate, and g(s), 0 < g(s) < +∞ is a
function with that g(s) ≥ g(s′) if f(s) < f(s′).

3 Fuzzy Chance-Constrained Programming

We first recall some concepts in fuzzy environment [6]. Let Θ be a nonempty set,
and P(Θ) the power set of Θ. A function Pos : P(Θ) → IR is called a possibility
measure if (i) Pos{Θ} = 1, (ii) Pos{∅} = 0, (iii) Pos{∪iAi} = supi Pos{Ai}
for any collection {Ai} in P(Θ). Then the triplet (Θ,P(Θ),Pos) is called a
possibility space. The credibility measure (Liu and Liu [7]) of an element A in
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P(Θ) is defined by Cr{A} = 1
2 (Pos{A} + 1 − Pos{Ac}). A fuzzy variable ξ is

defined as a function from a possibility space (Θ,P(Θ),Pos) to the set of real
numbers IR. The membership function of a fuzzy variable ξ is derived from the
possibility measure Pos by μ(x) = Pos{θ ∈ Θ | ξ(θ) = x}, for x ∈ IR.

Fuzzy Chance-Constrained Programming(CCP) are studied such as in Liu
and Iwamura [5] and Liu [6]. When the optimistic return is maximized, a general
single-objective fuzzy CCP may be formulated as⎧⎪⎪⎨⎪⎪⎩

max f
subject to:

Cr{f(x, ξ) ≥ f} ≥ β
Cr{gj(x, ξ) ≤ 0, j = 1, 2, · · · , p} ≥ α

(4)

where α and β are the predetermined confidence levels, x is a decision vector, ξ
is a fuzzy vector, f(x, ξ) is the return function, and gj(x, ξ) are fuzzy constraint
functions for j = 1, 2, · · · , p. Liu and Iwamura [5] and Liu [6] integrated fuzzy
simulation, neural network(NN), and genetic algorithm(GA) to produce a hybrid
intelligent algorithm for solving fuzzy CCP, which was illustrated to be effective
with several numerical examples.

Now, we will present an ant colony optimization-based hybrid intelligent al-
gorithm for solving fuzzy CCP, which are introduced as following section.

4 Hybrid Intelligent Algorithm

In order to solve the fuzzy CCP (4), we embed the fuzzy simulation and neural
network(NN), which would be referred to [6] for detail, into ant colony optimiza-
tion algorithm to form a hybrid intelligent algorithm.

Algorithm: (Hybrid Intelligent Algorithm)

Step 1. Generate training input-output data for uncertain functions like

U1 : x→ max{f | Cr{f(x, ξ) ≥ f} ≥ β} (5)

U2 : x→ Cr{gj(x, ξ) ≤ 0, j = 1, 2, · · · , p} (6)

by fuzzy simulations.
Step 2. Train a neural network to approximate the uncertain functions by

the generated training data.
Step 3. Partition the region which contains the optimal solution.
Step 4. Initialize all pheromone trails with the same amount of pheromone

and randomly generate a solution whose feasibility may be checked
by the trained neural network.

Step 5. Ant movement according to the pheromone trails to produce so-
lution whose feasibility may be checked by the trained neural net-
work.

Step 6. Repeat the fifth step for a given number of ants.
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Step 7. Pheromone update according to the best feasible solution in the
current algorithm iteration.

Step 8. Repeat the fifth to seventh steps for a given number of cycles or
a terminate criterion.

Step 9. Report the best solution as the optimal solution.

5 Numerical Examples

In the following examples, the evaporation rate ρ and the probability of mutation
pm are chosen by several experiments.

Example 1. Consider the following fuzzy CCP,⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

max f

subject to:

Cr{ln |x1 + ξ1|+ ln |x2 + ξ2|+ ln |x3 + ξ3| ≥ f} ≥ 0.95
Cr{(x1 − ξ1)2 + (x2 − ξ2)2 + (x3 − ξ3)2 ≤ 25} ≥ 0.90
0 ≤ x1, x2, x3 ≤ 6

(7)

where ξ1, ξ2, and ξ3 are triangular fuzzy variables (−1, 0, 2), (0, 1.5, 2.5), and
(1, 2, 3), respectively. Let us first generate input-output data for the uncertain
functions

U1 : x→ max{f | Cr{ln |x1 + ξ1|+ ln |x2 + ξ2|+ ln |x3 + ξ3| ≥ f} ≥ 0.95} (8)

U2 : x→ Cr{(x1 − ξ1)2 + (x2 − ξ2)2 + (x3 − ξ3)2 ≤ 25} (9)

by fuzzy simulations. Then we train an NN (3 input neurons, 15 hidden neurons,
2 output neurons) to approximate the functions U1(x), U2(x). We averagely di-
vide the interval [0, 6] to 10 subintervals. Now the hybrid intelligent algorithm
(6000 cycles in simulation, 2000 data in NN, 50 ants, 200 generations) is employed
with the evaporation rate ρ = 0.6 and the probability of mutation pm = 0.4 to
show that the optimal solution is x∗ = (3.4634, 2.6106, 3.1366), whose objective
value is 3.6542.

Table 1 shows that parameters ρ and pm less effect the objective value but
generation numbers.

Example 2. Consider the following fuzzy chance-constrained goal programming,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

lexmin{d−1 , d−2 , d−3 }
subject to:

Cr{0.7− | sin(ξ1 − x1)| ≤ d−1 } ≥ 0.90
Cr{0.6− | sin(ξ1 + ξ2 − x1 − x2)| ≤ d−2 } ≥ 0.85
Cr{0.75− | sin(ξ2 + ξ3 − x2 − x3)| ≤ d−3 } ≥ 0.80
x2

1 + x2
2 + x2

3 ≤ 25
x1, x2, x3, d

−
1 , d−2 , d−3 ≥ 0

(10)
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Table 1. Several experiment results

ρ pm generation numbers objective values

0.2 0.8 1308 3.6517

0.2 0.7 1287 3.6535

0.3 0.6 959 3.6535

0.5 0.6 959 3.6535

0.5 0.5 703 3.6533

0.6 0.4 182 3.6542

0.8 0.2 299 3.6417

0.2 0.3 602 3.6534

0.5 0.3 602 3.6534

0.5 0.2 1324 3.6534

where ξ1, ξ2 and ξ3 are triangular fuzzy variables (0, 1, 2), (−2,−1, 0), and
(1, 2, 3), respectively. The d−i is the optimistic negative deviation from the target
of goal i, defined as

d−1 = min{d ∨ 0 | Cr{0.7− | sin(ξ1 − x1)| ≤ d} ≥ 0.90}, (11)

d−2 = min{d ∨ 0 | Cr{0.6− | sin(ξ1 + ξ2 − x1 − x2)| ≤ d} ≥ 0.85}, (12)

d−3 = min{d ∨ 0 | Cr{0.75− | sin(ξ2 + ξ3 − x2 − x3)| ≤ d} ≥ 0.80} . (13)

It is easy to know that the feasible set is contained in the following hypercube
L = {(x1, x2, x3) | 0 ≤ x1 ≤ 5, 0 ≤ x2 ≤ 5, 0 ≤ x3 ≤ 5}. Let us first generate
input-output data for the uncertain functions

U1 : x→ max{d | Cr{| sin(ξ1 − x1)| ≥ d} ≥ 0.90}, (14)

U2 : x→ max{d | Cr{| sin(ξ1 + ξ2 − x1 − x2)| ≥ d} ≥ 0.85}, (15)

U3 : x→ max{d | Cr{| sin(ξ2 + ξ3 − x2 − x3)| ≥ d} ≥ 0.80} (16)

by fuzzy simulations. Then we train an NN (3 input neurons, 15 hidden neurons,
3 output neurons) to approximate the functions U1(x), U2(x), U3(x). Note that

d−1 = [0.7− U1(x)] ∨ 0, d−2 = [0.6− U2(x)] ∨ 0, d−3 = [0.75− U3(x)] ∨ 0 . (17)

We averagely divide the interval [0, 5] to 10 subintervals. Now the hybrid intel-
ligent algorithm (6000 cycles in simulation, 2000 data in NN, 50 ants, 400 genera-
tions) is employed with the evaporation rate ρ = 0.2 and the probability of muta-
tion pm = 0.2 to show that the optimal solution is x∗ = (0.0088, 2.3504, 0.7164),
which satisfies the first two goals, but the third objective value is 0.0447.
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6 Inventory Model with Fuzzy Demands

Inventory problem is classic in management. Due to the complexity of social
society, many factors in management behave uncertainty such as fuzzy variables.
Researchers then presented some fuzzy inventory models, for example, inventory
models with fuzzy demands [8], fuzzy production quantity [9], fuzzy holding
cost [10], and so on.

We in this section establish a new fuzzy inventory model. First present some
parameters as follows: x represents order quantity per block; y represents reorder
point; ξ represents fuzzy demands per year; η represents fuzzy demands per day
at a cycle; ζ represents fuzzy time between order and delivery (unite: day); c1
represents order cost per block; c2 represents holding cost per item at a year;
c3 represents penalty cost per item out of stock per day; T represents total
inventory cost per year.

Total inventory cost per year is the sum of yearly order cost, yearly holding
cost, and yearly penalty cost. Then T = c1

ξ
x + c2Q1 + c3

ξ
xQ2, where Q1 =

y+ x
2 −ηζ, and Q2 = ηζ−y if y < ηζ, 0 if y ≥ ηζ. We will consider the following

fuzzy CCP model if we want to minimize the α-pessimistic cost⎧⎪⎪⎪⎨⎪⎪⎪⎩
minT

subject to:

Cr{T ≤ T} ≥ α

x > 0, y > 0

(18)

where T is the α-pessimistic cost.
Suppose that c1 = 100, c2 = 150, c3 = 30, α = 0.90 and ξ, η, ζ are trapezoidal

fuzzy variable (440, 450, 470, 480), trapezoidal fuzzy variable (1, 1.5, 2, 3), triangle
fuzzy variable (9, 10, 11), respectively.

We can let the feasible set be contained in the hypercube L = {(x, y) | 0 <
x ≤ 100, 0 < y ≤ 50}. Let us first approximate the uncertain function U :
(x, y) → min{T | Cr{T ≤ T} ≥ 0.90} by fuzzy simulation. Then the solution of
problem (18) can be approximated by the following problem⎧⎪⎨⎪⎩

minU(x, y)
subject to:

0 < x ≤ 100, 0 < y ≤ 50 .

(19)

Divide averagely the interval [0, 100] to 10 subintervals, and [0, 50] to 5 subin-
tervals. Now the ant colony optimization algorithm (50 ants, 500 generations)
is employed with the evaporation rate ρ = 0.2 and the probability of muta-
tion pm = 0.3 to show that the optimal solution is x = 31.4673, y = 23.4291,
whose objective value is 5792.43. This means that when the amount of inventory
items is 23.4291, it is required to order items 31.4673 so that yearly total cost is
minimum.
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7 Conclusions

Based on ant colony optimization algorithm, we designed a hybrid intelligent
algorithm mixed fuzzy simulation and neural network for solving fuzzy chance
constrained programming. Then we gave some numerical examples to illustrate
the efficiency of the algorithms. Several experiments showed that the algorithm is
stable with regard to main parameters. As an application, finally we established
a fuzzy inventory model and solved it with the hybrid intelligent algorithm.
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Abstract. This paper is devoted to the construction of infinite dimen-
sional product possibility space as well as its applications in theory of
fuzzy processes. First, the countably infinite dimensional product ample
field, and the extension of countably many product possibility measures
based on a continuous triangular norm are discussed. Then the results
are generalized to the case of uncountably many factors. Finally, the
obtained results about the product possibility space is applied to the
construction of a fuzzy vector, a sequence of fuzzy variables and a fuzzy
process.

1 Introduction

Since the pioneering work of Zadeh [17], possibility theory has been studied
by a number of researchers such as Dubois and Prade [1], Klir [3], Janssen et
al. [12], Nahmias [13], Wang [14], Wang and Klir [15], and Yager [16]. It is based
on two nonadditive set functions, possibility and necessity measures, and may
be characterized in terms of either of two measures. Although possibility and
necessity measures have been widely used, the two set functions are inherently
possessed of some shortcomings as they are employed to measure a fuzzy event.
For instance, a fuzzy event may fail to occur even through its possibility is 1, and
occur even through its necessity is 0. In addition, the two set functions have no
self-duality property. However, a self-dual measure is required in both theory and
practice. For this purpose, Liu and Liu [8] presented the concept of credibility
measure via possibility and necessity measures. Moreover, an axiomatic approach
based on credibility measure, called credibility theory, was developed [6]. In
credibility theory, four axioms are required to define the possibility, the first
three were given by Nahmias [13] to define a possibility measure, while the fourth
one was given by Liu [4] to define the product possibility measure. Credibility
theory provides the theoretical foundation for optimization under possibilistic
uncertainty [5,9]. The reader who is interested in the recent development of
credibility theory and its various applications may refer to [7,10]. The objective
of this paper is to discuss the construction of the infinite dimensional product
possibility space in credibility theory, and deal with its applications in theory
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of fuzzy processes. The obtained results in this paper can be regarded as a
generalization of the fourth axiom [4] in the case of the infinite dimensional
product possibility space.

2 Possibility Spaces

Given a universe Γ , an ample field [14] A on Γ is a class of subsets of Γ that
is closed under the formation of arbitrary unions, arbitrary intersections, and
complement. The pair (Γ,A) is called an ample space [14], whose counterpart in
nonadditive measure theory [11,15] is a measurable space.

Let C be a subclass of P(Γ ). Then the smallest ample field generated by C is
denoted by A(C) = ∩{A | C ⊂ A (ample field)}. An atom [γ]A of A containing
the element γ of Γ is defined by [γ]A = ∩{A | γ ∈ A,A ∈ A}.

Let (Γ,A) be an ample space. A set function Pos defined on A is called a
possibility measure [1,3] if it satisfies the following conditions:

P1) Pos(∅) = 0, Pos(Γ ) = 1, and
P2) Pos(∪i∈IAi) = supi∈I Pos(Ai) for any subclass {Ai | i ∈ I} of A.

The triplet (Γ,A,Pos) is called a possibility space, which was called a pattern
space by Nahmias [13]. A function ξ : Γ → � is called a fuzzy variable if for any
t ∈ �, {γ | ξ(γ) ≤ t} ∈ A. The possibility distribution of the fuzzy variable ξ is
defined as μξ(t) = Pos{γ | ξ(γ) = t} for any t ∈ �.

3 Product Possibility Spaces

3.1 Countably Infinite Dimension

Suppose Γn, n = 1, 2, · · ·, is a sequence of nonempty sets, the product of the
sequence of sets is denoted by

∏∞
n=1 Γn = {(γ1, γ2, · · ·) | γn ∈ Γn, n = 1, 2, · · ·}.

Let {(Γn,An), n = 1, 2, · · ·} be a sequence of ample spaces. For each posi-
tive integer n, denote by D[n] = {A × ∏∞

k=n+1 Γk, A ∈ D(n)}, where D(n) =
{∏n

k=1 Ak | Ak . Ak atoms, k = 1, · · · , n}.
The sets in the class D =

⋃∞
n=1D[n] are called measurable atom-cylinders

determined by the ample fields {An, n = 1, 2, · · ·}. The ample field
∏∞

n=1An =
A(D) generated by D is called the product ample field of {An, n = 1, 2, · · ·},
and (

∏∞
n=1 Γn,

∏∞
n=1An) is called the product ample space of {(Γn, An), n =

1, 2, · · ·}.
Particularly, the product of a sequence of same ample space (Γ,A) is denoted

by (Γ∞,A∞).
For each n, the map pn(γ1, γ2, · · ·) = γn is called the projection from the prod-

uct space
∏∞

n=1 Γn to the space Γn, while the map p(n)(γ1, γ2, · · ·) = (γ1, · · · , γn)
is called the projection from the product space

∏∞
n=1 Γn to the space

∏n
k=1 Γk.

Proposition 1. Let {(Γn,An), n = 1, 2, · · ·} be a sequence of ample spaces.
Then
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(1) For each n = 1, 2, · · · , the projection pn is a measurable map from the
product ample space (

∏∞
n=1 Γn,

∏∞
n=1An) to the space (Γn,An);

(2)
∏∞

n=1An is the smallest ample field such that p1, p2, · · · are all measurable,
i.e.,

∏∞
n=1An = A(

⋃∞
n=1 p−1

n An).

Proof. For any n = 1, 2, · · · , and any An ∈ An, if An is an atom of An, then one
has

p−1
n An =

⋃
γi∈Γi,i≤n−1

n−1∏
i=1

[γi]Ai ×An ×
∞∏

i=n+1

Γi ∈ A(D) =
∞∏

n=1

An.

If An is not an atom, then it can be expressed as the union of atoms, i.e., An =⋃
γn∈An

[γn]An , and it follows that p−1
n An =

⋃
γn∈An

p−1
n [γn]An ∈ ∏∞

n=1An,
which implies that pn is measurable, the first assertion is proved. Moreover,⋃∞

n=1 p−1
n An ⊂

∏∞
n=1An, it follows that A(

⋃∞
n=1 p−1

n An) ⊂∏∞
n=1An.

On the other hand, for any D ∈ D =
⋃∞

n=1D[n], there exists a positive integer
n such that D ∈ D[n]. As a consequence, there exists A =

∏n
k=1 Ak ∈ D(n) such

that

D = A×
∞∏

k=n+1

Γk =
n⋂

i=1

p−1
i Ai ∈ A

( ∞⋃
n=1

p−1
n An

)
,

which implies
∏∞

n=1An = A(D) ⊂ A(
⋃∞

n=1 p−1
n An). The assertion (2) is verified.

Proposition 2. Let (Γ,A) be an ample space, {(Yn,Fn), n = 1, 2, · · ·} a se-
quence of ample spaces, and ξ = (ξ1, ξ2, · · ·) a map from Γ to

∏∞
n=1 Yn. Then

ξ is a measurable map from the ample space (Γ,A) to the product ample space
(
∏∞

n=1 Yn,
∏∞

n=1 Fn) iff ξn, n = 1, 2, · · · , are measurable maps from the ample
space (Γ,A) to (Yn,Fn).

Proof. Since

ξ−1
∞∏

n=1
Fn = ξ−1A

( ∞⋃
n=1

p−1
n Fn

)
= A

(
ξ−1

( ∞⋃
n=1

p−1
n Fn

))
= A

( ∞⋃
n=1

ξ−1
(
p−1

n Fn

))
= A

( ∞⋃
n=1

(pn ◦ ξ)−1Fn

)
= A

( ∞⋃
n=1

ξ−1
n Fn

)
,

it follows that the desired assertion is valid.

We now discuss the product possibility space of a sequence of possibility spaces
(Γn,An,Posn), n = 1, 2, · · · . For each D = A ×∏∞

k=n+1 Γk ∈ D, we define a set
function Π as follows

Π(D) = T n
k=1Posk(Ak) (1)

where A =
∏n

k=1 Ak ∈ D(n), and T is a continuous triangular norm [2].

Theorem 1. The set function Π defined by Eq. (1) can be uniquely extended to
a possibility measure Pos on the product ample field

∏∞
n=1An.
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Proof. For each E ∈∏∞
n=1An, define

Pos(E) = sup
γ∈E

inf
D|γ∈D∈D

Π(D).

Noting that π(γ) = infD|γ∈D∈D Π(D) is a map from
∏∞

n=1 Γn to [0,1], it is easy
to check that Pos is a possibility measure on

∏∞
n=1An.

Suppose E ∈ D, then we have Pos(E) = Π(E). In fact, for E, there exist
some positive n and A =

∏n
k=1 Ak ∈ D(n) such that E = A × ∏∞

k=n+1 Γk.
Letting γk ∈ Ak, k = 1, · · · , n, then [γk]Ak

= Ak, k = 1, · · · , n. Hence

Pos(E) = sup
γ∈E

inf
D|γ∈D∈D

Π(D) = sup
γ∈E

T∞
m=1Posm([γm]Am)

= sup
γ∈E

T
(
T n

k=1Posk([γk]Ak
), T∞

k=n+1Posk([γk]Ak
)
)

= T n
k=1Posk([γk]Ak

) = Π(E).

We now discuss the uniqueness of the extension. Suppose A has the following
two expressions A =

⋃
θ∈Θ Aθ =

⋃
s∈S As. Then, for any Aθ, there is γ ∈ Aθ

such that [γ]∏∞
n=1 An

= Aθ. Since γ ∈ ⋃
s∈S As, there is s′ such that γ ∈ As′ ,

which implies Aθ = As′ . Therefore, Pos(Aθ) = Pos(As′ ) ≤ sups∈S Pos(As),
it follows that supθ∈Θ Pos(Aθ) ≤ sups∈S Pos(As) by the arbitrary of θ. The
converse inequality can be proved similarly. The proof is complete.

3.2 Uncountably Infinite Dimension

We now discuss the generalization of product space theory to uncountably many
factors. For this purpose, let I be an arbitrary index set, and {Γi, i ∈ I} a family
of nonempty sets. Then the set∏

i∈I

Γi = {γ = {γi, i ∈ I} | γi ∈ Γi, ∀i ∈ I}

is called the arbitrarily infinite dimensional product space of sets {Γi, i ∈ I}.
For each i ∈ I, the map pi{γi, i ∈ I} = γi is called the projection from the

product space
∏

i∈I Γi to the space Γi, and the map pJ{γi, i ∈ I} = {γj, j ∈ J}
is called the projection from the product space

∏
i∈I Γi to the space

∏
j∈J Γj ,

where J is a subset of I, and {γj, j ∈ J} is an element of
∏

j∈J Γj .
Let

J = {J | J = {j1, · · · , jn}, jk ∈ I(k ≤ n), n ∈ N}.
Then the sets in the class D =

⋃
J∈J {p−1

J

∏
j∈J Aj | Aj . Aj atoms, ∀j ∈ J}

are called measurable atom-cylinders determined by the ample fields {Ai, i ∈ I}.
The ample field

∏
i∈I Ai = A(D) generated by D is called the product ample

field of {Ai, i ∈ I}, and (
∏

i∈I Γi,
∏

i∈I Ai) is called the product ample space of
{(Γi,A), i ∈ I}.

Particularly, the product of a family of same ample space (Γ,A) is denoted
by (Γ I ,AI).
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Proposition 3. Let {(Γi,Ai), i ∈ I} be a family of ample spaces. Then

(1) For each i ∈ I, the projection pi is a measurable map from the product ample
space (

∏
i∈I Γi,

∏
i∈I Ai) to the space (Γi,Ai);

(2)
∏

i∈I Ai is the smallest ample field such that pi, i ∈ I, are all measurable,
i.e.,

∏
i∈I Ai = A(

⋃
i∈I p−1

i Ai).

Proposition 4. Let (Γ,A) be an ample space, {(Yi,Fi), i ∈ I} a family of ample
spaces, and ξ = {ξi, i ∈ I} a map from Γ to

∏
i∈I Yi. Then ξ is a measurable

map from the ample space (Γ,A) to the product ample space (
∏

i∈I Yi,
∏

i∈I Fi)
iff ξi, i ∈ I, are measurable maps from the ample space (Γ,A) to (Yi,Fi).

We now discuss the product possibility space of {(Γi,Ai,Posi), i ∈ I}. For each
D = p−1

J

∏
j∈J Aj ∈ D, we define a set function Π as follows

Π(D) = Tj∈JPosj(Aj), (2)

where T is a continuous triangular norm. Then we have

Theorem 2. The set function Π defined by Eq. (2) can be uniquely extended to
a possibility measure Pos on the product ample field

∏
i∈I Ai.

4 Applications in Theory of Fuzzy Processes

Theorem 3. Let πk, k = 1, 2, · · · , n, be [0, 1]-valued functions defined on � and
T a continuous triangular norm. If for each k, suptk∈� πk(tk) = 1, then there
exist some possibility space (Γ,A,Pos) and a fuzzy vector ξ = (ξ1, ξ2, · · · , ξn)
defined on the space such that the possibility distribution of ξ is T n

k=1πk.

Theorem 4. Let πn, n = 1, 2, · · · , be a sequence of [0, 1]-valued functions defined
on � and T a continuous triangular norm. If for each n, suptn∈� πn(tn) = 1, then
there exist some possibility space (Γ,A,Pos) and a sequence of fuzzy variables
ξ = (ξ1, ξ2, · · ·) defined on the space such that for any positive integer n, the joint
possibility distribution of ξk, k = 1, 2, · · · , n, is T n

k=1πk.

Theorem 5. Let πi, i ∈ I, be a family of [0, 1]-valued functions defined on �
and T a continuous triangular norm. If for each i, supti∈� πi(ti) = 1, then
there exist some possibility space (Γ,A,Pos) and a fuzzy process ξ = {ξi, i ∈ I}
defined on the space such that for any finite index set J = {j1, j2, · · · , jn}, the
joint possibility distribution of ξj , j ∈ J, is Tj∈Jπj.

5 Conclusion

In this paper, the issue of infinite dimensional product possibility space was ex-
amined, and its applications were also considered. First, the countably many
product ample field, and countably many product possibility measure based on
a continuous triangular norm were constructed so that a triangular norm-based
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countably infinite dimensional product possibility space was well-defined in cred-
ibility theory. Second, the results about the countably infinite dimensional prod-
uct possibility space were generalized to the case of triangular norm-based arbi-
trarily many infinite dimensional product possibility space. Finally, the product
possibility theory was applied to the construction of a fuzzy vector, a sequence
of fuzzy variables and a fuzzy process.
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Abstract. This paper presents a new methodology for designing a detec-
tion, isolation, and identification scheme for sensor faults in linear time-
varying systems. Practically important is that the proposed methodology
is constructed on the basis of historical data and does not require a pri-
ori information to isolate and identify sensor faults. This is achieved by
identifying a state space model and designing a fault isolation and identi-
fication filter. To address time-varying process behavior, the state space
model and fault reconstruction filter are updated using a two-time-scale
approach. Fault identification takes place at a higher frequency than the
adaptation of the monitoring scheme. To demonstrate the utility of the
new scheme, the paper evaluates its performance using simulations of a
LTI system and a chemical process with time-varying parameters and in-
dustrial data from a debutanizer and a melter process.

1 Introduction

The development of first principles models for monitoring complex process sys-
tems is expensive in terms of the associated cost and time [1]. Therefore, the
presented paper extends the fault diagnosis technique proposed in [2] by identi-
fying the model using subspace model identification (SMI) [3].

In contrast to some of the existing process monitoring techniques [4,5,6,7],
this new scheme performs fault detection, isolation, and identification of sensor
faults in linear time-varying systems. To isolate and identify sensor faults, a
residual filter is applied, which is updated together with the state space model
at predefined intervals.
� Corresponding author: hahn@tamu.edu, Tel.: +(979)845-3568, Fax: (979)845-6446.
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The structure of the paper is as follows: A detailed presentation of the new
dynamic sensor fault diagnosis methodology is followed by the presentation of
two application studies. Section IV presents the conclusions for this paper.

2 A New Model-Based Fault Diagnosis Scheme

This section details the development of the new model-based methodology for
diagnosing sensor faults. Subsection 2.1 presents a technique for combining em-
pirical state space models with a model-based fault diagnosis scheme. Subsection
2.2 then discusses how to detect faulty sensors, followed by how to isolate and
identify the sensor faults in Subsections 2.3 and 2.4. Finally, Subsection 2.5 out-
lines how to update the monitoring model using a two-time-scale approach.

2.1 Residual Generation Using State Space Models

The model structure for multivariate discrete LTI systems that is used in this
work is given by:

x(k + 1) = Ax(k) + Bu(k) + w(k)
y(k) = Cx(k) + Du(k) + v(k)

(1)

where w(k) ∈ N (0,Σw) represents process noise and v(k) ∈ N (0,Σv) represents
sensor noise, which are normally distributed white noise sequences of zero mean
with covariance matrices Σw and Σv. Prior to the application of the N4SID
algorithm, the recorded measurements of the input and output variables are
mean centered and scaled to unit variance:

ũ(k) = S− 1
2

u (u(k)− ū) ỹ(k) = S− 1
2

y (y(k) − ȳ) , (2)

where Su and Sy are diagonal matrices storing the standard deviation of the
input and output variables and ū and ȳ are vectors storing the mean values
of the input and output variables, respectively. Using estimations of the state
sequences, x̂(k + 1) and x̂(k), sequences of the process and sensor noise, ŵ(k)
and v̂(k), and the state space matrices, Â, B̂, Ĉ and D̂, Equation (1) becomes:

x̂(k + 1) = Âx̂(k) + B̂ũ(k) + ŵ(k)

ỹ(k) = Ĉx̂(k) + D̂ũ(k) + v̂(k).
(3)

It is assumed that the above state-space model captures the scaled input-
output response of the actual system, described in Equation (1), accurately. In
the presence of a sensor fault, characterized by the fault vector fs(k), Equation
(1) can be reformulated as follows:

x(k + 1) = Ax(k) + Bu(k) + w(k)

yf (k) = Cx(k) + Du(k) + v(k) + fs(k)
(4)
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Here, yf (k) represents the faulty sensor measurement. It should be noted that
actuator faults are not considered in this work. Although this is an equally im-
portant problem, the application of the above technique for actuator faults is
proposed for future research. To use the fault detection, isolation and identifi-
cation algorithm, the input and output measurements of the system, given by
Equation (4), are scaled according to Equation (2). This provides a common
metric to compare the predicted and actual system measurements, where:

ỹf (k) = ỹ(k) + f̃s, f̃s = S− 1
2

y fs (5)

A closed-loop observer is developed using the identified state space model to
estimate the actual process outputs. Although the state sequences may alter-
natively be obtained by using Equation (8), it has been shown in reference [8]
that utilizing a closed-loop state estimator increases the rate of decay of the pre-
diction error and reduces the effect of plant-model mismatch and measurement
noise on the estimated outputs. The estimation of the state sequences is given
by the following equation:

x̂(k + 1) = Âx̂(k) + L
(
ỹf (k)− ̂̃y(k)

)
+ B̂ũ(k)̂̃y(k) = Ĉx̂k + D̂ũ(k)

(6)

where, x̂(k) ∈ R
n and ̂̃y(k) ∈ R

m are the estimates of x(k) and ỹ(k) respectively.
Finally, the filtered residual vector r̃(k) is given by:

r̃(k) =
k∑

τ=1

Q(k − τ)
(
ỹf (τ) − ̂̃y(τ)

)
, (7)

Next, it is discussed how a sensor fault can be detected, isolated and identified.

2.2 Fault Detection

The main purpose of fault detection is to determine whether there are faulty
sensor readings. It can be seen from Equation (15) that:

(1) r̃(k) = 0 if f̃s = 0 since S− 1
2

y is an invertible matrix ⇒ fs = 0
(2) r̃(k) �= 0 if f̃s �= 0 ⇒ fs �= 0,

which indicates that the value of r̃(k) offers a boolean decision as to whether or
not any faulty sensor readings are present.

2.3 Fault Isolation

To perform fault isolation, the state-space system given by Equation (11) is
assumed to be observable through each of the outputs y. It was shown that this
requirement is mandatory for the existence of a fault isolation filter [9]. However,
the application of subspace identification to produce a state space process model
guarantees that this requirement is fulfilled [3].
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To achieve fault isolation as well as identification, the proposed approach
uses a series of dedicated observers. More precisely, the residuals of each output
variables are filtered through an individual filter leading to the following isolation
decision:

(3) r̃i(k) = 0 if f̃si = 0
(4) r̃i(k) �= 0 if f̃si �= 0 i = 1, 2, 3, . . . ,m,

2.4 Fault Identification

Fault identification entails the reconstruction of the shape and size of the fault
signal. To estimate the shape and size of the fault, the residuals have to meet
the following objective [9]:

(5) lim
k→∞

(
ri(k)− f̃si

)
= 0 i = 1, 2, 3, . . . ,m

In other words, residuals should asymptotically converge to the actual fault
signal. Since a dedicated observer scheme is utilized in the proposed approach,
it remains to choose a suitable filter Q(k) to meet all the conditions for fault
detection, isolation, and identification. The following diagonal elements of the
filter matrix Q(z) satisfies the requirement for fault detection, isolation, and
identification:

qii(z) = 1 + ĉT
i

[
zI− Â

]−1

li, i = 1, 2, . . . ,m, (8)

where ĉT
i is the ith row of Ĉ. Note that the non-diagonal matrix elements of Q(z)

are equal to zero. Finally, the unscaled fault is reconstructed through fs = S
1
2
y f̃s

2.5 Adaptation of the Monitoring Model

The model structure detailed above is linear and time-invariant. On the basis
of the work in reference [2], an adaptation of the state space model and conse-
quently the filter is considered to address time-varying process behavior. This is
also of significant practical importance, since the performance deterioration of
process units, e.g. heat exchanger and valves, are common. Figure 1 illustrates
that the adaptation of the monitoring model is carried out using a two-time-
scale approach. In the above figure, stage 1 represents the initial state when the
introduced monitoring scheme is identified and implemented. This stage entails
the identification of an initial state space model and filter. Stages 2 and 3, are
repeated alternatingly throughout the operation, where the time between the
start of each stage is decided by the nature of the process. It should be noted
that the stage where the state space model and the filter are adapted, i.e. stage
3, only represent a “short period” to record reference data of the process. In
contrast, stage 2 represents a “long period”, where the monitoring technique is
applied on-line. This period depends on the time-varying nature of the process
and may last up to 6 month [10] in industrial practice.
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Time
Start of operation 

1) No fault present             
2) Subspace model identification
3) Short time period            

1) No model identification      
2) Fault identification assuming
    the knowledge of the model  
3) Long time period             

1 2 

1) Fault assumed constant               
    (value from previous identification)
2) Model identification                 
3) Short time period                    

3 

Fig. 1. Schematic fault identification for systems with time-varying parameters

3 Application Studies

In this section, the performance of the subspace model-based fault diagnosis
methodology is evaluated using simulations and data from processes found in
industry.

3.1 Application to an Industrial Distillation Process

This case study summarizes the application of the linear subspace model-based
fault methodology to industrial data from a debutanizer process, which is de-
signed to purify Butane from a fresh feed comprising of a mixture of hydrocar-
bons, mainly Butane and Hexane and impurities of Propane. This process has
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Fig. 2. True output fault signals
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Fig. 3. Output residuals through the proposed scheme

twelve outputs and four inputs [11]. The distillation tower includes 33 trays with
which the separation is achieved. A purified Butane stream leaves the distilla-
tion process as the top product and consequently, Hexane and impurities leave
the distillation process with the bottom draw. From this process, two data sets,
sampled at an interval of 30 seconds, were available. The first data set was used
as reference data set to identify the new monitoring scheme, whilst the second
data set served as testing data to detect sensor faults that were superimposed
on two output variables.

Figure 2 shows the signature of the augmented sensor faults which were im-
posed on the data collected from plant operation. The residuals that the de-
termined observer produced for both “faulty” sensors are given in Figure 3 By
comparing Figures 2 and 3, it can be seen that the new monitoring methodol-
ogy was capable of estimating the signature of fault conditions with sufficient
accuracy for this industrial example.

3.2 Application to an Industrial Melter Process

The melter process is part of a disposal procedure. Waste material is prepro-
cessed by evaporation treatment to produce a powder that is then clad by glass.
The melter vessel is continuously filled with powder and raw glass is discretely
introduced in the form of glass frit. This binary composition is heated by four
induction coils, which are positioned around the vessel. Because of the heating
procedure, the glass becomes molten homogeneously. The process of filling and
heating continues until the desired height of the liquid column is reached. Then,
the molten mixture is poured out through an exit funnel. After the content of
the vessel is emptied to the height of the nozzle, the next cycle of filling and
heating is carried out.

Measurements of 8 temperatures, the power in the 4 induction coils and volt-
age were recorded every five minutes. The filling and emptying cycles represented
a dynamic relationship between the temperatures (process output variables),
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Fig. 4. Output residuals for melter data through the proposed scheme

power in the induction coils and voltage (process input variables). The variable
set therefore comprised m = 8 output and q = 5 input variables [12]. Two data
sets formed the basis of the analysis. A reference data set containing 1000 sam-
ples and a second data set of 50 samples describing a sensor fault were recorded
at a sampling interval of 5 minutes. The sensor fault resulted from a crack in
the melter vessel and influenced the variation of other sensor readings through
controller feedback.

The state space models for describing the relationship between inputs and
each output variable was identified using the first 1000 observations. The results
of applying the monitoring scheme to the second data set are summarized in
Figure 4, which shows the generated residuals of the output variables. From this
figure, it can be concluded that the predicted sequence of temperature sensor #6
departed from the recorded sequence after 5150 minutes of the combined data
set. The “increase” in temperature produced controller feedback to reduce the
power of induction coil #1 and voltage. This, in turn, resulted in a reduction
in temperature, noticeable by temperature sensor #4, which is in the vicinity
of sensor #6. Towards the end of the recording period, sensor #6 failed. This
is correctly represented in Figure 4 where a sharp drop of the residual can be
seen. It should be noted that the temperature within the glass melter is in the
region of 1100 to 1150 ◦C and the temperature variation, which result from
the filling procedure, are around 200◦C. Furthermore, the thermocouples have a
resolution of 7◦C, which implies that the identified state space model can predict
the temperature variables with sufficient accuracy up until 5150min. The larger
variations after 5150min are caused by the measurement failure and feedback
control based upon the incorrect sensor reading.
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4 Conclusions

This paper studied a recently proposed methodology for detecting and diag-
nosing sensor faults in linear and time-varying process systems. As the core
contributions of this work, the paper discussed the practically important aspect
of casting a subspace model identification technique into a model-based fault de-
tection, isolation and identification methodology. The practical benefits of this
data-driven scheme is that (i) the expensive and time consuming development of
a complex mechanistic first principle model is circumvented, (ii) a generic state
space model which includes process input and output variables is used, and (iii)
no a priori knowledge of any sensor fault is required.

In this work, the state space models are identified using the N4SID algorithm
on the basis of scaled input and output variables. The construction of the fault
isolation and identification filter to diagnose a sensor fault relates to the iden-
tified state space model. In order to address the issue of time-varying process
behavior, the linear state space model together with the fault identification and
isolation filter are updated on a predefined schedule. During these updates, the
methodology is applied to diagnose sensor faults.

The utility of the new sensor fault methodology was demonstrated using two
simulation studies and recorded data of two industrial processes. The simulations
related to a LTI system and a CSTR with a time-varying parameter, whilst the
industrial examples involved recorded data from an debutanizer process and a
glass-melter. Using the new scheme, the injected sensor faults in both simulation
examples were correctly estimated. The data of the debutanizer process were
augmented by superimposing sequences that represented a sensor fault on two
of the output variables, which were also accurately estimated. Finally, a recorded
sensor fault of the melter process was identified and correctly diagnosed.
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Abstract. The Open Vehicle Routing Problem was brought forward several 
decades ago, but it has still received little attention from researchers for a satis-
factory solution. In this paper, a novel real number encoding method of Particle 
Swarm Optimization (PSO) for Open Vehicle Routing Problem is proposed. 
The vehicle is mapped into the integer part of the real number; and the sequence 
of customers in the vehicle is mapped into the decimal fraction of the real num-
ber. After decoding, several heurist methods are applied into the post-
optimization procedure, such as Nearest Insertion algorithm, GENI algorithm, 
and 2-Opt. They are used to optimize the inner or outer routes and modify ille-
gal solutions. In the experiments, a number of numerical examples are carried 
out for testing and verification. The performance of the proposed post-
optimization algorithm is analyzed and the particle swarm optimization algo-
rithm is compared with other heuristic methods for the same problem.   

1   Introduction 

The Open Vehicle Routing Problem (OVRP) consists of defining the routes for a fleet 
of vehicles that must service a set of customers with a given demand and known   
geographical location. Each route is a sequence of customers that starts at the depot 
and finishes at one of the customers. The major difference between the OVRP and the 
well-known Vehicle Routing Problem (VRP) is that in the OVRP each route is a   
Hamiltonian path, instead of a Hamiltonian cycle in the VRP. This difference is due 
to the fact that the vehicles do not return to the starting depot or, if they do so, they 
make exactly the same trip in the opposite order for the collection of goods from the 
customers. OVRP is encountered in many fields, such as the third part logistics   
companies, the newspaper home delivery, and the school bus. These companies sub-
contract a driver who has its own car, thus, he needn’t back to the depot when he 
finishes the delivery.  

The constraints considered in this problem are the following: all the vehicles have 
the same capacity; the traveling time of each vehicle should not exceed a given 
threshold, which is defined by the drivers’ legal traveling time; the total demand of all 
the customers on a route must not exceed the capacity of the vehicle; each customer is 
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visited just once by one of the vehicles, and its requirements must be completely ful-
filled. The objective is to minimize the number of the vehicles, and for a given num-
ber of vehicles, to minimize the total distance (or time) traveled by the vehicles. 

The VRP has attracted considerable research attention and a number of algorithms 
have been proposed for its solution, such as tabu search algorithm, simulated anneal-
ing algorithm, ant colony optimization, and genetic algorithm. Contrary to the VRP, 
the OVRP has only been studied by very few people. So far as we know, the first 
author to mention the OVRP was Schrage [1] in an article dedicated to the description 
of realistic routing problems, bringing attention to some of its applications. Sariklis 
and Powell [2] use the “Cluster First, Route Second” method, in the second phase, 
they generate open routes by solving a minimum spanning tree problem. Their 
method is rapid, but doesn’t get so good solution. Brandao et al. [3] apply the hybrid 
tabu Search algorithm for the problem. They generate the initial solution using a vari-
ety of methods including nearest neighbor heuristic and K-tree method. In the tabu 
search algorithm, they only use two types of simple trial moves, an insertion move 
and a swap move. Fu et al. [4] also use the tabu search algorithm. They develop a 
farthest first heuristic to generate an initial solution, and they develop four types of 
moves.  

There are two problems existed in solution for OVRP. First, the applied methods 
are singleness. Many algorithms have not been attempted, such as particle swarm 
optimization, ant colony optimization and genetic algorithm. Second, the model of 
OVRP is simple. Some constraints in the practice have not considered in the model. 
In the paper, we develop a particle swarm optimization algorithm for OVRP in order 
to exploit the research method. Particle swarm optimization is an evolutionary algo-
rithm that simulates the social behavior of bird flocking to a desired place.  Similar to 
metaheuristic methods, PSO starts with initial solutions and updates them from itera-
tion to iteration. Updating of particle-represented solution is achieved through formu-
lated equations that are able to exploit the searching experience of one particle itself 
or the best of all the particles. In addition to the advantages the metaheuristc methods 
have, including computational feasibility and effectiveness, PSO shows its uniqueness 
such as easy implantation and consistency in performance.  

2   Particle Swarm Optimization for OVRP 

2.1   Fundamental Principle of PSO 

The Particle Swarm Optimization (PSO) algorithm is an adaptive algorithm based on 
a social-psychological metaphor. It was originally proposed by J.Kennedy [5].A 
population of individuals adapts by returning stochastically toward previously suc-
cessful regions in the search space, which is influenced by the successes of their topo-
logical neighbors. PSO is related with Artificial Life, and specifically to swarming 
theories, and also with Genetic Algorithms (GA). PSO can be easily implemented and 
it is computationally inexpensive. Moreover, it does not require gradient information 
of the objective function under consideration, but only its values, and it uses only 
primitive mathematical operators. PSO has been proved to be an efficient method for 
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many optimization problems, such as Design Combinational Logic Circuits, Evolving 
Artificial Neural Networks, Multiple Object Problems, and TSP.  

Two versions of the PSO algorithm have been developed, one with a global 
neighborhood, and the other with a local neighborhood. The global version was used 
in the paper. Each particle moves towards its best previous position and towards the 
best particle in the whole swarm. On the other hand, according to the local version, 
each particle moves towards its best previous position and towards the best particle in 
its restricted neighborhood. The global version PSO algorithm can be described as 
follows: Suppose that the search space is D-dimensional, then the i-th particle of the 
swarm in the t-th iteration can be represented by a D-dimensional vector, 

1 2( , , )t i t i t iDtXi x x x= . The velocity of this particle can be represented by another D-

dimensional vector. ( )t i1t i2t iDtVi v ,v , v= . The best previously visited position of the  i-

th particle in t-th iteration is denoted as Pi,t. The global best particle in t-th iteration denoted 
as Pg,t. Then the swarm is manipulated according to the following two equations: 

( ) ( )1 1 2 1 , 3 2 ,* * * *t t i t t g t tVi c Vi c r P Xi c r P Xi+ = + − + −  (1) 

1 1t t tXi Xi Vi+ += +  (2) 

Where i=1, 2…P, and P is the total number of particles in the swarm, i.e. the popula-
tion size; t=1, 2…T, and T is the iteration limited; c1 is an inertia weight which is 
employed to control the impact of the previous history of velocities on the current 
one. Accordingly, the parameter c1 regulates the trade-off between the global (wide-
ranging) and local (nearby) exploration abilities of the swarm. r1, r2 are random num-
bers, uniformly distributed in [0, 1]; c2, c3 are two positive constants, called cognitive 
and social parameter respectively. That proper fine-tuning these two parameters may 
result in faster convergence and alleviation of local minima. The details of tuning the 
parameters of PSO were discussed in [6]. Formula (1) is used to calculate a particle’s 
new velocity according to its previous velocity and the distance from its current posi-
tion to its local best and the global best. Formula (2) is used to calculate a particle’s 
new position by utilizing its experience (i.e., local best) and the best experience of all 
particles (i.e., global best). Formulas (1) and (2) also reflect the information-sharing 
mechanism of PSO. 

2.2   Real Number Encoding Method  

In general, there are three encoding methods, i.e. real number encoding, integer en-
coding, and binary bit encoding. For the combination optimization problem, Clerc [7] 
presented the integer encoding PSO for Traveling Salesman Problem (TSP) firstly. 
Each particle’s position was represented a permutation of integer and the velocity was 
different from continuous problem. Clerc defined a so-called “exchange number” to 
represent the velocity of particles. “Exchange number” }n,..,{j,i),j,i( kkkk 21∈  

represented that the two numbers kk j,i  did the 2-Opt. As described above, Clerc also 

defined the operation rules about the velocity, such as addition and subtraction. The 
advantages of integer encoding method are decoding and computing fitness conven-
iently. This encoding method, however, has not well used the advantages of PSO.  
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Ayed Salmen et al. [8] used the real number encoding of PSO for task assignment 
problem. They mapped an M-task assignment instance into corresponding M-
coordinate particle position. Since values in a particle are processor numbers, a real 
value is meaningless. Therefore, in the decoding algorithm, they rounded these num-
bers to the closest processor number by dropping the sign and the fractional part. Li 
Ning et al. [9] applied PSO for Vehicle Routing Problem (VRP). They presented that 
each particle was encoded as a vector X with 2L dimensions, which represented L 
customers VRP. The one L dimensions Xv represented the vehicles of the customers; 
the other Xr represented the sequence of customers visited in the vehicle. Higher di-
mension is presented in the encoding method, and every dimension should be rounded 
the number closest integer and sorted. It operates difficult and consumes much CPU 
time. Meanwhile, if the position presents the infeasible solution, it is very difficult to 
be adjusted.  

The paper presents a novel real number encoding method of PSO for OVRP.  In 
the method, the dimension size of the particle’s position equals to the number of cus-
tomers. When the particle position is decoded, it only does once round the number to 
the closest integer and sort. Meanwhile, it is convenient for readjusting the particle 
position when updated. For L customers, each particle is encoded as a real number 
vector with L dimensions.  The integer part of each dimension or element in the vector 
represents the vehicle. Thus, the same integer part represents the customer in the same 
vehicle. The fractional part represents the sequence of the customer in the vehicle. 

Definition: 
[X] represents the integer part of X. 
{X} represents the fractional part of X. 
The decoding procedure is: 
(1) Each dimension of the particle’s position gets the [X]. 
(2) Form different groupings according to the values of [X]. 
(3) Each particle gets {X} in the team. 
(4) Build the sequence of the visited customer according to the values of {X}.  

For example, if there are 7 customers and 3 vehicles in an OVRP instance, accord-
ing to the encoding method, we can present encoding like: 

Customer serial number: 1        2        3        4        5         6       7 
Particle’s position X   :  4.1    1.86   1.53   1.12   1.24   3.29   3.05 

Based on the decoding rules as above described, first, we round X to the closest in-
teger by dropping the fractional part. The Xi, which is the same integer part, is as-
signed into the same team. We can get the three teams: (4.1), (1.86, 1.53, 1.12, 1.24), 
(3.29, 3.05). Second, Xi is arranged from small to big according to the fractional part 
in the same team. We can get the result as: (4.1), (1.12, 1.24, 1.53, 1.86), (3.05, 3.29) 
Finally the above position is mapped into the corresponding customer, and then, we 
can get the result of delivery plan which the position represents. 

First route:    0-1 
Second route:  0-4-5-3-2 
Third route:   0-7-6       
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2.3   Post-optimization Procedures 

In order to improve the quality of solution, many researchers studied the algorithms 
for the post-optimization procedure. Gendreau et al. [10] applied tabu search algo-
rithm for VRP, they used 2-Opt, 3-Opt, GENIUS as the post-optimization procedure, 
and then got the best result as we knew now. Brandao applied tabu search algorithm 
with Nearest Neighbor and US for OVRP. In the paper, we use many insert algo-
rithms and exchange algorithms as the post-optimization procedure. The insertion 
algorithms are: Nearest Insert (NI), Farthest Insert (FI), Cheapest Insert (CI), GENI 
(Generalized Insertion Procedure, GENI), etc. The exchange algorithms are: 2-Opt, 3-
Opt, US. In the post-optimization procedure, an insertion algorithm is used first to 
adjust the customer’s inner or outer routes and then an exchange algorithm is used to 
improve the above solution. 

3   Framework of PSO for OVRP 

Fig.1 shows the flowchart of the PSO procedure when the real number encoding rep-
resentation and the post-optimization procedures are adopted. The initial particle 
positions were produced randomly. Firstly, customers’ permutation was randomly 
generated and then every customer was assigned to the vehicles. Secondly,  the deliv-
ery plan was mapped to the particle’s position according to the encoding rules. Repeat 
the procedure until it produced the initial population. The initial particle velocities 
were also generated randomly and they were subject to the limit [-Vmax, Vmax]. 

4   Computational Experiments 

The algorithms presented in article were implemented in JAVA language on a Pen-
tium 2.8G, 512 MB machine running in Windows environment. The testing problems 
were taken from Christofides, Mingozzi and Toth’ instance lib. In the experiments, 
the parameters were set as following: the iterations number 1000N = , 1 1c = , 

2 3 0.5c c= = , The population size P is usually taken as the one close to the number of 

the customers in the problem, considering that more particles may increase searching 
success but similarly require more evaluation runs. The objective of the computa-
tional experiments is to evaluate the performance of the PSO in terms of quality of the 
solution and to determine the influence of insertion and exchange operator in that 
performance. Another aim is to compare the performance of the PSO with other algo-
rithms, which is done in the end of this section. 

Since the total number of combinations of insertion and exchange operator with 
PSO is large, it is necessary to conduct the experiments in a systematic way, in order 
to guarantee that the good combinations of algorithms are selected. We firstly com-
pute the small instance E-n51-k5. Each algorithm runs 10 times. The average result is 
illustrated in Fig2. The horizontal coordinate represents the post-optimization algo-
rithms. We use insertion operator name plus exchange operator name to present the 
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Fig. 1. Procedure of PSO for OVRP 

algorithms name. For example, 2NI represents Nearest Insertion algorithm hybrid 2-
Opt. Other algorithms obey the same rules. The ordinate coordinate represents total 
length of the routes. Fig2 shows GENI hybrid 2-Opt has the best performance, and 
Farthest Insertion hybrid 3-Opt, Nearest Insertion hybrid 3-Opt and Nearest Insertion 
hybrid 2-Opt also have the better performances. Fig3 illustrates the optimal results of 
every algorithm. It shows about the same trend with Fig2. Nearest Insertion algorithm 
hybrid 2-Opt gets the best result. GENI hybrid US also has the better performance, 
but its computation time is 16 times longer than the Nearest Insertion algorithm hy-
brid 2-Opt. In order to select the best algorithm, we classify the algorithm according 
to the exchange operator and insertion operator. Fig4 illustrates the average result of 
the algorithms, which are classified by the exchange operator. It shows that 3-Opt has 
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Output the result, end 
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a little better performance than 2-Opt, but the computation time is 3 times longer than 
2-Opt. Us Operator has the lower efficiency. Fig5 illustrates the average results of the 
algorithms classified by the five insertion operators. It shows the GENI has the better 
performance than others, but its computational time is much longer than others. Other 
insertion operators only have little difference in the result and computational time. In 
the following experiment, the solution quality and computational time of the algo-
rithms was taken into count, and then Nearest Insertion and GENI were used as the 
insertion operator and 2-Opt was used as the exchange operator in the post-
optimization procedure. 

The PSO-based method is compared with other approaches, including the heurist 
which was presented by Sariklis.D.,Powell and the Tabu Search with Nearest 
Neighbor Heurist  which was presented by Brandao.J et al. We obtain the result in the 
Table 1, where the first column to the left gives the instance. E-n51-k5, presents a 
problem with 51 customers and 5 vehicles. According to Table 1, TSA-NNH produces 
 

 

Fig. 2. Average results of the algorithms 

 

Fig. 3. Optimization result of the algorithms 
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the best results in terms of solution quality of algorithms. PSO-based method is per-
formaned better than Sariklis,D.and Powell’s algorithm. In additional to the fact that 
PSO-NI outperforms PSO-GENI method (except E-n201-k17) as shown above, PSO-
NI has close performance as the TSA-NNH. But in problem E-n121-k7, the PSO-
based is much inferior to TSA-NNH. 

 

Fig. 4. Average result of the exchange operator 

 

Fig. 5. Average result of the insertion operator 

Table 1. Comparsion with other method 

 SarP TSA-NNH PSO-GENI PSO-NI 
E-n51-k5 488 438 445 438 
E-n76-k10 795 585 603 598 
E-n101-n8 815 643 674 667 
E-n121-k7 828 713 864 860 
E-n151-k12 1034 767 837 836 
E-n201-k17 1349 1010 982 993 

5   Conclusion 

Although Open Vehicle Routing Problem has been developed for more than two dec-
ades, there are only a few incomplete solutions available. In the paper, based on PSO 
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principle, a new solution-solving scheme for OVRP is proposed. In consideration of a 
real number encoding method of PSO, the decoding rules of PSOs for OVRP are 
developed. In order to improve the solution quality, several heurist methods are ap-
plied into the post-optimization procedure, such as Nearest Insertion algorithm, and 
GENI algorithm, which can optimize the inner or outer routes and modify the illegal 
solution. The performance of PSO algorithm is evaluated in comparison with some 
other heurists. The results showed that the PSO algorithm is efficient for OVRP. The 
investigation not only provides a new metaheurist method for OVRP, but also solves 
other NP problems, such as TSP, and BPP, through changing decoding rules. 
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Abstract. Facility layout problems concerning space layout optimiza-
tion have been investigated in depth by researchers in many engineering
fields. In this paper, a particular facility layout problem with aisles and
two objectives at minimizing total cost of material handling and max-
imizing adjacent requirement between resources is discussed and for-
mulated as an nonlinear mixed-integer programming. To solve the NP-
hard problem, a multiple objective genetic algorithm approach with local
search method is developed. The application on a practical FLP case and
numerical analysis show the effectiveness and efficiency of the proposed
method on FLPs.

1 Introduction

Facility layout problems (FLPs) involve the arrangement of a given number of
facilities or resources on the factory floor of a manufacturing system, which is a
common industrial problem of allocating facilities to minimize the total cost of
transporting materials [1] or to maximize adjacency requirement [2] or to both
minimize the cost of transporting materials and minimize adjacency requirement
between the facilities [3].

Based on the Gómez et at.’s research work [4], In this paper, we present a par-
ticular facility layout problem with aisles but involving the explicit consideration
of fixed lengthways and transverse passageways between sections, together with
two objectives: total cost of material handling and adjacent requirement between
resources. It is formulated as a bi-criteria nonlinear mixed-integer programming
model. An improved approach of a multiple objective genetic algorithm (MOGA)
with local search is developed to obtain its optimal or near Pareto solutions. A
practical case of layout design on a hydraulic pressure manufactory and further
numerical experiments of different problem sizes demonstrate the effectiveness
and efficiency of the proposed method for the FLPs.
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2 Problem Description

The FLP studied in this paper is to find the best allocating scheme for resources
in a given plant that fixes some aisles probably due to the position of gate or
the need of transporting routing for AGVs, aiming at minimizing total cost
of material handling and maximizing adjacent requirement between resources.
Without the loss of generality, it is assumed that each resource is located at the
central line of each column and can be laid into any working-space (defined as
block parts) except aisles in the given plant.

The above-described FLP can be mathematically formulated as the following
bi-criteria nonlinear mixed-integer programming:

Min F1 =
n−1∑
i=1

n∑
j=i+1

Cijfijdij (1)

Min F2 =
n−1∑
i=1

n∑
j=i+1

(M −Rijbij) (2)

s.t. xk =
pk−1∑
n=1

WF
n +

pk∑
n=1

WL
n +

1
2
WF

pk
(3)

(yt
i − yb

j)(y
t
j − yb

i )ZirlZjrl ≤ 0 (4)

(yt
k − yPb

s )(yt
s − yPb

k ) ≤ 0 (5)
n∑

k=1

ak −Aavailable ≤ 0 (6)

L∑
l=1

R∑
r=1

Zirl = 1,
L∑

l=1

R∑
r=1

Zjrl = 1 (7)

Pk =
R∑

r=1

L∑
l=1

l • Zkrl (8)

i, j, k = 1, 2, · · · , N ; s = 1, 2, · · · , R
fij material flow frequency between resources i and j
cij material handling cost per unit between resources i and j
dij distance between center points of resources i and j
bij adjacency factor between resources i and j
Rij adjacency value (0-5)between resources i and j
Pk ordinal of column for resource k
yt

i ,yb
i y-coordinates of the top and bottom boundaries of resource i

(so is yt
j , y

t
k)

yPt
s , yPb

s y-coordinates of the top and bottom boundaries of passage way s
Zirl Zirl is equal to 1 if resource i located at column r and row l,

otherwise 0



1010 G. Zhou et al.

Aavailable R, L, N total sum of available areas, rows, column, resource
number respectively

M maximum adjacency rating (=5)

In the above formulation, objective function (1) minimizes the total cost of
material handling, while objective function (2) in form of minimal function is
designed to maximize the total adjacency requirement. Constraint (3) assures
that the x-coordinate of every resource is located at the center of any column.
Constraint (4) assures that there is no overlap between resources in direction
of y-axis in the same column. Constraint (5) assures that interference between
resources and passage ways is not allowed in direction of y-axis. Constraint (6)
assures that the total area of resource should be less than the total sum of avail-
able areas. Constraint (7) assures every resource should be uniquely distributed
in any column and any row.

Moreover, the quantifiable value for Rij can be determined as proposed by
Lee [5] and the adjacency factor bij , which represents the adjacency ratio between
resources i and j, can be determined from distance dij between resources i and j.
Here, we adopt the quantifiable value for bij as Lee did [6], where dmax is the
maximum value of dij .

3 MOGA with Local Search Approach

The overall pseudo-code procedure for this FLP is outlined as follows:

Main ()
{ t = 0;

initialize the population of Parents P (0); //Npop

determine the tentative set of Pareto optimal Solutions PS(0);
while (not termination condition) do
{ Reproduce P (t) to generate offspring C(t); //Npop −Ne

select elite individuals E(t) from PS(t); //Ne

local search for E(t) + C(t) to generate P (t + 1); //Npop

update PS(t) from P (t + 1);
t = t + 1;}

}

In order to raise the effectiveness of the proposed MOGA, we design a local
neighborhood searching procedure and hybrid it with the MOGA in the evolu-
tionary process.

The pseudo-code of local search procedure is outlined as follows:

Local search(CurrentSolution)
do {NewSolution: swap two genes of CurrentSolution;

if (NewSolution ominated CurrentSolution)
CurrentSolution = NewSolution;
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}while ( non-swapped genes �= ∅ );
return CurrentSolution;

4 Application and Numerical Analysis

For solving the FLP problem discussed in this paper, we first use the systematic
layout planning (SLP) [7] method to analysis the relationship on material flows
to get the corresponding parameters. Table 1 shows a practical case on a manu-
factory of hydraulic pressure redirectors for the setting up of 11 resources on a
plant with areas of 160000m2(200× 800m2).

Table 1. Resources and their areas

No. Resources Areas (m2)

1 Raw material warehouse 20 × 30
2 Casting department 12 × 24
3 Heat-treat department 12 × 12
4 Mechanical department 18 × 36
5 Precision department 12 × 36
6 In-process product warehouse 12 × 24
7 Assembly department 12 × 36
8 Performance testing department 12 × 12
9 Final product warehouse 12 × 12
10 Maintenance department 12 × 24
11 Officeservice houses 80 × 60

After analyzed by the SLP method, we can obtain the initial input date as
shown in Table 2.

Table 2. The initial input data

It is assumed that resource 11 is fixed at the south most due to its large
area and serving requirement. Because of environmental reasons there is at least
a 10m distance spared between resource 11 and others. The constants of this
problem are set as WR = 15m, WF = 20m, WL = 10, M = 100. Parameters
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Table 3. Pareto optimal solutions

No. Value of F1 Value of F2 Solutions (in order)

1 86814 43.8 10 4 6 7 3 2 5 8 9 1 11
2 89358 42.6 4 5 8 9 3 2 10 6 7 1 11
3 94602 42.4 4 7 6 3 2 10 9 8 5 1 11
4 96198 41.8 4 5 8 9 2 3 10 6 7 1 11
5 107233 41.6 2 1 7 6 10 4 9 8 5 3 11
6 117362 41.4 10 4 6 7 3 2 9 8 5 1 11
7 118597 41 2 1 6 7 10 4 9 8 5 3 11
8 121831 40.8 1 2 6 7 3 4 9 8 5 10 11
9 157902 40.8 2 10 8 6 5 3 4 9 7 1 11

of MOGA are set as population size = 100, maximum number of generations =
500, crossover rate = 0.2, mutation rate = 0.7. In all different random trials run
by the proposed MOGA approach, we obtain the same results as summarized in
Table 3. Figure 1 shows one of its Pareto optimal solutions by visualization.

In order to further test the effectiveness of the proposed MOGA approach,
nine FLP problems with a little larger scale are tested on a PC-type computer
(P4 1.7G, RAM 128M). All parameters are set as follows: population size = 300;
maximum number of generations = 500; crossover rate = 0.2 and mutation rate
= 0.7. Each test is repeated 20 times and the average results are summarized in
Table 4.

Fig. 1. Illustration of a Pareto optimal solution

From Table 4, it can be concluded that the MOGA with local search could
obtain good solutions for the FLPs of moderate scale within acceptable running
time, whereas it produces the same results for the FLPs of problem scale of
less than 14 and get the satisfying results for the FLPs of problem scale of less
than 19.



A Genetic Algorithm Approach on a Facility Layout Design Problem 1013

Table 4. Numerical experiments

Problem
Scale

All Solutions
(A)

Pareto Solutions
(B)

Ratio B/A
CPU

time(s)

11 140 140 100% 462
12 300 300 100% 566
13 216 216 100% 897
14 456 420 92% 1190
15 586 544 93% 1514
16 456 392 86% 2029
17 456 384 84% 2906
18 508 406 80% 3261
19 458 336 73% 3881

5 Conclusion

In this paper, a bi-criteria facility layout problem with fixed aisles is discussed
aiming at minimizing total cost of material handling and maximizing adjacent
requirement between resources. Given the successful application of the method
on a practical FLP with moderate scale, the numerical analysis showed the
effectiveness to obtain most optimal Pareto solutions of the FLPs with scale
ranging from 11 resources to 19 resources within acceptable CPU times. The
research work would be a powerful support for the facility layout design problems
in the field of engineering design and optimization.
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Abstract. As one of the most important management strategies, supply chain 
management (SCM) is increasingly being emphasized. And, an increasing focus 
is placed on the integration of overall supply chain resources. In running the 
strategy, one of key problems is how to judge the suitability that a project is 
managed by SCM paradigm. For this reason, a novel feasibility analysis 
approach based on game theory is presented for running a supply chain project. 
First of all, some basic conditions for judging the feasibility of a SCM project 
are discussed both on individual rationality and group rationality. Then, a viable 
bargain price range of candidate partners is proposed by using Bayes-Nash 
equilibrium, and a numerical example is given to illustrate its application. 
Finally, we discuss the relationship between the bargain price range and the 
competitive index in a SCM project.  

1   Introduction 

With the globalization of economic markets, the competitive relationship among 
enterprises increasingly becomes both competitive and cooperative [1-5]. Thus, the 
applications of game theory in SCM field attracted much attention of lots of 
researchers [6-7]. Main works in this research domain could be summarized into three 
aspects. First, some researchers [8] applied game theory to make decisions, such as 
whether to join a supply chain or not, and whether to share their information to other 
members in supply chain or not. Second, some research work [9-10] was conducted 
on the coordination game process between enterprises. Third, profits allocation and 
risk control were paid a lot of attention. Some researchers [11] proposed profits 
allocation model based on game theory, and discussed how to optimize allocation 
strategies. 

This paper aims to present a novel analysis approach for judging whether or not a 
project is suitable for constructing a supply chain alliance. First of all, two basic 
conditions for judging the feasibility of a SCM project are discussed in section 2. 
Then, a bargain price range of cooperative partners is proposed in section 3 by using 
Bayes-Nash equilibrium, and its application is illustrated by a numerical example in 
section 4. Finally, some discussions are made on the relationship between the bargain 
price range and the competitive index in section 5. And our conclusions are given in 
the final section. 
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2    Supply Chain Project’s Feasibility 

Generally speaking, a core enterprise and its potential cooperative partners usually 
have the ability to judge whether a possible alliance will result in more profits. 
Apparently, a SCM project must make sure that every member can gain more profits 
than does business independently, and the total profits of the project must be not less 
than the sum of all members’ profit expectation. Thus we can get the following two 
basic conditions for analyzing the feasibility of a supply chain project: 

(1) Individual rationality 

≥
≥

)()(

)()(

00 VEVE

VEVE ii  . (1) 

where i denotes supply chain member, iV denotes the income of member i  by joining 

a supply chain, iV denotes the income of member i by doing business himself, 

0V denotes the income of core enterprise in this project, and )(•E denotes an 

expectation for one issue. 
(2) Group rationality 
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1

VEVEVE
n

i
i +≥

=
 . (2) 

where V denotes the whole income of a supply chain project and n  the number of 
supply chain members. 

The average income in the industry a partner belongs to can be taken as the 
estimated value of the partner income expectation, when a core enterprise makes its 
feasibility analysis for a supply chain project. Then, we have 

)()(
~
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1
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1
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n

i
ii ++≥

=
α  . (4) 

where )(
~

iVE denotes the estimated value of income expectation of member i , 

iI denotes the input of member i , and iα denotes the average industry profit rate of 

member i . It shows that, according to group rationality, a productive supply chain 
project must make sure that its members gain much more profits than their own 
industry average profits. 

3    Game-Theory-Based Analysis Approach 

After making sure that a supply chain project is productive, a core enterprise has to 
analyze the scope of feasible potential partners. Due to the fact of nonsymmetrical 
distribution of information between core enterprise and its potential partners, the 
Bayes-Nash game model is applied to analyze the relationship between both of them. 
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Supposed that A is a core enterprise and B is one of potential partners. Partners’ 
type set is their attitude information {“arduous”, “ordinary”, “lazy”}, denoted 
as },,{ 321 θθθ , respectively. And their relative probability is denoted by 1P , 2P and 3P , 

respectively. The total input of a supply chain project is signed as I , and its total 
income is signed as V . Income functions are )(1 If , )(2 If , and )(3 If (generally, 

)(1 If > )(2 If > )(3 If ), respectively. Competitive index between A and B is signed as 

β ( 10 ≤≤ β ). And industrial average profit rate is α ( 10 ≤≤ α ). Aλ  

and Bλ ( 1,0 ≤≤ BA λλ ) is an input/allocation proportion in total input/allocation for A 

and B, respectively, and meets 1=+ BA λλ (usually BA λλ ≥ ). 

According to the above information, a payoff matrix can be obtained, as shown in 
Table 1. 

Table 1. Payoff Matrix 

B 

1θ  2θ  3θ  
 

Yes No Yes No Yes No 

Yes AV , BV  IAλ− , BIλα  '
AV , '

AV  IAλ− , BIλα "
AV , "

BV  IAλ− , BIλα  
A 

No IAαλ , IBλ−  IAαλ , BIλα  IAαλ , IBλ− IAαλ , BIλα IAαλ , IBλ− IAαλ , BIλα  

For A: “Yes” means forming the supply chain and “No” means not forming the supply chain. 
For B: “Yes” means joining the supply chain and “No” means not joining the supply chain. 

Table 1 gives all possible situations, where IIfV AA ⋅−= λ)(1 , IIfV B ⋅−= λ)(1B ; 

IIfV AA ⋅−= λ)(2
' , IIfV B ⋅−= λ)(2

'
B ; IIfV AA ⋅−= λ)(3

" , IIfV BB ⋅−= λ)(3
" . 

In this game model, the attitude type information for B is nonsymmetrical, and it is 
uncertain for A. Thus A applies the expectation value of the total income instead of 
the real total income when it makes its decision on forming a supply chain. Then, 

)()()()( 332211 IfPIfPIfPVE ⋅+⋅+⋅= . (5) 

According to Eq.(1), A forms a supply chain under the following condition. 

IVEIVE ABAAA ⋅⋅≥⋅−⋅+⋅−⋅ λαλλβλλ )()()(  . (6) 

For B, its attitude type information becomes fully known. We can obtain its condition 
of joining a supply chain, just as Eq.(6) for A. Then, to meet 1=+ BA λλ , we have: 
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For 2θ
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Assumed that there is a maximum value ( λ ), which is supposed to meet:  

≥
≥

λλ
λλ

B

A . 

Then, the bargain price scope of a suitable potential partner can be expressed as 

 [ λ⋅)(VE , )1()( λ−⋅VE ] . (11) 

where the value of λ depends on the risk-level of the core enterprise. For a risk-
medium supply chain organizer,  

)1()21()(
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+−+⋅
⋅=

IVE

VE
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4   Numerical Example 

There is a cosmetic manufacturer (A) which was to form a supply chain for its new 
product. Supplier B was considered as one of potential partners since it could provide 
a specific kind of raw materials and services. The value of input is estimated as one 
million dollar, and income functions listed as IIf 2)(1 = , IIf 5.1)(2 =  and 

IIf 3.1)(3 = . The relative probability of attitude status },,{ 321 θθθ  for B is 0.4, 0.2 

and 0.4, respectively. In addition, 2.0=β  and 2.0=α . 

Some relative parameters could be calculated from Eqs.(6-10), and their results are 
shown in Table 2. 

Table 2. Income Value and Allocation Proportion 

)(VE  )(1 If  )(2 If  )(3 If  Aλ  1θ : Bλ  2θ : Bλ  3θ : Bλ  

1.62 2.00 1.50 1.30 303.0≥  25.0≥  333.0≥  419.0≥  

For a risk-medium manufacturer, we can conclude from Eq.(11) that suitable 
potential partners are the ones with their bargain price scope [49, 113]. Apparently, 
different risk levels will result in different scopes. If A is a pessimistic decision-maker 
who considers B to be lazy and irredeemable, the scope will be narrowed to [68, 94]. 
Different scopes show the feasibility performance of the supply chain project, and 
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also show the bargain space for supply chain organizer and potential cooperative 
members. 

Relatively, the scope is also a rational price range for potential partners (e.g. 
supplier B).  

5   Discussions 

It can be obtained from Eq.(11) that the length of suitable bargain price range: 
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Since 10 ≤≤ β , equation (12) can be expressed into: 
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According to Eq.(13), we can make further analysis of the relationship between the 
bargain price scope and the competitive index. 

(1) If there are no competitions ( 0=β ) between a core enterprise and its potential 

partners, then )(VEd = . This means the length of the range ( d ) will not change with 

the change of parameter λ . And the range in this case is widest among all any other 
cases ( 10 ≤< β ). 

(2) If 10 << β , then d decreases when β increases, and decreases when α  

increases. This means, the enterprises with less competitiveness and relatively low 
industrial profit rate are more possible to become the suitable potential partners. 

(3) If competitive index 1=β (that is, these two enterprises compete each other 

drastically), then the range becomes very narrow. And when )1()( α+= IVE , 0=d , 

which means there is no possibility to form the supply chain alliance. 

6   Concluding Remarks 

Supply chain management is considered as one of most popular and effective 
management strategies. The analysis approach presented in this paper provides an 
important tool, from the viewpoint of game theory, for judging whether a project is 
feasible to a supply chain alliance, and also for evaluating and finding suitable 
potential partners. It is worthy of noting that some settings of parameters mentioned 
in the game analysis approach may be modified and adjusted according to practical 
situations. And it should be point out that this approach emphasizes the feasibility 
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analysis of a supply chain project from the viewpoint of economics in an ideal market 
competition environment. 

Future research will pay more attention to develop an n-person game model for the 
feasibility analysis of a supply chain project. Also, more non-economic factors will be 
considered, such as, credit, brand, and so on. 
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Abstract. Industry clusters with urbanization interactive development is a 
multi-factor complex system. In this research, we present a system dynamics 
methodology to construct an industrial clustering and urbanization interactive 
dynamics model, and further to make its simulation computation and analysis. 
The simulation results show that the development of industrial clusters stimu-
lates the rise of urbanization level, and the level of urbanization and the growth 
of industrial clusters promote the development of industrial clusters. Also, a 
case study for Yiwu City, P.R.China is conducted. It shows that the urbaniza-
tion of Yiwu City is a fairly advanced virtuous circle. 

1   The Dynamics Mechanism Construction of the Interactive 
Development of Industry Clusters and Urbanization  

The system dynamics introduced by Professor Forrester (Jay Forrester W) is a quanti-
tative method based on feedback control theory with computer simulation technology. 
It is usually used to research complex socio-economic system. The issue considering 
interactive development of industry clusters with urbanization involves many factors 
[1-2]. The interaction among the factors, and between the factors and the entire sys-
tem creates a big complex of dynamic feedback with multi-variables and multi-levels, 
and being nonlinear [3-4]. In order to correctly catch the development trend, we must 
adopt the thinking of system analysis. Combining the actual situation of several me-
dium and small cities, we have chosen 11 flow variables required for the system. The 
correlation between variables is as followed. 

To further describe the interrelationship of the system variables, industry clusters 
with urbanization interactive system is divided into four subsystems: clustering sub-
systems, economic structure subsystems, energy and infrastructure security subsys-
tems and urbanization subsystems. 

(1) In the clustering subsystem (Fig. 2), we describe the interactions between clus-
tering output and other variables, such as, land, labor, technical information, availabil-
ity of electricity and industry competition (cluster size : enterprises quantity in the  
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sponsored by Foundation of Art & Social Science Research and Plan, Ministry of Education 
(Project NO. 05JA790072). 
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CO= clustering output   NAP= non-agricultural population 

SC= scales of cluster   UE= usable electricity 

NAUL= non-agricultural using land  SIO= the second industrial output 

P= pollution    TIO= the tertiary industrial output 

TP= total population   FIO= the first industrial output 

IS= industrial structure   TP=Total Population  

PNAP= Proportion of non-agricultural population 

Fig. 1. Industry clusters with urbanization interactive development system variables 
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Fig. 2. Cluster sub-system flowchart 

clusters). Taking clustering output J (t) (100 mn) and clustering scale JG (t) (a) as 
flow variables, and J0 and JG0 were initial data of clustering output and number of 
enterprises in certain scale quantity within the clusters respectively in year 0. 

JI (100 mn per year) is said as expectation of incremental clustering output value 
based on the actual production capability. JI is affected by employment JY, capital 
input Z, scale enterprises quantity JG, labour quality in clusters LS and information 
sharing degrees JX.  JY2J, JZ2J, JG2J and JL2J are said respectively as effective 
factors of employment, capital inputs, scale enterprises quantity and the labour quality 
and information to the incremental clustering output. Among them, labour quality LS 
(no dimension) is defined as value of high-ranking technicians LSR (10 k persons) to 
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employment LY (10 k persons)
LY

LSR
LS = . JC (100 mn per year) is defined as the 

bias from expectation of incremental clustering output value which is affected by 
land, availability of electricity and peer competition. JD2J, JE2J and JG2J are respec-
tively expressed as effective factors of clustering available land JD, clustering avail-
ability of electricity JE and scale enterprise quantity JG related to clustering output. 
JGI (a/year) is known as clustering incremental scale enterprises quantity, and it is 
controlled by clustering profit (JL), the market demand and capital input. SX2JG and 
Z2JG are respectively defined as effective factors of market demand and capital in-
puts related to incremental enterprises quantity. JGC (unit / year) indicates peer com-
petition, the constraints of available resources, including electricity, land, and the 
reduction size of these clusters of enterprises. This subsystem requires input variables 
of JD2J, JD2JG and JE2J, JE2JG, and the effective factor CZ2JY of urban population 
related to employment. The effective factor J2SR of clustering output to disposable 
income of urban population per capita, and the effective factor J2CS clustering output 
to infrastructure as outputting variables that link to other subsystems. 

(2) The economic structure subsystem (Fig. 3), the output value (all in RMB) in the 
first industry C1 (t) (100 mn), output of secondary industry C2 (t) (100 mn) and the 
output tertiary industry C3 (t) (100 mn) as spaces variables analyze I, II, III industrial 
linkages. which is not discussed in details. 

(3) In the urbanization subsystem (Fig. 4), there are three population flow-
variables, i.e. transient population RZ (t), the total population of R (t), the non-
farming population RF (t).  

Flow rate variables RI, RC (10 k people / year) express the birth population and 
death population based on the total population (excluding transient population), are 
constrained by pollution index WZ and urban crowdedness index Y. However the 
transient population in the small towns is involved in the regional economic activities, 
and involved in the regional distribution of resources and urban construction, it is a 
big force which cannot be ignored in towns. RZI, RZC respectively express the an-
nual increases and reductions of the transient population, and RFI, RFC respectively 
express the annual increases and reductions of the non-agricultural population. 
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Fig. 3. The economic structure subsystem 
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Fig. 4. The urbanization subsystem 

Y defined as urban crowdedness index: 0/)( RM
JD

CZ
Y = . Among them, J.D. is 

construction area; RM0 is the initial urban population density. CZ by the effective 
factors CZ2JY, CZ2C1 and CZ2C2 CZ controls cluster employment, secondary and 
tertiary industry output value, to make urbanization subsystems and industrial cluster-
ing subsystems, economic structure linked together. SR is (10k yuan / person) dispos-
able income per capita of urban population, and L expresses demand for labours in the 
second and tertiary industries. SR, L and the proportion of the tertiary industry B3 
restricts the annual increase and reduction of non-agricultural population and the 
transient population. In the system, agricultural population (10 k people) as a supple-
mentary variable, is constrained by the ratio of non-farming population to the total 
population RM as well as total population R, at the same time it controls the fluctua-
tions of first industrial output, and also indicates the link of population and the  
economic structure system. RB and the transient population RZ together constrain 
infrastructure through RB2CS and RZ2CS, so it indicates the link of urbanization 
subsystems and energy and infrastructure protection subsystems. The market demand 
SX (100 mn yuan, total retail sales of consumer goods) is controlled by RB, and re-
stricts the annual growth of number enterprises with certain scale within the cluster. 
Energy and infrastructure security subsystem, and the close relationship and interaction 
among these 4 subsystems are not discussed in details because of the paper limitation. 

2   Analysis of Yiwu City Models of Industrial Clusters 
Development and Result of Interactive Dynamics Simulation  

The study on inherent mechanism of interaction between industrial cluster and ur-
banization of Yiwu City, Zhejiang provides a good reference on the industrial devel-
opment of China's medium and small cities. A series calculation results could be 
gained by setting up the interaction dynamics between industry cluster and urbaniza-
tion, and conducting the simulation calculation based on relevant programs. Table 1 is 
the simulation data of clustering output, the proportion of non farming population 
(rural), and the proportion of tertiary industry output. 
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Table 1. The simulation data (mn in RMB yuan, pop=population) 

Heading level 2005 2010 2015 2020 
Clustering output (100 mn) 558.10 862.24 1212.35 1410.78 
Proportion of non farming pop 0.36 0.44 0.48 0.54 
The tertiary industry 0.45 0.48 0.56 0.59 

Using 1998-2020 data [5-6], the simulated clustering output and the trend of 
proportion changes of non-agricultural population could be drawn, and shown as 
following Fig. There exists correlative relationship between clusters of non-
agricultural output and proportion of the non-agricultural population. 
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Fig. 5. The Transformation Trend of Clustering Output and the Proportion of Non farming 
Population  

Based on the Pairwise Granger Causality Tests and simulation data from 1998 to 
2020, the causal relationship between the cluster output and proportion of non-
agricultural population is examed. In the tests with lag=3, the result is shown in fol-
lowing table. 

With the lag=3, correlative relationship between both is existing. In order to ensure 
the validity of the test results, the same test was conducted with variable number of 
lags, the results were similar. It might be proven that interaction between urbanization 
and industrial clusters exists. 

Industrial clusters, as shown in Fig. 5, are kinds of carrier of the agricultural popu-
lation moving toward cities. The increase of the cluster output between 1998 and 
2010 will drive the increase of the proportion of non-agricultural population. And the 
non-agricultural population is the main labour source in industrial clusters, supports  
 

Table 2. Pairwise Granger Causality 

 Tests Sample: 1998 2020   Lags: 3   
Null Hypothesis: Obs F-Statistic Probability 
 the proportion of non-farming population 
does not Granger Cause Clustering output 

20 2.097 0.1507 

Clustering output does not Granger Cause the 
proportion of non-farming population 

1.231 0.3387 
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Fig. 6. The Relation between C- O J and B3, Prop of Non-farming Pop RB (urban rate) 

the development of industrial clusters. After 2010, as the increase rate of non-
agricultural population will be slow down, it leads to a growth of cluster output (C-
O=cluster output). 

As shown in Fig. 6, in the early stage of cluster development the increase of non-
agricultural population is promoted, however, the growth of proportion of the non-
agricultural population is getting slower while clustering output reaching 80 billion 
yuan. In Yiwu City, most of clusters consist of labor-intensive industries. The output 
growth needs substantial mass labor support, and it stimulates the increase of non-
agricultural population. Simultaneously, due to the increase of cluster output, the 
income of urban population is increasing. The income increase of the urban popula-
tion will attract the agricultural population moving toward to non-agricultural sector. 
Since cluster development is restricted by available land, electricity supply and indus-
try competition, increase rate of the cluster output is getting down, and leads to less 
demand of labor. The proportion change of non-agricultural population is getting 
smaller. 

By using the simulated results we can further analyze the cluster output, non-
agricultural population and the proportion of the second and third industries, avail-
ability of electricity and correlative degree of land use for the transportation to out of 
the clusters.  

In other words, in Yiwu, the industry cluster development and urbanization are 
both positively functioning in the healthy manner and forming a sound circulation. 
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Abstract. Numerical examples and some simple systems, for instance an 
inverted pendulum on a cart, are often used in the analytical and simulation 
study of Networked Control Systems (NCSs). In this paper, we propose to use a 
system of “Two inverted pendulums Coupled by a Spring” to extend the 
existing study to investigate: (1) asynchronised multi-rate sampling in a NCS, 
(2) random, distributed and discrete time delay in networked signal-transfer 
with possible loss of signals, (3) NCS for nonlinear systems, (4) Robust control 
of NCS with plant uncertainties and external disturbances, and (5) using NCS to 
implement controller structure beyond the limit of decentralised control. This 
system has been used, in the context of point-to-point connections, to study a 
number of control problems including a study on robust stabilisation of 
nonlinear systems via decentralised control. Therefore the performances of the 
system having a NCS structure can be compared with those having a traditional 
structure of fixed connections. The detailed model, some simulation results of 
the system under both of a traditional structure and a NCS structure, and 
proposed further studies are presented in the paper. 

1    Introduction 

An application example of “Two inverted pendulums Coupled by a Spring” (TCS, see 
Figure 1) was used in decentralised control literature to demonstrate “optimality and 
robustness of linear quadratic control for nonlinear systems” in a paper in Automatica 
[1]; “decentrally optimal systems” in a well-known book on decentralised control [2]; 
and “robust stabilisation of nonlinear systems via linear state feedback” in another 
control research book [3]. In [3], robust stabilisation of nonlinear systems is achieved 
by decentralised control, which is a particularly challenging problem. In this paper, 
we propose to use this TCS system as an example to investigate feedback control 
system under a Networked Control System (NCS) structure. 
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2   Modelling and Simulation   

The variables of the system (Figure 1) are: 

i :   angular displacement of pendulum i (i = 1, 2) 
i :   torque input generated by the actuator for pendulum i (i = 1, 2) 

F :   spring force 
ls :    spring length 
φ :    angle of the spring to the earth 

and the constants are: 
li :     length of pendulum i (i = 1, 2) 
mi :   mass of pendulum i (i = 1, 2) 
L :     distance of two pendulums 

 :     spring constant 

F F
spring

2θ1θ

1τ 2τ

1m

1l

2l

sl

L

κ

2m

φ

φ

 

Fig. 1. Two inverted pendulums coupled by a spring 

The mass of each pendulum is uniformly distributed. The length of the spring is 
chosen so that F = 0 when 021 == θθ , which implies that 0)(

.

221

.

1 =Tθθθθ  is an 
equilibrium of the system if .021 == ττ  For simplicity, we assume that the mass of 
the spring is zero. 

The equations of motion of the coupled pendulums are written as 

)cos(sin)2/(]3/)([ 1111111

..
2

11 φθθτθ −++= Fllgmlm  

)cos(sin)2/(]3/)([ 2222222

..
2

22 φθθτθ −−+= Fllgmlm  
(1) 

where g = 9.8m/sec2 is the constant of gravity, and 
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2/12

1122
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1122 ])coscos()sinsin[( θθθθ llllLls −+−+=  

1122

22111

sinsin
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θθ
θθφ

llL

ll

−+
−

= −  

(2) 

The following plant numerical values are used in [3]: 

mNmL

kgmkgmmlml

/42.1

8.018.01 2121

==
====

κ
 

The initial conditions of the two pendulums are noted as: 
02)0(01)0( 21 xx == θθ  . 

In [3], the movements of the two pendulums are assumed no more than 30 degree 
(0.53 radian) from their equilibrium positions ( 021 == θθ ). A decentralised state 

feedback control law: 

−=

.

2

2

.

1

1

2

1

375.2500.700

00485.3957.10

θ

θ

θ

θ

τ
τ

 (3) 

is designed to stabilise this unstable system. The design is based on a few theorems 
and corollaries proved in [3].  

Although the system has been used in a number of studies [1-3], no simulation 
result is presented in the literature. A Matlab/Simulink model and some simulation 
results are presented in this paper. In the simulation model of Figure 2, subsystem 1 is 
for the dynamics of the plant, and associated sensors and actuators. Subsystem 2 is for 
the dynamics of the controller, i.e., the above equation. 

Subsystem 1 has 4 outputs, i.e., the measurements of  21

.

1 ,, θθθ   and  
.

2θ . It has 
four inputs, i.e., two disturbance torques applied to pendulum 1 and 2; and two 
feedback control torques 1τ  and 2τ . Since there is some symmetry of the two 
pendulums, we only apply disturbance torques to pendulum 1. A “Multiport Switch” 
on the left of Figure 2 is to select different forms of disturbance signals. In our 
simulation model, the simulation will stop if the movement of any pendulum is more 
than 60 degree (1.05 radian) from their equilibrium positions ( 021 == θθ ). If this 
happens, the system is considered unstable. 

Typical simulation results are presented in Figures 3-6. In Figure 3, there is no 
external disturbance torque (In Figure 2, the switching option number is 1; and 
disturbance torque is a constant with a value of zero) and the system responses to a non-
zero initial condition: 002)0(;5.001)0( 21 ==== xx θθ . In Figure 4, with a zero 
initial condition, a step function with a magnitude of 7.5 N·m is applied to the system at 
t = 0.1 sec. Although the position of pendulum 1 moves beyond the assumed upper 
value of 0.52 radian in the design, the system is still stable. This is due to the conditions  
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Fig. 2. A Matlab/Simulink model 
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Fig. 3. Initial condition response (fixed connection) 

used in the design [3] are sufficient conditions. At the final steady-state, on pendulum 1 
the toque due to the spring force F, the feedback control torque 1τ , and the disturbance 
torque result a net zero torque. Similarly, at the steady-state, on pendulum 2 the 
feedback control torque 2τ  is equal to the toque due to the spring force F in magnitude 
but in opposite directions. These steady-state values are: 

]2.3832-   11.3455-   0.3202   1.0268[][ 2121 =ττθθ  



1030 T. Yang et al. 

0 0.5 1 1.5 2 2.5 3
0

0.2

0.4

0.6

0.8

1

Time (sec.)

P
os

iti
on

 in
 R

ad
ia
n

Response to a step disturbance of  7.5 N.m

Pendulum 1

Pendulum 2

 
Fig. 4. Step disturbance response (fixed connection) 
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Fig. 5. Pulse disturbance response (fixed connection) 

Figures 5 and 6 are system responses to pulse disturbance (amplitude 5; period 1.5 
sec.; pulse width 10% of the period) and sinusoidal disturbance (amplitude 8; period 
1.5 sec.) respectively. 

Figures 7-10 are system responses subject to the same kind of disturbances but 
under a NCS scheme. The detailed descriptions of the scheme are given in the next 
section. Notice that (1) in order to have “stable” outputs, signal magnitudes of 
disturbances are reduced (see titles of the figures for detail), and (2) plotting scales 
used in Figures 7-10 are different from those used in Figures 3-6. The description of 
simulation package used for the NCS case, which is still under further development, 
can be found from http://www.sussex.ac.uk/Users/taiyang/ under “selected 
presentations”. 

Remark. From the simulation results presented in Figures 3-10, where the cases 
simulated under NCS are very limited, one can see that, as can be predicted, the 
system responses deteriorate when the point-to-point connections between sensors 
and the controller are replaced by network communications. 
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Fig. 6. Sinusoidal disturbance response (fixed connection) 
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Fig. 7. Initial condition response (under NCS) 
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Fig. 8. Step disturbance response (under NCS) 
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Fig. 9. Pulse disturbance response (under NCS) 
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Fig. 10. Sinusoidal disturbance response (under NCS) 

3   Analytical and Simulation Study of the System Under a NCS 
Structure 

Under a Networked Control System (NCS) structure, the connections between sensors 
and the controller; and between the controller and actuators are not point-to-point wired. 
Measurement and control signals are transferred through communication networks. It is 
generally recognised that dynamics associated with networked signal transfer should be 
considered in NCS design and simulation [4, 5]. In [4], a general framework for NCS 
simulation is proposed. A basic block diagram is shown in Figure 11, where the N 
measured signals Nyy ......1  (they can be sampled at different rates) are sent through 
a network to the controller. In a NCS, not like in a point-to-point connected system, 
the signals received by the controller are not identical to the signals sent out: 

Nyy ......1  (in terms of time functions) due to various dynamics associated with the 

networked communications. Therefore, the received signals are noted as Nww ......1 .  
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Similarly, the plant actuator signals muu ......1  are not identical to the controller 

output signals: mvv ......1 .  

Figure 12 is a typical timing diagram for signal transfer in a NCS. For our example 
system, we can assume that the measurements of angular position and the speed of 
pendulum 1: 1

.

1 θθ  (or 21 yy  in Figure 11), as data source 1, are sampled at a rate 
with a period of 1T . They are put into a data packet 1sD  with a sequence of 

......,, 1
2

1
1

ss DD , where the subscript of 1sD  is the sampling sequence. The packets 
arrived at the controller (the receiving end) are noted as ......,, 1

2
1

1
rr DD  (not shown in 

the figure). The signals used for controller input are noted as 21 ww  before.  
Similarly, the measurements of 2

.

2 θθ  (or 43 yy  in Figure 11), as data source 2, are 
sampled at a rate with a period of 2T . They are put into a data packet 2sD  with a 
sequence of ......,, 2

2
2

1
ss DD  to send through the network to reach at the controller, 

noted as ......,, 2
2

2
1

rr DD . as shown in the figure. The controller itself has an updating 
(sampling) rate with a period of T.  With the given data, we propose to set 

.sec04.0.;sec05.0 21 == TT  and .sec04.0=T  From this timing diagram, one can 
observe that: 

(1) Sources 1 and 2 have different sampling rates. 
(2) Although the sampling rate of source 2 is the same as that of the receiving 

end, there is a “time skew” γ   between the sampling instances of the two. 

This and (1) are to reflect asynchronised multi-rate sampling in a typical 
NCS. 

(3) The time-delay between sending a packet and receiving it is random. 

(4) There is a possibility of packet loss. In Figure 12, data packet 2
3
sD  is lost in 

the transmission. 
(5) There is a possibility of packets arriving in a wrong order. This is due to the 

randomness of the time-delay in packet transmission. In Figure 12, a newly 

received packet 2r
kD  is not a packet with newly sampled signals at the 

source. 

 

Fig. 11. Networked control  
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Fig. 12. Typical timing diagram of a NCS 
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Fig. 13. Compare signals under fixed connection and NCS 
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The above is to show some typical characteristics of sensor-controller signal 
transfer in a NCS. Similarly, some typical characteristics of controller-actuator signal 
transfer can be shown in Figure 13. It is interesting to compare the actuator signals in 
a NCS, Figure 13 (a), and actuator signals in a traditional point-to-point connection, 
Figure 13 (b).  

(a) In the previous analytical studies [1-3], the design is within the framework of 
a linear-system with structured uncertainties to count for the actual 
nonlinearity of the plant model; and is based on traditional point-to-point 
connections. To make the design problem even more challenging, in addition 
to the dynamics associated with the network communications in a NCS 
system, we can make some additional assumptions, for example: The 
dynamics of the actuators, torque motors, is to be included in the plant 
model. 

(b) There are some uncertainties in the inertias of the moment of the two 
pendulums.  

(c) There are some uncertain friction forces to rotational movements. 
(d) There are measurement errors (within certain percentage bounds). 

This system can also be used to investigate a NCS implementation of controller 
structures beyond the limit of decentralised control. Details of possible non-
decentralised control structures to be considered can be found in [6]. In general, a 
discussion about the impact of NCS on large-scale system control methodology can 
be found in [7]. 

4   Conclusion 

A system which was previously used in three design studies under the traditional 
point-to-point connection structure is proposed as a benchmark for the analytical and 
simulation studies of networked control systems. The detailed modelling and some 
simulation results are presented. These limited simulation results show that, the 
system responses deteriorate when the point-to-point connections between sensors 
and the controller are replaced by network communications. 
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Abstract. In this paper, a class of adaptive control systems is to be studied, in 
which the identification loop is closed over communication networks. The net-
work-induced delays caused by the communication network are then inevitable 
and randomly time-varying in general. And these delays between controller and 
identifier can make a mess of the transmitted packet sequences which may de-
teriorate the control performance even destabilize the system. Obviously, the 
randomly time-varying delay is a key problem in networked adaptive control 
systems, and a strategy using the concept of fixed maximum delay is presented to 
avoid this problem. The adaptive system is proven to be convergent if such 
strategy is to be used. After that, with a view to further improve the performance, 
another modified strategy is proposed and the simulation results verify its valid-
ity and practicability. 

1   Introduction 

The basic idea of adaptive control system is that the controller can automatically adapt 
itself to retain control performance as the controlled plant is under changes. An ARMA 
model of the plant is formed by online parameter estimation, on which the control law 
is based, using the principle of certainty equivalence. Hence the controller changes in 
accordance with the plant. The adaptive control systems have a two-loop structure to 
respectively implement parameter estimation and control law. The inner loop is a 
control loop composed of the plant and the controller. The outer loop is an online 
identification loop, where the identifier estimates the parameters of the plant and the 
estimates are provided to the controller to implement the control law. 

It is well known that the adaptive control routine for linear time-invariant systems 
was well established in the latter decades of the last century [1]. The self-tuning regu-
lator was presented by K.J. Åström and Wittenmark in 1973. Since then many excellent 
researches on adaptive control systems have been done and reported [2-4]. 

In recent years, on the other hand, the rapid growth of communication networks 
provides many opportunities for control systems, and a large amount of interests have 
been focused on the control systems over networks [5]. Hence, the concept of net-
worked control systems (NCSs) [6-8], whose control loop is closed over a communi-
cation network, is emerging. 

Within this paper, we intend to study a class of adaptive systems whose identifica-
tion loop is closed over communication networks, while the inner loop is not. We shall 
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use the term Networked Adaptive Control Systems to describe it for simplicity. Fig. 1 
illustrates a typical setup and the information flows of a networked adaptive control 
system. Obviously, the controller is developed with the ability to communicate to re-
mote identifier through networks. Thus, the identifier can handle very complex tasks 
such as online parameter estimation for the controller while the local controller can be 
simple and cheap enough to only do limited work [9]. 

Building an adaptive control system over communication networks offers a lot of 
advantages. However, the communication networks inevitably introduce some net-
work-induced delays. In NCSs, it is well known that the network-induced delay ex-
isting in the control loop introduces an additional phase lag in frequency domain, 
tending to degrade the control quality and even to destabilize the system [6, 7]. 

Our main purpose in this paper is to study the effects on system performance caused 
by network-induced delays, which exists in the identification loop of the networked 
adaptive control systems. To the best of our knowledge, adaptive control systems with 
outer loop closed over communication networks has not been presented yet so far. 
Furthermore we believe that most of the results presented in this paper will be useful in 
or can be extended to analysis and design of the Network Learning Based Control 
Systems [9]. As a matter of fact, the latter is the aim of our recent researches. 

 

Fig. 1. Adaptive control systems over communication networks. The inner loop (control loop) is 
connected locally (solid line). The outer loop (identification loop) is connected over communi-
cation network (dashed). A local controller and a remote identifier can be found in this setup. The 
real-time control is implemented by local controller. Parameter estimation is performed by re-
mote identifier. 

2   Problem Description 

We consider a plant described as DARMA model 

1 1( ) ( ) ( ) ( )dA q y k q B q u k− − −=  . (1) 

where { }( )u k  and { }( )y k  denote the input and output sequences respectively. 
1 1

1( ) 1 n

n
A q a q a q− − −= + + +  and 1 1

0 1( ) m

m
B q b b q b q− − −= + + +  are polynomials of the 

unit delay operator q-1. d is the plant delay between its input and output. 0,1,k =  
implies the real time t=kh where h represents the sampling period. 
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Equation (1) can be expressed in predictor form as 

0( ) ( )Ty k d kϕ θ+ =  (2) 

where (k) denotes the information vector and 0 denotes the parameter vector. And 

[ ]( ) ( ), , ( 1); ( ), , ( 1)T k y k y k n u k u k m dϕ = − + − − +  .  

[ ]0 0 1 0 1, , ; , ,T
n m dθ α α β β− + −= , 0 0β ≠ .  

Since the parameter vector 0 is unknown, recursive least squares (RLS) algorithm 
can be used to compute the parameter estimates by measured plant input/output data 
(y(k),u(k-d)). In general cases, the controller and identifier exist in the same processor, 
and the online estimation scheme [3] can be expressed as 

( )( 1) ( )ˆ ˆ ˆ( ) ( 1) ( ) ( ) ( 1)
1 ( ) ( 1) ( )

T
T

P k d k d
k k y k k d k

k d P k d k d

ϕθ θ ϕ θ
ϕ ϕ

− − −= − + − − −
+ − − − −

 . (3) 

( 1) ( ) ( ) ( 1)
( ) ( 1)

1 ( ) ( 1) ( )

T

T

P k d k d k d P k d
P k d P k d

k d P k d k d

ϕ ϕ
ϕ ϕ

− − − − − −− = − − −
+ − − − −

 . (4) 

with the given initial estimate ˆ(0)θ  and ( 1)P d− −  is a pre-selected positive definite 

matrix, where ˆ( )kθ  denotes the parameter estimate at time t=kh. And then the control 
signal at t=kh is chosen to satisfy 

* ˆ( ) ( ) ( )Ty k d k kϕ θ+ =  . (5) 

where *
( )y k d+  is the given reference signal at (k+d)th sampling instant. 

If the identification loop is closed over communication networks, however, the 
controller and identifier are distributed geographically. The controller periodically 
sends (y(k),u(k-d)) to identifier through network. But the identifier can not receive them 
immediately for the existence of the network-induced delay. Hence the parameter es-
timate ˆ( )kθ  can not be computed by (3) and (4) at time t=kh. Furthermore the new es-
timate ˆ( )kθ  can not be transmitted back to the controller immediately for the same 
reason. So in (5) ˆ( )kθ  is not available at the input port of the controller at time t=kh. As 
a result, the existence of network in identification loop will impede both the real-time 
computation of parameter estimation and control signal. 

We assume in the rest of this paper that the packet size is large enough so that data do 
not need to be broken into multiple packets for transmission. And we also assume that 
the round-trip delay for the data transmission from controller to identifier and from 
identifier back to controller may be longer than one sampling period. 

3   Effect of Network-Induced Delays on Control Performance 

The network-induced delays play an important role in the networked adaptive control 
systems. Normally, this control systems will experience two distinct network-induced 
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delays: one delay ci(t) from the controller to the identifier, and another delay ic(t) 
from the identifier to the controller (see Fig.2). For the sake of completeness, the 
computational delay c(t) of the identifier should also be considered. And the follow-
ing assumptions about these delays should be made for simplicity. 

Assumption 1. The controller is clock-driven, and the identifier is event-driven. 

Assumption 2. ci(t) and ic(t) are bounded, and the maximum values of them are known 
as max

ci
τ  and max

ic
τ  respectively. 

Assumption 3. The computational delay of the identifier can be regarded as a fixed 
delay c(t)= c, while the computational delay of the controller is negligible. 

And, temporarily, Assumption 4 is also made. No packet loss happens during de-
livery and this problem will be discussed later. 

 
Fig. 2. Block diagram of networked adaptive control systems. Network induced delays ci(t)  and 

ic(t) are explicitly illustrated instead of communication networks. 

3.1   Analysis on Time Delays 

In real applications, the network-induced delays ci and ic caused by communication 
networks can vary in a random fashion. In addition ci(t) and ic(t) are independent of 
each other and are dependent on the link [10-12]. Furthermore, these delays are 
strongly related to controller and identifier respectively. 

3.2   Analysis on Out-of-Order Arrival of Packets 

In practice, not only the network-induced delays are randomly time-varying but also 
the packets may be delivered in a way that may occur the phenomenon of out-of-order 
arrival of packets in some cases, implying that a packet may arrive at the receiver 
later than some of those packets which were sent later than it by the same transmitter. 

3.3   System Performance Degradation Caused by Network-Induced Delays 

Although the network-induced delays and computational delay are inevitable, the 
RLS algorithm (3)-(4) can also be used to implement the estimation scheme if neither 
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packet loss happens during delivery from controller to identifier nor the out-of-order 
arrival of packets occurs at the input of the identifier. Otherwise, the RLS algorithm 
can not proceed correctly because of the misuse of estimation algorithm, which may 
deteriorate control performance and even destabilize the system. 

Example 1. Consider a DARMA plant model 

( 1) 1.2 ( ) 0.7 ( 1) 0.5 ( ) 0.1 ( 1)y k y k y k u k u k+ = − − + + −  . (6) 

Then Equation (6) can be expressed in the form of (2), where 

       ( )( ) ( ), ( 1), ( ), ( 1)T k y k y k u k u kϕ = − − , [ ]0 1.2 0.7 0.5 0.1Tθ = − .  

Select the sampling period h=5ms. And the reference signal is 
( ) 3.25-3 square (2 k 110)r k π= ⋅ , where square( )⋅  is a square function. When the identi-

fication loop is closed over a network, the excessive delays discussed above become 
inevitable. In this example, ci and ic are random delays, and max 3.708

ci
hτ = , 

max 3.432
ic

hτ = . Moreover we assume the computational delay of identifier c.=5ms. The 

simulation results indicate that the packet re-ordering at the input of the identifier will 
lead to the misuse of RLS algorithm, which destabilize the system. 

4   Strategy I - Fixed Maximum Delay 

4.1   Making Compensation of All Delays to Their Maximum 

Our intention is to provide strategies to solve the packet re-ordering problem and im-
prove overall control performance. We know that both the network-induced delays 

ci(kh) and ic(t) are bounded because of Assumption 2. And it is always possible to 
reduce the problem of time-varying delay to a time-invariant one by introducing suit-
able additional delay such that the sum of the delays experienced by a signal on the 
communication links is always constant [13].  

This policy can be implemented by introducing suitable buffers at both the input of 
controller and identifier. And timestamps are used to indicate the “age” of the data 
packet [6]. Therefore, plant input/output packet becomes ( ( ), ( ), )y k u k d k−  and pa-

rameter estimate packet becomes ˆ( ( ), )k kθ . If the delivery delays are bounded, we can 

compensate the controller-to-identifier delay to be max

ci
τ  and the identifier-to-controller 

delay to be max

ic
τ  using buffers. Now the round-trip delay is 

max max
max ci c icceil h

h

τ τ ττ + +
= × , 

max maxmax
max ci c icceil

h h

τ τ ττ + +
Δ = =  , (7) 

where maxΔ  is this delay in terms of the number of sampling period. Obviously, 
max NΔ ∈  and there is not any out-of-order arrival of packets at the inputs of both 

identifier and controller. 
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Example 2. In Example 1, the system is unstable when out-of-order arrival of packets 
occurs at the input of identifier. Now Strategy I is to be used to continue that example. 
From (7) the maximum round-trip sampling interval becomes max 8Δ = . The simulation 

results shown in Fig. 3 indicate that parameter estimates is approaching to their true 
values and the plant output asymptotically tracks the reference signal. 

 
(a) Parameter Estimates                         (b) Plant output and control signal 

Fig. 3. Simulation results as Strategy I being used in Example 3. (a) shows the parameter esti-
mates for the plant (6). (b) shows the plant output and control signal. 

4.2   Convergence Analysis 

The simulation results in Example 3 indicate that plant output can asymptotically 
track the reference signal if Strategy I is used. Now the convergence is to be analyzed 
theoretically, and the following assumption on the plant should be made [3]. 

Assumption 5 (Plant): 
• The time delay d is known, here assuming d=1 for simplicity. 
• An upper bound for the orders of the polynomials in (2) is known. 

(i) All modes of the inverse of the model (2) [the zeros of the polynomial ( )1
B q

− ] lie 

inside or on the closed unit disk. 
(ii) All controllable modes of the inverse of the model (2) [the zeros of the transfer 

function ( ) ( )1 1
B q A q

− − ] lie strictly inside the unit circle. 

(iii)Any modes of the inverse of the model (2) on the unit circle have a Jordan block 
size of 1. 

We begin the analysis with the adaptive control system without network connection, 
which is the base for the analysis of the networked case. For d=1 (2)-(5) can be re-
written as 

0( 1) ( )Ty k kϕ θ+ =  , (8) 
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( )( 2) ( 1)ˆ ˆ ˆ( ) ( 1) ( ) ( 1) ( 1)
1 ( 1) ( 2) ( 1)

T
T

P k k
k k y k k k

k P k k

ϕθ θ ϕ θ
ϕ ϕ

− −= − + − − −
+ − − −

 , (9) 

( 2) ( 1) ( 1) ( 2)
( 1) ( 2)

1 ( 1) ( 2) ( 1)

T

T

P k k k P k
P k P k

k P k k

ϕ ϕ
ϕ ϕ

− − − −− = − −
+ − − −

 , (10) 

*ˆ( ) ( ) ( 1)T k k y kϕ θ = +  . (11) 

Convergence can be guaranteed under above conditions for adaptive control systems 
without network connection [3]. We now assume temporarily for simplicity that no 
packet loss occurs (the problem of packet loss will be discussed later). Using Strategy I, 
all the random delays are replaced by the fixed maximum delays and no packet 
re-ordering will occur. The estimation algorithm (9)-(10) can still work while the pa-
rameter estimate maxˆ( )kθ − Δ  is definitely available to construct the control signal at kth 
sampling instant, so the control law should be so chosen that 

* maxˆ( ) ( ) ( )Ty k d k kϕ θ+ = − Δ  . (12) 

Compared with (11), the difference is that u(k) is not constructed by ˆ( )kθ  but rather 

by maxˆ( )kθ − Δ , max
0 ≤ Δ < ∞ . The stability results can be summarized in the following 

theorem. 

Theorem 1. Given the networked adaptive control systems with the plant given by (8) 
which satisfies Assumption 5 and with the communication network satisfying As-
sumption 1-4, and using Strategy I the control law (12) with estimation algorithm 
(9)-(10) will ensure that 

• { }( )y k  and { }( )u k  are bounded; 

• ( )*lim ( ) ( ) 0
k

y k y k
→∞

− =  

Proof: Redefine the tracking error as 

( )
( )( )

* max

0

max

ˆ( ) ( ) ( ) ( 1) ( 1)

ˆ ˆ( 1) ( 1) ( 1) ( 1)

T

T

e k y k y k k k

k k k k

ϕ θ θ

ϕ θ θ θ

= − = − − − Δ −

= − − − − Δ − − −
 . (13) 

Now examine 

( )
2

max

2 2

( )
lim

1 ( 1) ( 1)

ˆ ˆ( 1) ( 1) ( 1) ( 1) ( 1)
lim lim

1 ( 1) ( 1) 1 ( 1) ( 1)

Tk

T
T

T Tk k

e k

k k k

k k k k k

k k k k k t

ϕ ϕ

ϕ θ θ ϕ θ
ϕ ϕ ϕ ϕ

→∞

→∞ →∞

+ − −

− − − − Δ − − −= −
+ − − + − −

 . (14) 

From Lemma 3.3.6 in literature [3], we have 
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( )maxˆ ˆlim ( 1) ( 1) 0
k

k kθ θ
→∞

− − − Δ − =  , max0 ≤ Δ < ∞  , 

then the first term on the right-hand side of (14) is equal to zero. Using Lemma 3.3.6 
in literature [3] again, we have 

2 2

( 1) ( 1) ( )
lim lim 0

1 ( 1) ( 1) 1 ( 1) ( 1)

T

T Tk k

k k k

k k t k k t

ϕ θ ε
ϕ ϕ ϕ ϕ→∞ →∞

− − = =
+ − − + − −

 (15) 

thus the second term on the right-hand side of (14) is also equal to zero. So we have 

2

2

( )
lim 0

1 ( 1) ( 1)Tt

e k

k k kϕ ϕ→∞
=

+ − −
 (16) 

Now using Lemma 6.2.1 (The Key Technical Lemma) in literature [3], we have 

lim ( ) 0
t

e k
→∞

= , that is ( )*lim ( ) ( ) 0
k

y k y k
→∞

− = , and { }( )kϕ  is bounded. 

5   Strategy II – Dropping Over-Delayed Packets 

Strategy I is designed to avoid the happening of packet re-ordering so that conver-
gence can be guaranteed. However the way of maximum delay is far from the best 
solution because all delays for packets are artificially complemented to maximum 
value. Furthermore, we assumed in Strategy I that no packet loss happens (Assump-
tion 4). But packet loss is one of the inevitable features on networks when there are 
node failures or message collisions. The presence of packet loss can be regarded as 
the special case of infinite network-induced delay. In this way, Assumption 2, which 
gives bounded delay, is unfeasible. Therefore, Strategy I is no longer suitable at the 
identifier. To address this problem, we devise a new strategy. 

5.1   Dropping Strategy at the Identifier 

Reducing waiting-time for packets in the input buffer at the identifier. Once the ex-
pected kth packet ( ( ), ( ), )y k u k d k−  is available in the buffer input at the identifier, it 
will then be immediately sent to the identifier and does not need to stay in buffer for 
some time. Thus, the waiting time for packet will generally be shorter than max

ci
τ . 

Dropping Strategy: Given a time threshold hold

ci
T , after this time has expired, if the 

currently expected kth packet ( ( ), ( ), )y k u k d k−  is still unavailable, the identifier need 
not wait for it anymore. And the identifier will restart the parameter estimation algo-
rithm if the (k+1)th or a newer packet becomes available. Hence the kth packet is re-
garded as being lost no matter whether or not that packet will be coming later. 

However, information loss is inevitable due to dropping over-delayed packets. 
Furthermore, packet dropping also leads to the misuse of estimation algorithm. So the 
estimation scheme should be modified slightly to accommodate the information losses. 
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• If packet ( ( ), ( ), )y k u k d k−  is available at time hold

ci
t kh T≤ + , recursive parameter es-

timation scheme (3)-(4) can be adopted without any modification. 
• If packet ( ( ), ( ), )y k u k d k−  is unavailable at time hold

ci
t kh T> +  and next packet 

( ( 1), ( 1), 1)y k u k d k+ − + +  or even newer packet is available, the recursive algorithm 
(3)-(4) should be restarted. 

5.2   At the Controller 

Reducing waiting time for parameter packets in the input buffer at the controller: 
When controller receives an estimate with timestamp from the identifier, the time-
stamp will tell the controller how old the new received estimate is. This information 
can then be used by the controller in the control signal calculation as follows. 

• If the stamp shows that this new arrived estimate is ‘older’ than the previously re-
ceived estimates, this packet will be discarded immediately. The previous used es-
timate will be used again for computing the control signal in this case. 

• If the stamp shows that this new arrived estimate is ‘younger’ than all of the esti-
mates, which have already arrived at the controller, the youngest packet will be used 
to construct the control signal, because that in general the youngest estimate is more 
close to the true value 0 under the condition that the plant is time-invariant. 

Example 3. Strategy II is used to solve the packet loss problem. Suppose that 6 packets 
are lost due to the congestion during the transmission from the controller to identifier(at 
k=5, 55, 105, 155, 205 and 255). The simulation results shown in Fig. 4 indicate that 
Strategy II still work well in the presence of packet losses. 

 
(a) Parameter Estimates             (b) Plant output and control signal 

Fig. 4. Packet losses and simulation results as Strategy II being used. We select 5hold

ci
T h=  as the 

threshold for packet dropping. (a) shows the parameter estimates for the plant (6). (b) shows the 
plant output and control signals. 

5.3   Performance Analysis in the Presence of Packet Dropping 

There is no doubt that packet dropping policy makes the networked adaptive control 
systems applicable in practice. However packet losses also make the information  
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incomplete, resulting in extra uncertainties in the parameter estimate as well as in 
control signal. Hence, packet loss probability is needed to be considered. From the 
perspective of communication engineering, packet loss probability is defined as the 
fraction of packets that are lost due to the aggregate traffic being greater than the 
communication network capacity. But the packet loss here is not only due to the 
above reason but also because of the fact that the packet will be regarded as a lost one 
if its arrival at the identifier is too late, that is the delay with it is larger than the given 
threshold hold

ci
T . Therefore the packet loss probability l

ci
P  should be defined as follows, 

1 ( ) ( )
hold

ci

l r hold
ci ci ci ci dT

P P T f dτ τ τ
∞

= − ≤ =  (17) 

where ( )
d

f ⋅  is the probability density function of the random network induced delay 
from controller to identifier. 

Obviously, the choice of the threshold hold

ci
T  is important. There is a fundamental 

tradeoff as follows. The packet loss probability becomes small when hold

ci
T  is large, and 

the identifier can receive more plant input and output information. Hence, more 
knowledge about the plant and better control performance should be expected. How-
ever the round-trip delay, which is dependent on hold

ci
T , will be large, resulting in dete-

rioration of system performance. 

Example 4: Select different thresholds to continue Example 3. hold

ci
T  is chosen as 

(2 ~ 12)hold

ci
T h= . And Fig. 5 indicates the existence of an optimal hold

ci
T  in this example. 

Therefore, proper choice of the hold

ci
T  is needed. All those discussed above is also 

suitable to the adaptive control for slowly time-varying plant. 

  
                        (a) hold

ci
T h  vs. l

ci
P                                              (b) hold

ci
T h  vs. J  

Fig. 5. Packet loss probability and performance comparison under different hold

ci
T h -using 

Strategy II. (a) shows hold

ci
T h  vs. l

ci
P . (b) shows hold

ci
T h  vs. J  (performance index). At (2.9, 

0.1705) we can obtain the minimum J. 
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Control systems and communication networks are designed using very different 
principles. Traditional adaptive control theory requires the information about the con-
trolled plant to be as accurate as possible. Conversely, random delay and packet loss are 
generally acceptable in communication network design. From a higher level there is a 
tradeoff between control performance and communication performance. In a word, it is 
necessary for designer to have a good knowledge of network features before designing 
and implementing the networked adaptive control systems. 

6   Conclusions and Future Work 

In this paper, the networked adaptive control system whose outer loop is closed over 
communication networks is proposed and studied. The excessive delays caused by 
communication networks will degrade the control performance even destabilize the 
system. As a result, a preliminary approach (Strategy I ) using maximum delay policy 
is proposed to solve this problem. The system using Strategy I is proven to be con-
vergent with bounded delays. Furthermore, Strategy II with the concept of delay 
threshold is presented to deal with the existence of packet loss, and an optimal delay 
threshold is presented. The simulation results show that the output can asymptotically 
track the reference signal. 

This paper provides approaches for communication networks to be applicable in 
adaptive control applications with a focus on meeting the requirement of stability and 
dynamic performance. With the rapid development of network techniques, the possi-
bility of online parameter adjustment for the controller by remote devices is emerging. 
Hence closing the learning loop over communication networks may be a good way, 
thus delivering a more scalable architecture for building future control systems. Al-
though only the adaptive control is investigated in this paper, the results are possible to 
be extended to other control systems. It is our conjecture as well as our future work that 
the control systems with an identification or learning loop closed over communication 
networks be applicable for practical applications as long as some effective measures are 
taken. 
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Abstract. In this paper, the statistical model of communication network delay 
based on the data measured from a network in operation is studied. In our study, 
it is found that modeling the round trip time (RTT) in our network by a single 
statistical model is not adequate. Therefore two combined statistical 
distributions, Pareto distribution and generalized exponential distribution, are 
used to develop our model. This approach is verified by the standard Chi-square 
test widely used by statisticians. Based on the model developed, a gain-
scheduling algorithm to adjust controller gain to compensate time delay in a 
networked control system (NCS) is developed. This paper presents the results 
of our initial study. In addition, further research based on the design 
methodology pioneered in this paper is also proposed. 

1    Introduction 

Control loops that are closed over a communication network have become more and 
more common as the hardware devices for networks and network nodes have become 
cheaper. Networked Control Systems (NCSs) have many advantages, for example, 
modularity, decentralization of control, integrated diagnostics, quick and easy 
maintenance, and low cost. Due to this, in addition to many newly-designed 
controllers, many existing controllers are also upgraded to NCS configurations. 
However, it is known that time-delay due to networked signal transfer in a NCS 
causes stability and performance problems. Currently there is a great research interest 
in this area [1]. One particular challenge in this area is that when existing controllers 
are upgraded into a NCS configuration, is any simple method to modify the existing 
controllers so that the time-delay in the NCS can be compensated? From the 
application point view, a simple and workable method is preferred. For any existing 
controllers, from an advanced H-infinite based robust controller to a relatively simple 
PID controller, one can always extracts a gain factor. An intuitive thought is therefore 
to adjust this gain factor, increase or decrease, according to the information of 
network delay. For example, if the transfer function for an existing controller is 

)(sGe , it can always be rewritten as 

)()( sGKsG ncsncse ⋅=  (1) 
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where ncsk  is an extracted gain factor and to be changed on-line according to the 

information of network delay.  
The above can be applied to any )(sGe . In this paper, we present our initial study 

to explore this design idea, which can be represented by Fig.1. It can be seen that the 
design idea presented here can also be applied to new NCS controller design. First, 
one designs a )(sGe  disregarding network delay, then followed by the design of an 

appropriated gain-scheduling algorithm to adjust ncsk  to compensate the network 

delay. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The networked control system used in this paper 

It is known that, if a NCS is based on shared network communications (a typical 
example of this is internet-based control system), due to uncertainties in the volume 
of network traffic and many other factors, communication delay in the NCS is 
random. Therefore, a statistical model has to be used for the delay information. 
Before a statistical model is to be built, one needs to decide a quantity to specify the 
delay. In this paper RRT (Round Trip Time) is used for this purpose. RRT is an 
important time specification in communication networks, in particular, for those 
running under the TCP/IP protocol. In Section 2, we investigate the statistical model 
for network delay and the measurement of our campus RRT data is used in the study. 
In Section 3, we propose a gain-scheduling algorithm to adjust ncsk . As an initial 

study, in this paper we only consider simple PI controller for )(sGe  and the plant to 

be controlled is a simple two-time-constant model.  

2    Statistics Model of RTT Delay over Campus Net 

2.1    Measurements and Modeling of the RTT Delay  

Campus net is an example of shared communication network, and most of them adopt 
TCP/IP protocol. In order to investigate the statistics of the RTT delays over such net, 
the delay needs to be measured. Fig.2 describes the measurement system of delay 
based on our campus net. 
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Fig. 2. The architecture adopted of RTT delay measurement 

In this system, RTT delay is measured using two networked computer, client and 
server. Assuming cpτ  is the delay from client to server, and pcτ  is the delay from 

server to plant, the RTT delay can be denoted as pccpL ττ += . These two computers 

are connected to Ethernet via 100Mbps network card, respectively. TCP/IP protocol 
are adopted. Visual C++ software is used to program the measurement codes. The 
client sends a new data packet every 0.01s, and records the current time into the 
packet before sending. The sever will return the packets once it receives.  When the 
client receives this packet, it calculates the RTT delay. Two precise time function, 
QueryPerformanceFrequency() and QueryPerformanceCounter(), are used to obtain 
precise RTT delay L . Fig.3 gives a delay data set of the RTT delay L .  
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Fig. 3. Delays measurement data over campus net 

Many studies of Internet delays measurement have revealed that delays in IP 
networks exhibits self-similarity [2-4]. We analyzed the experiment data, and the 
results show the same characteristic [5]. Furthermore, the probability distribution 
function of RTT delay can be well approximated by Pareto distribution for long delay 
series in all candidate distributions. These candidates are exponential distribution, 
lognormal distribution, shift-gamma distribution and generalized exponential 
distribution. The Pareto distribution and Generalized exponential distribution are 
given as following. 

The Pareto distribution is 

α)(1)(
x
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10PCs 

20 PCs 

Server

Client

Campus 
net 

Router

Router



1052 M. Fei et al. 

Generalized exponential distribution is described as   

   )exp(1)(
θ

η−−−= x
xF  )0( >θ  (3) 

Pareto distribution is a self-similar model. But self-similarity is the statistical 
characteristic of long time series; it is not helpful to design NCS. Pareto distribution is 
not always suitable for short time series. When the length of delay series is 100, Fig.4 

gives the 2χ -test results of generalized exponential distribution, exponential 

distribution, log normal distribution and Pareto distribution for a measurement.  
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Fig. 4. The Chi-square test results of Pareto distribution, generalized exponential distribution, 
exponential distribution and Log normal distribution 

The distribution with the smallest value of Chi-square is most appropriate to 
represent the measurement. The Chi-square value of the Pareto distribution and the 
generalized exponential distribution are smaller. So, the statistical models of the RTT 
delay over campus net can be described by the Pareto distribution and the generalized 
exponential distribution. Through analyzing the delay data, the k  of the Pareto 
distribution can range from 1.4 to 1.6, and the α  is from 1 to 16.  The η  of the 

generalized exponential distribution equals to k , and the θ  can range from 0.1 to 11.  

2.2    Support Vector Classification (SVC) for Suitable Distribution Model 

The Chi-square test is used to test if a sample of data came from a population with a 
specific distribution. However, the values of the Chi-square test statistic are 
dependent on how the data is binned. Another disadvantage of the Chi-square test is 
that it requires a sufficient sample size in order for the Chi-square test approximation 
to be valid. Thus, the support vector machine classifier is applied to pick the suitable 
distribution from the Pareto distribution and the generalized exponential distribution. 
The detail about support vector machine classifier can be found in [6]. 
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Consider the problem of separating the set of training vectors belonging to two 
separate classes, 

{ }),(,( 11 ll yxyxD = , nRx ∈ , { }1,1−∈y  (4) 

with a hyperplane 0, =+>< bxw . 
The function of support vector classifier is to determine the optimal hyperplane so 

that the set of vectors is separated without error and the distance between the closest 
vector and the hyperplane is maximal. 

In order to find out the optimal hyperplane, SVC solves the following optimization 
problem. 

ααα TT

x
cH +

2

1
min  (5) 

with constraints 

0=YTα , Ci ≤≤ α0 , li ,,1=  

where TZZH = , Z  is a ll × nonnegative definite matrix, ),( jijiij xxKyyZ = , 

)1,,1( −−=Tc , )()(),( ji
T

ji xxxxK ΦΦ=  is kernel function  performing the non-

linear mapping into a high dimensional feature space. T
lyyY ),,( 1= , C  is upper 

bound. 

Assuming that 0α  is the solution, the classification function is   

)),(()( 0

1

bxxKysignxf ii

l

i
i +=

=
α  (6) 

In order to find out the appropriate delay distribution model, 40 vectors are chosen 
to train the SVC from measured delay data set.  In these vectors, there are 20 vectors 
that can be commendably fitted by Pareto distribution, and the others are modeled by 
generalized exponential distribution. The size of the vector is 100. 
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Fig. 5. The result of the support vector machine classification, 1 denotes that the delay can be 
well approximated by Pareto distribution, and –1 denotes that the generalized exponential 
distribution is better 
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The Gaussian radial basis kernel function is adopted to perform the non-linear.  
The function is described as  

−
−=

2

2'

'

2
exp),(

σ

xx
xxK  (7) 

Let 1.1=σ and 100=C , and the classification result of a measured delay data set 
is illustrated by Fig.5. To compare Fig.5 with Fig.4, the result generally coincide with 
the Chi-square test. 

3   The Scheduling Algorithm for Adjust ncsk  

In order to explore how to use the statistical model of RTT delay to compensate an 
existing controller disregarding network delay, we only consider simple PI controller 
as Eq. (8) for )(sGe  and the plant to be controlled is a simple two-time-constant 

model as Eq. (9). 

ipe KsKsG +=)(  (8) 

)1)(1(
)(

21 ++
=

sTsT

k
sGp  (9) 

According to Eq.1, Eq.8 can be rewritten as 

s/)( 00
ipncse KKKsG +=  (10) 

where sKKsG ipncs /)( 00 += . 

In order to adjust ncsk , the stability region of it needs to be investigated.  

3.1   The Stability Region of ncsK  

In recent years, finding all stabilizing PID controllers rather than finding a good set of 
PID parameters has become the center of attention for some researchers. Many 
important results have been presented on computation of all stabilizing P, PI, and PID 
controllers [7-9]. According to the methods presented by these references, the stability 
region of ncsK  can be calculated. 

The controller is invariant between twice computations when the controller is event 
driven. pcτ  can be added to cpτ  and L can be regarded as time delay of plant. So the 

plant Eq. (9) can be rewritten as  

Lse
sTsT

k
sG −

++
=

)1)(1(
)(

21

 (11) 
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This is a second process with time delay, and is controlled by a PI controller 
described as Eq.8. Substituting jws = , ),0( +∞∈w , and let Lw=α , According to 

the method presented by (7), the stability region of pK  can be obtained as 

[ ] 2
21

22
21 /sin)(cos)(/1 KLLTTLTTKk p αααα ++−<<−  (12) 

where α  is the solution of the equation 

22
21

21 )(
tan

LTT

LTT

−
+

=
α

αα  (13) 

where )
2

,0(
πα ∈ for 

212
TTL

π
< ; ),

2
( ππα ∈ ,  for 

212
TTL

π
> ; 

2

πα = , for 
212

TTL
π

= . 

To compare Eq. (8) and Eq. (10), let 0
pncsp KKK =  and 0

incsi KKK = . 

The stability region of ncsK  is obtained as 

[ ] 20
11211

22
121 /sin)(cos)(0 LkKLTTLTTK pncs αααα ++−<<  (14) 

where α  is the solution of the equation 
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+

= , ( )αα ,01 ∈  (15) 

where 2121 )( TTTTra −+= , 21TrTb = , rTTc −+= 21 , 
0

0

i

p

K

K
r = . 

3.2    Off-Line Optimizing ncsK  with Actual Delay 

The optimal ncsk  is determined by genetic algorithm (GA) [10] for the plant as Eq. 

(11). The optimizing approach is described as follows. 
 
Step(1) Using the inverses of the Pareto distribution 
and the generalized exponential distribution functions 
to design random variant generators. The parameters of 
these two generators are determined by actual 
parameters variations. The generators can produce 
random variants for optimizing. To find the maximum of 
these random variants as L , the stability region of 

ncsk  can be computed by Eq. (14) and Eq. (15). The 

optimal ncsk  in this region can be computed by genetic 
algorithm. 
Step(2) Selecting the evaluation function of genetic 
algorithm. This evaluation function is called from the 
GA to determine the fitness of each solution string 
generated during the search. The function that we 
adopted is described as 332211 JwJwJwJ ++=  
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where  
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where 
=

=
N

k

ke
N

MSE
0

2 )(
1

 is the mean-squared error, N  is 

the total amount of the plant outputs that the 
controller has received.  )()()( kykrke −= , )(ky  is the k -
th plant output that the controller has received, and 

)(kr  is reference input at this moment. 0MSE  is the 

nominal mean-squared error, 0..OP  is the nominal 

percentage overshoot, and 0tr  is the nominal rise time. 

1w , 2w  and 3w  are the weights.  
Step(3) Initializing of the population. The amount of 
the starting population is 50 individuals, and these 
individuals are randomly created. The binary digits are 
applied to represent the individual. 
Step(4) Selecting individuals to produce successive 
generations. The roulette wheel selection approach is 
adopted to select better individuals. 
Step(5) Using genetic operators, crossover and 
mutation, to produce successive generations. 
Step(6) Estimating the termination condition. The 
criterion is maximum number of generations. 

3.3   On-Line ncsk  Scheduling Algorithm 

The following algorithm is applied to schedule ncsk  under the variable delay 
condition. The algorithm can be realized in software. 

Step(1) The scheduling software initializes the packet 
index as 0=i . Let 0=n , 100=M , 1=ncsK , and 0)1( =y . 

Step(2) The controller calculates )()()( iyirie −= , and 

computes )1( +iu  according to Eq. (10). Controller sends 
it out to scheduling software, and the software puts 

)1( +iu  and current time )(it s  in one TCP packet. The 
software sends the packet out to the plant if the 
network is available and increases the packet index by 

1+= ii , otherwise, this packet has to wait for sending 
at the instant that the network is ready.  
Step(3) The plant is event driven. Once it receives 

)(iu , it return the output )1( +iy , i , and )(it s , as a 
packet back to the scheduling software. 
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Step(4) When the scheduling software receives a packet 
containing )1( +iy , i ,and )(it s , it will record the arrival 

time )(iTr . The RTT delay can be computed 

as )()()( ititiRTT sr −= , and 1+= nn . 

Step(5) Once Mn = , the scheduling software uses the 
100 RTT delays to determine the fittest distribution 
model by the support vector classifier. Then, the 
parameters of this distribution will be evaluated and 
the optimal ncsk  can be determined from the off-line 
optimizing results.  
Step(6) Let 1−= Nn , and )1()( += iRTTiRTT  for 1,,0 −= Ni . 

Then let ni = . Steps 1-6 will be repeated for the next 
iteration. 

4   Simulation Study 

A dc motor transfer function with network-induced delay is used to illustrate the 
method. The transfer function is described by 

LSe
ss

sG
)296.2)(29.26(

826.2029
)(

++
=  (17) 

The parameters of the motor are from [11], [12]. Let ),( 00
ip KK =(0.1701,0.378). 

The left figure of Fig.6 describes the stability region of pK , iK  and ncsk  in the 

),( ip KK  plane ( sL 03.0= ). The upper bound for ncsK  is point of intersection of the 

boundary locus ),,( wKKl ip  and line rKK pi /= , w is the frequency. For stable 

system, ncsk  can range from 0 to the upper bound. The upper bound relies on the 

values of delay L . The right figure of Fig.6 shows that the upper bound for ncsk  
given in Eq. (14) is a monotonically decreasing function of the time delay L .  
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Fig. 6. The left figure shows the stability regions of ncsk , pk , and 
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k of the PI controller for 

plant (17)( sL 03.0= ). The right one gives the upper bound of the ncsk  under different delay. 
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Fig. 7. The left figure gives the optimal ncsK under different k  of the Pareto distribution 

1=α The right figure gives the optimal ncsk  under different η  of the generalized 

exponential distribution ( 1=θ ). 
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Fig. 8. The left figure describes the step responses of the plant (17) using a RTT delay data set 
which mean is 0.004s, and the right figure describe the step responses of the plant (17) using a 
RTT delay data set which mean is 0.03s 

Let 0MSE =0.00595, 5.. 0OP , 117.00 =tr , 64902.11 =w , 00833.02 =w , and 

01395.103 =w . According to the algorithm described by section 3.2, the optimal 

ncsk  can be obtained. Fig.7 gives the optimal ncsk  under the variation of the 

parameters of the Pareto distribution and the generalized exponential distribution, 
respectively. 

Aiming at the second order plant (17) and NCS (Fig.1), the actual delays are used 
to simulate the system under Matlab environment. 

The Sampling period is 0.01s, and the final simulation time is 1s. Using the 
algorithm described as section 3.3, the left figure of Fig.8 shows the step responses 
from a measured delay set with mean 0.004s. The values of their evaluation functions 
described as Eq.(16) are 8.38e-5 (with gain scheduling algorithm) and 1.00e-4 
(without gain scheduling algorithm). Because the delays are smaller, the effect of 



 An Initial Study of Gain-Scheduling Controller Design for NCS 1059 

control can’t be distinctly observed. The right figure of Fig.8 gives the step responses 
with the larger delay set with mean 0.03s. The values of their evaluation functions are 
0.04645 (with gain scheduling algorithm) and 0.6506 (without gain scheduling 
algorithm).  

The networked PI controllers with gain scheduling have lower evaluation function 
value, and exhibit better performances than the PI controller without gain scheduling 
algorithm.  

5   Conclusion 

In this paper, it is found that the round trip time (RTT) delay can not be described by 
only one statistical model. Therefore two distributions, Pareto distribution and 
generalized exponential distribution, are used to model the RTT delay. An initial 
study of gain-scheduling controller design for NCS using the delay statistical model is 
presented. Further study based on the design idea presented in this paper is planned in 
two directions. One direction is to consider complicated plant model to be controlled 
and the other direction is to consider more advanced controllers. 
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An Overview of Wireless Networks in Control

and Monitoring
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Abstract. This paper provides an overview of the current field in wire-
less networks for monitoring and control. Alternative wireless technolo-
gies are introduced, together with current typical industrial applications.
The focus then shifts to wireless Ethernet and the specialised require-
ments for wireless networked control systems (WNCS) are discussed.
This is followed by a brief look at some current WNCS research, includ-
ing reduced communication control.

1 Introduction

The field of control has seen huge advances over the past 50 years, leveraging
technological improvements in sensing and computation with breakthroughs in
the underlying principles and mathematics. Nowadays embedded processors, sen-
sors, and networking hardware are becoming increasingly cheap and pervasive,
enabling the development of increasingly complex, intelligent and autonomous
systems for monitoring and control. In networked control systems, for example,
strong interest in wireless solutions is driving the development of this technol-
ogy as a potential replacement for the current generation of wired industrial
networks.

Wireless technologies are attracting considerable attention from industrial-
ist [1]. Firstly, with the increasing installation costs of network cabling, there
are sound economic reasons for considering wireless links in industrial locations.
Mobility and the ability to operate in harsh or ultra-clean environments provide
further motivation. In addition, as competition drives shorter concept-to-design
development times and reduced time-to-market cycles, flexibility in plant floor
architectures is needed to respond to changing market conditions. Information
on the state of the control systems must be both readily accessible and trans-
parent; whether from human to machine (e.g. a maintenance engineer observing
from a handheld device) or from machine to machine (e.g. communication be-
tween field devices for supervisory control and/or data acquisition). The overall
objective is the scalable enterprise incorporating ease of expansion with minimal
implementation and maintenance costs. Wireless based control and monitoring
is seen as having an important role in enabling this goal.

However, there are crucial underlying technical issues that have yet to be
addressed, notably reliability of the wireless link [2] and despite the efforts of
its proponents [3], wireless control is currently a niche technology in industrial

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 1061–1072, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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applications, seldom applied to critical systems and often relegated to monitoring
duties. Other concerns include security as well as logistical problems such as
power delivery. More fundamental work is therefore needed to fully research the
potential and to properly quantify the domain for wireless networked control
systems (WNCS).

The aim of this paper is to broadly review the current state of wireless net-
worked control systems, covering both an industrial perspective and some of the
latest pertinent research. Although different technologies will be discussed, par-
ticular attention will be paid to the IEEE 802.11 standard, the so-called wireless
Ethernet. The requirements of wireless control networks will be contrasted with
those for regular data communications and, in the context of existing technology,
the suitability of wireless Ethernet will be examined. This provides the necessary
context for discussing selected research themes in WNCS research. The paper to
follow is organised as follows. Section 2 briefly looks at the application of wire-
less networks in industry, with a particular focus on a hierarchical distributed
process control architecture. The commercial-off-the-shelf (COTS) wireless tech-
nologies currently available are detailed in section 3, with a view to highlighting
their different characteristics and capabilities. Section 4 deals with the latest
advances in academic research while section 5 contains concluding remarks.

2 Wireless Networks for Industry

In general wireless is increasingly being employed for industrial data communica-
tions. Typical application scenarios include: (i) human-machine communication
with fixed stations and mobile machines (automated guided vehicles, mono-rail
systems, conveyor belts, warehouse transportation systems), often using a hand-
held device, (ii) communication in time-limited configurations (quick-changing
factory layouts, experimental test set-ups, commissioning and servicing) (iii)
communication with difficult-to-reach nodes requiring costly cabling installa-
tions (bridging streets, buildings, railway lines and waterways), hazardous nodes
(radioactive or corrosive environments) or clean room situations (in the semi-
conductor and pharmaceutical fields).

While it would appear that most current industrial applications of wireless
networks are information related, with limited usage for feedback control, the
likelihood of considerable future growth is predicted. To illustrate this, con-
sider the potential for distributed process control as found in the petrochemical,
chemical manufacturing, pharmaceutical and man-made fibres sectors [4]. The
common architecture used for distributed control falls into three levels. Each is
now considered in turn in terms of replacing the current wired network with
commercial-off-the -shelf (COTS) wireless networking.

The Bottom Level where smart devices and controllers are networked. As the
process is effectively run at this layer, there is a tight real-time requirement of high
predictability and reliability, typically based on network protocols like Fieldbus.
This layer needs reliable short-range transmission of measurement/control data
packages which are small, usually below 100 bytes. There is much debate around
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which wireless technology could be used here, as all work well at short range. One
solution clearly is to define new wireless standards, for Fieldbus for example.

The Middle Level which networks the controllers at the Bottom Level to
workstations. The function of this level is to support user interaction, includ-
ing configuration, control and monitoring and the network protocol could be
either proprietary, or industry standard like Ethernet. The timing requirements
are less strict than at the Bottom Level, but good reliability is still required.
Middle Level networks have longer transmission ranges, bigger data packet sizes
and stricter requirements than COTS technologies. Satellite and Wi-Max sup-
ports long-range transmission, while microwave and radio can be used for shorter
distances.

The Top Level networks the workstations at the Middle Level to management
and to the outside world. This provides a gateway for the control system to
corporate systems like accounting, inventory and management decision support
systems. Conventional data networks are deployed at this level and there are no
special implications for process control in using COTS wireless technologies.

Replacing a wired network by wireless at the Middle Level, while minimising
possible change to the existing control system was also discussed in [4]. This
paper argued that the use of a common protocol, such as TCP/IP, enables
COTS technology to be applied, with seamless replacement of the existing wired
network. However, middleware is needed to sit on top of the wireless network
to handle communication of the process control data. Interestingly, rather than
having wireless communications between all nodes in the Bottom and Top Levels,
wireless communication is restricted to two dedicated remote nodes, which then
act as a gateway for all the local nodes. Further, since wireless is less reliable,
the solution is to only transfer pass only essential data through the wireless
link. For example, diagnostic information is retrieved on demand and non-time
critical data is passed across between production phases.

The proposed strategy has been successfully applied to an oil extractor con-
trol system which removes oil from a well, which is metered and pumped to
a storage tank. The system employs radio wireless communication to a master
site, which in turn uses cellular communications to remote operators. The overall
wireless network offers remote commands to the extractor, local operation with
a hand-held unit, the detection of abnormalities like leaks, auto-calibration and
metering, and the upload of measurements and events.

The focus of this paper is the Bottom Level and the potential advantages and
limitations inherent in WNCS.

3 Current COTS Technologies

Cost considerations and the availability of agreed standards to support plug-
and-play, has generated considerable interest in the use of the commercial-off-the-
shelf (COTS) wireless solutions, notably Wi-Fi, Bluetooth and ZigBee. However,
these were all developed for the office, IT and domestic markets and the require-
ments for industrial networks are markedly different, as indicated in Table 1.
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Table 1. Contrasting Requirements of Commercial/Domestic and Industrial Wireless
Networks

Office/Consumer Requirements Industry Requirements

Wireless traffic can be prioritised but
not predicted

Predictable communication cycle for
deterministic data transfer

No monitoring of the link Cyclical monitoring of a wireless link
and quick warning to the process

Interruption of the link can only be cor-
rected manually

Redundancy: automatic switchover

Wireless channel is a ’shared medium’
- everyone has access

Data reservation for selected clients
(e.g. PLC) guarantees access to the
wireless network

Table 2. Comparison of Wireless Communication Networks

PCS WMAN WLAN WPAN

Maximum
Distance

km(worldwide) km (city) hundreds
of meters (area)

tens of meters
(building)

Data Rates 9.6 kbps - 2.4
Mbps

0.5 - 2.0 Mbps 1 - 108 Mbps 0.2 - 300 Mbps

Technologies GSM, GPRS,
3G, UMTS

WiMax, MBWA Wi-Fi Bluetooth,
ZigBee, UWB

Standards IEEE
802.16/802.20

IEEE 802.11 IEEE 802.15

Application Voice & data
messaging

Broadband
access

Voice & data Serial/USB
replacement

Industrial networks generally, and the newly emerging wireless networks in par-
ticular, must offer real-time operation, reliability, redundancy, and determinism.

Table 2 compares worldwide personal communications service (PCS), wireless
metropolitan area networks (WMAN), wireless local area networks (WLAN)
and wireless personal area networks (WPAN) in terms of coverage, typical data
rates, the technology used, the communication standard employed and typical
data applications.

In Table 2, IEEE 802.11 refers to an agreed set of standards for wireless LANs
as follows:

– 801.11a : 5 GHz band, 52-subcarrier orthogonal frequency-division multi-
plexing (OFDM) , maximum raw data rate of 54 Mbit/s

– 802.11b : 2.4 GHz band, Direct-sequence spread spectrum (DSSS), maximum
raw data rate of 11 Mbit/s
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– 802.11e : Quality of Service (QoS) extensions
– 802.11g : 2.4 GHz band, orthogonal frequency-division multiplexing

(OFDM), maximum raw data rate of 54 Mbit/s
– 802.11i : Enhanced Security

It is worth noting that 802.11b is at the same frequency as Bluetooth and Zig-
Bee, which has implications for interference in practical monitoring and control,
as will be seen later. With 802.11b networks, as indeed with all wireless com-
munications, signal propagation effects such as multipath fading and partition
shadowing can have a very significant impact on both the achievable distance
and data rate available for monitoring and control purposes. This is reflected in
the comparative performance figures listed in Table 3.

Table 3. Achievable Data Rates and Ranges for 802.11 Networks

1 Mbps 2 Mbps 5.5 Mbps 11 Mbps

Open Environment 550 m 400 m 270 m 160 m
Semi-Open Environment 115 m 90 m 70 m 60 m
Closed Environment 50 m 40 m 35 m 25 m

In a factory or other indoor environment, direct and reflected wireless trans-
missions (multipath) arrive and combine with different time delays and ampli-
tudes. In the worst case the received signal can be completely cancelled. The
solution adopted by the 802.11 standard is data-rate scaling, whereby the band-
width is reduced under poor transmission conditions. An emerging 802.11 stan-
dard will use multiple antennas at both transmitter and receiver MIMO to in-
crease throughput but the increased spatial diversity will also serve to mitigate
the effects of multipath fading. Good design of the antenna/receiver hardware
is another solution to improving any wireless link as is the transmitted power
since higher level transmissions are less susceptible to interference and noise.

Ethernet has emerged as the ’de facto’ standard for industrial communica-
tions. However, despite its advantages, both the cost and distance limitations
remain a major issue on sprawling factory floors and large industrial settings.
Further, running cable to new or relocated equipment can interrupt production.
Wireless Ethernet, which refers to any over-the-air connection between Ethernet
network nodes or devices, is one solution. As Wi-Fi networks are of primary
interest in this paper, this technology is discussed more fully in the next sub-
section.

3.1 Wireless Ethernet-Based NCS

Unfortunately, as yet there is no single agreed standard but two classes have
emerged: IEEE 802.11, and those based on proprietary protocols. The ability
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of IEEE 802.11 to address the unique challenges and requirements of industrial
communications is examined first.

Multipath fading and RF interference immunity: The 802.11b standard only
employs direct sequence spread spectrum (DSSS) and does not offer the better
frequency hopping spread spectrum (FHSS) [3]. The ability to overcome signal
fade and interference is said to be relatively weak. Also, the effect of channel
contention and channel error are particularly detrimental since both greatly
increase the time delay around the feedback loop. As the number of devices
transmitting on the network increases, so does the chance of collisions occurring.
In this event, all transmitted signals are corrupted and become unintelligible
which requires the signal to be transmitted again, governed by the retransmission
mechanism within 802.11b. The same situation applies in the presence of frame
loss. The 2.4 Ghz GSM band is free of charge and not subject to registration.
Bluetooth devices, smoke and movement detectors all use this band and can
interfere with 802.11b/g traffic, introducing unwanted delays for control and
monitoring data communications, as shown in figure 1.

2401MHz 2473MHz 

Spectrum 

Cordless 

Phones 

Microwave 

Ovens 

Process 

Noise 

2.4 GHz band 

Fig. 1. Interference in the WiFi, Bluetooth and ZigBee Band

One solution is to introduce a redundant wireless connection in the 2.4 and
5 Ghz bands with both signals transmitted simultaneously to guarantee an
interference-free wireless connection. Such redundancy increases the availability
of a wireless link and reduces the susceptibility to interference at an increased
equipment cost.

To reduce the probability of collisions, the Carrier Sense Multiple Access with
Collision Avoidance (CSMA/CA) mechanism introduces a backoff procedure be-
fore transmitting. When the channel becomes idle, the node keeps sensing for
an additional random duration called DCF Interframe Space (DIFS) after which
it transmits following a further random time period. The latter are multiples of
a slot time (Tslot) and each node keeps a different Contention Window (CW),
used to determine the number of slot times it has to wait before transmission.
For each successful packet reception, an acknowledgment (ACK) packet is sent.
If an ACK is not received within a Short Interframe Space (SIFS) period, trans-
mission failure is assumed and the node performs a backoff with double the CW
size. The CW is doubled for every retransmission attempt i.e. failed attempts
to transmit due to collisions or erroneous channel conditions are retransmitted
with an enlarged CW of 2jCWmin, where j is the number of retransmission
attempts. In addition to waiting until the next moment the channel is free, the
enlarged CW size increases the delay substantially with the increase in number
of retransmissions.
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Data Throughput Capacity and Latency Tolerance: Throughput is the amount
of data delivered per unit time. Latency is the maximum acceptable delay be-
tween data transmission and reception. While longer packets may lead to re-
duced overheads, this comes at the expense of higher latency, as other devices
in the network have to wait while long packets are transferred. A maximum
over-the-air data rate of 11 Mbps (for 802.11b) is seldom possible, especially in
industrial settings. Low signal strength or quality (resulting from interference or
fade) may cause throttle back until wireless links operate at just 10% of their
theoretical capability, again introducing transmission delays. One of the reasons
for this is bandwidth limitation as generally wireless networks are slower than
their wired counterparts. While physical transmission rates are limited to 11
Mbps on 802.11b and 54 Mbps on 802.11g networks, wired Ethernet transmits
at much greater rates of 100 Mbps up to 1 Gbps. This restriction naturally in-
creases the time to physically transmit the control-measurement frames through
the wireless medium. It also limits the bandwidth of the channel, which effec-
tively determines the maximum sampling rate and the number of control systems
transmitting simultaneously.

Network Architecture Flexibility: A star configuration is usual, involving an
access point connected to a wired network and one (point-to-point) or more
(point-to-multi-point) remote devices. As multiple wireless links are employed
in a single location, the ability of the wireless device to operate in the presence of
others must be considered. But 802.11b devices have just three non-overlapping
channels and thus only three separate links can be employed at the same location
while maintaining a reasonable throughput.

Node and Antenna Placements : Directional antennas generally provide better
performance than omni-directional ones, in respect of backside rejection of multi-
path cancellation - however, this is only relevant where mobility is not required.

Operational Range: This is the most difficult parameter to ensure in indoor en-
vironments due to multipath effects. The typical range of 100 m with the 802.11b
standard falls far short of this on the typical factory floor. Extending the range
requires the use of repeaters and extra base stations, adding expense, unneces-
sary complexity, and extra cabling. Industrial wired Ethernet links, by contrast,
provide operational range of the order of miles without additional equipment.

Device Power : The electrical power for wireless devices is an important prac-
tical consideration for WNCS. Table 4 provides some comparative figures for
the peak and average power, assuming usage frequency of 10Hz. Device power
is clearly an issue in mobile devices for example where batteries are needed.

Table 4. Power Comparisons of Wireless Technologies for Monitoring and Control

Average Power Peak Power Usage Frequency

IEEE 802.11b (WiFi) 20 mW 1000 mW 10 Hz
IEEE 802.15.1 (Bluetooth) 11 mW 405 mW 10 Hz
IEEE 802.15.4 (ZigBee) 3 mW 30 mW 10 Hz
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In conclusion, while 802.11b-based wireless Ethernet offers excellent connec-
tivity, the performance alters significantly when deployed in industrial and fac-
tory settings. To deliver industry grade data communications with the needed
speed and reliability, an enhanced wireless Ethernet solution is needed.

3.2 Proprietary Wireless Ethernet

To meet this demand, the major suppliers of industrial networking hardware
and software platforms are tending to offer proprietary solutions via wireless
extensions to their existing wired networks.

One example of this trend is PROFINET, the automation product from
Siemens, which has evolved from vertical integration of wireless Ethernet and
PROFIBUS. Applications of such wireless technology to a bottle filling machine,
to AGVs for transporting building elements, to a high-crane steel warehouse, to
a monorail system and to cranes, conveyor belts, robots, underground trains,
lifts, theatre stages have all been reported [1].

Cirronet Inc (Norcross, Georgia, USA) networking technology is another ex-
ample [5]. Applications mentioned include SCADA, medical telemetry, mining
vehicle control, fleet management, remote overhead crane, factory automation
and nuclear power plant radiation monitoring.

4 Current NCS Related Research

Much of the research in WNCS exists only in computer-based simulations and
therefore accurate modelling is required to satisfy the following criteria: - (i)
simultaneous simulation of the control system and computer network, both com-
municating and affecting each other at the same time (i.e. co-simulation) with
the time delays and frame loss based on real-time traffic load and channel condi-
tions, and (ii) accurately models the behaviour of the networking protocol. Al-
though numerous co-simulation tools for NCS exist, only two extend support to
wireless networks. Queen’s University Belfast introduced the first wireless NCS
simulator that was aimed at closed-loop control using industry-standard IEEE
802.11b (Wi-Fi) wireless networks (figure 2) [6]. By implementing it as a C MEX
S-function for seamless integration with Simulink, this tool makes interfacing be-
tween the network and control system relatively straightforward and allows them
to be run simultaneously. It also supports different traffic types (e.g. control sys-
tem data, regular data) running on the same network to analyse mixed-traffic
networks. In addition, a frame-level correlated channel model complements the
simulator. This realistically reproduces the effects of non-line-of-sight (Rayleigh)
multipath fading often experienced in built-up indoor environments. Using this
model, the fading statistics of a wireless channel as well as physical-layer models
are retained but at much reduced complexity. The other available simulator is
TrueTime, which is fast becoming the standard co-simulation tool for NCS [7].
The newest version provides support for 802.11b/g ad-hoc WLAN and 802.15.4
ZigBee wireless networks. One notable feature is the facility for modelling power
consumption of batteries in mobile devices. This is useful for simulating the
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Fig. 2. Representation of the simulator within Simulink (centre): the network simulator
emulates multiple field devices in an NCS contending for bandwidth on the channel
in the presence of ‘other’ traffic (left), while the channel model uses an error-trace to
decide when a frame is in error (right)

performance of portable or mobile control systems, as well as for determining a
sensor lifetime in wireless sensor networks.

Many different approaches have been taken in an attempt to better under-
stand the effects of using wireless communication for closed-loop control, either
mathematically or from simulation. The first critical analysis on the use of wire-
less control was performed by [8]. It explores a wide spectrum of issues relating
to the affect of the wireless medium and protocol on control performance - from
the networking layer (e.g. the routing problem in multi-hop networks) up to the
physical layer (e.g. the power control problem in choosing the power level to
transmit). While addressing certain issues, it also called for further exploration
of the impact of the wireless protocol. This was answered in part in [9] which
highlighted the cross-layer design problem (the interconnectivity between all the
different communication layers) and revealed how variations in data rate, error
correction coding and different maximum bounds in the number of retransmis-
sions can affect control performance. Later work in [10] examined various MAC
layer mechanisms, including CSMA/CA which forms part of 802.11. The 802.11b
MAC layer was also studied in great detail in [11,12], which investigated the prop-
erties of the WNCS under heavy contention from control-only and mixed-traffic
data, as well as its performance under less-than-perfect channel conditions.

Experimental work has also been done to determine the practicality of WNCS
under realistic operating conditions. Experiments were performed on an 802.11b
wirelessly networked inverted pendulum mounted on a rotating base [13], with
UDP communication and a timing scheme that uses clock driven sensing with
event driven control. These (experiments) were performed on the first and ground
floors of the Mechanical Engineering Lab at the University of Illinois at Urbana
Champaign. LQR state feedback control was applied successfully, for both swing-
up control and stabilisation, using a 1.47Ghz PC running Windows 2000 under
a MATLAB and Simulink control environment. It was found that the system
maintained stability over a wide range of network conditions and sample rates,
with robustness to changing network conditions being further improved by vary-
ing the measurement sampling interval. Furthermore, the setup was extended to
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multiple controller-plant systems which performed satisfactorily, even with the
increased contention for bandwidth on the network.

In an attempt to better understand the statistical properties of packet loss
and bit-error patterns for the design and simulation of future industrial wireless
local area network protocols, measurements were performed in Produktionstech-
nisches Zentrum (PTZ), a research facility for machinery engineering in Berlin,
Germany [14]. Several important results were discovered within the span of these
investigations including the poor performance obtained from 5.5 MBit/s and 11
MBit/s modulation schemes and the variability of the wireless link over several
timescales due to frequently changing environmental conditions (e.g. moving peo-
ple, portal crane activity, moving parts of machines) and common characteristics
of such environments (e.g. strong motors, metal sufaces, and machines switching
on- and off). Although the quantitative results (e.g mean bit error rate) may not
be valid for other scenarios, the qualitative results (on time-varying behaviour,
burstiness behaviour and the order of magnitude of packet losses, high variability
of error bursts) are generally useful. Other experimental work of note concerned
the study of the retention of frames and long periods of disconnection from the
802.11b network attributed to the re-association procedure that the wireless card
executes in order to find the access point with the strongest signal [15].

Possible approaches to the issues of frame loss and round-trip delays around
the feedback have adopted broadly similar solutions to those found in wired net-
works; either neglecting the network characteristics and modifying the controller
design appropriately [15] or else developing protocols that assign priority to con-
trol or measurement type data and reduce transmission delay so that existing
standard control techniques can be implemented [16,17].

However, due to the limited bandwidth and susceptibility to varying channel
conditions in wireless networks, another form of compensation which optimises
both network and control performance simultaneously is gaining new ground
in the area of WNCS research. Known collectively as ’reduced communication
control’, the general basis is to underutilise the bandwidth of the channel (by
down-sampling) during periods where it is blocked either from sudden bursts of
traffic or from long periods of poor channel conditions. Such a strategy has the
following benefits:- (i) the network is prevented from becoming saturated, which
ensures sufficient bandwidth is always available for transmission of measurement-
control signals as well as allowing for retransmission of frames which have been
dropped, (ii) queues are prevented from building up at the transmitter end -
only the most up-to-date measurement-control signal is transmitted rather than
previous blocked frames, and (iii) the control and network performances are op-
timised simultaneously without the use of complex control and/or prediction
algorithms. The experimental work by [14] showed that while faster sampling
extended the range of stability with respect to packet loss, higher sampling rates
in turn produce higher rates of data loss for a given signal-to-noise ratio. Mo-
tivated by the goal of maintaining low levels of data loss, while keeping to the
highest possible rate of sampling and control, positive results were obtained
by dynamically adjusting the sampling interval to reflect changing network
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conditions using a PI controller which maintained the mean data loss consis-
tently at 5%. Later work included a two-state Markov model to estimate the
evolution of frame loss over time using a moving window that allows detection of
network disturbances and prediction of how the system should operate in terms
of stability and disturbance rejection [18]. In [19], an optimisation algorithm
called the primal-dual algorithm, often used for congestion control schemes in
communication networks, was used to obtain the optimal bandwidth allocation
scheme based on an estimation error utility function. Another technique involves
adapting the sampling interval based on a QoS measurement of the round-trip
delay. Here stability in the mean square sense was proved using Markov Jump
Linear System (MJLS) theory [20].

5 Conclusions

Wireless Ethernet or 802.11b is widely used for monitoring and control, with
Bluetooth and ZigBee rapidly emerging. While the majority of reported applica-
tions are for monitoring, the anticipated market for wireless control is expected
to grow. Research progress has been made on co-simulation and on analysing the
effects of wireless communication on control performance, with reduced commu-
nication control looking promising.
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Abstract. A good message scheduling algorithm could give timeliness 
guarantee to real-time control network. Based on DM algorithm, this paper 
presents an improved deadline-based algorithm, Deadline Monotonic with 
Urgent Message Considered (DMUMC), for FF control network message 
scheduling. The main idea of DMUMC is that deadline of urgent aperiodic 
message, such as alarms, was taken into account when establishing BAT. The 
simulation results show that DMUMC algorithm significantly reduces response 
time of urgent aperiodic message by adjusting service time of low priority 
periodic message with large deadline, and improves timeliness and message 
schedulability of FF control network, compared with traditional methods that 
didn’t consider the issue of aperiodic message. 

1   Introduction 

Foundation Fieldbus (FF) is a popular control network in industrial automation. Real-
time message scheduling is an important research field for FF, especially establishing 
of bus arbitrator table (BAT) for periodic message. Recent works in this area mainly 
include establishing BAT and scheduling of aperiodic message. Periodic and 
aperiodic message is managed by Link Active Scheduler (LAS) in FF[1-4]. 
Accordingly, the bandwidth of FF is divided into periodic message window and 
aperiodic message window in a microcycle time. Only the remainder time after 
periodic message scheduled can be used by aperiodic message. Therefore timeliness 
and schedulability of aperiodic message are affected by periodic message greatly. 
However, the traditional methods haven’t thought over aperiodic message when 
establishing BAT, which may lose schedulability for some urgent alarm message. 

So the authors’ work attempts to improve timeliness and schedulability of both 
periodic and aperiodic message, especially urgent aperiodic message. When 
establishing BAT, if the deadline of some periodic message is larger than that of 
aperiodic message, priority inversing is forbidden. Using this algorithm, which is 
called Deadline Monotonic with Urgent Message Considered (DMUMC) in this 
paper, the aperiodic message with smaller deadline is scheduled firstly. The purpose 
is to improve timeliness and schedulability of urgent message, by adjusting service 
time of the low priority periodic message with large deadline reasonably.  
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The paper is organized as follows. Section 2 briefly introduces DM algorithm and 
traditional methods of establishing BAT for FF. Section 3 describes DMUMC 
algorithm in detail, and section 4 is an analysis of simulation results using DMUMC. 
A short conclusion is drawn in section 5. 

2   DM Algorithm and Establishment of BAT 

Fig.1 is the bandwidth assignment chart of FF control network. As mention before, 
the most importance is how to establish BAT for FF.  

Tp Ta

Periodic message window

Tp Ta Tp Ta Tp Ta

Tmic Tmic Tmic Tmic

Tp Ta

Tmic

Tp Aperiodic message windowTa  

Fig. 1. Bandwidth assignment of FF control network 

Before discussing DM algorithm, we give message model of FF firstly. We know 
that numbers of periodic message are independent of the stations because periodic 
message is managed by LAS uniformly. Suppose the number of periodic message on 
FF is np, and deadline is equal to its periodicity, then the thi  periodic message 

iMp  

can be described as 

npiPDpTpCpMp iiiii ,...,2,1,),,,( =∀=  (1) 

Where 
iCp , 

iTp , 
iDp  and 

iP are respectively longest computation time, periodicity, 

deadline and priority of 
iMp . 

In FF control network, the aperiodic message is scheduled when the station get PT 
(Post Token), so numbers of aperiodic message depends on the stations. Suppose the 
number of aperiodic message on thk  station is kna  for a segment including n stations, 
the thm  aperiodic message k

mMa  on the thk  station is described as 

],1[],,1[,),,,( nknamPDaTaCaMa kk
m

k
m

k
m

k
m

k
m ∈∈∀=  (2) 

Where k
mCa , k

mTa , k
mDa  and k

mP  are respectively longest computation time, smallest 

release time, deadline and priority of k
mMa . 

In a real-time system, priority of a task can be assigned according to its relative 
deadline. The famous assignment method is: the smaller the relative deadline, the 
higher the priority. That is, Di < Dj  Pi > Pj. Where Di is the deadline of a task, and 
Pi is its priority. This kind of priority assignment is known as the Deadline Monotonic 
(DM) algorithm[5]. The traditional methods is Highest Common Factor/Lowest 
Common Multiple (i.e. HCF/LCM) when establishing BAT[6]. For the message  
described by equation (1) we have: )(

,...,1
i

npi
TpHCFTmic

=
= , and )(

,...,1
i

npi
TpLCMTmac

=
= . 

Where Tmic and Tmac denote microcycle and macrocycle respectively. 
However, the traditional methods when establishing BAT do not consider urgent 

aperiodic message, such as alarms message. The urgent aperiodic message with 
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highest priority could lose their deadline, and become unscheduled when there are 
some periodic messages with larger deadline. We know that the control message is 
very important in a control system, but an alarm message could hurt to people or 
device. So we must give timeliness guarantee to the urgent aperiodic message. 

ALGORITHM: Establishing BAT using DMUMC 
Step1 Scheduling Start: calculate HCF and LCM of all periodic messages, get 

the microcycle Tmic  and macrocycle Tmac . 
Step2 Deadline Compared: deadline of urgent aperiodic message and periodic 

message are compared, if deadline of some urgent aperiodic message is less than 
periodic message, and their computation time is equality nearly, then go to Step4, 
or else go to Step3. That is to say, if 

i
k
mi

k
m CpCaDpDa ≤∩< , then 

i
k

m PP > . 

Step3 Preemptive: during Tmac , reset the time used in every microcycle, then 
start the cycle from the periodic message 

1Mp  with smallest periodicity: 

The periodic message 
iMp would be scheduled if the remainder time in thn  

microcycle is not less than the computation time of 
iMp , then update the time used 

)(nTused , otherwise to the next microcycle until finding a microcycle that can deal 

with 
iMp . If 

iDp  is reached, there is not appropriate microcycle, we can get the 

conclusion that 
iMp  can not be scheduled. Scheduling of 

iMp , Then go to the next 

microcycle that 
iMp  releases, and transact 

iMp  repeatedly until end of macrocycle. 

Then to the next periodic message 
1+iMp . After all periodic messages are 

scheduled, go to Step5, start scheduling of aperiodic message and calculate 
response time.  

Step4 Non-Preemptive: during the time Tmac , reset the time used in every 
microcycle, then start the cycle from the first microcycle: 

Calculate 
niNeed ,
 (Where, i  denotes service needed or not, 1 and 0 denote that 

the message is scheduled or not respectively) of all periodic message.  For every 
microcycle n, for any 

iMp  with 1, =niNeed , beginning with highest priority 

message, if the remainder time in current microcycle is not less than the 
computation time of 

iMp , schedule it and update the time used )(nTused , or else to 

the next microcycle without scheduling lower priority message. Then to next 
message with lower priority until the end of a macrocycle, go to Step5, start 
scheduling of aperiodic message and calculate response time.  

Step5 Scheduling Aperiodic Message: from the first microcycle, check the 
remainder time after scheduling periodic message. The aperiodic message k

mMa  

would be scheduled if the remainder time in thn  microcycle is not less than the 
computation time of k

mMa , and update )(nTused . Calculate the response time k
mRa  

of k
mMa , according to )()1( nTusednTmicRa k

m +−×= . Judge next aperiodic 

message k
mMa 1+ , and check all microcycle until end of macrocycle.  

Fig. 2. Main step of DMUMC scheduling algorithm 
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3   DMUMC Algorithm 

The purpose of DMUMC is to overcome the shortcomings of traditional methods. Its 
main idea is that the urgent aperiodic messages with smallest deadline are taken into 
account when establishing BAT. If the deadline of some aperiodic messages is less 
than that of periodic, and the computation time of theirs are equality approximately, 
the urgent aperiodic message is scheduled firstly, and the periodic message be delayed 
to the next microcycle. DMUMC algorithm can be described as Fig.2.  

4   Experiments and Discussion 

Consider a FF control network including three stations, with the following set of 
periodic and aperiodic message described as Tab.1.  

Table 1. Set of periodic and aperiodic message 

No. Identifier Periodicity (ms) Deadline (ms) Computation times(ms) 
1 

1Mp  10 10 3.5 

2 
2Mp  20 20 3.5 

3 
3Mp  20 20 2 

4 
4Mp  40 40 3.5 

5 
5Mp  40 40 2.5 

6 
6Mp  40 40 1 

7 1
1Ma   20 1 

8 2
1Ma   50 2 

9 3
1Ma   60 3 

 
Where, the number of periodic message is six, and every station has an aperiodic 

message. For the message set of Tab.1, we can get BAT using traditional DM method 
and DMUMC. Tab.2 is the result of establishing BAT using traditional DM, and 
Tab.3 is the result using DMUMC. Where, 1 and 0 denote that the message was 
scheduled or not respectively, and * denote the message was delayed to the next 
microcycle. The remainder time is used to scheduling aperiodic message in 
corresponding microcycle. 

Tab.2 shows there was no time left to schedule aperiodic message in the first 
microcycle. That is to say, the aperiodic message 1

1Ma  with the highest priority may 
lose its deadline. The bandwidth assignment is shown in Fig.3 and Fig.4. 

As shown in Fig.4, when using DMUMC algorithm, periodic message 
6Mp with 

lower priority was preempted by urgent aperiodic message 1
1Ma  with smaller deadline 

during the remainder time after periodic messages 
1Mp to

3Mp were scheduled. Using 

the DMUMC, the response times of all aperiodic messages 1
1Ma  to 3

1Ma were 10ms, 
35.5ms and 38.5ms respectively, which are all less than their deadline, i.e., they are 
schedulability. 
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Table 2. BAT using traditional DM methods 

Microcycle 
1Mp  2Mp  3Mp  4Mp  5Mp  6Mp  

Remainder time (ms) 

1 1 1 1 * * 1 0 

2 1 0 0 1 1 0 0.5 
3 1 1 1 0 0 0 1 
4 1 0 0 0 0 0 6.5 

Table 3. BAT using DMUMC algorithm 

Microcycle 
1Mp  2Mp  3Mp  4Mp  5Mp  6Mp  

Remainder time (ms) 

1 1 1 1 * * * 1 
2 1 0 0 1 1 * 0.5 
3 1 1 1 0 0 1 0 
4 1 0 0 0 0 0 6.5 

1 3

Tmic Tmic Tmic Tmic

Tmac

2 3 65 1 2 3 1

Aperiodic

6 1 4 1 2

Periodict=0  

Fig. 3. Results of traditional DM message scheduling algorithm 

1
Tmic Tmic Tmic Tmic

Tmac
2 3 65 1 2 3 1

Aperiodic

1 1 4 2 3

Periodict =0  

Fig. 4. Results of DMUMC algorithm 

Contrarily, using traditional DM message scheduling algorithm, all aperiodic 
message were relayed to the forth microcycle in Fig.3. In this situation, the response 
times of all aperiodic messages 1

1Ma  to 3
1Ma  were 34.5ms, 36.5ms and 39.5ms 

respectively. The aperiodic 1
1Ma  lose its deadline, and could not be scheduled. If 1

1Ma  

was urgent alarm, the serious results may be produced. 

5   Conclusion 

Considering urgent aperiodic message, this paper explores a novel deadline-base 
scheduling algorithm - Deadline Monotonic with Urgent Message Considered 
(DMUMC) - to establish BAT of FF control network. DMUMC takes into account 
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urgent aperiodic message with smaller deadline when establishing BAT of FF, and 
shorten the response time of urgent aperiodic message by adjusting the service time of 
some periodic message with large deadline. 

Compared with the traditional DM method, DMUMC strengthens the timeliness of 
urgent message and the schedulability of all message of FF control network. 
Especially some alarm and interlock message can be scheduled correctly, and the 
safety of control system and people is guaranteed. This algorithm can be extended to 
other real-time control networks. 
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Abstract. Communication in an automobile is coming to be important
and complex little by little, because of hundreds of circuits, sensors, and
many other electrical components. For example, some high-end luxury
cars contain more than three miles and nearly 200 pounds of wiring.
Therefore, the difficulty in connecting these components is gradually im-
portant issue for the automotive industries. As a solution to this affair,
networking provides a more efficient method for today’s complex in-
vehicle communications. And then, many automotive buses have emerged
in last years. Especially, to connect multimedia devices(eg, audio, GPS
navigation system, DVD player, PC), the MOST(media oriented systems
transport) is proposed to automotive industries as multimedia network
in an automobile. To follow the tendency of network integration, we try
to connect CAN(controller area network) to MOST. Indeed, it is that we
use MOST as control network instead of CAN. To do this, we explain the
characteristic of MOST and CAN. Secondly, the inter-operability unit is
analyzed by queueing model. Thirdly, we substitute the real CAN traffic
for queueing model.

1 Introduction

In today’s in-vehicle communications, the electrical smart components have com-
plicated network connections although these are very succinct as compared with
point-to-point connections. To make matter worse, many exclusive standards
have confused car-makers and venders of components.

However, CAN network have consolidated its disposition in European in-
vehicle communications especially as a control network. Furthermore, the mod-
ern automobiles have to be equipped variety of multimedia peripherals(eg, audio,
GPS navigation system, DVD player, PC). To solve their connections, MOST
was proposed as multimedia network in automobiles.

This new standard would have given a additional confusions to venders. But,
if CAN that is practically verified for control networks, is connected MOST,
network in automobiles is very simpler than the existence of some autonomous
networks.

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 1079–1084, 2006.
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2 MOST and CAN

2.1 MOST

As mentioned above, MOST have advantages what can connect multimedia com-
ponents, reduce cables and unify the methods of interface[1]. Because it substi-
tutes heavier copper cables, the fuel efficiency is eventually increased. Table.1 is
the prominent characteristic of MOST. Especially, a transmission type is various
from synchronous to sporadic transmission. Moreover, a synchronous data type

Table 1. The prominent characteristic of MOST

speed up max. 40MBits/s

node max. 64 nodes

type synchronous, asynchronous, sporadic

media fiber optic, twisted pair(suggested)

method master/slave, token ring

layer physical, link, network, transport,application

can transmit audio stream because it is consisted with 60 bytes. And a asyn-
chronous data type can transmit video stream with length of 48 to 1024 bytes.
Lastly, control data type is transmitted through CSMA with 19 bytes. The struc-
ture of each frame is well defined at Fig. 1. A block contains 16 frame that is
consisted with 3 data types mentioned above. And the length of all data type is
real data size besides redundancy with speed of 20MBits/s. We use MOST with
this transmission speed.

Fig. 1. Structure of blocks and frames on the MOST
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2.2 CAN

CAN is widely adopted to in-vehicle network by many car-maker in Europe.
Today, CAN has no doubt in its performance and confidence although many
other network standards are newly emerged. The transmission speed of CAN
has 1Mbits/s and the packet is consisted of between 1 and 8 bytes through
CSMA transmission topology [2].

Because of using CSMA methods, CAN is analyzed by worst-case latency time
or discrete event simulations [4]. Both of maximum latency time and simulations
gives boundary of using CAN to system designer. And also, both methods are
well adopted to Class C application and real applications of a car [4].

Fig. 2 is the time-delay model of CAN [3].

Fig. 2. A communication system of CAN

The main delay term is physically measured and followed.

t1 source system processing time(0.8ms)
t2 CAN data sending time(4ms)
t3 destination system processing time(0.8ms)

CAN communication system is adopted to M/D/1 queueing model. The total
service time is,

E[τ1] = t1 + t2 + t3 = 5.6ms. (1)

And, the expectation of waiting time of M/D/1 is zero. The followed equation
is satisfied.

E[WM/D/1] =
ρ1

2(1− ρ1)
E[τ1]. (2)

Where, ρ1 = arrival rate/service rate at M/D/1.

2.3 Inter-operability Unit(IU)

Although MOST is used for multimedia data, it should be afford to delivery the
control data transmitted through CAN. Modern car network will be developed
to be converged and inter-operated. And then, we suggest following Fig. 3.
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Fig. 3. The whole network of MOST and CAN

The time delay term is physically measured and followed.

t4 MOST data sending time(4ms)
t5 MOST,CAN converting time(0.1ms)
t6 MOST data frame time(uniform R.V.)

Mentioned above, what CAN and MOST would be emerged to one system is
the IU. MOST communication is well adopted M/G/1 queuing model. The total
service time is

E[τ2] = E[τ1] + t4 + t5 + E[t6] = 5.724ms. (3)

And, the expectation of waiting time of M/G/1 is zero. The followed equation
is satisfied.

E[WM/G/1] =
λ(σ2

τ2
+ E[τ2]2)

2(1− ρ2)
. (4)

Where, ρ2 = arrival rate/service rate at M/G/1.

3 Comparison of Performance

The waiting time of two systems is simulated by Matlab 7.1 to Fig. 4. The
waiting time is increased because arrival time rate is large. Actually, the arrival
rate of CAN data is Fig. 5, if all transmitting data is synchronized [4]. And also,
Fig. 5 is used for benchmark data for the in-vehicle network.

The arrival rate of data don’t overcome max. 0.05. This result is adopted
to Fig. 4, the two system have equally same waiting time. This means control
frame of MOST can afford to the bandwidth of CAN. The IU of MOST to CAN
is realized very well at the in-vehicle network through SAE benchmark test. We
implemented MOST2CAN module physically in Fig. 6.
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Fig. 4. The comparison of MOST2CAN, CAN2CAN system with arrival rate

Fig. 5. The arrival rate of CAN data in a vehicle

Fig. 6. Structure of blocks and frames on the MOST
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4 Conclusion

We investigate inter-operability with in-vehicle network i.e. MOST and CAN.
And also, CAN to MOST converter is analyzed by delay scheme and queueing
model.

The control data frame is transmitted with speed of 706KBit/s, but its trans-
mission method(token-ring) is well adopted to CAN network. Moreover, if the
bit rate of MOST will be eventually up to 150MBits/s, the control frame of
MOST can afford to inter-operate and substitute for CAN network.

Practically, MOST specification has been continuously improved, and then
this paper suggests the method which enlarges its throughput for a control net-
work.
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Abstract. Owing to the fact that the networked control system is featured by 
uncertain delays, the stochastic time delay can be transformed into a determinis-
tic delay by placing a special mount of buffers at the nodes in the networked 
control system, thus transform the stochastic networked control system into a 
deterministic delay system. A controller applying the predictive functional con-
trol is hence designed, for the purpose of improving the control capability 
through realizing the presumption of mould matching and multi-step prognosis. 
The results of both the simulation based on MATLAB and the experiment 
based on distributed control system (DCS) show that the method put forward in 
this paper are not only correct but also effective.  

1   Introduction 

With the fast development of network technique and computer, the traditional control 
systems can no longer satisfy the requirement to control the system in complicated 
engineering systems. The node to node control system is being replaced by the one 
based on the network. The system using network to form a closed loop one is called 
networked control system (NCS), whose major advantages include the share of re-
sources, high diagnosis ability, simple to install and maintenance, and the improve-
ment of flexibility and reliability of the system [1-3]. 

The introduction of the communication network into the control system makes it 
very difficult to do the control system analysis and system design. The information 
transfer among the modules of NCS via the network inevitably causes the inductive 
time delay of the network, including the sensor-controller time delay and the control-
ler-actuator time delay, which lowers the system function and even brings about un-
steadiness of the system. Therefore, the functions of the controller which was de-
signed before the entering of network should be verified again. Since the network 
inductive time delay changes with the random time, the NCS is a random system, and 
such random system can be controlled through the random control method [4,5]. 
However, the use of the random control method requires that the network inductive 
time delay should obey a certain distribution. If the network inductive time delay does 
not obey this distribution, the above mentioned method becomes inapplicable [6,7]. 
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Fig. 1. NCS structure sketch map 

Literature [8][9] puts forward a method to install a buffer area with certain length at 
the controller and actuator receiving ends, which transforms the NCS random time 
delay into a deterministic one, and in this way changes the random close-loop system 
into a deterministic close-loop one. This method has been accepted by many scholars, 
and they have started to make relevant researches and experiments to have it verified. 
Based on this method, the paper puts forwards the idea of an equivalent value system 
for the deterministic networked control system, and the design of a controller based 
on the predictive functional control. 

2   The Problem Description 

Fig.1 is the sketch map of NCS. scτ  indicates the time delay between the sensor and 

the controller, while caτ indicates the time delay between the controller and the actua-

tor. Because scτ  and caτ  are all random variables, NCS is a random system, which 

makes the system control very difficult. Literature [8][9] puts forward the method to 
install a buffer area with certain length at the receiving end of the controller and ac-
tuator, which transforms NCS random time delay into a deterministic time delay, thus 
transforms the random system into a deterministic one.  

Fig. 2 shows the structure of NCS with deterministic time delay. Because both the 
network inductive time delay (sensor-controller and controller-actuator) are constants, 
the positions of time delay (sensor-controller and controller-actuator) can be exchanged 
with the controller [10]. Therefore, as a closed loop system, the systems shown in Fig. 1 
and in Fig.2 are equivalent in value. Obviously, the system in Fig. 2 belongs to the type 
of pure time delay systems. For systems of this type, satisfactory control can be acquired 
by applying the advanced method like predictive functional control. 

 

Fig. 2. Sketch map of the deterministic NCS with the equivalent value system 
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3    The Basic Principle of Predictive Functional Control 

The control of PFC applies a linear combination of several known basic func-

tions nf ),,1( Nn = .  

1

( ) ( )
N

n n
n

u k i f iμ
=

+ =  0,1 1i P= −  (1) 

where, )(if n  is the value representing nf at  samples time siT ,and P is the opti-

mized time length, while μ  is the coefficient of linear combination. 

The output of predictive model in PFC consists of two sections:  

1( ) ( ) ( )m fy k y k y k= +   (2) 

Among them, )(1 ky is the free response to the predictive model, which only de-

pends on the controlled volume and output in a past period, and has nothing to do with 
the present and the future controlled volume. )(ky f

 is the controlled output of the 

model, which is the newly added model response after the present applying of the 
control function.  This response represents itself as the piling up of the different basis 
function response )( ig n

. Since )(ig n
can be calculated off line, )(ky f

can be ex-

pressed as : 

1

( ) ( )
N

f n n
n

y k i g iμ
=

+ =   (3) 

Owing to the disturbances of model unfitness and noise, there often exist some dif-
ferences between the model output and the process output. The future difference is 
calculated by using following formula: 

( ) ( ) ( )me k i y k y k+ = −   (4) 

During the predicative functional control, the purpose of rolling optimization is to 
look for a group of coefficients ,,,, 21 Nμμμ so as  to make the predictive output as  

close to the reference locus as possible. The reference locus often varies. For a stable 
system, the form of one stage exponential is usually used.  

( ) ( ) ( ( ) ( ))i
ry k i c k i c k y kβ+ = + − −   (5) 

Here, )( kc is the given value for tracking. )/( rS TTe −=β , sT is the sample cycle, 

while rT is the response time for 95% of the reference loci. 

The standard formula for minimization is as follows: 

==
+−−+−+=

N

n
nn

P

Pi
r ikeigikyikyJ

1

2
1 ))()()()((min

2

1

μ   (6) 
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Through optimization, 
nμ  can be acquired, and subsequently the acquisition of the  

control value )( ku .  

It can be seen that, by adopting the basis function’s linear combination to acquire 
the control function, and a series methods like the predictive model, the feedback 
rectification, the rolling optimization, PFC reduces by a large volume the on-line 
calculation, and lowers the demand on the model precision at the same time.  

4   Application of the Predictive Functional Control in the Network 
System 

For the network system shown in Fig.2, if in its broad sense the mathematical models 
of the plant and the controller are )(SW and )(SD  respectively, then the network 

system can be expressed in Fig.3. 

 

Fig. 3. The diagram of equivalent value network systems 

Because of the complexity of the network system, the predictive functional control 
can be applied to make up for the unmatchedness between the predictive model and 
the actual plant resulted from the pure time delay and the change of the model.  

Since each plant, in its broad sense, can be looked approximately as one order 
plant, we take the predictive model of the predictive functional control as: 

                                       ST

m

m
m

dme
ST

K
sW −

+
=

1
)(  (7) 

Here, the pure time delay τ++= TmmTdm )( 21 . τ  is the pure time delay of the 

plant. 
In PFC, the controlled accuracy mainly depends on the selection of the basis func-

tions. According to literature [13], when the set value is less than or equal to one 
threshold value θ  in the controlled area, step function can be used for the control 
input. This condition can be met in our system. So the control input is: 

                           )()( kuiku =+    1,,2,1 −= Pi  (8) 

Let us first suppose 0=dmT , which means there is no pure time delay. After hav-

ing it distributed by adding a zero order hold, the following differential equation can 
be acquired: 

                    )()1()()1( kuKkyky mmmmm αα −+=+  (9) 

where )/( ms TT
m e −=α  
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Through mathematic induction, we get: 

                     )()1()()( kuKkyPky P
mmm

P
mm αα −+=+   (10) 

In order to get the control input, we make 0
)(

=
∂

∂
ku

J .  From formulae (4), (5), (6) 

and (9), the following control input at the moment of k can be got: 

            
m

m
P

mm

PP

K

ky

K

kykcPkc
ku

)(

)1(

)()1()()(
)( +

−
−−−+=

α
ββ   (11) 

When 0≠dmT , according to Smith’s predictive control, PFC still uses the mould 

0=dmT , while making correction to the plant output at the same time. Let 

sdm TTD /= , )(ky pav
is the corrected output: 

                       )()()()( Dkykykyky mmpav −−+=  (12) 

                                )()()( kykypke mpav −=+  (13) 

Then putting into the time delay, the PFC output is as follows: 

         
m

m
P

mm

pav
PP

K

ky

K

kykcPkc
ku

)(

)1(

)()1()()(
)( +

−

−−−+
=

α
ββ  (14) 

In actual application, in order to increase the robustness of the system, the com-
bined form of  PFC with PID is used.  

5   Examples of Simulink and Imitative Experiment 

In order to verify the accuracy of PFC method put forward in this paper, we first pro-
ceeded to do the imitation research. The transfer function of the plant is illustrated in 
Fig.3. It may be seen that it belongs to the big pure time delay plant, which is hard to 
control effectively in the traditional way. Even if the Smith predicative estimation 
control is applied, the system tends to become unsteady once the model unmatched-
ness occurs. However, PFC can resolve all these problems satisfactorily, as is shown 
in the Simulink curves of Fig.4, among which a) is the model matched and b) is the 
model unmatched (the pure time delay has changed by 10%).  

Se
S

sW 1000

1900

220
)( −

+
=                        (15) 

As to the networked control system, we may use the process control system to 
simulate and verify. We proceeded with the experiment by using the DCS (JX-300X) 
and industrial experiment devices that made up the big pure time delay system. In this 
system, the plant is made up together by an electricity heating boiler and the big time 
delay fitting. The hot water output from the boiler goes into the entrance connector of 
the time delay fitting. The water temperature at the time delay fitting output is a con-
trolled variable (please refer to Fig.5). The temperature sensor applies  PT100, and the 
measured signal is sent to the DCS input card directly. 
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                        a)                                                   b) 

Fig. 4. The simulation curves by Matlab. a) is the model matched and b) is the model un-
matched (the pure time delay has changed by 10%). 

 

Fig. 5. The diagram of the imitation system 

The actuator is the heater whose input signal is 4~20mA, which is delivered di-
rectly to the DCS analogy output card. The working principle of the system is that the 
water pump sends the water from the sink out up to the water tank, then the water in 
water tank flows into the boiler passing through the regulation valve. The water in the 
boiler is heated by the electricity heating device, and then returns to the sink after 
flowing through the big pure time delay fitting. 

During the whole process, the output regulation valve is set at the hand operating 
mode with the opening fixed, and the water level is controlled by the input regulation 
valve. It can be seen that the temperature control of the pure time delay plant is real-
ized by maintaining the dynamic balance of the liquid level.  

Through setting up the engineering mould, the mathematical model of the plant ob-
tained is as follows: 
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The control procedure is written in SCX language. Experiment curve is shown in 
Fig.6, with SV being the setting value for temperature, whose variety scope ranges 
between  30  and 55  in this experiment, and PV is the temperature value at the 
output of the  big time delay fitting. As is shown in the diagram, the static state differ-
ence may be controlled within 3%, the overshoot is about 11%, and the whole system 
may be operated steadily.  

 

Fig. 6. The actual running curve 

6   Conclusion 

This paper puts forward the system equivalent value of the definite NCS and design 
of the controller for the plant based on predictive functional control. The results of 
Simulink and imitation experiment verify the accuracy and effectiveness of this 
method. When using the nonlinear predictive model or the predicative model based on 
the characteristic model of the controlled plant, this method may also be applied in the 
nonlinear system. 
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Abstract. The Fuzzy C-Means (FCM) algorithm is commonly used for cluster-
ing. It is one of the problems in association rules mining that a great number of 
rules generated from the dataset makes it difficult to analyze and use. From the 
angle of knowledge management, a modified FCM algorithm is proposed and 
applied to association rules clustering, which partitions these rules into the 
given classes by the attribute’s weight based on information gain for evaluating 
the attribute’s importance. Experiment with the UCI dataset shows that this al-
gorithm can efficiently cluster the association rules for a user to understand.  

1   Introduction 

Data mining, or the efficient discovery of interesting patterns from large collections of 
data, has been recognized as an important area of database research. The most com-
monly sought patterns are association rules. Intuitively, an association rule identifies a 
frequently occuring pattern of information in a database. When mining association rules 
from this type of nontransactional data, hundreds or thousands of rules corresponding to 
specific attribute values are discovered [1]. Rule is one manifestation of knowledge. We 
will classify these rules for the point of view of knowledge management for a user to 
understand. The cluster is formed by similar, "adjacent" association rules. 

In practice it is very important that rules mined from a given database are under-
standable and useful to the user. Clustered association rules are helpful in reducing 
the large number of association rules that are typically computed by existing algo-
rithms, thereby rendering the clustered rules much easier to interpret and visualize. A 
practical use of these clusters is to perform segmentation on large customer oriented 
databases. Brian Lent et al. [2] proposed a geometric algorithm for locating clusters in 
a two-dimensional grid, and their algorithm only clusters two-dimensional association 
rules. Literature [3] gives an overview of cluster analysis techniques from a data-
mining point of view. 
                                                           
* This research is supported by the Aeronautical Science Foundation of China under Grant No. 

02F52033 and the Hi-Tech Research Project of Jiangsu province under Grant No. 
BG2004005. 
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Fuzzy set has been applied to many fields including data mining. The clustering 
groups a sample set of vectors into K clusters via an appropriate similarity (or dis-
similarity) criterion, such as distance from the center of the cluster. 

Fuzzy clustering method is more precise in dealing with data simulation, and the 
results are easier to be understood and used. Therefore, research into fuzzy clustering 
method for knowledge is significant not only to theory, but also to application. Many 
fuzzy clustering methods have already been proposed and used in data mining. Fuzzy 
clustering with squared Minkowski distances was proposed in [4]. Fuzzy c-means 
method has been used in dynamic data mining [5]. Clustering algorithm based on self-
similarity of the dataset can cluster transactional data with the standard definition of 
mathematical distance used in the K-means algorithm to represent dissimilarity 
among transactions [6]. Relative proximity was used to cluster a numerical dataset 
[7]. Clustering method can be used to detect anomalous behavior in audit data, and to 
select some "representative" rules but not a large number of rules for a user to under-
stand [8, 9]. Clustering rules are necessary in merging multi-sources, which may con-
tain conflicting knowledge. Otherwise the conflicting knowledge can make us illusive 
[10]. To the best of our knowledge, we have not found similar reports to cluster asso-
ciation rules based on FCM with attribute’s weight for a user to expediently under-
stand. 

The rest of the paper is organized as follows. In section 2, we provide a brief descrip-
tion of association rule, and the relative researches on fuzzy clustering. In section 3,  
we propose a modified fuzzy C means algorithm, which we call FCM+. In section 4, we 
discuss the design of our experiment and the results returned; finally, in section 5, we 
present our conclusion and the further work. 

2   Background 

Association rules are used to discover the relationships, and potential associations, of 
items or attributes among huge amounts of data. These rules can be effective in un-
covering the unknown relationships, providing results that can be the basis of forecast 
and decision. They have proven to be very useful. The application and development 
about association rules is a popular topic in data mining. 

2.1   Review of Association Rules and the Classical Mining Algorithm  

The early data mining method for association rules use the support-confidence 
framework established by Agrawal et al. [1]. They proposed a model to discover 
meaningful itemsets and construct association rules for market analysis.  

Let I={i1, i2, i3,…,iN} be a set of N distinct literals, called items. In general, a set of 
items is called an itemset. The number of items in an itemset is the length of an item-
set. Itemset of length k is referred to as a k-itemset. Let D be a set of variable length 
transactions, where each transaction T is a set of items such that T⊆I. Associated with 
each transaction is a unique identifier, which shall be referred to as its TID. |D| is the 
cardinality of database D. A transaction T is said to support an itemset X, where X ⊆I, 
if it contains all items of X, i.e. X⊆T. The fraction of the transactions in D that support 
X is called the support of X, denoted Support(X). An itemset is large if its support is 
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above some user-specified minimum support threshold, denoted MinSup. An associa-
tion rule is an implication of the form r: X  Y, where X⊂I, Y⊂I, and X∩Y=∅. The 
support for rule r is defined as Support(X∪Y). A confidence factor defined as sup-
port(X∪Y)/support(X), is used to evaluate the strength of such association rules. 

The process of Apriori mining association rule algorithm makes multiple passes 
over the database D to build candidate itemsets, and then create large itemsets. In the 
kth level, the algorithm finds all large k-itemsets. Denoting Lk is the set of all large k-
itemsets, and Ck is the set of candidate k-itemsets by obtaining from Lk-1, that is, po-
tentially large k-itemsets. For each transaction in D, the candidates in Ck also con-
tained in the transaction are determined and their support is increased by 1/|D|. At the 
end of scanning, if their supports are greater than, or equal to, the user-specified 
minimum support (MinSup), the candidate k-itemsets immediately become the large 
k-itemsets. Meanwhile, it will generate a large number of the candidate itemsets that 
need to be contrasted with the whole database level by level in the process of mining 
the association rules. Therefore, performance is dramatically affected, as the database 
is repeatedly scanned. The most time-consuming part of the algorithm is to discover 
large itemsets while the generation of association rules given the large itemsets is 
straightforward enough. Many researchers have tried to improve its efficiency from 
different angles, and decreased the number of database scans and the number of can-
didate itemsets. [18]. 

A common problem in association rule mining is that a large number of rules are 
generated from the datasets, which makes it difficult for users to analyze and make 
use of the rules. Solutions have been proposed to overcome this problem, which in-
clude constraint-based data mining, post-pruning rules, grouping rules [11], dynamic 
pruning [12] and unexpected patterns based on user’s beliefs [13]. 

2.2   Related Research on Fuzzy Clustering 

Currently, most of the commercial clustering systems are based on the boolean logic 
model. They assume that a user’s requirements can precisely be characterized by the 
terms. However, this assumption is inappropriate due to the fact that the user’s re-
quirements may contain fuzziness. The reason for the fuzziness contained in the 
user’s requirements is that the user may not know much about the subject he/she is 
clustering or may not be familiar with the clustering system. Since fuzzy set technol-
ogy can be used to describe imprecise or fuzzy information, many researchers have 
applied the fuzzy set technology to many systems including clustering [11,14]. 

The objective of fuzzy clustering methods is to divide a given dataset into a set of 
clusters based on similarity [9]. In classical cluster analysis each datum must be as-
signed to exactly one cluster. Fuzzy cluster analysis relaxes this requirement by allow-
ing membership degrees, thus offering the opportunity to deal with data that belong to 
more than one cluster at the same time. Most fuzzy clustering algorithms are objective 
function based: they determine an optimal classification by minimizing an objective 
function. In objective function based clustering usually each cluster is represented by a 
cluster prototype. This prototype consists of a cluster center and maybe some additional 
information about the size and the shape of the cluster. The cluster center is an instantia-
tion of the attributes used to describe the domain, just as the data points in the dataset to 
divide. However, the cluster center is computed by the clustering algorithm and may or 
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may not appear in the dataset. The size and shape parameters determine the extension of 
the cluster in different directions of the underlying domain. 

The degrees of membership to which a given data point belongs to the different 
clusters are computed from the distances of the data point to the cluster centers. The 
closer a data point lies to the center of a cluster, the higher is its degree of member-

ship to this cluster. Hence, the problem to divide a dataset X={ 1x , …, nx } into c 

clusters can be stated as the task to minimize the distances of the data points to the 
cluster centers.  

3   An Improved Fuzzy C Means Clustering Algorithm 

3.1   The FCM Algorithm 

Clustering is the process of grouping some vectors into classes. Let {x(m): m = 
1,…,M} be a set of M vectors. Each vector x(m) = (x1

(m), …, xN
(m))  has N components. 

The process of clustering is to assign the M vectors into K clusters {c(k): k = 1, …, K} 
usually by the minimum distance principle, such as Euclid distance, Minkowski dis-
tance and Hamming distance.  

The K-means algorithm assigns vectors to clusters by the minimum distance as-
signment principle, which assigns a new vector x(m) to the cluster c(k) such that the 
distance from x(m) to the center of c(k) is the minimum over all K clusters. The basic 
K-means algorithm is as follows [9,11]: 

(1) Randomly select the initial centers. 
(2) Each object is assigned to the cluster where the distance from its center to 

the object is minimum. 
(3) Re-calculate the centers. 
(4) Repeat steps 2 and 3 until there is not change in the centers. 

The advantages of the method are its simplicity, efficiency, and self-organization. 
It is used as initial process in many other algorithms. The disadvantage of this algo-
rithm is that k must be provided and this algorithm is linearly separating and maybe 
resulting in inconsistent clustering and local minima. 

The FCM algorithm is an iterative clustering method that used to partition a data 
set and it has successfully been applied to a wide variety of clustering problems [15]. 
The objective of FCM segmentation is to compute the cluster centers and generate the 
class membership matrix [16]. Let  },...,{ 21 NxxxX = be a set of N objects. Let 

),( ij xxd  be the distance or dissimilarity between objects ix and jx . Let 

},...,,{ 21 KvvvV = , each cv be the mean of the c-th cluster. Let ),( ic xvd be the dis-

tance or dissimilarity between the object ix  and the mean of the cluster that it be-

longs to.  
The fuzzy clustering partitions these objects into K overlapped clusters based on a 

computed minimizer of the fuzzy within-group least squares functional: 
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),1( +∞∈m  is the so-called "fuzzifier".  

Two often used dissimilarity measures between two objects ),( ij xx , as well as be-

tween an object and the mean ),( ic xv  are the LP norm distance:          
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The "K-center" method is used for initialization. The first candidate is picked up as 
the mean over all the items in X, and each successive one is selected in such a way 
that each one is most dissimilar to all the means that have already been picked. 

3.2   Attribute’s Importance Analysis Based on Information Gain 

A validation method based on information gain (IG) is devised for assessing the quali-
ties of the clustering results. It is widely used in the classification problem [17]. Ex-
plicitly, ID3 and C4.5 used IG measurement to select the test attribute. The higher the 
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information gain value of an attribute, to improve the quality of a clustering a higher 
weight or emphases should be placed on the corresponding attribute when construct-
ing the distance metric used in the clustering. 

Let D be a set of training samples, where the class label of each sample is known. 
Let D contains si samples of each class Ci, for i=1,…,m. An arbitrary sample belongs 
to class Ci with a probability si/s, where s is the cardinality of D. An attribute A with 
values {a1, a2,..,av} can be used to partition D into the subsets {s1, s2,…,sv}, where sj 
contains those samples in D that have value aj of A. The expected information based 
on this partitioning by A is known as the entropy of A. It is the weighted average:                     

1
v

...

1
j=1

E( )= ( ,..., )
s

j mjs s

j mjA I s s
+ +

 (6) 

where                    
m

1 2
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The information gain obtained by this partitioning on A is defined by      

1( ,..., )j mjGain(A)=I s s - E(A)  (8) 

We can compute the information gain for each of the attributes defining the sample 
in D. The attribute with the highest IG is considered the most discriminating attribute 
of the given set. The larger an information gain value, the better the clustering quality 
is. By computing the IG for each attribute, we can obtain a ranking of the attributes. 
The ranking can be used for importance analysis to set attributes weights in the rele-
vant IG order. The weight wi for attribute Ai is set by       

M

i i i
i=1

w  = IG IG  (9) 

where M is the number of attributes. Obviously these weights meet the restriction                       

1

1
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3.3   The Modified FCM Algorithm 

The initial matrix of FCM algorithm depicts the degrees of membership to which a 
given object belongs to the different clusters. So this algorithm cannot cluster associa-
tion rules for it does not consider the "importance" of the attributes. 

Let X={X1 … Xk … Xn}, and each Xk has m attributes, Xk={xk1 … xkm}.  Then 

( )n m kj n mX x× ×= . 

Step 1 Transform the eigenvalue of xij∈Xi into [0 1] where 1 i n 1 j m 
Step 2 Assign a weight w to each attribute, where wi denotes importance of the corre-
sponding attribute. Each weight w can be obtained by the method related in section 3.2. 

W=( w1 w2 … wm )′ (11) 
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Step 3 Let Y=X                             

.W=(Y1 Y2 … Yn )′ (12) 

Now the relative importance of the samples has been gotten. 
Step 4 Set the distribution for Y based on the practical needs. 

For example, suppose Y meets the even-distribution. 
(1) Let max=MAX(Yi) min=MIN( Yi ) where i∈[1 n] 

        (2) Equably part the whole of min to max into c small sections, and the me-
dian for each section is 

=ja min+(max-min)/c×(j-0.5) j∈[1 c]     (13) 

Step 5 Set the distribution for each clustering center based on the practical needs. 
Assume that each section satisfies the normal distribution with the centroid 
being ai i∈[1 c]. 

( )( )2

)( iaxkexA −×−=    (14) 

Where e is the exponential function, and k=1 or 2. 
Now the initial membership degree matrix is obtained with the following code. 

   for ( i=1  i<=N i++) 
//Compute the membership degree with the cluster 
//center being aj for each sample 
for ( j=1 j<=C j++) 
   u0[i,j]=exp(-1*( Yi – aj ))

2  //where  k=1 

Some explications, 

(1) Step 4 assumes that the samples meet the even-distribution. But some idiographic 
instances may not satisfy the requirement. In this case some appropriate distribu-
tion function must be selected for meeting the practical needs. 

(2) Step 5 assumes that the samples of each section meet the normal distribution. 
This presumption must be reconsidered based on the fact. 

The initial partition matrix 0u  has gotten after the above five steps are carried out.  

The rest is just like the FCM algorithm and will not be related any more. 

4   Experiment 

As C++ STL is powerful, this fuzzy clustering algorithm is implemented with C++ 
STL, compiled with Microsoft Visual C++ 6.0. We use Apriori algorithm to mine 
association rules from the postoperative-patient-dataset with different support and 
confidence. This dataset can be obtained from UCI Machine Learning Database Re-
pository at http://www.ics.uci.edu/~mlearn/ MLRepository.html, and it contains 90 
instances and 9 attributes (The last one is the decision attribute).  The decision attrib-
utes can take on values I, S, or A. There are 2 instances in class I, 24 instances in class 
S and 64 instances in class A. 
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The classification task of this database is to determine where patients in a postop-
erative recovery area should be sent to next. Because hypothermia is a significant 
concern after surgery, the attributes correspond roughly to body temperature meas-
urements. Table 1 shows the numbers of association rules generated from the dataset 
with different support and confidence. 

Table 1. Numbers of association rules mined from the postoperative-patient-dataset 

      
MinSup 

 
MinConf 

0.6 0.5 0.4 0.3 

0.9 2 3 8 7 

0.8 2 3 8 7 

0.7 4 11 23 26 

0.6 4 11 35 37 

0.5 4 12 38 45 

Table 2. Information gain and the relative weight for of each attribute 

Order Attribute Name IG Weight 

1 L-CORE  0.010802 0.0538662 

2 L-SURF  0.0293591 0.146404 

3 L-O2  0.0114602 0.0571484 

4 L-BP  0.0300606 0.149903 

5 SURF-STBL  0.0118933 0.0593081 

6 CORE-STBL 0.0416893 0.207891 

7 BP-STBL  0.0325222 0.162178 

8 COMFORT 0.0327474 0.163301 

If the thresholds for support and confidence are 0.4 and 0.5 respectively, 38 rules 
are found. The following four rules are examples, and obviously they should be clus-
tered into one class. 

1. if  COMFORT = 10   then   L-BP is mid  AND CORE-STBL is stable 
                support = 0.411111      confidence = 0.569231                               

2. if  COMFORT = 10   then   CORE-STBL is stable  
                 support = 0.677778      confidence = 0.938462 
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3. if COMFORT = 10  then  CORE-STBL is stable AND decision ADM-DECS=A  
                 support = 0.511111      confidence = 0.707692 
4. if COMFORT = 10 AND decision ADM-DECS = A then CORE-STBL is stable 
                 support = 0.511111  confidence = 0.958333 

The training dataset is selected randomly with a ratio about 20% from each class S, 
A and I in the postoperative-patient-dataset. It includes 5 instances of class S, 14 in-
stances of class A and one instance of class I. The weight wi for attribute Ai is set by         

8

i i i
i=1

w = IG IG  (15) 

Table 2 depicts the IG and relative weights for each attribute. 
We use this algorithm to cluster the above 16 rule-sets as shown in Table 1 and get 

the clustering results as shown in Fig. 1. For example, with the thresholds of support 
and confidence being 0.4 and 0.9, the numbers of the association rules clustering is 4. 

5   Conclusions and Further Work 

Usually the number of association rules found by data mining algorithms is large. 
Although these rules have high supports and confidences, they are often pertained to 
some aspects and have higher similarity. From the angle of knowledge management, 
an improved FCM algorithm is proposed to cluster the association rules. Using this 
method we can categorize the association rules; hence they can be easily understood 
and used. 

 

Fig. 1. He association rules discovered from the postoperative-patient-dataset  

We use Apriori algorithm to mine association rules from the postoperative-patient-
data provided by the UCI, and employ our algorithm to cluster these found rules. 
Experiment shows that this algorithm is efficient in clustering the association rules. 
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What we need to explain is the differences between FCM+ and FCM. Firstly, The 
angles of consideration for these two algorithms are different. FCM+ mainly consid-
ers the relative importance of attributes in the association rules, and it can cluster the 
rules based on the weight set by the validation model based on information gain to 
assess the importance of the attributes in the tested dataset. But FCM offers the mem-
bership degree to deal with samples that belong to more than one cluster at the same 
time, and it cannot cluster the association rules. Secondly, FCM+ is more maneuver-
able than old FCM. New algorithm needs little parameters compared m weights for 
the attributes with a C×N membership degree matrix needed by FCM. 

We occasionally find an interesting topic during the experiments. If the weights are 
not offered by the information gain but are set randomly by the user, we find that the 
clustering results are error. This is a new question that needs to be further considered. 
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Abstract. In order to meet the require of high speed and comfort and low pro-
ducing cost, semi-active suspension for high-speed railway vehicle is adopted to 
control the vibration of car body. But accurate mathematic model of vehicle dy-
namics system is difficult to establish for the particularity of wheel-rail interac-
tion and non-linear of system and sky damper control needs the absolute 
speed of car body that its exact value is difficult to obtain. So adaptive fuzzy 
control method based on the acceleration feedback is put forward in the paper. 
The method which can modify automatically the scaling factor and control rules 
according to the acceleration and its change rate of car body is simulated by us-
ing ADAMS and MATLAB software. The simulation results show that the 
method can attenuate the vibration of car body and improve the comfort and 
stationarity effectively.  

1   Introduction 

Increasing the speed of train is an effective way to improving railway transportation 
competition. But when the speed is increased, the passenger will feel less comfortable 
than before. In order to increase the speed and comfort simultaneously, the control 
technology of car body vibration should be adopted. Among all vibration control 
technology, the semi-active suspension is a compromise between the passive and the 
active suspension, and it is an ideal way for performance improvements and simplic-
ity of design implementations. The semi-active damper is time-varying, controllable, 
and adjustable. However, the semi-active damper is considered a passive component 
because it can only dissipate energy (excepting a small valve actuating force). So the 
semi-active suspension system can be an effective countermeasure to improve the vehi-
cle vibration and riding comfort. To the vehicle, the accurate mathematics model is 
difficult to establish because of the uncertainty of wheel-rail interactions and strong 
non-linear and time-varying parameter of vehicle in a given area, which have limited the 
application of modern control theory in the practical vehicle suspension system[1~4]. 

Sky damper control decreases the vibration acceleration of car body by the control 
force which is proportion to the absolute velocity, but the absolute velocity is difficult 
to measure, and it is achieved by integrated the acceleration tested by velocity sensor 
generally. So the sensor error and system noise can generate the error of absolute 
velocity then effect the damping performance. 
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To solve the above problem, adaptive fuzzy control method based on the accelera-
tion feedback is put forward in the paper. The dynamic model established by 
ADAMS/RAIL software is used to simulate the dynamic performance. Then the 
simulation results transmit to MATLAB software, and the adaptive fuzzy control 
algorithm developed by MATLAB software will work out the control force real-time 
and send the force value to the vehicle model. The method combines the MATLAB 
software and ADAMS/RAIL software to simulate, and it can modify automatically 
the scaling factor and control rules according to the acceleration and its change rate of 
car body, and make the fuzzy controller have the self-adaptive ability to the variable 
of vehicle running condition. 

2   Semi-active Suspension Systems  

2.1   Semi-active Suspension Dynamics Model 

Vibration response of vehicle running in line includes vertical vibration and lateral 
vibration, which is produced by track irregularity. To lateral vibration, wheel set is 
excited by direction irregularity and level irregularity. 300km/h vehicle dynamics 
model to control the lateral vibration of 17-freedom motor vehicle is established in the 
paper, which is shown in Fig.1. The 17-freedom of the vehicle is:  

Lateral and yawing of wheel set: ( ), , 1,2,3,4,wi wiY iψ =  

Lateral, rolling and yawing of bogie frame: ( , , ), 1,2tj tj tjY jφ ψ = , 

Lateral, rolling and yawing of car body: ( ), ,c c cY φ ψ . 

In the above model, secondary lateral damper is controlled damper, and the change 
of damp is expressed by the change of control force. Vibration differential equation 
contained control item is:  

[ ]{ } [ ]{ } [ ]{ } [ ]{ } { }{ }0 ,M q C q K q B u G w w′+ + + = . (1) 

Where, [ ] [ ] [ ]0, ,M C K is mass matrix, basic damping matrix and stiffness matrix 

separately. [ ]B′  is control input matrix. { }q is freedom vector. { }{ },G w w  is excit-

ing vector. w  is track irregularity input vector.{ }u  is control input vector. 

And 

{ } , , , , , , , , 1,2,3,4; 1,2wi wi tj tj tj c c cq Y Y Y i jψ φ ψ φ ψ= = = . (2) 

{ } [ ]1 2,
T

u F F= . (3) 

[ ] 5 2

5 2 2 17

0 1 0 0 0 0 1

0 0 1 0 0 0 1

T
h h l

B
h h l

×

− − − −
′ =

− − −
. (4) 



1106 J. Yang, J. Li, and Y. Du 

In the above formula, 1 2,F F  is the attenuation force provided by controllable 

damper between front and rear bogie and car body. 5h  is height between controllable 

damper (centre) and bogie mass-centre, 2h  is height between controllable 

damper(centre) and car body mass-centre, l is a half distance between bogie centres. 

 

Fig. 1. Lateral vehicle dynamics model based on semi-active suspension 

1zK ,vertical stiffness of axle spring, 1yK effective stiffness of yaw damper, 1zC  Vertical 

damping coefficient of axle damper, 1yC  damping coefficient of yaw damper, 2zK  vertical 

stiffness of air spring, 2 yK Horizontal stiffness of air spring, 2 zC  vertical damping coefficient 

of secondary damper, 2 yC  Horizontal damping coefficient of secondary damper, 1l  Rigid 

wheel base of bogie, 1b distance between bogie mass-center and axle spring, 2b distance be-

tween mass-center and air spring 3b  distance between car body mass-center and secondary 

vertical damper b  rolling distance between right wheel and left wheel, 1h  height between air 

spring(top)and car body mass-center, 4h  height of bogie mass-center, 3h  height between air 

spring(top)and bogie mass-center 

2.2   Control System of Semi-active Suspension 

Control system of semi-active suspension can be divided into signal collection part, 
signal process and decision part and execute part, its concrete structure is shown in 
Fig.2. DSP technology possesses good real-time quality, rapid operation speed, so the 
control board has been developed to meet the real-time quality of the test and control 
system of semi-active suspension based on DSP technology. The execute part is high-
speed on-off valve damper, its structural design can be shown in reference [5, 6]. 

Control board is composed of signal collection part (except sensor) and signal 
process and decision part. Signal process and decision part is the system hardcore in 
the whole system, and it is the base for constructing the system. Decision part is adap-
tive fuzzy controller. 

Concrete physics realizing process of semi-active suspension is described as follows. 
Firstly, Measure the yawing and rolling acceleration by acceleration sensor. Secondly, 
Process the data through the signal collection part of control board (including signal  
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(a) 

 
(b) 

Fig. 2. system of semi-active suspension 

filtration and data), then deliver to signal process and decision part. Thirdly, calculate 
the controlled quantity by self-adapting algorithm to decide the state of damper, which 
is to attenuate the lateral vibration of vehicle by changing the damp value of damper[7]. 

3   Design of Control System 

The variable of vibration acceleration of car body is owed to the change of track spec-
trum of vehicle running line and the change of velocity and the car body mass at the 
same track spectrum. So the input universe of normal fuzzy controller is difficult to 
define exactly, and it is defined approximately by the regular change range. But the 
oversize or little size universe will affect the control purpose seriously. The informa-
tion shows that the acceleration input of fuzzy controller will be gone beyond the 
range of input universe when the vibration improves for the change of velocity if the 
fixed scaling factor is adopted at the same line, in this condition, only the single rule 
excited by PB or NB may act in the fuzzy input set, which makes the suspension 
damp too little or too large so that the control effect may be baddish. 

To conquer the disadvantage, a fuzzy controller that can adapt the self parameter or 
control rule according to the motion performance is hoped to design to improve the 
system capacity and adapt the change environment and ensure the control effect. This 
controller is named as adaptive fuzzy controller. The adaptive fuzzy control method 
based on the acceleration feedback is put forward in the paper. The controller diagram 
is shown in Fig.2. Seen from the figure, comparing with general fuzzy controller, the 
controller has added three functions module: (1) Module to measure system perform-
ance, it can calculate the data to characterize the system performance according to 
lateral acceleration of car body. (2) Module to adjust the scaling factor and scale  
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factor, it can adjust on-line the scaling factor and scale factor according to lateral 
acceleration and its change rate of car body, which can improve the dynamic response 
index of system to eliminate the steady-state error. (3) Module to find optimizing 
control rule, it can improve the adaptive capacity of control system by adapting the 
weight number of the error and its change rate in the differ interval to obtain a group 
of optimum parameter and achieve the minimum system performance index. 

 

Fig. 3. Adaptive fuzzy controller based on acceleration feedback 

The input of fuzzy controller is the lateral acceleration signal of car body and its 
change rate, and then the needed control force is computed to improve the vibration 
performance of vehicle. The rule of fuzzy control is defined by the stationarity rule 
control to assure the root-mean-square value of accelerate is a less value. Generally, 
the rule of fuzzy control is inference rule got by experience and they are two-
dimension. The fuzzy set of input and output language variable can be divided to 
seven grade, they are NB NM NS ZO PS PM PB separately, and there are 49 
control rules. 

Table 1. Fuzzy control rule 

det aa
NB NM NS ZE PS PM PB

NB NM NS NS NS ZE PS PM
NM NM NM NM NS PS PM PM
NS NB NM NM NS PM PB PB
ZE NB NB NM ZE PM PB PB
PS NB NB NM PS PM PM PB
PM NM NM NS PS PM PM PM
PB NM NS ZE PS PS PS PM

Using the language variable, control rule iR  can be described as  

iR if 1α  is 1iA  and 2α  is 2iA then β  is iB , 1 ~i N= . (5) 

1α 2α  and β  are input variable and output variable separately, and correspond 

universe are [-4 4] [-4 4] and [-3 3], and 1iA 2iA  and iB  are fuzzy set of input 

variable and output variable. The membership grade function of input variable and 
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output variable are 1( )Aiμ α 2 ( )Aiμ α  and ( )Biμ β , the appropriate membership 

grade function is needed (triangle membership grade function is adopted in the paper).  

( ) ( )
1 2

1
, ,a a

a n a n
ak ak a tα α Δ

− −
= = Δ Δ = Δ  (6) 

Where, ak and akΔ  are scaling factor, tΔ  is sampling time interval. ak and akΔ  are 

computed by the maximal value of acceleration ( a )and the maximal value of accel-
eration change rate ( aΔ ) in the differ speed state of passive suspension. When the 
work station is changed in the running process, the scaling factor should be adjusted 
on-line according to the lateral vibration acceleration of car body and its change rate.  

If 0
1α , 0

2α  are given, the relevance weights of each rule can be solved, 

1 2

0 0
1 2( ) ( ) 1 ~i Ai Ai i nϖ μ α μ α= ∧ =  (7) 

Then the output membership grade function is 

( ) ( ) ( ) ( )1 1 2 2B B B N BNμ β ϖ μ β ϖ μ β ϖ μ β= ∨ ∨ ∨  (8) 

Output value β  of fuzzy controller is  

1 2(1 )c cβ α α= + −  (9) 

Where, 1α and 2α  are separately the input of fuzzy controller, they signify lateral 

vibration acceleration and its difference of car body. c is weight number, which is 
real number between 0 and 1, its size directly signify weighting between lateral vibra-
tion acceleration and its difference. In course of actual control, the weighting re-
quirement between lateral vibration acceleration and its difference of control rule is 
different. In order to improve control performance and meet the different request for 
adjusting weight number in different controlling state, the new fuzzy controller is 
designed by modifying control rule, and the modified control rule is [8] 

0 1 0 2 1

1 1 1 2 1

2 1 2 2 1

(1 ) 0

(1 ) 1

(1 ) 2

c c

c c

c c

α α α
β α α α

α α α

+ − =
= + − = ±

+ − = ±
 (10) 

Where, weight number 0c , 1c , 2c [0 1], and 0c < 1c < 2c . 

In order to change the 0c , 1c , 2c  more scientifically, a Self-optimizing fuzzy con-

troller is adopted, which can search the optimum value of ic ( 1,2,3i = ) automati-

cally to realize the self-organizing and self-consummating of controlling rules. 
ITAE integral performance index is adopted in the paper to Self-optimizing the 

weighting factor. 

( ) 1

0

minJ ITAE t dtα
∞

= =  (11) 
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( )J • is the object function, which expresses the integral area after weighting time of 

acceleration function. According to the value of object function, 0c is corrected 

continuously until the control performance meets the request. The performance index 
shown as formula is the object function, and the weighting factors are corrected con-
tinuously in the optimum-searching process to obtain the minimum value of object 
function step by step, then achieve a set of optimal weighting factors: 0c 0.79, 1c

0.68, 1c 0.45. 

The defuzzified value 0β can be acquired by the centre of gravity of ( )Bμ β  as 

( )
( )

0 B

B

d

d

βμ β β
β

μ β β
=  (12) 

When the defuzzified value is expressed as ( )0 nβ  at n-th sampling interval, the out-

put semi-active control force ( )u n at the sampling instant is  

( ) ( )0
uu n k nβ=  (13) 

Where: ( )u n  is the output proportional factor, which can gain according to the size 

of output universe of fuzzy set and controllable damping forcer. According to fuzzy 
controller, control forcer 1F and 2F that act separately frond and rear bogie of railway 

vehicle is  

( ) ( )0 0
1 1 2 2,u uF k n F k nβ β= =  (14) 

The semi-active suspension attenuate car body vibration with varying damping co-
efficient, the formula of adjust damping coefficient under SOF semi-active control are  

( ) ( )0 0
1 2

1 0 2 0( ) , ( )u u

fcr rcr

k n k n
C t C C t Cv v

β β= + = +  (15) 

Where fcrv is relative speed between center-mass of frond bogie and center-mass of 

car body, rcrv  is relative speed between center-mass of rear bogie and center-mass of 

car body, 1uk  and 2uk  are separately the output proportional factor of SOF fuzzy 

control in frond and rear bogie. 

Three points are considered to accord with actual system in the simulation process. 

Input delay-time of control system is set 10ms in the paper in order to deal with 

lag time of varying damping coefficient. 

In fact, varivation range of damping coefficient is limited. So, when adopting 

SOF fuzzy control, the varivation range realized in the engineer is defined as follows: 

0.5 ( ) 4opt optC C t C≤ ≤ . (16) 
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Where, optC  is optimal damping coefficient of lateral passive suspension.  

Actual executing part in the semi-active control is controlling damper, and at-
tenuation force of damper to the vibration of car body is direct proportional to relative 
speed of car body and bogie. When the force requested by SOF control is opposite to 
the relative speed, the damp is instructed to minimum, otherwise, the damp can be 

calculated according to formula (15), but if the damp exceeds 4 optC , the damp is 

defined as 4 optC ,which can be expressed as follows: 

( )

( )

( )

( )

0

2 1

0 0

2 1 2 1

0

2 1

44

( ) 0.5 0 4

0.5
0.5

u
opt

opt

u u
opt opt

opt u
opt

k n
CC x x

k n k n
C t C C

x x x x

C k n
Cx x

β

β β

β

≤ −

= + ≤ ≤
− −

≤−

 (17) 

4   Simulation Result 

To verify the effectivity of the method, the combined simulation method of ADAMS 
and MATLAB is designed in the paper to study the system dynamics of vehicle sus-
pension. Aimed at the high speed vehicle, the ADAMS simulation model is estab-
lished, which is shown as Fig.4. The mass character parameters of the high speed 
dynamic model are displayed in the Table 2, and the parameter of suspension system 
and the size of the structure can refer to literature [9]. Then the result simulated by the 
model should be transferred to MATLAB and computed to find the real-time damp 
coefficient based on the fuzzy control theory of MATLAB6.1/Smulink. When the 
damp coefficient is transferred to ADAMS model, the dynamic performance will be 
simulated over again according to the new dynamics circumstance, and the simulating 
results will be transferred to the MATLAB again. By doing the above step several, the 
inter-transfer of ADAMS and MATLAB is realized to implement the semi-active 
control strategy.  

The simulating results running in the straight track for the vehicle model are 
shown in Fig.5 and Fig.6. The input of track irregularity adopts ORE high-disturb 
track spectrum, and the speed is 306km/h. Seen from Fig.4, comparing with the active 
control, the semi-active control based on the fuzzy control strategy can reduce the 
lateral vibration amplitude of car body centre up frond bogie, and the adaptive fuzzy 
semi-active control is superior to the general fuzzy semi-active control for the lateral 
damping of car body. Seen from Fig.5, when the frequency is 0.8 20Hz, the damper 
vibration energy in the semi-active control is less than that in the passive control, 
especially in the frequency of 2 4Hz, in which the riding comfort of lateral vibration 
is affected obviously[10]. 
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The dynamic performance of the model based on ADAMS is simulated to study 
on adaptive fuzzy semi-active control validity when the model based on ADAMS run 
in the difference of speed grade. Track irregularity adopts ORE high-disturb track 
spectrum. The performance of adaptive fuzzy semi-active control is estimate by three 
evaluating indicators, and the results are shown as figure 7 8.  

Table 2. Mass parameters of the vehicle mode 

name number units 

Wheel load  1.75 t 

Roll inertia of wheel-axle set 1.4 t·m2 

Pitch inertia of wheel-axle set 0.150 t·m2 

Yaw inertia of wheel-axle set 1.4 t·m2 

Wheel rolling diameter 915 mm 

rolling distance of wheel-axle set 1493 mm 

Bogie mass 3.296 t 

Bogie roll inertia  1.9 t·m2 

Bogie pitch inertia 3.7 t·m2 

Bogie yaw inertia 2.1 t·m2 

height of bogie mass-center 702.5 mm 

Car-body mass 32 t 

Car-body roll inertia  75 t·m2 

Car-body pitch inertia 2240 t·m2 

Car-body yaw inertia 2240 t·m2 

height of car-body mass-center 1700 mm 

Bogie wheel base 2500 mm 

Bogie centers 18000 mm 

 

Fig. 4. Vehicle dynamics model based on ADAMS 
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Fig. 5. The comparison of lateral acceleration on frond truck center 

 

Fig. 6. Lateral aocceleration PSD of frond truck center 

 

Fig. 7. The comparison of lateral acceleration mean-square rmsA  
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Fig. 8. The comparison of Sperling’s ride index ZW  

Seen from Fig.7, comparing with passive control, the lateral acceleration root-
mean-square of car body is decreased 55 77  by using adaptive fuzzy semi-active 
control, the average decreasing rate is 65 . Comparing with conventional fuzzy con-

trol, rmsA  has been improved 5%~11%, and average improving rate is 8%. Seen from 

Fig.8, comparing with passive control, the average improving-rate of Sperling’s ride 
index is 27  by using adaptive fuzzy semi-active control. Comparing with conven-
tional fuzzy control, the average improving rate is 7%. 

5   Conclusion and Future Works 

Adaptive fuzzy control method based on the acceleration feedback is put forward for 
the lateral secondary semi-active suspension system of high speed railway vehicle. 
The method can solve semi-active control question of railway vehicle suspension 
system that is limited by the uncertainty of wheel-rail interactions and strong non-
linear and time-varying parameter of vehicle in a given area. The dynamic model 
established by ADAMS/RAIL software is used to simulate the dynamic performance 
with adaptive fuzzy controller. The simulation results indicate that the control method 
can effectively attenuate car body vibration and improve ride comfort and stationarity 
of railway vehicle, which also provides much better performance than passive suspen-
sion system when the vehicle operating mode varies, and it can improve the speed and 
ride quality at the same time. So semi-active suspension applied to railway vehicles 
has researched for many years, and it should be studied sequentially in the future. 
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Abstract. Car plate Localization, which remains a difficult problem
under complicated environment, is the key problem in many traffic re-
lated applications. In this paper we describe a new method based on
modified Pulse Coupled Neural Network (PCNN) with adaptive thresh-
old, which can capture relatively complete objects in human perception.
After inverse filtering, PCNN processing is applied to produce a firing
time sequence image. Then car plates’ position and rotated angle can
be extracted from the firing image. Experiment results show that the
correct car plate locating rate reaches 98%, which is higher than other
Localization methods on the same image database.

1 Introduction

Car plate recognition is the key problem in many traffic related applications such
as traffic control, automatic payment of tolls on highways or bridges, parking
system, Intelligent Transport System (ITS) and general vehicle security systems.
Generally, it consists of three procedures: Localization of car plate regions, seg-
mentation of characters from the plate regions and recognition of each character
[1]. So the first step, Localization of car plate regions, is very important for the
whole system.

In the past years, a large number of efforts have been made to localize car plate
regions from the images. These efforts have led to the development of several
classical methods, such as gradient information [2], morphological operators [3],
generalized symmetry transform [4], neural network [5] [6] and horizontal and
vertical projections [7]. Recent studies by Yang suggested a mixed method, which
utilized the color collocation of the plate’s background and characters combined
with the plate’s structure and texture to localize the vehicle license plate and
reached the recognition rate 95% [8]. Chacon gave another new method based
on Pulse Coupled Neural Network (PCNN) [9]. He applied PCNN to the original
image to generate candidate regions and obtained 85% precision.

In spite of extensive research, reliable car plate Localization is still not an easy
problem especially in outdoor scenes. In an outdoor environment, not only illu-
mination changes greatly because of different whether, but also images captured
by cameras may contain multiple licenses or no license plate at all. Moreover,
when they do appear in an image, car plates may have arbitrary sizes, orienta-
tions and positions. These factors pose considerable challenge during car plate
Localization.

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 1116–1124, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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The methods mentioned above do not work well in outdoor environment be-
cause they can not capture complete car plate regions or even miss the whole
plates. We propose a new method based on PCNN since it can capture rela-
tively complete objects in human perception. If we use original image processing
pulse coupled neuron model mentioned in Ranganath’s paper [10], it is difficult
to choose suitable PCNN parameters automatically because of varying illumina-
tion in outdoor scenes. So we modified the model so that it could be adaptive
to select suitable parameters.

In this paper, inverse filtering is applied to original image firstly. Then a firing
time sequence image is produced by our adaptive threshold PCNN. Finally, we
localize the car plate on this firing image.

2 Methodology

In our detection scheme, car plate Localization is split into three stages: prepro-
cessing using inverse filtering, PCNN processing to form a firing time sequence
image, and Localization of the car plate.

2.1 Preprocessing

Since varying illumination causes images degradation to various pixel distribu-
tion, we use inverse filtering to enhance images. The choice of a suitable degra-
dation function depends on specified problem. We choose a two dimensional
Poisson distribution function as point-spread function because we can obtain
the best result experimentally. The comparison of final results with and without
inverse filtering is illustrated at the end of the article.

2.2 PCNN Processing

Pulse Coupled Neural Network (PCNN) is a new kind of artificial neural net-
work model, which emulates the behavior of cortical neurons observed in visual
cortices of cats [11]. It has proven to be highly effective when used in image pro-
cessing, such as segmentation [12], smoothing [10], fusion [13], noise propagation
reduction[14], etc.

Pulse Coupled Neuron Model. Original pulse coupled neuron model, which
was given by Eckhorn [11] in 1990, had several practical limitations [12]. In 1995,
Ranganath developed a simple model [10], which has been applied to most im-
age processing applications. This model also has a defect. Since it uses a fixed
threshold in captured firing, a big gradient area may be segmented to several
regions though it belongs to one region in human perception. So we modify the
pulse coupled neuron model based on Ranganath with adaptive threshold so that
it could select suitable parameters automatically and yield better segmentation
results.
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Modified Pulse Coupled Neuron Model. Fig. 1 illustrates the pulse coupled
neuron model with adaptive threshold. When neuron’s internal activity Uj is
higher than its threshold θj , the neuron fires and emits a pulse. A neuron that
fires due to the influence of the feeding input alone is said to be firing naturally.
If it fires due to the influence of not only the feeding input, but also the linking
input, it is said to be captured by other neurons. If we define that the neurons
that have the highest feeding input fire at Tmax moment and the lowest ones fire
at Tmin, [Tmax, Tmin] is called an interval.

Fig. 1. Pulse coupled neuron model with adaptive threshold

Ranganath’s model can be described using following equations. The feeding
input of the neuron model can be defined as follows,

Fj(t) = Ij , (1)

where Fj is the feeding input of the jth neuron, Ij is the intensity of the pixel,
and t is the time. The linking input can be described as

Lj(t) =
∑

k

Ykj(t− 1)Wkj , (2)

where Lj is the linking input of the jth neuron, Wkj is the synaptic connection
weight between kth neuron’s output and jth neuron’s linking input, and Ykj is the
jth neuron’s linking input that gain from the kth neuron’s output. The internal
activity of the neuron depends on the linking and feeding activities denoted as

Uj(t) = Fj(t)(1 + βLj(t)) , (3)

where Uj is the jth neuron’s internal activity, and β is the linking strength,
which decides the linking input portion in Uj . The threshold of the neuron is
implemented by



Car Plate Localization Using Modified PCNN in Complicated Environment 1119

θj(t) =

{
Vθ if Uj(t− 1) > θj(t− 1)

e
− Δt

τθj θj(t− 1) otherwise
, (4)

where θj is the current threshold of the jth neuron, Vθ is a fixed high value to
make sure that each neuron pulses exactly once during an interval, Δt is the time
interval, and τ is the time constant of the leaky integrators. The final output of
the neuron is defined by

Yj(t) =
{

1 if Uj(t) > θj(t)
0 otherwise , (5)

where Yj is the output of the the jth neuron.
In Ranganath’s model, at t moment, the feeding input range of naturally firing

neurons is [θj(t), θj(t− 1)] and the one of the captured firing neurons is [θj(t)−
βIjLj(t), θj(t)]. If neurons’ feeding input is lower than θj(t) − βIjLj(t), they
have no chance to be captured though they may belong to the naturally firing
neurons in human perception. To solve this problem, we introduce a captured
firing threshold θ1j , which is defined as

θ1j(t) = max(Ik(t− 1)Ykj(t− 1)) , (6)

where Ik is the neighborhood feeding inputs of the neuron. Denote θj in equation
(4) as θ0j , and the adaptive threshold of the neuron is implemented by

θj(t) =
{

θ0j(t) if Lj(t) = 0
θ1j(t) otherwise . (7)

In our model, the feeding input range of captured firing neurons expands to
[0, θj(t)]. So the neurons with any feeding input can be captured as long as the
difference between capturing neuron’s feeding input (equals to θ1j) and captured
neuron’s one (equals to Ij) is less than βIjLj(t). Fig. 2 illustrates the difference
of feeding input ranges between Ranganath’s model and ours.

PCNN Processing Algorithm. The pulse coupled neural network is a single
layer two-dimensional array of laterally linked pulse coupled neurons. Each pixel
in the image is associated with a unique neuron and vice versa. The feeding input
(Fj) is the intensity of its corresponding pixel which is scaled between 0 and 1.
Each neuron receives a linking input from its four neighbors. The algorithm can
be described as follow:

1. At the beginning, because threshold θ of each neuron is zero, all neurons fire
together at t = 0. The outputs of all the threshold units are charged to Vθ

and start to decay exponentially according to the time constant τθ.
2. The neurons corresponding to the highest intensity pixels fire first naturally

at t = Tmax moment and capture all the neighbor neurons as long as the
difference of their feeding inputs is less than βIjLj(t). Then the captured
neurons will capture their neighbor neurons, too. This behavior continues
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Fig. 2. Difference of feeding input ranges between Kuntimad’s model and our model

(a) (b) (c)

Fig. 3. Firing time sequence image. (a) Original image. (b) Result image by Ran-
ganath’s model. (c) Result image by our model.

until all the neurons that satisfy the condition are captured. All the fired
neurons will not fire again, no matter naturally or captured, in the interval
[Tmax, Tmin] because of their high threshold which has been set to Vθ at
firing time.

3. As the threshold θ decay exponentially, at next time t + 1, the neurons
corresponding to the lower intensity pixels fire naturally and capture other
neurons within their capture ranges. The procedure repeats until t = Tmin.
All the neurons fire once and exactly once in the interval [Tmax, Tmin].

4. We record the firing time of each neuron and form a firing time sequence im-
age. Fig. 3 compares two firing time sequence images formed by Ranganath’s
model and ours.
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2.3 Localization of Car Plate

At first, adaptive thresholding is applied on the firing time sequence image. Then
several features are extracted from each 4-adjacency connectivity region, such
as the ratio of the area to the perimeter, to obtain several candidate character
regions. After that, we use a window to slide through the image to get the car
plate Localization, which contains maximum number of candidate character re-
gions. Finally, rotated angle of the car plate can be obtained through calculating
top pixel coordinates of each character region.

3 Experimental Results

Car plate Localization algorithm mentioned above was tested with an image
database of 100 images acquired with a camera installed in a entrance of parking.
The size of images is 528× 384. All of them are obtained under outdoor scenes.
So the brightness of the images, the positions and the sizes of the car plates are
different.

At first, we preprocessed the original image using inverse filtering with a 3×3
Poisson distribution template, which is illustrated in Tab. 1. Then our adaptive
threshold PCNN were applied on the image to form a firing time sequence image.
Tab. 2 gives the PCNN parameters. After PCNN processing we applied adaptive
thresholding to each 40×40 region of the firing time sequence image. Finally, we
used a search window to localize the car plate. The height and the width of the
search window are 80 and 180 separately. Fig. 4 illustrates the final results on
one image with complicated illumination and another with low contrast. Both
of them are very difficult to be localized using other methods. Fig. 5 compares
the results with and without inverse filtering on one image. It is easy to see that
the final result with inverse filtering is better than that without inverse filtering.

Table 1. 3 × 3 Poisson distribution template

0.13534 0.099574 0.08242

0.099574 0.073263 0.060642

0.08242 0.060642 0.050195

Table 2. Parameters for PCNN

Parameters β Wkj Vθ Δt τθ

Values 0.04 1.0 10.0 1.0 50.0

Tab. 3 compares the precision and average algorithm speed of several methods,
which contain our algorithm and others mentioned in previous works, on the
same image database. Obviously, the precision of our algorithm, which is above
98%, is much higher than others’. The total process of our algorithm needs
4 seconds when running in P4 machine with 2.0G CPU speed and windows
platform.
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Table 3. Comparison of several license plate Localization methods on the same image
database

Methods Precision Average Algorithm Speed

Our algorithm 98.5% 3814ms

Gradient information[2] 82.4% 1203ms

Morphological operator[3] 83.8% 441ms

Neural network[5][6] 88.8% 466ms

Projection[7] 87.1% 385ms

Chacon’s PCNN[9] 85.3% 4349ms

(a) (b)

(c) (d)

(e) (f)

Fig. 4. Comparison of the results by Ranganath’s model and our model. (a) Original
image with complicated illumination. (b) Original image with low contrast. (c) Result
of image (a) by Ranganth’s model. (d) Result of image (b) by Ranganth’s model. (e)
Result of image (a) by our adaptive threshold model. (f) Result of image (b) by our
adaptive threshold model.
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(a) (b)

(c) (d)

(e) (f)

Fig. 5. Comparison of the results with and without inverse filtering. (a) Original im-
age. (b) Image after inverse filtering. (c) Firing time sequence image without inverse
filtering. (d) Firing time sequence image with inverse filtering. (e) Result image without
inverse filtering. (f) Result image with inverse filtering.

4 Conclusion

In this paper, we proposed a new method based on adaptive threshold pulse
coupled neuron model to detect license plate in images. The advantage of this
algorithm is that it is robust under complicated illumination. Furthermore, it
can get rotated angle of car plate directly while detecting car plate position.
Experiments on our images acquired from outdoor scenes produce the correct-
locating rate of 98%, showing that our approaches are promising. The further
work includes development of the high speed algorithm of PCNN and precision
improvement of car plate Localization.
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Abstract. Having implemented discrete stationary wavelet transform (DSWT) 
to an image, combining generalized cross validation (GCV), noise is reduced 
directly in the high frequency sub-bands which are at the better resolution levels 
and local contrast is enhanced by combining de-noising method with non-linear 
gain operator (NGO) in the high frequency sub-bands which are at the worse 
resolution levels. In order to enhance the global contrast for the image, the low 
frequency sub-band image is also enhanced employing in-complete Beta 
transform (IBT) and simulated annealing algorithm (SA). IBT is used to obtain 
non-linear gray transform curve. Transform parameters are determined by SA 
so as to obtain optimal non-linear gray transform parameters. In order to avoid 
the expensive time for traditional contrast enhancement algorithms, which 
search optimal gray transform parameters in the whole gray transform 
parameters space, a new criterion is proposed with gray level histogram. 
Contrast type for original image is determined employing the new criterion. 
Gray transform parameters space is given respectively according to different 
contrast types, which shrinks gray transform parameters space greatly. Finally, 
the quality of enhanced image is evaluated by a total cost criterion. 
Experimental results show that the new algorithm can improve greatly the 
global and local contrast for an image while reducing efficiently gauss white 
noise (GWN) in the image. The new algorithm is more excellent in performance 
than histogram equalization, un-sharpened mask algorithm, WYQ algorithm 
and GWP algorithm. 

1   Introduction 

Traditional image contrast enhancement algorithms include: point operators, space 
operators, transform operators and pseu-color contrast enhancement [1]. Recently, 
some new algorithms for image enhancement have been proposed. Such as Ramar and 
Shang-ming Zhou gave two kinds of algorithms for contrast enhancement based on 
fuzzy operators respectively [2],[3].  However, the algorithm, which was proposed by 
Shang-ming Zhou, cannot be sure to be convergent. Ming Tang gave a kind of 
adaptive enhancement algorithm far infrared image sequences [4]. Performance of the 
algorithm is affected greatly by mathematic model. Lots of improved histogram 
equalization algorithms were proposed to enhance contrast for kinds of images[5-9]. 
algorithms have been proposed [5],[6],[7],[8],[9], however, the visual quality cannot 
be improved greatly with above algorithms. Tubbs gave a simple gray transform 
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algorithm to enhance contrast for images [10]. However, the computation burden of 
the algorithm was large. Based on Tubbs algorithm, Zhou Ji-liu gave a new kind of 
genetic algorithm to optimize non-linear transform parameters [11]. Although the 
algorithm can enhance contrast for image well, the computation burden is larger. 
Many existing enhancement algorithms’ intelligence and adaptability are worse and 
much artificial interference is required, which restricts their wide applications. Most 
of them only enhance either the global or the local contrast for image. 

To solve above problems, a new algorithm employing incomplete Beta transform 
(IBT), DSWT and SA is proposed. To improve optimization speed and intelligence of 
algorithm, a new criterion is proposed based on gray level histogram. Contrast type 
for original image is determined employing the new criterion. Contrast for original 
images are classified into seven types: particular dark (PD), medium dark (MD), 
medium dark slightly (MDS), medium bright slightly (MBS), medium bright (MB), 
particular bright (PB) and good gray level distribution (GGLD). The new algorithm is 
still a kind of gray transform method. IBT operator transforms original image to a 
new space. A certain criterion or objective function is used to optimize non-linear 
transform parameters. SA, which was given by William, is used to determine the 
optimal non-linear transform parameters. Having made DSWT to the original image, 
the global contrast is enhanced directly employing IBT in the low frequency sub-band 
image. The local contrast is enhanced employing de-nosing algorithm combining IBT, 
which was proposed by Tubbs in 1997 [10]. We expand the IBT to SWT domain so as 
to extrude the detail in the original image. Noise is reduced directly at the better 
resolution levels by the de-noising algorithm. The de-noising asymptotic thresholds 
can be obtained employing GCV without the accurate statistic information of the 
noise. Local enhancement is enhanced combining de-noising algorithm with IBT. In 
order to evaluate the quality of the enhanced image, a new total cost criterion is 
proposed. Experimental results show that the new algorithm can enhance efficiently 
the global and local contrast for the image while the gauss white noise in the image 
can be reduced well. The total performance of the new algorithm is more excellent 
than the HIS, USH, GWP algorithm in [11] and WYQ algorithm in [12]. 

2   IBT 

Usually, an image has three kinds of contrast types: particular bright, particular dark 
and all gray levels are centralized on the middle certain region in gray levels 
histogram. Different transform functions are used to enhance contrast according to 
different contrast types. Figure 1(a)-(c) shows gray transform curve corresponding to 
particular dark type, particular bright type and all gray levels are centralized on the 
middle certain region type respectively. 

Tubbs employed unitary incomplete Beta function to approximate above three non-
linear functions [10]. Parameter α  and β  control the shape of non-linear transform 

curve. The incomplete Beta function can be written as following: 

10,0,)1(),()(
0

111 <<−×= −−− βαβα βα dtttBuF
u

 (1) 
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In generally, α β<  when the image is particular dark. α β>  when the image is 

particular bright. α β=  when the image is all gray levels are centralized on the 

middle certain region type. All the gray levels of original image have to be unitary 
before implementing IBT. All the gray levels of enhanced image have to be inverse-
unitary after implementing IBT. Let x  shows gray level of original image, 
g indicates unitary gray level. We have: 

min( )

max( ) min( )

x x
g

x x

−=
−

. (2) 

Where min( )x  and max( )x  shows the minimum gray level and the maximum one 

in original image respectively. g is mapped to g′ : 

( ), ,g IB a b g′ = . (3) 

Let x′  shows gray level of enhanced image, we have: 

[ ]max( ) min( ) min( )x x x g x′ ′= − + . (4) 

Objective function in Ref. [1] is employed to evaluate the quality of enhanced 
image. The function can be written as following: 

( ) ( )
2

2

1 1 1 1

1 1
, ,

M N M N

contrast
i j i j

C g i j g i j
MN MN= = = =

′ ′= − . (5) 

Where ,M N show width and height of original image. ( ),g i j′  Shows gray level at 

( ),i j  in enhanced image. More contrastC  is, more well proportioned the distribution 

of image gray level is. 

3   Contrast Classification for Image Based on Histogram 

Based on gray level histogram, contrast classification criterion can be described in 
Fig.1: 

 

Fig. 1. Image classification sketch map based on gray level histogram 

Given that original image has 255 gray levels, the whole gray level space is 

divided into six sub-spaces: 1A , 2A , 3A , 4A , 5A , 6A .Where iA i=1, 2, , 6 is the 

number of all pixels which distribute in the ith sub-space. Let, 
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Following classification criterion can be obtained: 

( ) ( )1 1 1&if M A A B= >  

        Image is PB; 

( ) ( )2 4 5 6& &elseif B B B B> >

( ) ( ) ( )5 1 5 6 2 3& &B A B A A A> > >  

        Image is MD; 

( ) ( )2 4 5 6& &elseif B B B B> >

( ) ( ) ( )5 1 5 6 2 3& &B A B A A A> > <  

        Image is MDS; 

( ) ( )2 4 5 6&elseif B B B B> <

( ) ( ) ( )1 6 6 6 4 5& & &A B A B A A< < >  

        Image is MBS; 

( ) ( )2 4 5 6& &elseif B B B B> <

( ) ( ) ( )1 6 6 6 4 5& &A B A B A A< < <  

        Image is MB; 

( ) ( )6 6 3&elseif M A A B= >  

        Image is PB; 
else  
        Image is GGLD; 
end   

Where symbol &  represents logic “and” operator.  

4   Transform Parameters Optimization with SA 

We will employ the SA, which was given by William L. Goffe, to optimize transform 
parameters [5]. If the algorithm is used directly to enhance image contrast, it will 
result in large computation cost and worse robust to initial points. The range of 
α and β  can be determined by Tab.1 so as to solve above problems. 

Let ),( βα=x )(xF is function to be minimized, corresponding to (4). Where 

ii ba << βα , 1,2i = ia  and ib 2,1=i can be determined by Tab.1. 
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Table 1. Range of α and β  

Parameter      PD       MD       MDS       MBS       MB      PB 

α         [1 , 2]     [1 , 2]     [1, 1.5]      [1.5 , 2]      [2 , 3]    [3 , 4] 

β         [3 , 4]     [2 , 3]     [1.5 , 2]      [1, 1.5]      [1 , 2]    [1 , 2] 

Having made lots of experiments and tests, a satisfactory result will be obtained to 
all contrast types of images when parameters above are determined as 

follows: 20=SN , 100=TN , 2,1,2 == ici , 50 =T , 95.0=Tr . Detail steps 

on SA can be found in [5]. 

5   Global Contrast Enhancement Based on SWT and IBT 

SWT has been independently discovered several times, for different purpose and under 
different names, e.g. shift/translation invariant wavelet transform, redundant wavelet 
transform and un-decimated wavelet transform [14]. The transform matrix exists a left 
inverse and its computation complexity is )log( NNO . Classical orthonormal 

wavelet transform is a kind of non-redundant wavelet transform, so it is proper to deal 
with un-correlative problems. For discrete SWT, it is proper to deal with correlative 
problems because it is a kind of redundant wavelet transform. Because the correlation 
between gray levels in infrared image is greater, discrete SWT is proper to enhance the 
contrast of infrared image. Later experimental results also certify this point. Detail 
information on discrete SWT can be found in reference [14]. 

Next, based on discrete stationary wavelet transform, IBT is employed to enhance 
the global and local contrast for image. Having made DSWT to the original image, the 
low frequency sub-band image is enhanced employing IBT. According to section 2, 
section 3 and section 4, proper non-linear gray transform parameter α and β  are 

selected to enhance the global contrast for the image. 

6   Local Contrast Enhancement Based on SWT and NGO 

6.1   De-noising Principle 

Wavelet transform of the correlated noise is non-stationary. De-noising effect is 
worse if employing traditional “global threshold” to reduce noise in the image. 
Fortunately, I. M. Johnstone has proved that wavelet transform of the correlated noise 
is still stationary at all scales of every resolution level [15]. Thus de-noising 
thresholds at all scales of every resolution level are calculated respectively so as to 
reduce noise in the image effectively. We consider discrete image model as follows: 

],[],[],[ jijifjig ε+= , NjMi ,,1,,,1 == . (6) 

Above equation can be written matrix as follows: 
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fg += . (7) 

Where, jijig ,]},[{=g  shows observation signal, jijif ,]},[{f =  indicates un-

corrupted original image, jiji ,]},[{ε= NjMi ,,1;,,1 ==  is stationary 

signal. 
DSWT is implemented to Equation (7): 

fSX = . (8) 

SV = . (9) 

gSY = . (10) 

VXY += . (11) 

Where S  shows two-dimension stationary wavelet transform operator. “Soft-
threshold” function, which was proposed by Donoho, is employed to reduce the noise 
in the image: 

YTY = . (12) 

              ]},[{ mmtdiag=T  
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Where, MNmNjMi ,,1,,,1,,,1 === . Similarly, we have 

XTX = . (13) 

According to Equation (10) and (12), inverse transformation for input signal is written 
as: 

1 YSg −= . (14) 

The total operator can be expressed as: 

gZg = . (15) 

STSZ 1−= . (16) 

Where T  is correlated to threshold δ  and input signal g . 

If the statistic properties of the noise are employed to approximate the optimal 
threshold δ , standard variance σ  will be used [15]. This will be almost impossible 
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in practice according to above discussion. Generalized cross validation principle is 
employed to solve the problem [16]. 

6.2   De-noising Threshold 

Let the original signal ],[ jif  can be expressed employing the linear combination of 

its neighbor elements. Consider ],[~ jig  is a linear combination of ],[ lkg , thus 

special noise can be reduced. Because they can be replaced by weight average values 
of their neighbor elements, and the noise in the image will be smoothed in the 
procedure, cleaner signal can be obtained. 

Revised signal g~  is employed to calculate the de-nosing threshold. ],[ jig , which 

is the ],[ ji  element of g , is replaced by ],[~ jig : 

TNMgjigg ]),[,],,[~,],1,1[(~ ⋅= Zg . (17) 

We consider the ability that ],[~ jigδ  “predicts” ],[ jig  as the standard to determine 

the optimal threshold. 

If the threshold δ  is too small, main component of −],[ jig ],[~ jigδ  is noise. If 

the threshold δ  is too big, much useful signal will be reduced. The same processing 
is repeated to all the components and proper thresholds can be obtained employing 
following equation: 

= =

−=
M

i

N

j

jigjig
MN

OCV
1 1

2]),[~],[(
1

)( δδ . (18) 

The forms of ],[~ jig  are many kinds, here let ],[~],[~ jigjig =δ , we have: 

],[~1

],[],[
],[~],[

jiz

jigjig
jigjig

−
−

=− δ
δ

. (19) 

Where, 
],[~],[

],[~],[
],[~

jigjig

jigjig
jiz

δ

δδ

−
−

= ≈
],[

],[
],[

lkg

jig
nmz

∂
∂

=′ δ  

Where, ;,,1, MNnm = NljMki ,,1,;,,1, == . However, in Equation 

(19), ],[ mmz′  is either zero or 1. This will result in Equation (19) not to be able to 

be calculated in practice. Thus “generalized cross validation” formula in the wavelet 
domain will be given as follows: 

2

2

)(

1

)(
′−

−⋅
=

MN

trace

MNSGCV
ZI

YY
δ

. 
(20) 

Where trace  shows the trace of a matrix, ⋅  indicates Euclidean norm based on 

inner product, I  shows unit matrix NM × , meaning of other signs is the same as 
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the front. Let )(minarg δδ MSE=∗ , )(minarg
~ δδ GCV= , M. Jansen has 

proved that δ~ , which is obtained by “generalized cross validation”, is an asymptotic 
optimal solution [17]. 

6.3   Non-linear Gain Operator 

Next, based on DSWT, a non-linear enhancement operator, which was proposed by 
A. Laine in 1994, is employed to enhance the local contrast for image [18]. For 
convenience, let us define following transform function to enhance the high frequency 
sub-band images in each decomposition level respectively: 

]},[{],[ jifMAGjig = . (21) 

Where ],[ jig  is sub-band image enhanced, ],[ jif  is original sub-band image to be 

enhanced, MAG  is non-linear enhancement operator, NM ,  is width and height of 

image respectively. 

Let ],[ jif r
s  is the gray values of pixels in the thr  sub-band in the ths  

decomposition level, where Ls ,,2,1= 3,2,1=r . r
smaxf  is the maximum 

of gray value of all pixels in ],[ jif r
s . ],[ jif r

s  can be mapped 

from ],[ r
s

r
s maxfmaxf−  to ]1,1[− . Thus the dynamic range of cba ,,  can be 

set respectively. The contrast enhancement approach can be described by: 

[ , ], [ , ]

[ , ] m ax {sigm [ ( [ , ] )]

sigm [ ( [ , ] )]}, [ , ]

r r r
s s s

r r r
s s s

r r r
s s s

f i j f i j T

g i j a f c y i j b

c y i j b f i j T

<

= ⋅ − −

− + ≥

. 
(22) 

r
s

r
s

r
s maxfjifjiy /],[],[ = . (23) 

7   Evaluation Criterion for Enhanced Image 

According to the new algorithm, our propose is that the global and the local contrast 
for the image is enhanced greatly while the gauss white noise in the image can be 
reduced efficiently. We wish that ratio of signal-to-noise is bigger and contrast is 
better for enhanced image. A new criterion for evaluating the quality for enhanced 
image is proposed to solve above problem. The quality for enhanced image is 
evaluated employing the Equation (5). Combining the ratio of signal-to-noise, a total 
evaluation criterion is propose as follows: 

β
snrcontrast

total

CC
C

*
= . (24) 
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Where snrC  shows the ratio of signal-to-noise for enhanced image, contrastC  can be 

calculated by the Equation (5), and β  is a constant. It is obvious that more the value 

of Equation (24) is, better the total visual quality is. 

8   Experimental Results 

Daubechies wavelet with two vanishing moments is used to make DSWT to an image 
in the experiment. Global enhanced image is decomposed into three levels. Fig.2 
shows non-linear enhancing curve, where b=0.15, c=30. Fig.3 shows non-linear gray 
transform curve, where 1.7846, 1.4974α β= = . The non-linear transform 

curve is employed to enhance the global and the local contrast of Fig.4 (a). Fig.4 (a) is 
a Lena image, which is corrupted by GWN ( 8.8316σ = ).  

In order to extrude excellent performance of the new algorithm, two traditional 
contrast enhancement algorithms are compared with the new algorithm. They are 
histogram equalization (HE) and unsharpened mask algorithm (USM) respectively. 
Fig.4 (b)-Fig.4 (f) show enhanced images by HE, USM, the new algorithm, GWP and 
WYQ algorithm respectively.  

Based on one-dimension gray level histogram in the section 3, the contrast type of 
Fig.4 (a) is “MBS”. From the experimental results above, the noise in the image is 
enhanced greatly when USM and HIS enhance the image, which is obvious in Fig.4 
(b)-(c). Noise reduction is also considered in Ref.[11] and Ref.[12]. The total contrast 
is better employing GWP algorithm, however, it is not efficient to reduce the noise in 
the image. From Fig.4 (e), it is obvious that the noise in the image is enhanced greatly 
and the background clutter is also enlarged. This is very obvious in Fig.4 (e). 
Although WYQ algorithm can reduce the noise in the image well, the whole 
brightness of the image is too high so that some detail in the image lost. Lots of burr 
is produced in Fig.4 (f), such as the hat of Lena. Compared with the above four 
algorithms, the new algorithm can reduce efficiently GWN in the image while 
enhance the contrast for the image well. It is obvious that the new algorithm is more 
excellent in the total performance than USM, HIS, GWP and WYQ. 

In order to explain further the efficiency of the new algorithm, Equation (25) is 
used to evaluate the quality of enhanced images. The total evaluation values of 
enhanced images by HIS, USH, SWT, GWP and WYQ in Fig.4 are 27.0131, -
95.5358, 72.1523, 8.7313 and –2.9249 respectively. This can draw the same 
conclusion with the above analysis to enhanced images. 

   

                        Fig. 2. Non-linear gain curve           Fig. 3. Gray levels transform curve 
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(a) Lena image corrupted by AGWN             (b) Enhanced image by HE 

       

(c) Enhanced image by USM          (d) Enhanced image by the new algorithm 

       

(e) Enhanced image by GWP                    (f) Enhanced image by the WYQ 

Fig. 4. Enhanced images by five algorithms 

9   Conclusion 

Employing GCV, the asymptotic optimal de-noising threshold can be obtained when 
the accurate statistic properties are not prior-known. The global contrast of the image 
is enhanced directly combining IBT and SA. The local contrast of the image is 
enhanced combining de-nosing algorithm and non-linear gain operator. Experimental 
results show that the new algorithm can enhance adaptively the global and local 
contrast for image effectively while keeping detail information in the original image 
well. The total performance of the new algorithm is more excellent than HE, USM, 
GWP and WYQ algorithm. 
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Abstract. In the design of standalone hybrid wind/photovoltaic power systems, 
the optimal sizing is an important and challenging task. The coordination 
among renewable energy resources, generators, energy storages and loads is 
very complicated. The size of wind turbine generators (WTGs), the size of 
photovoltaic (PV) panels and the capacity of batteries must be optimized when 
sizing a standalone hybrid wind/PV power system, which is formulated as a 
nonlinear integer programming problem. Our objective is selected as 
minimizing the total capital cost, subject to the constraint of the Loss of Power 
Supply Probability (LPSP) calculated by simulation. We propose a specific 
Graph-based Ant System to solve the concerned problem intuitively and easily. 
The death penalty method is used to deal with the constraint. Simulations have 
shown that the proposed Graph-based Ant System is efficient with respect to 
the quality of solutions and computing time. 

1   Introduction 

Global environmental concerns and the ever-increasing need for energy, coupled with 
a steady progress in renewable energy technologies are opening up new opportunities 
for utilization of renewable energy resources. Hybrid wind/photovoltaic (PV) power 
systems are one important type of standalone renewable energy power systems. The 
hybrid combination of PV panels and wind turbine generators (WTGs) improves 
overall energy output and reduces energy storage requirements [1]. 

In the design of standalone renewable energy power systems, the optimal sizing is 
an important and challenging task, as the coordination among renewable energy 
resources, generators, energy storages and loads is very complicated. Generally the 
objective of the optimization design is cost, subjected to power reliability evaluated 
by simulation, and the decision variables are the capacities of generators and storages. 
This can be formulated as a nonlinear integer programming problem. 

For standalone hybrid wind/PV power systems, a typical method, the tangent 
method, is to fix the size of WTGs and optimize the size of PV panels and the 
capacity of batteries [2,3]. There isn’t an optimization method that the parameters 
such as the size of WTGs, the size of PV panels and the capacity of batteries can be 
taken as decision variables collectively [1-7]. Recently a genetic algorithm for the 
concerned problem has been proposed by Xu et al. [8], which can take the size of 
WTGs, the size of PV panels and the capacity of batteries as decision variables. 
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Although this method has better performance in comparison to the old methods, we 
hope to find a method with higher computational efficiency. 

Ant Colony Optimization (ACO) algorithms for the heuristic solution of 
combinatorial optimization problems enjoy a rapidly growing popularity (see, e.g., the 
survey article by Dorigo and Blum [9]). Formulating the approach explicitly as a 
metaheuristic, the so-called ACO metaheuristic, Dorigo and Di Caro [10] have 
emphasized its broad range of applicability. The starting point for ACO algorithms is 
a biological metaphor: Natural ant colonies are able to find shortest paths between 
anthill and food by a specific type of reinforcement learning, using local pheromone 
trails for information exchange. In [11,12], Dorigo, Maniezzo and Colorni have 
transferred this principle to the algorithmic solution of optimization problems. In the 
last decade, it has been recognized that not only routing problems as the famous 
traveling salesperson problem (TSP), but also any other type of combinatorial 
optimization problems can be encoded as “best path” problems and solved using the 
ant colony metaphor. 

Intuitively, the basic idea of ACO is the following: In order to solve a best-path 
problem in a graph, random walks of a fixed number of “ants” through the graph are 
simulated. The transition probabilities of each ant are governed by two types of 
parameters assigned to the edges of the graph: 

(i) pheromone values representing, in some sense, the “common memory” of the ant 
colony (the “past” perspective), and 

(ii) visibility values computed by heuristic pre-evaluations of how promising a 
transition along each edge appears (the “future” perspective). 

The pheromone values are updated by a combination of two mechanisms: 
evaporation, a global reduction of the pheromone vectors by a certain factor per time 
unit simulating the process that in a natural environment, pheromone trails diminish in 
course of time, and reinforcement of pheromone on paths recognized as “good”. 

In [13,14], nonlinear 0-1 programming problems were solved with ant algorithms. 
Gutjahr presented an ACO variant called Graph-based Ant System (GABS) [15]. 
Inspired by GABS, we have an idea that whether we can describe the nonlinear 
integer programming problem using a graph and let artificial ants find the shortest 
path on the graph with high computational efficiency. In this paper, we will propose a 
specific Graph-based Ant System to deal with the nonlinear integer programming 
problem. 

2   Calculation of Loss of Power Supply Probability 

The configuration of standalone hybrid wind/PV power systems is shown in Figure 1. 
In this paper, we investigated the case that a system has only one type of WTGs. 

The Loss of Power Supply Probability (LPSP) [2], which is defined in terms of the 
battery state of charge (SOC), is the power reliability index of a system. The LPSP 
can be defined as the long-term average fraction of the load that is not supplied by the 
standalone power system. In terms of the SOC, the LPSP can be defined as: 
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Fig. 1. Schematic of standalone hybrid wind/PV power systems 

{ }B, BminLPSP Pr ,  tE E t T= ≤ ∈  (1) 

where EB,t is energy stored in batteries at any time step t, EBmin is battery minimum 
allowable energy level and T is the operation period that can be divided into many 
time steps. 

An operation simulation of the hybrid wind/PV power system must be performed 
in order to compute the LPSP. The load, wind energy and solar energy are assumed to 
be constant during a time step. For each time step, when the energy generated from 
the PV array and WTGs exceeds that of the load demand, the batteries will be charged 
with the round-trip efficiency. When the load demand is greater than the available 
energy generated, the batteries will be discharged by the amount that is needed to 
cover the deficit. When the available energy generated and stored in batteries is 
insufficient to satisfy the load demand EL,t for time step t, that deficit is called Loss of 
Power Supply (LPSt). The LPSP for a considered operation period T is the ratio of all 
LPSt values for that period to the sum of the load demand, as defined by: 

L,LPSP LPSt t
t T t T

E
∈ ∈

=  (2) 

In this paper, the operation period is 1 year and the time step is 1 hour. 
The operation simulation follows the rule of energy balance that the sum of all 

energy sources must equal the sum of all sinks in a time step. This assures that energy 
is conserved throughout the entire simulation. The procedure of compute the LPSt for 
a time step is as follows: 

1. Compute the wind speed to a particular hub height according to the measured wind 
data; compute the solar radiation incident on a tilted solar panel surface according 
to the total radiation on a horizontal surface. 

2. Compute the output power of WTGs and PV panels. 
3. Compute the LPSt. 
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The wind speed to a particular hub height is computed by the well-known power 
law equation. The Hay-Davies-Klucher-Reindl (HDKR) anisotropic model described 
by Duffie and Beckman [16] is employed to compute the incident radiation on the 
tilted PV panel surface. 

The power curve, which is used in computing the output power of a WTG, is 
represented by a piecewise cubic spline interpolation. The output power from a PV 
panel can be computed by an analytical model given by France Lasnier and Tony Gan 
Ang [17], in which a maximum power point tracker (MPPT) is considered. 

Lead acid batteries are main energy storage devices in standalone power systems. 
The battery charging efficiency is set equal to the round-trip efficiency, and the 
discharge efficiency is set equal to 1. The maximum battery life can be obtained if the 
depth of discharge (DOD) is set equal to 30% 50%. 

The MPPT, battery controller, inverter and distribution lines are assumed to have 
constant efficiencies. Assume the efficiencies of the MPPT, battery controller and 
distribution lines as 1 and that of the inverter as 0.9. 

3   Nonlinear Integer Programming Using GBAS 

3.1   Problem Description 

Minimization of cost for a given demand of power reliability is the objective of sizing 
standalone hybrid wind/PV power systems. The cost index is CWPB, which is the total 
capital cost of WTGs, PV panels and batteries [8]. Let CWPB as the objective, the 
LPSP as the constraint, then the problem is described as follows: 

WPB WTG WTG PV PV bat bat

set

WTG

PV PV_s PV_p PV_p

bat bat_s bat_p bat_p

 min  

 . .    LPSP LPSP

         0,1,2,

         ,  0,1,2,

         ,   0,1,2,

C C N C N C N

s t

N

N N N N

N N N N

= + +
≤
=

= =

= =

 (3) 

where: 

batC  cost of the battery, 

PVC  cost of the PV panel, 

WTGC  cost of the WTG, 

setLPSP  LPSP set according to the load characteristics, 

batN  number of the batteries, 

bat_pN  number of the batteries in parallel, 

bat_sN  number of the batteries in series,  

PVN  number of the PV panels, 
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PV_pN  number of the PV panels in parallel, 

PV_sN  number of the PV panels in series, 

WTGN  number of the WTGs. 

In the optimization model, the tilt angle is a variable of the HDKR model that is 
used in computing LPSP. The fixed tilt angle θ  is set equal to the site latitude value. 

3.2   The Specific Graph Based Ant System 

Defination 3.1. Let an instance of a nonlinear integer programming problem be given. 
By a construction graph for this instance, we understand a directed graph ( ),C V A=  

together with a function Φ  with the following properties [15]: 

1. In C , a unique node is marked as the so-called start node. 

2. Let W  be the set of (directed) paths w  in C  satisfying the following conditions: 
    (i)   w starts at the start node of C ; 
   (ii)   w contains each node of C  at most once; 
  (iii)  the last node on w has no successor node in C  that is not already contained in  

   w (i.e., w cannot be prolonged without violating (ii)). 

Then Φ  maps the set W  onto the set of solutions of the given problem instance. In 
other words: To each path w in W , there corresponds (via Φ ) a solution, and to each 

solution, there corresponds (via 1−Φ ) at least one path in W . 
The specific Graph-based Ant System for the nonlinear integer programming 

problem contains the following components: 

1. A construction graph ( ),  C Φ  according to Defination 3.1. Except the start node, 

each node represents a decision variable. For a node, each arriving arc represents 
an integer value of the node and the range of the decision variable consists of these 
arcs. As it can be seen from the definition, a construction graph ( ),  C Φ  specifies 

a particular encoding of the solutions, which are feasible or infeasible, as “walks”. 
The objective function value of the walk is set equal to the objective function 
value of the corresponding solution of the original problem. 

2. Initially, K ants are placed on start node, from which they start their tours. An ant 
stochastically selects the next node and chooses an arc with a transition probability 
(see component 3) to get to the node. If its walk fulfills the constraint it can stop in 
advance. If its walk does not fulfill the constraint although it has visited all the 
nodes, it is called infeasible. A time period in which each performs a walk 
(consisting of several single moves) through the construction graph will be called 
an iteration. An application of the Graph-based Ant System consists of several 
iterations 1, …, Nmax, and n is the iteration counter. 

3. Transition probabilities for the move of the ants before each node. The 
probabilistic choice of an arc arriving the selected node is biased by the 
pheromone trail ( ),i j nτ  and by heuristic information ,i jη , where i is node number, 
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j is arc number of the node. Let ( ), 1i j i jCost Valueη = ⋅ , where iCost  is cost of the 

equipment ith node represents and jValue  is numerical value jth arc represents. 

Let u denote the set of nodes ant k has already traversed. For the Graph-based Ant 
System, ant k stochastically selects node i and then chooses its arc j with a 
probability: 

( ) ( )
( )

, ,

,

, ,

    if 

i

i j i jk
i j

i s i s
s F

n
p n i u

n

α β

α β

τ η

τ η
∈

= ∉  (4) 

where α  and β  are two parameters which determine the relative importance of the 

pheromone trail and the heuristic information, iF  is the value range of ith variable. 

4. An array of pheromone values ,i jτ , where ,i jτ  is assigned to arc (i, j) in the 

construction graph. The pheromone update follows the strategy of Ant System 
(ant-cycle) [18]. After all ants have completed the tour construction, the 
pheromone values are updated. First, to deal with the constraint, the death penalty 
method is introduced, by which all the infeasible solutions are refused. That means 
if a path walked by an ant is infeasible, the ant cannot be considered in pheromone 
update. Second, for the feasible ants, the update follows this rule: 

( ) ( )
( )

( ), , ,1 k
i j i j i j

k Feas n

n n nτ ρτ τ
∈

+ = + Δ  (5) 

where the parameter ρ  (with 0 1ρ≤ < ) is the trail persistence (thus, 1 ρ−  models 

the evaporation),  ( ),
k
i j nτΔ  is the amount of pheromone ant k puts on arc (i, j) if it has 

passed arc (i, j) and ( )Feas n  is the set of all feasible ants passing arc (i, j) in this 

iteration. The evaporation mechanism helps to avoid unlimited accumulation of the 
pheromone trail. While an arc is not chosen by the ants, its associated pheromone trail 
decreases exponentially; this enables the algorithm to “forget” bad choices over time. 
In the Graph-based Ant System, ( ),

k
i j nτΔ  is defined as: 

( ) ( ) ( )WPB
,

1   if arc ,  is used by feasible ant  in iteration ,

0                 otherwise

k
k
i j

C n i j k n
nτΔ =  (6) 

 where ( )WPB
kC n  is WPBC  according to the walk of ant k in iteration n. By Eq. (6), the 

better the ant’s tour is, the more pheromone is received by the arcs belonging to this 
tour. 

4   Application Example 

The location of Boston, Massachusetts with Latitude 42°22´N is chosen. The load 
curve of a typical house [2] is shown in Figure 2. The typical meteorological year data 
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sets (TMY2s) contain hourly values of solar radiation and meteorological elements 
for a one-year period [19]. The data of extraterrestrial horizontal radiation, global 
horizontal radiation, diffuse horizontal radiation, temperature and wind speed of 
station Boston are utilized. Generally, the ground reflectance is 0.2. 
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Fig. 2. A typical load profile in Boston 
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Fig. 3. The power curve of the FD3KW WTG (The symbols represent data sampled from the 
power curve graphs given by the manufacturer) 

The FD3KW WTG with rated power of 3kW made by Tianfeng Green Energy 
Company of China are considered. The power curves of the WTG is shown in Fig. 3. 
A 50Wpeak PV panel made by Yunnan Semiconductor Device Factory in China is used 
for this simulation study. The capacity of a single battery used is 200Ah. That battery 
has a round-trip efficiency of 0.7 and DOD=50%. 
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Fig. 4. The optimal configuration of NPV_p=1 and Nbat_p=7 for the given conditions as NWTG=3, 
42θ = , LPSPset=0.01 

For the parameters of the power system, according to the voltage, let NPV_s=3 and 
Nbat_s=24. Let LPSPset=0.01 and 42θ =  The LPSP of every solution is computed by 
simulation of 8760 hours in a year. Let the integer variables NWTG ∈ [0,15], 
NPV_p∈ [0,15],  Nbat_p∈ [0,15]. 

For the parameters of the ant algorithm, let [node1 node2 node3]=[NWTG NPV_p 
Nbat_p], and let ant number K=50, maximum number of iteration Nmax=200, 

1α = 5β = , 0.8ρ =  and 8
0 10τ −=  be default setting. 

In order to verify the solutions, we use the tangent method [2,3]. The procedure is: 

  for every NWTG do; 
    find the optimal NPV_p and Nbat_p; 
  end for. 

We take a solution [NWTG NPV_p Nbat_p]=[3  1  7], LPSP=0.0086, CWPB =179310 (Yuan) 
for example. Let NWTG=3, we get NPV_p=1 and Nbat_p=7, as shown in Figure 4. The 
minimum cost is at the tangent point of the cost line and the curve that represents the 
relationship between the size of PV panels and capacity of batteries. The slope of the 
cost line is: 

bat bat_s

PV PV_s

520 (Yuan) 24
1.94

2150 (Yuan) 3

C N

C N

×− = − = −
×

 (7) 

Enumerate the cases of NWTG, we get the optimal configuration [NWTG NPV_p Nbat_p]=[3  
1  7], CWPB =179310 (Yuan) for LPSPset=0.01. So [NWTG NPV_p Nbat_p]=[3  1  7] is the 
optimal solution given LPSPset=0.01. 
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The influence of the parameter ρ  on the proposed algorithm performance is 

evaluated. In this paper, every result of the Graph-based Ant System is the average of 
25 runs. The effect of parameter ρ  is represented graphically in Figure 5. The tests 

show that ρ  should be set as 0.8. 
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Fig. 5. Influence of coefficient ρ on the performance of the proposed algorithm 
( 1α = 5β = ). Y-axis represents the average number of iteration navg to find the best solution 
in a run. Averages are taken over 25 trails. 

As the efficiency of the tangent method is much lower than the genetic algorithm 
[8], we only make comparison between the specific Graph-based Ant System and the 
genetic algorithm. The genetic algorithm is standard genetic algorithm with elitist 
strategy. Its number of individual is 50 and maximum number of iteration is 200. The 
computational results are presented in Table 1. The results have shown that the 
proposed Graph-based Ant System is efficient with respect to the quality of solutions 
and computing time compared to the genetic algorithm. 

Table 1. Experiment results of the specific Graph-based Ant System and the genetic algorithm 

Algorithm Best Average Worst navg timeavg (s)

GBAS 179310 179310 179310 19.08 2.458 

GA 179310 179355 179730 96.75 11.746
a Given are the algorithm used, the best solution, the average solution, the worst solution, the 

average number of iteration navg and average time timeavg to find the best solution in a run. 
Averages are taken over 25 trails. 
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5   Conclusions 

This paper deals with sizing of standalone hybrid wind/PV power systems, which is 
formulated as a nonlinear integer programming problem. Inspired by Graph-based 
Ant System we proposed a heuristic approach. A construction graph specifies a 
particular encoding of the solutions as walks. On the construction graph, a node 
represents a decision variable. For a node, each arriving arc represents an integer 
value of the node and the number of these arcs is determined by the range of the 
decision variable. The constraint must be computed by simulation. To deal with the 
constraint, the death penalty method is introduced, by which infeasible ant cannot be 
considered in pheromone update. The specific Graph-based Ant System converges 
very well and this can be verified using the tangent method. The experimental results 
reveal that the proposed algorithm is effective and efficient for sizing of standalone 
hybrid wind/PV power systems. 
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Abstract. We propose a new approach to tackle the manpower planning
problem with multiple types of jobs in a long planning horizon, where
dynamic demands for manpower must be fulfilled by allocating enough
number of employees with qualified skills. We first apply Lagrangean re-
laxation to decompose the problem into a number of subproblems, each
corresponding to one skill type, and then develop a coordination scheme
based on a Genetic algorithm, which updates the Lagrangean multipli-
ers to maximize the dual objective function. We report computational
results, which demonstrate the effectiveness of our approach.

1 Introduction

The manpower planning problem is to determine the optimal decisions on re-
cruiting, dismissing, and assignment of the right employees to meet the demands
for manpower in an organization over a given planning horizon. This is a problem
of prominent importance for any organization, in particular those that are la-
bor intensive. As such, this problem has received considerable attentions in the
literature; see, e.g.,[1]-[3]. Considering the dynamic fluctuations of manpower
demands, it is natural for an organization to determine the optimal size of its
workforce by making proper and dynamic decisions on recruitment and dismissal
over different periods of time. Such models, however, have not received much at-
tention in the literature, due to properly the inherent complexity in deriving
the optimal dynamic solutions, especially, for the problem with more than one
type of job. Li, et al. [4], [5] have studied a manpower planning problem with
single employee type. Cai, et al. [6] have studied the problem with two types
of jobs, and proposed an optimization approach. However, the approach in this
paper is problem-specific, which cannot be extended to problems with more than
two-employee-types.

� Corresponding author.
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The manpower planning optimization models can be applied in many areas.
Verbeek [7] has suggested a framework for a pilot planning decision support
system and described some of the complexities of such a system. Yu et al. [8]
have provided an advanced optimization model and solution techniques to solve
complex, large-scale pilot staffing and training problems, and so on.

In this paper, we investigate a manpower planning problem where different
types of workers are needed to meet the manpower demands that fluctuate
dynamically. We consider the situation where an employee of a higher skill can
be assigned to do the job of a lower-skill worker, but not vice versa. Our model
seeks to determine an optimal solution for the problem by treating the decisions
on recruitment, dismissal, and substitution in an integrated manner.

Our main contribution is the development of a novel approach to derive the
solution of the manpower planning problem. Our approach first decomposes
the overall problem into a number of subproblems, each corresponding to a
single-skill job. It then updates the Lagrangean multipliers by a genetic pro-
cedure, performed through a specifically designed genetic algorithm to maxi-
mize the dual objective function. We describe the optimal solution approach for
the subproblems, and our designs of the genetic algorithm for the dual prob-
lem. Numerical results are also reported, to evaluate the effectiveness of the
approach.

2 Problem Description

We consider the situation where an organization has to maintain sufficient staff
to meet the demands for manpower to perform two types of jobs; one can be
performed only by a group of workers of a higher skill, whereas the other can
be performed either by workers of the lower skill or by workers of the higher
skill. We will show later (Section 7) that the approach we are going to develop
in this paper can be generalized directly to problems with a higher-level job and
r lower-level jobs, where r ≥ 2.

Specifically, we assume that the two types of jobs require manpower resources
D1t, D2t respectively during period t (t = 1, 2, · · · , T ), where T is the planning
horizon. For simplicity, we let the initial demands Di0 = 0, i = 1, 2. A problem
with nonzero initial demands can be tackled similarly. Two types of employees
are to be maintained in the organization. Type-1 employees have skill 1 and can
be assigned to type-1 job, while type-2 employees have a higher skill, and can
be assigned not only to type-2 job, but also to type-1 job.

The costs for using different types of employees are different, and usually
type-2 employees are more expensive. The problem is to find optimal decisions
on when and how many type-i (i=1,2) employees should be recruited, dismissed,
or assigned to do a lower-level job, so that the total manpower-related cost,
including salary, recruitment cost and dismissal cost, is minimized.

Let

fi(x) The cost for maintaining x type-i employees in one time period, i = 1, 2.
β+

i The recruiting cost per type-i employee, i = 1, 2.
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β−
i The dismissal cost per type-i employee, i = 1, 2.

Xi[t] The number of type-i employees available during period t, i = 1, 2.
ui[t] The number of type-i employees recruited (ui[t]>0) or dismissed (ui[t]<0)

at the end of period t, i = 1, 2.

The basic constraint in the manpower planning problem is that the total avail-
able employees in the system must be able to cover the demands for performing
each type of jobs. In period t, only X2[t] type-2 employees can be assigned to do
type-2 job. Hence, for type-2 job, the following inequalities must be satisfied.

X2[t] ≥ D2t, t = 1, 2, · · · , T (1)

If there are, however, unassigned type-2 employees at any time period t, they
can be used to perform type-1 job. Thus, to satisfy the demand for type-1 job,
we have

X1[t] + X2[t] ≥ D1t + D2t, t = 1, 2, · · · , T (2)

At the end of each period t, we should decide whether to recruit new employees
or dismiss existing employees so that the total cost of the system is minimized.
For simplicity, we assume no employees are dismissed/recruited at the end of
the final period T (A problem with other terminal conditions can be treated
similarly). Therefore,

Xi[t + 1] = Xi[t] + ui[t], i = 1, 2; t = 0, 1, · · · , T − 1 (3)

To summarize, the problem (denoted as Problem P2) can be formulated as
follows

min
u1[t],u2[t]

J =
2∑

i=1

{ T∑
t=1

fi(Xi[t]) +
T−1∑
t=0

[
β+

i u+
i [t] + β−

i u−
i [t]

]}
(4)

s. t.
Xi[t + 1] = Xi[t] + ui[t], i = 1, 2; t = 0, 1, · · · , T − 1 (5)
X1[t] + X2[t] ≥ D1t + D2t, t = 1, 2, · · · , T (6)
X2[t] ≥ D2t, t = 1, 2, · · · , T (7)
Xi[0] = X0

i , i = 1, 2 (8)

where u+
i [t] = max{ui[t], 0}, u−

i [t] = max{−ui[t], 0}, and X0
i (i=1,2) are given

constants. We assume that fi(x) is a convex function of x (This represents many
practical situations, including the case of linear functions). Moreover, we assume
that arg min

x
{fi(x)} ≤ max{Dit, 1 ≤ t ≤ T } for i = 1, 2. Otherwise, Xi[t] =

arg min
x
{fi(x)} are optimal solutions for t = 1, 2, · · · , T and i = 1, 2.

Further, we assume that α1 ≤ α2, β
+
1 ≤ β+

2 and β−
1 ≤ β−

2 . Otherwise, an
optimal solution can be easily found by solving the problem P2 with only type-
2 employees and demands Dt = D1t + D2t, t = 1, 2, · · · , T .
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3 Decomposition

In this Section we will decompose the problem P2 into two subproblems by Lan-
grangean relaxation. The optimal solutions for the subproblems will be
derived in Section 4. The coordination of the solutions for the subproblems will
be performed by a Genetic algorithm, which will be described in Section 5.

We see that, in problem P2, the couple that links the two types of employees
together is the constraint X1[t] + X2[t] ≥ D1t + D2t. To decompose the prob-
lem into decoupled subproblems, we apply duality theory, by incorporating this
constraint into the objective function with nonnegative Lagrangean multipliers,
which results in the problem as follows.

RP2

min
u1[t],u2[t]

2∑
i=1

{ T∑
t=1

[
fi(Xi[t])− λtXi[t] + λtDit

]
+

T−1∑
t=0

[
β+

i u+
i [t] + β−

i u−
i [t]

]}
(9)

subject to (5), (7) and (8).
The objective function (9) is now composed of two terms. The first term

fi(Xi[t]) − λtXi[t] + β+
i u+

i [t] + β−
i u−

i [t] is a weighted sum over all Xi[t] and
ui[t], whereas the second one λtDit is independent of all variables and can be
neglected in terms of finding the optimal {ui(t)} and {Xi(t)}. On the other
hand, the constraints of RP2, namely (5), (7) and (8), can be decomposed into
two independent sets, each of which corresponds to exactly one employee type.
Consequently, RP2 can be decomposed into two independent subproblems when
the Lagrangean multipliers λ = [λ1, λ2, · · · , λT ] are taken as known constants,
which are labelled by SPi and are given below, respectively:

SP1

min
u1[t]

J1(λ) =
T∑

t=1

{
f1(X1[t])− λtX1[t]

}
+

T−1∑
t=0

{
β+

1 u+
1 [t] + β−

1 u−
1 [t]

}
(10)

s. t. ⎧⎨⎩
X1[t + 1] = X1[t] + u1[t], t = 0, 1, · · · , T − 1
0 ≤ X1[t] ≤ maxD1, t = 1, 2, · · · , T
X1[0] = X0

1

SP2

min
u2[t]

J2(λ) =
T∑

t=1

{
f2(X2[t])− λtX2[t]

}
+

T−1∑
t=0

{
β+

2 u+
2 [t], 0}+ β−

2 u−
2 [t]

}
(11)

s. t. ⎧⎨⎩
X2[t + 1] = X2[t] + u2[t], t = 0, 1, · · · , T − 1
D2t ≤ X2[t] ≤ maxD2, t = 1, 2, · · · , T
X2[0] = X0

2
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where u+
1 [t] = max{u1[t], 0}, u−

1 [t] = max{−u1[t], 0}, and maxDi = maxt Di(t),
i = 1, 2. We can show that the constraint X1[t] ≤ maxD1 in subproblem SP1 and
the constraint X2[t] ≤ maxD2 in subproblem SP2 do not affect the optimality
of the problem RP2 under the assumption that arg min

x
{fi(x)} ≤ max{Dit, 1 ≤

t ≤ T } for i = 1, 2. However, they limit the range of feasible solutions for the
subproblems and therefore enable the subproblems to be solved more efficiently.

The dual problem of the original problem P2, denoted by DP2, is given below.

Z(λ∗) = max
λ≥0

{
T∑

t=1

λt(D1t + D2t) +
2∑

i=1

min
ui[t]

Ji(λ)

}
. (12)

4 Solving the Subproblems

First we present an optimization approach for the following problem, which in-
volves only a single employee type.

P1:

min
u[t]

J =
T∑

t=1

f(X [t]) +
T−1∑
t=0

(
β+u+[t] + β−u−[t]

)
(13)

s. t.

X [t + 1] = X [t] + u[t], t = 0, 1, 2, · · · , T − 1 (14)

X [t] ≥ D
(1)
t , t = 1, 2, · · · , T (15)

X [0] = X0 (16)

A direct approach for solving the problem P1 is dynamic program. We can
show that such a dynamic program will have a time complexity of O(TmaxD2).
This is not an efficient approach, particularly when the maximal demand maxD
is large. In the following, we will present a method by analyzing the intrinsic
nature of the problem, whose computational complexity is O(T ) in the worst
case. Let Xmin = arg minx f(x). (Due to limit of space, we omit the proofs for
all results in this paper, which are available upon request.)

Property 4.1. The optimal states of the problem P1 satisfy

X [t] ≥ max{Dt, Xmin}.

Property 4.1 implies that the optimal states X [t] obtained based on the demands
Dt are also optimal with respect to the demands Dt, where Dt = max{Dt,
Xmin}.
Property 4.2. If X [t] ≤ Dt+1, then u[t] = Dt+1 −X [t].

Let d(x) = ( β++β−
f(x)−f(x−1)) and L(x) = tR(x) − tL(x) − 1, where x (x ≥ Dt)

is a state in period t, tR(x) is the nearest period to the period t that satisfies
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DtR(x)−1 ≤ Dt < DtR(x), and tL(x) is the nearest period to the period t that
satisfies DtL(x)+1 ≤ Dt < DtL(x). Then we get the following results.

Property 4.3. The function d(x) is decreasing monotonically with respect to x and
L(x[t]) = tR(X [t])− tL(X [t])− 1 is increasing monotonically with respect to X [t].

Property 4.4. If X [t] > Dt+1 and L(Dt+1) ≥ d(Dt+1), then u[t] = Dt+1−X [t].

Property 4.5. If X [t] > Dt+1 and L(Dt+1) < d(Dt+1), then there exists a
constant x∗ satisfying Dt+1 < x∗ < Dt and d(x∗) < L(x∗) ≤ d(x∗ − 1), such
that u[t] = x∗ −X [t].

Based on the properties above, we now propose the algorithm to solve the
problem P1.

Algorithm OC1

Step 1. Compute Xmin = arg minx f(x) and d(x) = ( β++β−

f(x)−f(x−1)) for x =
Xmin, Xmin + 1, · · · ,maxD.

Step 2. For t = 1, 2, · · · , T , perform Steps 3-6.
Step 3. If X [t] ≤ Dt+1, then u[t] = Dt+1 −X [t].
Step 4. If X [t] > Dt+1, then compute L(Dt+1).
Step 5. If X [t] > Dt+1 and L(Dt+1) ≥ d(Dt+1), then u[t] = Dt+1 −X [t].
Step 6. If X [t] > Dt+1 and L(Dt+1) < d(Dt+1), then we search the optimal

value x∗ within Dt+1 < x∗ < Dt and d(x∗) < L(x∗) ≤ d(x∗ − 1), and let
u[t] = x∗ −X [t].

Step 7. For t = 0, 1, 2, · · · , T − 1, compute X [t + 1] = X [t] + u[t].

Property 4.6. The time requirement of the algorithm OC1 is bounded above by
O(T ).

We now consider Subproblem SP1. Let f
′
1(x) = f1(x) − λtx. Then it is clear

that f
′
1(x) is also a convex function of x because f1(x) is convex and λt is a

nonnegative number. Suppose X
′
min = arg minx f

′
1(x). Then obviously, X

′
min ≤

Xmin. Thus the optimal solution for the subproblem SP1 is specified below.

Property 4.7. The optimal states for the subproblem SP1 are given by X1[t] =
max{X ′

min,maxD1} for t = 1, 2, · · · , T .

For the subproblem SP2, we also let f
′
2(x) = f2(x) − λtx. Similarly, it is clear

that f
′
2(x) is also a convex function of x, since f2(x) is convex. One can see that

SP2 falls in exactly the formulation of the problem P1. Therefore we can solve
it using the algorithm OC1.

5 Coordination by a Genetic Procedure

We now describe our approach to coordinate the solutions to the two subprob-
lems so as to generate an integrated solution for the original problem. Basically,
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this concerns the update of the Lagrangean multipliers λt, namely, the solution
for the dual problem DP2. Our idea is to solve the dual problem by using a
Genetic Algorithm (GA).

Recall our dual problem DP2 (see (12)), which is to maximize Z(λ) with
respect to the Lagrangean multipliers λ ≥ 0, where

Z(λ) =

{
T∑

t=1

λt(D1t + D2t) +
2∑

i=1

min
ui[t]

Ji(λ)

}
. (17)

We design a genetic algorithm to solve the problem of maximizing Z(λ) with
respect to λ. The specifics of our genetic algorithm, including its coding scheme,
parent selection, crossover, and mutation, etc, are described in the sequel of this
section.

• Coding scheme. The Lagrangean multipliers λ = [λ1, λ2, · · · , λT ] are the
decision variables. Let xi = λi/

∑T
t=1 λt, i = 1, 2, · · · , T , then xi ∈ [0, 1] and we

obtain a normalized vector x = [x1, x2, · · · , xT ]. A vector x is a chromosome (or
individual) in a population of our GA. Each gene xi in a chromosome corresponds
to a Lagrangean multiplier.

• Fitness. For any x, we get a corresponding Lagrangean multiplier vector λ,
and then find the optimal solution to the dual problem DP2. Since DP2 is to
maximize the objective function Z(λ), we use the value of −Z(λ) to represent
the fitness value of the individual x.

More specifically, when an individual x is to be evaluated in terms of its fitness,
we first get the vector λ by computing λt = xt(

∑T
t=1 λt) for t = 1, 2, · · · , T , and

then evaluate Z(λ) through (17) (which requires solutions for the subproblems
SP1 and SP2 for the corresponding λ).

• Parent selection

• Crossover

We use arithmetic crossover. Suppose x
(k)
i and x

(k)
j are two parents in the pop-

ulation k, then two offsprings are generated by a crossover operation as follows.{
x

(k+1)
i = ax

(k)
j + (1− a)x(k)

i

x
(k+1)
j = ax

(k)
i + (1− a)x(k)

j

(18)

where a is a random number selected uniformly in interval [0, 1].

• Mutation

We adopt a uniform mutation method. First we choose randomly an individual
from the current population, and then apply a mutation operation to it. Specifi-
cally, suppose x = [x1, x2, · · · , xk, · · · , xT ], if xk is the gene to be mutated, then
the mutation operation will change it to

xk
′ = U

(k)
min + r(U (k)

max − U
(k)
min) (19)
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where r is a random number selected uniformly in interval [0, 1]. In our design,
we select U

(k)
min = 0 and U

(k)
max = 1 for all 1 ≤ k ≤ T , and so xk

′ = r.

• Stopping criteria

The genetic procedure terminates when one of the following criteria is met. One
criterion is that the number of generations reaches a pre-specified upper limit.
The second one is that differences between mean fitness values in the preceding
N generations are not more than a threshold value ε1. And the third one is that
variance of all individuals is not more than a threshold value ε2.

6 Numerical Results

We have studied the effectiveness of our proposed approach by computational
experiments. First, a set of small-size problem instances were solved, by our
approach and also by a dynamic program (DP). The DP was used to generate the
optimal solutions for comparison with the solutions generated by our approach.
By some proper design (which is omitted here due to space limit), we can show
that DP can find an optimal solution, at the cost of excessive computing time.

The GA parameters we used in the computational experiments are as follows.
The crossover rate and the mutation rate were chosen to be 80% and 0.8%,
respectively. The population size was set to be m = 30. Other parameters include
N = 10, ε1 = 1 and ε2 = 0.05. The computations are implemented on the Matlab
platform.

Computational results obtained for the two of these instances are illustrated in
Fig. 1 and Fig. 2, where the demand trajectories are shown. The cost coefficients
used in the problem instances were f1(x) = 800((x−10)2+5), f2(x) = 1000((x−
8)2 + 20, β+

1 = 1000, β+
2 = 1100, β−

1 = 1500 and β−
2 = 1600.

The results show that generally the state trajectories obtained by the two
approaches follow the same trend. For the example in Fig. 1, in most periods
the state trajectories obtained by the two approaches are identical, whereas in
some periods they have some small difference. For the example in Fig. 2, there is
a big difference between state trajectories obtained by our approach and by the
dynamic program in some periods. However, the gap, represented by ZGA−ZDP

ZDP
,

is not more than 1%, where ZGA and ZDP are objective values obtained by
the two approaches respectively. This observation indicates that our proposed
approach could effectively find optimal or near optimal solutions.

Furthermore, we compared the performance of our approach against the clas-
sical Lagrangean relaxation (LR) approach. The demand data were generated
stochastically through a uniform distribution in [100, 300]. Planning horizons
with T = 20, 25, 30, · · · , 50 were considered respectively. All other parameters
are same as the above examples. The final results have been summarized on Ta-
ble 1. From these results one can see that the solutions obtained by our approach
are much better than those obtained by the classical LR approach, although the
computation time of our approach is a bit larger than that of the classical LR
approach.
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Table 1. Comparing approach with the classical LR appraoch

7 Concluding Remarks

We have developed a new approach to tackle a manpower planning problem with
two types of jobs in a long planning horizon, where dynamic demands for man-
power must be satisfied by allocating enough number of employees of qualified
skills. We first apply Lagrangean relaxation to decompose the problem into two
subproblems, each corresponding to one skill type and can therefore be solved ef-
ficiently. We then design a genetic algorithm to coordinate the solutions obtained
from the subproblems, which updates the Lagrangean multipliers to maximize
the dual objective function. We have also reported computational results, which
show the effectiveness of our approach.

Although we deal with a problem with two types of jobs only, our GA based
decomposition-coordination approach can be extended directly to problems with
multiple types of jobs of a two-level hierarchic structure, where staff for the top-
level job can be assigned to do any jobs at the lower-level, but not vice-versa. The
extension requires no modifications on the GA approach. The only difference is
that a number of subproblems, each corresponding to one lever-level job, must
be solved in order to obtain the value of the dual function Z(λ) when the fitness
of an individual in the GA is to be updated.
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Abstract. A multistage stochastic financial optimization manages portfolio in 
constantly changing financial markets by periodically rebalancing the asset 
portfolio to achieve return maximization and/or risk minimization. In this paper, 
we present a decision-making process that uses our proposed Quantum-behaved 
Particle Swarm Optimization (QPSO) Algorithm to solve multi-stage portfolio 
optimization problem. The objective function is classical return-variance func-
tion. The performance of our algorithm is demonstrated by optimizing the allo-
cation of cash and various stocks in S&P 100 index. Experiments are conducted 
to compare performance of the portfolios optimized by different objective func-
tions with Particle Swarm Optimization (PSO) algorithm and Genetic Algo-
rithm (GA) in terms of efficient frontiers. 

1   Introduction 

Financial optimization involves asset allocation and risk management. A multi-stage 
stochastic financial optimization is a quantitative model that integrates asset alloca-
tion strategies and saving strategies in a comprehensive fashion. It manages portfolio 
in constantly changing financial markets by periodically rebalancing the asset portfo-
lio to achieve return maximization and risk minimization. Stochastic optimization of 
portfolio is NP-hard and is non-linear with many local optima.  

A number of different algorithmic approaches have been proposed for solving sto-
chastic optimization problems. To solve the asset allocation problem, one may em-
ploy linear programming solvers such as CPLEX and OSL by piecewise linearizing 
the nonlinear objective function [2]. The interior-point algorithms are another type of 
methods well suited to the scenario structure of multi-stage stochastic programs. 
Searching the global solution by these methods, however, is computationally expen-
sive and ineffectively. Since time is a constraint for financial problems, a trade-off 
should be made between the performance and the computational time. Heuristic meth-
ods, such as Tabu Search [1] and GA [3] provide some appropriate ways to find opti-
mal asset allocation.  

Particle Swarm Optimization (PSO) was originally proposed by J. Kennedy as a 
simulation of social behavior of bird flock, and was initially introduced as a heuristic 
optimization method in 1995 [7]. More recently, a new version of PSO, called  
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Quantum-behaved Particle Swarm Optimization (QPSO), has been proposed in order 
to improve the global search performance of the original PSO [12], [13], [14]. The 
QPSO is a global convergent and has fewer parameters to control, which makes it 
easier to implement.  

In this paper, we explore the practicability of QPSO in multi-stage financial opti-
mization problem. To do so, we used S&P 100 Index and the prices of its component 
stocks as the training samples. The PSO and GA were also tested on the sample data 
for performance comparison. The rest of the paper is organized as follows. In next 
section, the multi-stage portfolio optimization model is described. In Section 3 and 
Section 4, we describe the PSO and QPSO in detail. Section 5 is the presentation of 
experiment results and the paper is concluded in Section 6. 

2   Multi-stage Portfolio Optimization Model 

Single period portfolio optimization model possesses several drawbacks. For exam-
ples, the risk is inconsistent over time. The multi-stage stochastic programming model 
proposed by Mulvey et al [8], [9] captures dynamic aspects of asset allocation prob-
lem. It manages portfolio in constantly changing financial markets by periodically 
rebalancing the asset portfolio to achieve return maximization and/or risk minimiza-
tion, leading to optimal portfolio.  

To define the model, we divide the entire planning horizon T into two discrete in-
tervals 1T  and 2T , where τ,,1,01 =T  and TT ,,12 += τ . The former corre-

sponds to periods in which investment decisions are made. Period τ defines the date 
of planning horizon; we focus on the investor’s position at the beginning of period τ. 
Decisions occur at the beginning of each time stage. 

2T  handles the horizon at time τ 

by calculating economic and other factors beyond period τ up to period T. The inves-
tor cannot render any active decisions after the end of period τ. 

Asset investment categories are defined by set IA ,,2,1= , with category 1 

representing cash. The remaining categories can include broad investment groupings 
such as stocks, bonds, and real estate. Ideally, the co-movements between pairs of 
asset returns would be relatively low so that diversification can be done across the 
asset categories. In the model, uncertainty is modeled through a large but finite num-
ber S of scenarios. Each scenario represents a possible realization of all uncertain 

parameters in the mode. To be specific, let tω  represent the vector of random pa-

rameters whose values are revealed in period t. Then the set of all scenarios is the set 

of all realizations { }SSssss ,,2,1:),,,,( 21 =∈τωωω , of ),,,( 21 τωωω . 

Each scenario s has a probability sπ , where 0>sπ  and 1
1

=
=

S

s sπ . Since in a 

dynamic model information on actual value of the uncertain parameters is revealed in 
stages, a suitable representation of scenarios is given by a scenarios tree, such as in 
Figure 1. In this case τ=3 and S=8. Each path form t=0 to t=τ represents one scenario. 
Any node of the tree, corresponding to time t, symbolizes a possible state of the world 
at time t, represented by the observed values of tωωω ,,, 21 . The branches directly 
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to the right of it symbolize the various values of 1+tω  (and their corresponding condi-

tional probabilities) given the realization of 
tωωω ,,, 21 . Obviously, all scenarios 

passing this node have the same history in periods t,,2,1 . The status of decision 

variables is related to the scenario tree, too. Basically, a decision at time t may depend 
on the observed part of the scenario at that time, but not on unknown values of future 
periods. That is, for each possible history (i.e. for each node at time t in the scenario 
tree) there is precisely one vector of decision variables representing the decisions at 
hand. 

t=0 t=1 t=2 t=3  

Fig. 1. A scenario tree with two scenarios and three time periods 

We assume that the portfolio is rebalanced at the beginning of each period. Alter-
natively, we could simply make no transaction except reinvest any dividend and inter-
est – a buy and hold strategy. For convenience, we also assume that the cash flows are 
reinvested in the generating asset category and all the borrowing is done on a single 
period basis. For each 

1, TtAi ∈∈ , and Ss ∈ , we define the following parameters 

and decision variables. 

Parameters 
s
tir ,   s

ti,1 ρ+= , where s
ti,ρ is the return percentage of asset i, time period t under sce-

nario s (projected by the stochastic scenario generator, for example, see [10]). 

sπ   Probability that scenario s occurs, thus 1=S

s sπ . 

0w    Wealth in the beginning of time period 0. 

ts,σ   Transaction costs incurred in rebalancing asset i at the beginning of time period t 

(symmetric transaction costs are assumed, i.e., cost of selling equals cost of buying) 
s
tβ   Borrowing rate in period t under scenario s. 

Decision variables 
s
tix ,
  Amount of money for asset category i, in time period t, under scenario s, after 

rebalancing. 
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s
tiv ,
  Amount of money in asset category i, in the beginning of time period t, under 

scenario s, before rebalancing. 
s
tw  Wealth at the beginning of time period t, under scenario s. 
s
tip ,   Amount of asset i purchased for rebalancing at time t under scenario s. 

s
tid ,   Amount of asset i sold for rebalancing in time period t, under scenario s. 

s
tb    Amount of money borrowed in period t, under scenario s. 

Given these definitions, we outline the general stochastic programming model in 
financial optimization. 

Model SP 

=

=
S

s

s
s wfZ

1

)(Max τπ   (1) 

 s.t. 

∈∀=
i

s
i Sswx ,00,

 
(2) 

,,2,1,, τ=∈∀= tSswx
i

s
t

s
ti

 
(3) 

,,,2,1,1,1,, AitSsxrv st
ti

s
ti

s
ti ∈=∈∀= −− τ  (4) 

1,,,2,1,)1( ,,,,, ≠=∈∀−−+= itSsdpvx s
titi

s
ti

s
ti

s
ti τσ  (5) 

,,,2,1,

)1()1( 11
1

,
1

,,,1,1

τ

βσ

=∈∀

++−−−+= −−
≠≠

tSs

bbpdvx s
t

s
t

s
t

i

s
ti

i
ti

s
ti

s
t

s
t  (6) 

'
,,
s

ti
s

ti xx =  for all scenarios s and s’ with identical past up to time t  (7) 

As with the single-period models, the nonlinear objective function (1) can take sev-
eral different forms. If the classical return-risk function is employed, then (1) be-
comes )Var()1()Mean(Max ττ ηη wwZ ⋅−−⋅= , where )Mean( τw  is the average 

total wealth and )Var( τw  is the variance of the total wealth across the scenarios at the 

end of period τ. Parameter η indicates the relative importance of variance as com-
pared with the expected value. This objective leads to an efficient frontier of wealth at 
period τ.  

Constraint (2) guarantees that the total initial investment equals the initial wealth. 
Constraint (3) states the wealth accumulated at the end of t-th period under scenario s 
before rebalancing in asset i. This constraint can be modified to include assets,  
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liabilities, and investment goals. Constraint (4) depicts the wealth 
s
tiv ,  accumulated at 

the beginning of period t before rebalancing in asset i. The flow balance constraint for 
all assets except cash for all periods is given by constraint (5). This constraint guaran-
tees that the amount invested in period t equals the net wealth for asset. Constraint (6) 
represents flow balancing constraint for cash. Non-anticipativity constraint is repre-
sented by (7). These constraints ensure that the scenarios with the same past will have 
identical decisions up to that period.  

3   Particle Swarm Optimization 

In a Particle Swarm Optimization (PSO) system, individuals representing the candi-
date solutions to the problem at hand fly through a multidimensional search space to 
find out the optima or sub-optima. In PSO with M individuals, each individual is 
treated as a volume-less particle in the D-dimensional space, with the position vector 
and velocity vector of particle i at kth iteration represented as 

))(,),(),(()( 21 kXkXkXkX iDiii =  and ))(,),(),(()( 21 kVkVkVtV iDiii = . The particles 

move according to the following equations: 

))()(())()(()()1( 2211 kXkPrckXkPrckVwkV ijgjijijijij ⋅⋅+−⋅⋅+⋅=+  (8) 

)1()()1( ++=+ kVkXkX ijijij
 (9) 

for DjMi ,2,1;,2,1 == . Parameters 1c  and 2c  are called acceleration coeffi-

cient. Vector ),,,( 21 iDiii PPPP =  is the best previous position (the position giv-

ing the best fitness value) of particle i called personal best position, and vector 
),,,( 21 gDggg PPPP =  is the position of the best particle among all the particles in the 

population and called global best position. The parameters 1r  and 2r  are random 

numbers distributed uniformly in (0,1). Generally, the value of Vid is restricted in the 
interval ],[ maxmax VV− . The inertia weight w in equation (8) was introduced by Shi 

and Eberhart [13]. The addition of the inertia weight results in faster convergence. 

4   Quantum-Behaved Particle Swarm Optimization 

Trajectory analyses in [5] demonstrated the fact that convergence of the PSO algo-
rithm may be achieved if each particle converges to its local attractor. Let the local 
attractor ),,( 21 iDiii pppp =  of particle i be defined at the coordinates 

)(),()1()()( 221111 rcrcrcwherekPkPkp gjijij +=⋅−+⋅= ϕϕϕ  (10) 

with regard to the random numbers 1r  and 2r  in equation (8). It can be seen that the 

local attractor is a stochastic attractor of particle i that lies in a hyper-rectangle with 

iP  and 
gP  being two ends of its diagonal and moves following 

iP  and 
gP .  
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Assume that there is one-dimensional Delta potential well on each dimension at its 
local attractor p and each particle has quantum behavior. For simplicity, we consider a 
particle in one-dimensional space, with point p the center of potential. Solving the 
Schrödinger equation, we can get the normalized the following probability density 
function Q and distribution function D 

Lxpe
L

xQ −−= 21
)(  and 

LxpexD −−= 2)(  (11) 

where L determines search scope of each particle like standard deviation in Gaussian 
distribution. Using Monte Carlo method, we can obtain the position of the particle 

)1,0()1ln(
2

randuu
L

Px =±=  (12) 

where  u is a random number uniformly distributed in (0, 1). 
A global point called Mainstream Thought or Mean Best Position of the population 

is introduced into PSO for the evaluation of L. The global point, denoted as C, is de-
fined as the mean of the personal best positions among all particles. That is 

,)(
1

,,)(
1

,)(
1

))(,),(),(()(
11

2
1

121 ==
===

M

i
iD

M

i
i

M

i
iD kP

M
kP

M
kP

M
kCkCkCkC  (13) 

where M is the population size and 
iP  is the personal best position of particle i. Thus 

the value of L and the position are evaluated as )()(2 kXkCL jj −⋅= α  

)/1ln()()()1( ukXkCpkX ijijijij ⋅−⋅±=+ α  (14) 

where α is Expansion-Constraction Coefficient (CE), which can be tuned to control 
the convergence speed of the algorithm. The PSO with equation (14) is called Quan-
tum-behaved Particle Swarm Optimization (QPSO) described as follows. 

QPSO Algorithm 

Initialize particles with random position Xi=X[i][:] 
and velocities Vi=V[i][:];  
Let personal best position Pi=Xi; 
while termination criterion is not met do 
  Compute the mean best position C[:] by equation (13); 
  for i=1 to swarm size M  
    if f(Xi)<f(Pi) then Pi=Xi; endif  
     Find the Pg=P[g][:]across the swarm; 
      for j=1 to D 
        fi=rand(0,1); u=rand(0,1); 
        p=fi*P[i][j]+(1-fi)*P[g][j]; 
        if (rand(0,1)>0.5 
          X[i][j]=p+α*abs(C[j]-X[i][j])*ln(1/u); 
        else  
          X[i][j]=p-α*abs(C[j]-X[i][j])*ln(1/u); 

endif 
      endfor 
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    endif 
endfor 

endwhile 
 
Generally, the value of α no more than 1.0 can lead to a good performance if it is 

fixed over the running of QPSO. But in most cases, α decrease linearly from 0α  to 

1α . 

5   Numerical Experiments 

In order to evaluate the performance of QPSO on multistage financial optimization, 
experiments were carried out. Weekly closing prices of S&P 100 Index and its com-
ponent stocks from 1 January 2000 to 31 December 2004 were collected. Cash and 
stocks of ten corporations that belong to different industries were selected to be opti-
mized. The planning horizon interval 

1T  was divided into three periods.  
In our approach, the economic parameter that determines scenarios is the mark in-

dex and therefore each scenario represents a possible realization of market index. We 
set the market index two possible realization:(1) the market index has been raised and 
(2) the market index has been dropped. Denoting rise with 1 and drop with 0, we can 
obtain the scenario tree as Figure 1 with 8 scenarios: (0,0,0), (0,0,1), (0,1,0), (0,1,1), 
(1,0,0), (1,0,1), (1,1,0) and (1,1,1). Each edge in the scenario tree corresponds to a 
realization of market index’s raise and drop as well as a set of percentage returns of 
all assets in time period t under a certain scenario. We worked out sπ of each scenario 

and s
ti ,ρ  of each stock according to closing price of the index and stocks. For the per-

centage return of cash, we set a fixed annual interest rate 6%, and therefore the 
weekly percentage return is 0.12% across the whole period of planning.  

Using 
sπ and s

ti,ρ  as parameters, we tested three optimizers: QPSO, PSO and GA, 

to search the optimal s
tix ,
to maximize the objective function (1). To implement the 

algorithms, we adopted s
tia ,
, allocation proportion of the selected assets after rebalanc-

ing under different scenarios over the planning horizon as our decision variables. 
Therefore, s

tix ,
 is determined by s

t
s
ti

s
ti wax ⋅= ,,

. 

There are 15 nodes in the scenario tree with each node containing the allocation 
proportions of 11 assets under the corresponding scenario. For each scenario s at time 
t, the total asset allocation proportion must be equal to 100%. Hence, each of asset 

allocation proportion 
s
tia ,  under scenario is normalized by 

=
= A

i

s
ti

s
ti

s
ti aaa

1 ,

,

,

,

,
, 

after the optimization algorithm has run for an iteration, where ,

,
s
tia  is the normalized 

asset allocation proportion. Moreover, in our numerical experiment, we don’t take 
borrowing and transaction costs into account. The values of ts,σ , s

tβ and s
tb  in con-

straint (5), (6) are zeros consequently.  
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We employed the classical return-risk function as the objective function. Therefore 
the purpose of our experiment was to generate an efficient frontier of wealth at  
period τ. In order to generate the entire efficient frontier, we adopt a series of different 
values of η in interval [0,1]. Some of these values of η are listed in the first column of 
Table 4. Each objective function corresponding to a particular η was maximized to 
generate a couple of Expected Return and Variance at period τ. Thus, a series Ex-
pected Return-Variance can be obtained to yield a curve of the efficient frontier. 

Three groups of experiments were implemented with each group running an opti-
mization algorithm. The configurations of the three algorithms are as follows. For the 
QPSO, the CE Coefficient was varying linearly from 1.0 to 0.5 over 500 iterations for 
a running of the algorithm. The objective function corresponding to each vale of 
η was maximized for 10 runs by the QPSO. For the experiment performed by the 
PSO, the acceleration coefficients c1 and c2 in are set to be 2 keeping constant and the 
inertia weight w was decreasing from 0.9 to 0.4 over 500 iterations for a running as 
adopted in most existing literatures. Also each objective function was optimized for 
10 runs. Sixty particles were used in both the QPSO and PSO. For the GA, 100 indi-
viduals were employed. Each objective function was also maximized for 10 runs with 
each run executed for 500 iterations too. The experiments of GA were performed 
using real-valued encoding, binary tournament selection. Probability of mutating a 
genome is 2.0=mp , and probability of crossover is 9.0=cp . The algorithm use a 
arithmetic crossover with one weight for each variable. All weights exept one are 
randomly assigned to either to 0 or 1. The other ones are set to a random number 
between 0 and 1. This crossover operator is hybrid between uniform and arithmetic 
crossover and showed a better performance than traditional uniform and arithmetic 
crossover [15]. The mutation operator used here is standard Gaussian mutation with 
zero mean and variance 112 += kσ , where k is iteration number.The search scope 
for every decision variable is [0,1] for all experiments. At an iteration during execu-
ting the algorithm, if the allocation proportions of all assets at time t under scenario s 
were all be zeros, the allcotion proportion of cash would be set to 1 to satisfy the 
normalization ceriterion. 

We depicted the efficent frontiers generated by the three algorithms and presented 
in Figure 2. The curves in (a) are the efficient frontiers traced out by the Expected 
Return-Variance values with the best optimized objective function value (or say best 
fitness value) out of the results of 10 runs. It is shown that the efficient frontier gene-
rated by the QPSO is the best, because all points on the curve are left to those on the 
curves by PSO and GA. The efficient frontier generated by GA is the worst in this 
case. In (b), the three curve is depicted by the Expected Return-Variance values cor-
responding to the worst optimized objective function value out of the resutls of 10 
runs. The efficient frontier by the QPSO is also the best, while the curve by the PSO 
is the worst now. The efficient frontiers in (c) is tranced out by the average Expected 
Return-Variance values of 10 results corresponding to 10 runs for each objective func-
tion. The QPSO also generated the best curve. Concludingly, the QPSO can search out 
the optimal solution and generate the optimal efficient frontier more frequently than 
other two optimizers, while the PSO always trapped in local optimal algough it can 
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Fig. 2. (a) Efficient frontiers generated by the best solutions out of 10 runs. (b). Efficient fron-
tiers generated by the worst solutions out of 10 runs. (c) Those generated by mean of solutions. 

Table 1. Numerical results with some different values of  η 

QPSO GA PSO 

η Max. Mean St. Dev. Max. Mean St.Dev Max. Mean St.Dev. 

0.01 1.0037 1.0037 0.00007 0.9839 0.9803 0.0018 1.0036 0.8864 0.1336 

0.2 20.1199 20.1198 0.00003 20.0635 20.0332 0.024 20.11 19.9772 0.1366 

0.4 40.3817 40.3817 0.00006 40.3237 40.298 0.0172 40.3538 40.1117 0.2095 

0.6 60.8801 60.88 0.00016 60.8199 60.7798 0.0317 60.7852 60.5629 0.1985 

0.8 81.6346 81.6346 0.00000 81.5505 81.4797 0.0427 81.6346 81.3659 0.2004 

1.0 102.664 102.664 0.00000 102.552 102.479 0.0372 102.664 102.299 0.3996 

 
 

find out the global opima occasionally. The fact that the performance of the GA is 
inferior to that of the QPSO is due to its slow convergence rate, which can be seen in 
the following part of the paper. 
 



 Solving Multi-period Financial Planning Problem 1167 

0 100 200 300 400 500
6.5

7

7.5

8

8.5

9

9.5

10

10.5

Iteration

M
ea

n 
F

itn
es

s

QPSO

PSO

GA

0 100 200 300 400 500
37

37.5

38

38.5

39

39.5

40

40.5

Iteration

M
ea

n 
F

itn
es

s

QPSO

PSO

GA

 
   (a)                                                                        (b) 

0 100 200 300 400 500
67.5

68

68.5

69

69.5

70

70.5

71

71.5

Iteration

M
ea

n 
F

itn
es

s

QPSO

PSO

GA

0 100 200 300 400 500
88

88.5

89

89.5

90

90.5

91

91.5

92

92.5

Iteration

M
ea

n 
F

itn
es

s

QPSO

PSO

GA

 
  (c)                                                                         (d) 

Fig. 3. Convergence process of three algorithms, when (a) η=0.1, (b) η=0.4, (c) η=0.7, (d) 
η=1.0 

We also list in Table the Table 1 the mean, maximum and minimum of the best ob-
jective values of 10 runs for the objective functions with η=0.01, 0.2, 0.4 0.6 0.8 1.0. 
It can be seen that at each particular η, the QPSO yielded the best objective function 
values with lowest standard deviation. For example, when η=0.01, the mean of the 10 
objective function values (best fitness values) yielded by the QPSO is 1.0037, while 
those yielded by the GA and PSO is 0.9803 and 0.8864 respectively. But the standard 
deviation of the QPSO is only 0.00007, which means that the QPSO is a robust and 
stable algorithm. That does explain why the QPSO always generates better efficient 
frontier than either of the GA and PSO.  

To visualize and compare convergence rates of the three algorithms on the asset al-
location problem, we depict the searching process of the algorithms averaged over 10 
runs for each η. We present those of cases when η=0.1,0.4, 0.7, 0.9 in Figure 4. It is 
shown that the PSO converge most rapidly in early stage of the running, but may 
encounter premature convergence and therefore only find out sub-optima. The GA 
has the slowest convergence rate than the QPSO and PSO, but it encounters prema-
ture convergence less frequently than the PSO. The GA’s slow convergence rate may 
cause the population to not converge to a point in the search space when the running 
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is over. Comparing with the other two algorithms, the QPSO can converge rapidly 
and search out the global optima most frequently. 

Although the PSO is invented to solve GO problems, it is not a global convergence 
guaranteed algorithm. If the particles in the PSO trap into sub-optima, they have less 
possibility to skip out, particularly in the late stage of the running. The GA is global 
convergent, but its convergence rate are so slow that its local search ability in late 
stage of running is weakened. The QPSO not only possess, rapid convergence rate, 
the strongpoint of the PSO, but it is guaranteed to be global convergent, which makes 
it outperform the PSO and GA in our tested portfolio optimization problem. In fact, 
not only the portfolio optimization problem is the QPSO excellent in, but it superior 
to the PSO and GA in other function optimization problems also [14]. 

6   Conclusions 

In this paper, QPSO algorithm is used to optimize a multi-stage portfolio. The objec-
tive function used is classical expected return-variance function with S&P 100 index, 
cash and 10 selected component stock been optimized. Comparing with PSO and GA, 
QPSO generate better efficient frontiers with better objective function value and ro-
bustness. Furthermore, the convergence rates of the algorithms was studied and the 
results show that QPSO could converge to the optima rapidly, while PSO may en-
counter premature convergence and GA may not reach the optima due to its slow 
convergence rate. By these tests, it is suggested that QPSO is a promising solver for 
multistage stochastic financial optimization problems. 

The problem test in our experiment has 3 stages and eight scenarios. Many real 
problems may have more large scale. QPSO may obtain the solutions efficiently. 
However, computation of objective functions is time consuming. Since saving com-
putational time is very important in financial planning, a resolvent for this issue is 
parallelization.  
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Abstract. Utterance verification is a process, in which a spoken ut-
terance is verified against the given keyword. This process is used to
make a decision on acceptance or rejection. In this paper, we propose
a new approach to the utterance verification, using a boosting classifier
with ten confidence measures. This classifier combines a set of ’weak’
learners into a ’strong’ one. The experimental results present that it can
remarkably improve the verification performance. Compared with a sin-
gle confidence measure, the equal error rate is reduced by up to 23%.
The results also show that the boosting classifier is better than the SVM
and MLP classifiers, in term of the equal error rate.

1 Introduction

Recently, hidden Markov modeling has successfully migrate from the laboratory
to many applications in speech recognition, such as information services, name
dialing and other consumer products. As the technology develops, many powerful
pattern recognition methods are proposed to further reduce the recognition error
rate.

When the speech input is recognized reliably, we have to verify the speaker’s
input against the given transcription. One approach for this task is two-pass
Utterance Verification (UV) which consists of two stages[1][2]. First the input
utterance is processed through Viterbi segmentation. Then the confidence mea-
sures for the hypothesis phones are computed using phone boundaries and cor-
responding acoustic models. The final decision is made in the utterance level
verification stage.

Therefore the aim of this paper is to determine whether we have to ’accept’
or ’reject’ the input utterance. We investigate the several confidence measures
and their combinations to an effective classifier.

The literature contains many techniques for UV. In [3], on-line garbage model
is proposed as a confidence measure which computes the local garbage scores
for each time frame as the average of the N best local scores of phone models.
Other techniques used include multi-level confidence measures [1], discriminative
UV [4], anti-models which is commonly used in verbal information verification
[5], [6].
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It is possible to combine several confidence measures using various classifi-
cation methods. Some researchers try to use different features using the hybrid
model. The experiments show that hybrid models perform better than those
single ones [1]. Other pattern recognition approaches, such as Support Vector
Machines (SVM) [7] and Multiple Layer Perceptions (MLP) are often used in
combining different confidences.

In this paper, we explore boosting techniques [8] to combine confidence mea-
sures for UV. Boosting is a learning algorithm which combines many ”weak”
classifiers into a ”strong” one with a weighted majority vote. By applying boost-
ing techniques, the accuracy of any given learning algorithm can be improved.
In [8], boosting is successfully used in image recognition. However, in speech
recognition area, boosting approach is also proposed for combining confidence
scores in audio indexing [9].

Based on the confidence features mentioned above, we perform UV on the
complete keyword and produce confidence scores for that keyword. After com-
bining these scores by applying boosting technology, we can produce the final
rejection or acceptance decision.

2 Utterance Verification

A block diagram of typical UV is shown in Fig.1. There are three modules,
utterance segmentation by forced-alignment, subword level verification and ut-
terance level verification. The speech signal is processed in two steps. First the
input utterance is segmented by forced alignment in which the Viterbi algo-
rithm is applied to maximize the likelihood of the subword sequence. Then the
observed speech segments between the phone boundaries are processed in the
second pass stage. Based on the lexical representation and acoustic models, each
hypothesis test represents a subword level verification test. An utterance level
verification test combines the results of subword level verification to make the
final accept/reject decision.
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Fig. 1. Utterance verification block diagram
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2.1 Hypothesis Testing

Given a subword string S
(k)
1 , S

(k)
2 , · · · , S(k)

N , which represents a corresponding
keyword S(k), where N is the total number of S(k). We need a decision rule to
minimize the classification errors. Under the assumption of the Neyman-Pearson
hypothesis testing, the likelihood ratio can be written as Eqn.1.

LR(Oti
ti−1

;S(k)
i ) =

P (Oti
ti−1
|H0)

P (Oti
ti−1
|H1)

=
P (Oti

ti−1
|S(k)

i )

P (Oti
ti−1

|S(k)
i )

(1)

where H0 is the hypothesis that the segment Oti
ti−1

is belonging to the actual
subword S(k), and H1 is the alternative hypothesis that Oti

ti−1
is belonging to

the alternative subwords.

2.2 Confidence Measures

For the UV, we have to mainly estimate the likelihood ratio of the exact prob-
ability density corresponding to P (Oti

ti−1
|H0) and P (Oti

ti−1
|H1). There are var-

ious ways to use these measures. The scores exhibit different levels of confi-
dence in speech recognition. In this paper, we show two level confidence mea-
sures (CMs) based on likelihood ratio. The first one is a frame-level CM. The
second one is a phone-level CM in which the confidence score is calculated
at the end of each phone. To sum up, our confidence measures are listed in
Table.1.

Table 1. Confidence measures for UV

No. Confidence Measures

1 Phone-level LR (HMM)
2 Frame-level LR (HMM)
3 Phone rank (HMM)
4 Phone-level LR (GMM)
5 Frame-level LR (GMM)
6 Phone rank (GMM)
7 Cohort anti-model (GMM)
8 World anti-model (GMM)
9 Phone-level forced-alignment score
10 Frame-level force-alignment score

One of novel features is rank information of phoneme according to the acous-
tic likelihood of each phone. Rank information is used for UV due to its rela-
tively good performance. Then to alleviate the problem of alternative hypothe-
sis P (Oti

ti−1
|H1) of each phone,one dominant approach is anti-model, including

cohort anti-models and world anti-models [5] which are applied in speaker ver-
ification. In our system, these two anti-models are involved in the confidence
measures.
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To construct subword models, we proposed to use both HMM-based acoustic
models and GMM-based ones. The GMM model can be considered as a special
case of HMM which has only one effective state. In the two-pass UV GMM is
more appropriate for modeling data to classify various classes.

Unlike the anti-models, another alternative hypothesis can be estimated using
on-line garbage models which refer to the normalization of the probability of the
best decoding hypothesis by the average probability of the N-Best decoding
hypotheses [3]. This process can be used in both frame-level and phone-level
with HMM and GMM approach. Therefore, features 1,2,4,5 are derived on this
assumption.

In addition to these basic confidences, we include the forced-alignment acous-
tic scores subtracted by the best decoding scores. Then two levels normalization
is used by the duration penalties.

2.3 Utterance Level Verification

There are several ways to analyze the phone level scores and derive an utterance
level score. Prominent functions for this task are the arithmetic mean and geo-
metric mean [1]. The geometric mean is well fitted for small value of confidence
scores than arithmetic mean. However, some weighted mean using discriminative
training is provided for the combination of subword level scores [10]. Considering
the complexity and robustness of the system, we have used the geometric mean as
the final verification function which can make the utterance rejection/acceptance
decision by comparing V (O;Wk) to a predefined threshold.

As the result, the utterance-level likelihood ratio can be written as the geomet-
ric mean of subword-level likelihood ratios on the assumption of independence
as Eqn..

V (O;Wk) = (
N∏

i=1

V (Oti
ti−1

;S(k)
i ))1/N (2)

where N is the total number of subwords in Wk.
We note that silence models are used in the forced-alignment for phoneme

segmentation but only nonsilence subwords are used in computing the confidence
measures. For each confidence measure, we will produce a confidence score of
the utterance level. Therefore, total 10 confidence scores are used to construct
the feature vector for the given keyword as the concatenation of confidence
feature set.

3 Boosting Classifier

Boosting is a learning algorithm which can combine some ’weak’ classifiers into
a single strong one by applying a classification procedure iteratively with a
weighted majority vote. The basic algorithm was introduced by Schapire and
Freund [8].

The classifier computes in a particular way: at each iteration t, called a ’weak’
classifier, the example weights for next iteration t + 1 are adjusted due to the
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Fig. 2. The boosting algorithm

training errors. If the ’weak’ classifier can always find a hypothesis with the error
below 1/2, then boosting approach will consider this vote given to the correct
class. Finally boosting tends to increase the performance of classifier and the test
set error continues to decrease. Fig.2 gives a description of boosting algorithm.

Freund and Schapire prove that the training error ε of the strong classifier is
a form of the Chernoff bound [8] as Eqn.3.

ε ≤ exp(−2Tγ2) (3)

where γ = 1−2ε
1−ε ; T is the number of weak learners. In practice, we use AdaBoost

[8] algorithm which is closely related to Bayesian analysis. Some experiments
using AdaBoost on real-world problems indicate that AdaBoost tends not to
over-fit, after hundreds rounds of boosting, the generalization error continues to
drop, or at least does to increase.

4 Experimental Results

4.1 Speech Database

The speech database used for training consists of 70 speakers (35 female speakers
and 35 male speakers). The total amount of training set’s time duration has been
estimated as about 49.6 hours.

For testing, we used 100 Chinese names (2 or 3 Chinese characters) as the
fixed phrase for each speaker to read. 13 speakers (6 males and 7 females) were
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required to speak each name for 4 sessions. The first session of speaker’s own
recordings were used as the testing data while the other 3 sessions were further
used for adaptation. The testing data used for UV is microphone based which
was separately designed. Total 1300 utterances made the set of clients, and 7800
utterances which were partly selected from the other 99 Chinese names were test
of imposters.

4.2 Experimental Results

In our experiment, the acoustic features are composed of 12 PLP coefficients
and the energy. By including the first and second derivatives of the parameters,
39-dimension feature vectors were finally used.

We use a set of context-independent (CI) phone units as a universal phone set.
There are 59 (21 Initials and 38 Finals) CI phonemes models. The experiment
is carried out to achieve an overall good verification performance. The optimal
number of mixtures is determined empirically. Finally 8 mixtures per state are
used for HMM-based confidence measures and 128 mixtures per state for GMM-
based confidence measures.
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Fig. 3. Comparison of performance on various features and boosting algorithm

Fig.3 shows the Detection Error Tradeoff (DET) curves [11] for the evaluation
of UV. With the single confidence measure, the lowest Equal Error Rate (EER)
is 2.96% which is achieved by HMM on-line garbage model. Applying boosting
approach, we reduced the EER to 2.27%, a relative improvement of 23.3%. We
also experiment with the conventional classifier of Multiple Layer Perceptions
(MLP) and Support Vector Machines (SVM). The MLP and SVM produce the
EER of 2.38% and 2.59% respectively.
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5 Conclusion

We have investigated a boosting approach for the utterance verification. In this
work, we combine several confidence measures together with boosting classifier.
The experiments show that it can remarkably improve the verification perfor-
mance of the system. Compared with the best confidence measure, the EER is
reduced from 2.96% to 2.27% (-23% relative). Additionally, we found the boost-
ing approach is better than SVM and MLP classifiers, in term of the EER.
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Abstract. Artificial Neural Networks (ANNs) have been studied intensively in 

the field of computer science in recent years and have been shown to be a 
powerful tool for a variety of data-classification and pattern-recognition tasks. 
In this work, computerised diagnostic performance of hepatitis disease was 
investigated by various ANNs. Multilayer Perceptron, Radial Basis Function 
Neural Network, Conic Section Function Neural Network, Probabilistic Neural 
Network, and General Regression Neural Network structures have been used 
for this purpose. To determine diagnostic performance of networks for hepatitis 
disease, cross validation method and ROC analysis were applied.  

1   Introduction 

Artificial Neural Networks (ANNs) have been studied intensively in the field of 
computer science in recent years and have been shown to be a powerful tool for a 
variety of data-classification and pattern-recognition tasks.  

There are many types of hepatitis disease. Causes include viruses, toxic chemicals, 
alcohol consumption, parasites and bacteria, and certain drugs. Symptoms of hepatitis 
are nausea, fever, weakness, loss of appetite, sudden distaste for tobacco smoking, 
and jaundice. A number of viruses can cause acute viral hepatitis. Five have been 
identified and named hepatitis A through E. At least ten other viruses are under study. 
Hepatitis can be incurred as a complication of several other disorders in addition to 
viral infection, among them amebic dysentery, cirrhosis of the liver, and 
mononucleosis. [1,2] 

In the following section, an overview is given about applied neural networks for 
classification. In the third section, the methods used for showing the performance of 
neural networks have been explained. Data set and obtained results have been given 
in the fourth section.  Finally, the results have been interpreted in the last section. 

2   Overview of Applied Artificial Neural Network Structures 

Five different neural network structures have been used and compared in this work. 
These are Multilayer Perceptron (MLP), Radial Basis Function Neural Network 
(RBF), Conic Section Function Neural Network (CSFNN), Probabilistic Neural 
Network (PNN), and General Regression Neural Network (GRNN). 
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2.1   Multilayer Perceptrons (MLPs) 

Multilayer Perceptrons have been applied successfully to solve some difficult and 
diverse problems by training them in a supervised manner with a highly popular 
algorithm known as the error back-propagation algorithm. This algorithm is based on 
the error-correction learning rule. The activation of a hidden unit (neuron j) is a function 
fj of the weighted inputs plus a bias, as given in Eq.1. 

) y ( f = )  + x w  ( f = x pjjjipji

 

i
jpj θ                                    (1)  

where wji is the weight of input i to neuron j, xpi is input i, that is, output i from the 
previous layer, for input pattern p and j is the threshold value. The output of the 
hidden units is distributed over the next layer of xh,2 hidden units until the last layer of 
hidden units, of which the outputs are fed into a layer of xo output units. [3,4] 

2.2   Radial Basis Function Neural Network (RBFNN) 

Radial Basis Function Neural Network is curve fitting approximation in multi-
dimensional space. Generalization of RBFNN is equivalent to usage of multi-
dimensional surface found during training phase. Hidden layer function is usually a 
Gaussian function which takes the exponential of standard Euclidean distance as 
shown in Eq(2) . 
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Each RBF neuron corresponds to a region of the n-dimensional input space 
centered at location c. The activation of a RBF neuron in response to an input x is a 
function of the distance from x to its center. Activation ranges from 0 for distant 
inputs to 1 for inputs coincident with basis center. [3,4] 

2.3  Conic Section Function Neural Network (CSFNN) 

Conic Section Function Neural Network is a unified framework based on hyperplanar 
and hyperspherical decision regions as special cases of conic sections. These are 
decision regions of MLP and RBF networks, respectively. The idea of CSFNN is to 
generalise unit function that contains all decision regions by providing a relationship 
between RBF and MLP units. Activation for CSFNN can be given in a general form as 
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where i and j are the indices referring to the units in the input and hidden layer, y is 
the output of network. This equation consists of two major parts analogous to the 
MLP and RBF networks. wij refers to the weights for MLP network and cij refers to 
the centre coordinates in an RBF network. ωj is the opening angle of a cone to provide 
transition from RBF to MLP.[5] 
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2.4   Probabilistic Neural Network (PNN) 

The PNN is a normalized RBF network in which there is a hidden unit centered at 
every training case. These RBF units are called “kernels” and are usually probability 
density functions such as the Gaussian. Each pattern neuron computes a distance 
measure between the input and the training case represented by that neuron as given 
in Eq(4). The output neuron is a threshold discriminator that decides which of its 
inputs from the summation units is the maximum. [6] 
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2.5   General Regression Neural Network (GRNN) 

General Regression Neural Network was proposed by Specht [7] as an alternative to 
iterative training of feedforward networks. Unlike MLP, GRNN requires only a one-
pass training process. Due to such a property, the training time of GRNN is 
incomparably short. GRNN is a statistical solution to system identification and 
modeling [7] problems, however, it exhibits a parallel structure that can be 
implemented as a feed forward neural network.  

3   Diagnostic Performance 

Cross validation method and receiver operating characteristic analysis were used to 
show diagnostic performance for hepatitis disease. 

3.1   Cross Validation (CV) Method 

Cross validation is a model evaluation method that is better than residuals. The 
problem with residuals is that they do not give an indication of how well the learner 
will do when it is asked to make new predictions for data it has not already seen. One 
way to overcome this problem is to remove some of the data before training begins. 
When training is done, the data that was removed can be used to test the performance 
of the learned model on “new” data. This is the basic idea for cross validation.  

In cross validation, a portion of the data is set aside as training data leaving the 
remainder as testing data. For k-fold cross validation is the data set is divided into k 
subsets, and the holdout method is repeated k times. Each time, one of the k subsets is 
used as the test set and the other k-1 subsets are put together to form a training set. 
Then the average error across all k trials is computed. The variance of the resulting 
estimate is reduced as k is increased. The disadvantage of this method is that the 
training algorithm has to be rerun from scratch k times. [8] 

3.2   Receiver Operating Characteristic (ROC) Analysis 

ROC analysis is related to cost/benefit analysis of diagnostic decision making. Widely 
used in medicine, it has been introduced recently in machine learning .  
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ROC methodology is appropriate in situations where there are two possible "truth 
states" (i.e., diseased/normal, event/non-event, or some other binary outcome), "truth" 
is known for each case, and "truth" is determined independently of the diagnostic tests 
/ predictor variables / etc. under study. 

In ROC analysis, there are two important measures: sensitivity and specificity. 

negativesfalseofnumberpositivestrueofnumber

positivestrueofnumber
ysensitivit

+
=

 

positivesfalseofnumbernegativestrueofnumber

negativestrueofnumber
yspecificit

+
=

 

where #true positives and #false negatives are the number of disease case correctly 
classified and incorrectly classified as normal case, respectively. Similarly, #true 
negatives and #false positives are the number of normal case correctly classified and 
incorrectly classified as disease case. [9] 

4   Data Set, Methods and Simulation Results 

Hepatitis database [10] used in this work contains 155 samples in total with 75 of 
them having missing attributes. There are two classes in the hepatitis disease: death 
(disease case) and life (normal case). First class has 13 instances and second class has 
67 instances. All samples have 19 attributes [10,11]. 

Table 1. Overall classification accuracies of ANNs for 5-fold CV 

Structures train set (%) test set (%) average 
MLP-bfg 96.91 83 89.96 
MLP-cgb 95.31 84 89.66 
MLP-cgf 89.81 81.25 85.53 
MLP-cgp 95.29 83.5 89.40 
MLP-gdm 78.38 74 76.19 
MLP-gda 83.69 77.75 80.72 
MLP-gdx 83.88 79.13 81.51 
MLP-oss 91.91 81.25 86.58 
MLP-scg 93.66 80.25 86.96 
MLP-br 92.44 79 85.72 
MLP-gd 79.47 76.88 78.18 
MLP-lm 100 83.88 91.94 
MLP-rp 99.56 83 91.28 
RBF-rb 100 67.5 84 
RBF-rbe 100 82.5 91.3 
CSFNN 95.62 90 92.81 
PNN 100 88.75 94.5 
GRNN 100 83.8 92 
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5-fold cross validation method was used to demonstrate the generalization ability 
of the networks. Five neural network structures; MLP with various learning 
algorithms, RBF trained by Orthogonal Least Squares algorithm (RBF-rb) and fixed 
centres (RBF-rbe), CSFNN, PNN, and GRNN have been trained and tested with the 
appropriate data. Classification accuracies of the networks for both train and test sets 
were given in Table 1. Average results can also be seen from Table 1. 

The levels of sensitivity and specificity are very important to evaluate real 
performances of the networks. Therefore, ROC analysis was applied to all networks. It 
can be seen from the Table 1, LM backpropagation and resilient backpropagation 
algorithms gave the best two results. For this reason, these two algorithms were chosen 
for MLP in ROC analysis. The comparative sensitivity and specificity values of the 
networks for train and test sets were given in Table 2. 

Table 2. Results of ROC analysis 

Train Test 
Networks 

Sensitivity Specificity Sensitivity Specificity 
MLP-lm 1 1 0.38 0.94 
MLP-rp 0.99 1 0.53 0.91 
RBF-rb 1 1 0.85 0.57 
RBF-rbe 1 1 0.99 0.27 
CSFNN 0.98 0.84 0.94 0.7 

PNN 1 1 0.97 0.47 
GRNN 1 1 0.97 0.53 

5   Conclusions and Discussion 

In this paper, the computerised diagnostic performances of MLP, RBF, CSFNN, 
PNN, and GRNN structures were evaluated for hepatitis disease. The networks were 
5-fold cross-validated to show the performances on unknown cases.  

In the previous work [11], only gradient descent with momentum and adaptive 
learning backpropagation for MLP, RBF trained by Orthogonal Least Squares 
algorithm and CSFNN have been used. In this work, to show the performances of 
different neural networks and training algorithms, 13 MLP and 2 RBF algorithms 
were used and PNN and GRNN have been also investigated. 

In terms of accuracy, PNN gave the best result with 94.5% in average. CSFNN has 
the second best accuracy with 92.81%; however, CSFNN is better than all the other 
networks over the test set with an accuracy of 90%. On the other hand, high 
classification accuracy is less important than the high sensitivity and/or specificity of 
a classifier system for many medical problems. As ROC analysis allows quantifying 
the accuracy of diagnostic tests, sensitivity and specificity values of all ANNs have 
been considered for both train and test sets separately to show real performances.  

After ROC analysis applied to training set, it was seen that all sensitivity and 
specificity values were 1 for MLP-lm, RBF, PNN, and GRNN networks since they 
classified all training samples correctly. However, for test set, in terms of both 
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sensitivity and specificity values, the performance of CSFNN was the best, by 
matching with the classification accuracy. 

MLP-lm  produced the worst result for the test set with respect to determination of 
diseased cases. RBF-rbe was observed that the worst network regarding to specificity 
for the test set although it has the best value for sensitivity. As a result, it was seen 
that the CSFNN can be successfully used in computerised diagnosing of hepatitis 
since it has the best results in terms of both accuracy and ROC analysis in the test set.  
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Abstract. Information extraction is becoming an important task due to the vast 
growth of the online texts. Pattern rule induction is one kind of main methods to 
do information extraction. Manually constructing pattern rules is tedious and er-
ror prone. In this paper, we present GRID_CoTrain, a weakly supervised para-
digm by bootstrapping GRID (a supervised rule induction system) with co-
training and active learning. We also utilize external knowledge resource such 
as WordNet and existing ontology knowledge to optimize the learned pattern 
rules. 

1   Introduction 

Due to the huge amount of online texts from the web, Information Extraction (IE) is 
becoming an essential tool for intelligent text processing. Among several popular 
machine learning technologies for information extraction, pattern rule induction plays 
an important role [1]. Since it is time-consuming and error prone to manually annotate 
training data for supervised systems, there are many research efforts in recent years 
that focus on bootstrapping an IE system using a small set of annotated data and plen-
tiful un-annotated data to implement weakly supervised learning [2, 3, 4]. Co-training 
is one such bootstrapping strategy. Co-training begins with a small number of labeled 
data and a large number of unlabelled data. It trains more than one classifier from the 
labeled data, uses the classifiers to label some unlabelled data, trains again the new 
classifiers from all the labeled data, and repeats the above process. Co-training with 
multiple views learners reduce the need for labeled data by exploiting disjoint subsets 
of features (views) such as contextual and content views, each of which is sufficient 
for learning. Initial studies of co-training focused on the applicability of co-training 
on clarifying the assumptions needed to ensure its effectiveness. [4] presented a PAC-
style analysis of co-training and made two important conclusions: first, each view of 
the data should itself be sufficient for learning the classification task; and second, the 
views should be conditionally independent of each other. More formally, given that X 
is the training feature set and Y is the classification, we assume that X=X1×X2, where 
there exist functions g1: X1  Y and g2: X2 Y such that f(X) = g1(X1) = g2(X2) for all 
X=X1|X2. In the real world domain, this ideal assumption is not fully satisfied as there 
are some ambiguities in the classes of noun phrases [5]. For example, the noun phrase 
“Columbia” could be a “location” (in the context of “headquartered in Columbia”) or 
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an “organization” (in the context of “Columbia published …”). Although the tight 
constraints are not fully satisfied in most information extraction tasks, researchers 
found that co-training with separate feature sets still performed better than the ones 
which do not split the feature sets [6]. [5] showed that combination of active learning 
and bootstrapping (using CoEM algorithm) made the information extractor robust 
although the ambiguities of noun phrase classes exist. One of the problems when 
applying co-training algorithms for natural learning from large datasets is the scalabil-
ity problem. Degradation in the quality of the bootstrapped data arises as an obstacle 
to further improvement [7] in the learning process. In this paper, we combine co-
training with active learning to overcome this problem. Active learning methods at-
tempt to select only the most informative examples for annotation and training and 
therefore are potentially very useful in natural language applications. In the experi-
ments, we include a human to annotate some instances after a few iterations in an 
active learning framework. We investigate several active learning strategies in the co-
training model to determine which instances should be annotated by the human. The 
strategies considered include: uniform random selection, density selection, commit-
tee-based sampling and confidence-based sampling. On the other hand, during the 
course of bootstrapping, the quality of the learned pattern rules is crucial for the effec-
tiveness of the final learner. We use WordNet as a general dictionary source to opti-
mize the learned rules. 

In this paper, we describe a bootstrapping pattern rule-based IE system, called 
GRID_CoTrain, which co-trains the context and content views with active learning 
using an existing pattern rule learner GRID [8]. In Section 2, we describe some re-
lated research of bootstrapping for IE tasks. Section 3 briefly introduces the super-
vised rule learning system, GRID. Section 4 describes the bootstrapping algorithm, 
GRID_CoTrain in detail and the strategies of rule optimization using the general 
WordNet plus the domain ontology knowledge. Section 5 presents our experimental 
results on the terrorism domain. Finally, we conclude this paper in Section 6. 

2   Related Bootstrapping Systems for IE Tasks 

In recent years, many researchers have used bootstrapping technology for various 
information extraction tasks. The Snowball system [2] introduced the strategies for 
generating patterns and extracting tuples from plain-text documents that require only 
a handful of training examples from users. They use a simple relation which is “or-
ganization-location” (where is the organization located) for evaluation. Multi-level 
bootstrapping is used in [9] for generating both the semantic lexicon and extraction 
patterns simultaneously. To alleviate the deterioration in performance due to non-
category words entering the semantic lexicon, the outer bootstrapping mechanism 
compiles the results from the inner bootstrapping process and identifies the most 
reliable lexicon entries. As input, it requires only un-annotated training texts and a 
handful of seed words for a category. [3] described two bootstrapping algorithms, 
DL_CoTrain (DL stands for decision list) and AdaBoost for named entity classifica-
tion. In [7], the authors pointed out that there are some limitations to co-training for 
natural language learning from large datasets. They proposed a “correct co-training” 
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to solve the scalability problem during the course of bootstrapping and suggested the 
combination of weakly supervised learning (such as co-training) with active learning. 
[10] described an active learning model with a strong view and a weak view, Aggres-
sive Co-Testing, for wrapper induction. A strong view consists of features that are 
adequate for learning the target concept (such as contextual view); in contrast, in a 
weak view, one can only learn a concept that is more general or specific than the 
target concept (such as the content view). Take for an example, to extract the tele-
phone number from a webpage, a strong view rule could be “* Phone: (number)” 
which indicates “skip any token until “phone” appears followed by numbers”. This 
strong view rule is sufficient to extract the telephone numbers from structured web 
pages. A weak view rule, such as “(number) – number number”, is not sufficient to 
identify whether it’s a fax number or a telephone number. Aggressive Co-Testing 
exploits both strong and weak views and uses the weak views both for detecting the 
most informative examples in the domain and for improving the accuracy of the pre-
dictions. [11] introduced competition among several scenarios simultaneously. This 
provides natural stopping criteria for the unsupervised learners, while maintaining 
good precision levels at termination. In GRID_CoTrain, we plan to combine co-
training with active learning. Co-training is performed by training content rules and 
contextual rules. After several iterations, a human being is in charge of labeling sev-
eral instances that are selected by several active learning strategies. We will investi-
gate the performances of various active learning methods in the experimental evalua-
tion section. 

3   A Brief Introduction to GRID 

GRID (Global Rule Induction for online Documents) [8] is a supervised covering 
pattern rule induction system. It examines all training instances for one class at the 
representation levels of lexical, syntactic and semantic simultaneously. GRID adopts 
chunks (noun or verb phrase) information provided by a shallow parser as units to 
determine the context of the pattern rules. As chunk is of higher syntactic level than 
word or token, it provides a more appropriate unit to model context. Also GRID in-
corporates named entity recognition to provide semantic constraints for pattern rule 
induction and uses a novel statistics based lexical chaining method to generalize pat-
tern rules. GRID obtained good IE performance in semi-structured webpages and free 
texts and can be applied successfully in definitional question answering and video 
story segmentation tasks [12]. We list some of the typical pattern rules learned by 
GRID as follows (in MUC-4 terrorism domain):  

“murder/killing” followed by “of” followed by any noun phrase  noun phrase is “victim” 
 any noun phrase followed by a passive verb phrase with “kill”  noun phrase is “victim” 
any noun phrase followed by a passive verb phrase with “kidnap”  noun phrase is “victim” 

4   Bootstrapping Algorithm GRID_CoTrain 

We use GRID as the base learner in the bootstrapping scheme. The bootstrapping 
scheme is co-trained by two views, one is the content view and the other is the con-
textual view. 
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4.1   Bootstrapping GRID Using Co-Training with Two Views 

Co-Training with multiple views is a weakly supervised paradigm for learning a clas-
sification task from a small set of labeled data and a large set of unlabeled data, using 
separate, but redundant, views of the data. The main task of information extraction is 
to extract specific semantic entities from the text documents and to determine their 
relationship in filling in a template. The extraction of semantic entities requires the 
use of context, which can be expressed in the general form as: 

<c-k>…<c-2><c-1> <c0> (sem_entity) <c 1><c 2>…<c k> . (1) 

where <ci> {i = -k to +k; i≠0} refers to the context token at position i of the semantic 
entity, and k is the number of context tokens considered. <c0> represents the central 
semantic entity itself. 

We consider the <c0> (sem_entity) as the content view X1; the left and right con-
text information (i.e. <ci> {i = -k to +k; i≠0}) are considered as contextual view X2. 
Figure 1 indicates the basic procedure of GRID_CoTrain with two views. 

 

Fig. 1. Overall paradigm of GRID_CoTrain 

We present the detailed algorithm of GRID_CoTrain as following: 

(a) Initialization: We define two pools in this algorithm. One is lexicon pool which 
contains list of words/phrases for content view for each category. The other is pattern 
pool which contains list of patterns for contextual view derived so far for different 
category. Initially, we set the lexicon pool to the set of user selected seed words for 
each category. The initial set of content rules equal to the set of “seed” words for each 
type. For example, “FMLN” is one of the seed words for the category of “perpetra-
tor” in the MUC-4 corpus. The corresponding content rule is “full string = FMLN  
FMLN is a perpetrator”. The pattern pool is initially set to null. 
(b) Label the training set using the current set of content rules. Instances where no 
rule can be applied are left unlabeled. 
(c) Use the labeled examples to induce the pattern rules by employing the GRID algo-
rithm. In the weakly supervised learning model of GRID_CoTrain, we do not have 
enough positive and negative examples to evaluate the pattern rules in which it is 
different from what we do in the supervised model of GRID. Instead of using the 
Laplacian measure in the supervised version, we use an RlogF metric [9] to score 
each pattern rule. The score for each pattern is computed as: 

( ) 2log ( ) log ( )i i i iR F pattern F N F= ∗  . (2) 
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where Fi is the number of category members extracted by patterni and Ni is the total 
number of noun phrases extracted by patterni. 

We select the top n=3 extraction patterns for each category and put them in the pat-
tern pool accordingly. Intuitively, the RlogF measure is a weighted conditional prob-
ability; a pattern receives a high score if a high percentage of its extractions are cate-
gory members. 
(d) Label the training set using the current set of pattern rules in the pattern pools for 
each category. Examples where no rule applies are left unlabeled. For each extracted 
noun phrase or word, we use the average logarithm metric used in [13] to score it. The 
score for each phrase or word is computed as: 

2
1

( ) log ( 1)
iP

i j i
j

AvgLog phrase F P
=

= +  (3) 

where Pi is the number of patterns that extract phrasei and Fj is the number of distinct 
category members extracted by patternj.  

We select the top 3 phrases or words for each category and put them in the lexicon 
pool accordingly. Generate the content rules for the noun phrases or words added to 
the lexicon pools as in step (a). Set the content rules to be the seed set plus the words 
or the noun phrases added to the lexicon pools and go to step (b). The algorithm can 
be stopped when it runs a fixed number of iterations or when there is no new entries 
added to the lexicon pools and pattern pools. 

4.2   Active Learning Strategies in GRID_CoTrain 

As discussed in Section 1, one problem in co-training paradigm is the degradation in 
quality of automatically bootstrapped data which presents an obstacle to further im-
provement in performance. In GRID_CoTrain, we combine the active learning strate-
gies with co-training to tackle this problem. Active learning is to determine which 
unlabeled instances to label next in order to maximize the learning objective with 
least labeling effort. We restrict our study to selective sampling of active learning 
here. Sample frequency is usually used in selective sampling strategies. Given a train-
ing example of “<c-k>…<c-2><c-1> <c0> (sem_entity) <c 1><c 2>…<c k>”, we con-
sider the frequency of the <c0> (sem_entity) as our criteria for selective sampling. 
Some researchers used the frequency of occurrences of context information as the 
criteria for selective sampling [5]. We investigate several active learning strategies for 
GRID_CoTrain. 

The active learning strategies we investigate are as following: 

(a) Uniform random selection: It selects the <sem_entity> that appear in the training 
examples at least once randomly with equal probability. The actual sample frequency 
is ignored. This sampling selection could be considered as baseline among the various 
strategies. 
(b) Density selection: This sampling selection considers the actual sample frequency. 
The most frequent <sem_entity> in the unlabeled examples set is selected for annota-
tion first. This method is based on the assumption that labeling frequent occurring 
samples would be beneficial for the learner. 
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(c) Certainty-based selection [14]: This sampling selection selects samples with low-
est certainties and presents them to the user for annotation. We use the Equation (3) as 
the certainty metric. 
(d) Committee-based selection [15]: In this paradigm, we regard the committee-based 
sampling as feature set disagreement. Since we learn two classifiers based on content 
view and context view, one way is to select samples where a human can provide use-
ful information to identify samples where these two classifiers disagree. If there are 
such instances, we present them to the human annotator. 

We trust the classification of the samples annotated by the human annotator. So the 
samples that are labeled by the human are considered as correctly labeled training 
samples and the tagged noun phrases are put into their according lexicon pools. The 
labeled samples are put into the labeled training pool for the base learner in the later 
iterations. In Section 6, we will present the performances of different active learning 
strategies in the terrorism domain. In our study, after every 5 iterations, we ask a 
human user to annotate up to 20 samples selected by the active learning strategies. 

4.3   Rule Optimization Using External Dictionary 

At the end of the rule induction learning, we extract a set of satisfied pattern extrac-
tion rules. In general, the rule set obtained is not optimal as it did not consider the 
lexical and semantic relationships between features used in different rules. For exam-
ple, for the <victim> slot in the terrorism attack domain, we may generate similar 
rules but with one different slot element, such as the “murder of <victim>” and “as-
sassination of <victim>”. As these rules share similar semantic meaning, they should 
be merged into a more general rule where the root noun is of the semantic class {mur-
der, assassination}. The generalized rule’s score is re-computed according to Equa-
tion (2).To achieve this, we aim to perform lexical chaining on those rules that con-
tain feature representations of verb phrases or noun phrases. We employ a lexical 
chaining algorithm as described in [16] to determine if the root verbs or head nouns 
can be replaced by their semantic groups. The process uses synsets in WordNet along 
with corpus statistics to find the common semantic group of different lexical tokens. 
At the end of lexical chaining process, we obtain a set of semantic groups, each con-
taining a cluster of related words. These semantic groups are used as the basis to gen-
eralize some features related to nouns and verbs.  

5   Experimental Evaluation 

To evaluate the active learning and rule generalization strategies in GRID_CoTrain, 
we perform experiments on terrorism news articles from the MUC-4 corpus. For 
training, we use the training corpus and the TST1 and TST2 documents.  Altogether, 
there are 1500 documents of the terrorism texts of which 50% are relevant to terror-
ism attacks. The TST3 and TST4 documents are used for testing the learned rules. We 
compare our bootstrapping algorithm of GRID_CoTrain with the supervised results of 
GRID. We run the two algorithms on three semantic categories (perpetrator, victim, 
and target). We used a list of seed words to start the bootstrapping experiments. First, 
we evaluate the different active learning strategies discussed in Section 4.2. Each 
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extracted item is assigned to one of the five categories of: correct, missed, mislabeled, 
duplicate, or spurious. We compute the F1-measure as following: Recall(R) = correct 
/ (correct + missing); Precision (P) = (correct + duplicate) / (correct + duplicate + misla-
beled + spurious); F1 = 2 × P × R / (P + R) 
    We run GRID_CoTrain algorithm 100 times and ask a human to annotate up to 20 
samples manually after every 5 iterations where the samples are selected using differ-
ent strategies of active learning. The learned rule sets are re-evaluated every 10 itera-
tions. From our experimental findings we can draw the following conclusions: 

(a) Bootstrapping with co-training by content view and context view without active 
learning performs well in the first 50 iterations. However, as the automatically anno-
tated samples become larger, the performance decreases. This is partly due to the 
errors accumulated by automatically labeled samples. 
(b) The use of the active learning helps GRID_CoTrain to improve its performance 
steadily as we perform more bootstrapping iterations, as compared to the non-active 
learning system. Among the active learning strategies, we found the certainty-based 
and committee-based strategies to be the most effective.  
(c) GRID_CoTrain performs almost comparable to the supervised learning by using 
the active learning strategies. Thus the human-involved active learning maintains the 
quality of the learned rules, and yet the effort on the part of human annotator remains 
small (needs only about 20% in our experiments) in proportion to the amount of la-
beled data needed for training the fully supervised version of GRID.  

To evaluate the effect of specific ontology knowledge on rule generalization, we 
perform further experiment to compare rule generalization using WordNet. We use 
the committee-based active learning strategy (averaged F1 for the three concept slots) 
as the experimental setting for evaluating the rule generalization method with Word-
Net. The result shows that WordNet can improve the performance of IE by 1.5%. 

6   Conclusion 

Based on our previous pattern rule induction algorithm, GRID, this paper describes a 
bootstrapping pattern induction algorithm, GRID_CoTrain, which combines co-
training with two contextual and content views and several active learning strategies. 
GRID_CoTrain required about 20% human annotation instances through the use of 
active learning strategy during the bootstrapping process to achieve comparable per-
formance of the fully supervised learner of GRID. It shows that the weakly supervised 
algorithm we proposed is effective and alleviates some manual labor work. 
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Abstract. This paper presents a benign prostatic hyperplasia manage-
ment system which allows patients to cut down the number of hospital
visits by using mobile devices like PDA phones or using Web applications
and some information management techniques for patient care.

1 Introduction

According to the Korea National Statistical Office, Korea has already entered
into the aging society with more than 3.35 million aged people in 2000.[1] The
aging of population leads various social problems such as social dynamics drop,
increase in social security cost, reduction in the economically productive pop-
ulation, and so on. In the perspective of disease statistics, it is expected that
more and more aged people would be suffering from chronic diseases like cere-
brovascular diseases, urinary diseases, and so on. Especially, the urinary chronic
diseases such as benign prostatic hyperplasia (BPH) and urinary incontinence
are typical one which lots of aged people come to have as they get older.

In the case of benign prostatic hyperplasia, usually it does not threaten the
life, but degrades the quality of life. The patients with this disease need to see
doctors on a regular basis, e.g. once or twice a month depending on their disease
severity, in order to check up and treat the disease over their aged life. Therefore,
this kind of urinary diseases cost lots of time and money. As the society gets
older, the disease will be more aged people affected by the disease.

This paper presents a medical care service system which has been developed to
provide medical health care service for BHP patients using mobile communica-
tion and information management techniques. The number of patients’ hospital
visits could be reduced by making them enter self-observed symptoms into the
system and then by causing the system to inform them of whether they seem to
be good to see their doctor on the scheduled date.
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2 BPH Patient Care

In order to follow up the BPH patients’ disease state, the physicians in urology
department usually ask them to fill out the well-specified symptom questionnaire
on a periodic basis. When they see a physician, they bring the answer sheets and
the physician writes the prescription based on the sheets, his/her diagnosis, and
the medical lab test results, if necessary. As the typical questionnaires, there are
International Prostatic Symptom Score (IPSS)[5] and NIH-Chronic Prostatitis
Symptom Index(NIH-CPSI)[6]. The questionnaires ask several questions such
as the frequency to feel unease on urination, the frequency of night urination,
the interruption during urination, average flow rate, and so on, and makes the
patients score their symptoms. This kind of patients’ questionnaire answers are
considered as important information when a physician diagnoses patients. Due
to inherent characteristics of BPH, the patients need to visit hospital regularly
to control their disease.

In order to reduce the number of hospital visits and to provide better medical
care services for the BPH patients, we have designed and developed a prototype
system with which the BPH patients are cared. In the developed system, the
BPH patient care service is practiced as follows: At the first visit of a BPH pa-
tient to a hospital, the physician registers him into the system and records all
pieces of information about patients including basic lab tests and observation re-
sults like prostate size, prostate specific antigen, digital rectal examination, urine
analysis, Bun, maximum/average flow rate, blood pressure, waist circumference,
weight, and so on. According to the diagnosis results, the physician issues a
prescription for the patient and sets for the patient the next hospital visit date
which is somewhat farther than in the conventional treatment which does not use
such developed system. At home, the patient observes his symptoms by himself
and enters them into the system using a mobile device like a PDA phone on a
regular basis (e.g., once a week). Each time the system receives a patient’s input
about his symptoms, it decides his disease state using the diagnosis knowledge
constructed by the BPH specialists and determines whether it is good for him to
visit the hospital on the scheduled date. Depending on the decision, the system
sends the patients a message about hospital visit schedule. If the diagnosis tells
that his disease state gets worse, the system informs him of urgent visit. With
the system, the BPH patients can lessen the number of hospital visits but they
receive still the quality care for themselves.

3 The BPH Patient Care Service System

3.1 The System Architecture

Figure 1 shows the architecture of the developed system which provides the
health care services for the BPH patients. The system consists of several dis-
tributed servers and modules as follows: Patient Data Communication Software,
Patient Web Interface Physician side Patient Information Retrieval Software, Pa-
tient EMR DB Server, SMS Server, Patient Disease State Decision Server, and
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Fig. 1. The BPH Patient Care Service System

Physician side Patient Information Management Server. The following sections
describe the constituents of the system in more detail.

3.2 The Patient Data Communication Software

The BPH patient care service system is developed to reduce the number of
hospital visits and to provide quality patient care service for BPH outpatients.
In order to follow up their disease state, the BPH patients need to report their
symptoms to the hospital or their physician on a regular basis while they stay
home. It would be desirable for them to report their symptoms in a computerized
way regardless of time and place. Therefore, as one of data terminals for patients,
we chose to use PDA phones which have the computing capability as well as
wireless communication capability. We have developed a PDA program which
helps the BPH patients to answer the questionnaire about their symptoms and
sends the answers to the Patient Disease State Decision Server. Despite the
PDA phones are an excellent platform to run such software and to make data
communication over the wireless Internet, they are still unfriendly especially
to the aged people. Hence, we have paid special attention to the user interface
design of the PDA program. The program was developed to allow the patients to
answer the questions by their finger on the touch screen of PDA phones without
using a tiny stylus pen. In addition, to make the patients feel easy in using the
program, it plays recorded voices to read the questions at each question page.
The audio guidance was recorded by a physician who sees the BPH patients in
Chungbuk National University Hospital, Korea. Although a patient has a slight
sight problem, he can answer the questions by choosing a button corresponding
to the answer. At the end of the question-answering sequence, the program asks
the patient whether he wants to send the answers to the Patient Disease State
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Decision Server in the hospital. In the meanwhile, the Patient PDA program
allows the user to retrieve his past history data like history of IPSS scores,
waist circumferences, and so on, from the Patient EMR DB server and thus he
can survey his symptom trends. The PDA phone accesses the hospital servers
through the wireless Internet connection. When the PDA program accesses the
hospital servers, it sends his ID and password for authentication and encrypts
the messages with a symmetric encryption mechanism. The IP address and the
port number for the Patient Disease State Decision Server are set up by default
when the program is installed. On the PDA phones, the users are allowed to
change the configuration such as server IP address and port number.

3.3 The Patient Web Interface

The PDA phone-based Patient Data Communication devices are excellent in the
perspective of mobility and portability, yet they have some restrictions such as
device costs, small screen size, wireless Internet access cost, and so on. Hence,
the developed BPH patient care system additionally provides the patients with
a web-based interface which has the same functionality as the PDA phone-based
program. The Patient Web Interface accesses the hospital servers through the
web browsers like MS Internet Explorer over the wired Internet and also pro-
vides the audio guidance along with some additional information about BPH
management. For the consistent interface, the Patient Web Interface has been
designed with the same style as that of the PDA phone-based program.

3.4 The Physician-Side Patient Information Management Server

The Physician-side Patient Information Management Server takes charge of reg-
istering new patients, adding/deleting/updating the records of patients, and re-
trieving relevant records according to the physicians’ requests. When a new pa-
tient decides to employ the BPH patient care service, his physician creates a new
account for the patient. All pieces of information about the BPH including the
basic personal information and lab test results, diagnosis results, prescription,
and next hospital visit date come to be stored in the EMR DB server through the
Physician side Patient Information Manager Server. Each time the patients see
a physician, the physician adds a new record about his/her diagnosis, and some
factors such as prostate size, maximum/average flow rate, IPSS score, quality of
life score, and so on.

When a physician sees a patient, the physician may refer to the patient’s
past clinical history data with the help of the Patient Information Management
Server. In order to make it convenient for the physicians to use the server, the
Web-based interface has been implemented and thus they can use the server
through a Web browser from any computer over the Internet.

3.5 The Patient EMR DB Server

The BPH Patient EMR(Electronic Medical Record) database(DB) is the repos-
itory for all pieces of information about the BPH patients served by the BPH
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Patient Care Service System. For each patient, it keeps the basic personal infor-
mation, the clinical history data about the lab test results, symptoms submitted
by the patients through their PDA phones or Patient Web Interface, and the di-
agnoses and treatments. In BPH treatments, it is important to trace the trends
of the changes of symptoms and disease states in order to figure out the patient’s
disease progress. Therefore, the database server maintains the historical data for
the patients and allows to retrieve such information. The server provides the
DB access interface for the other servers like Physician side Patient Information
Management System, Patient Disease State Decision Server, and SMS Server.

3.6 The Patient Disease State Decision Server

The major goal of the developed service is to reduce the number of hospital
visits while maintaining the disease control quality level. If a patient seems to
remain in same disease state as that of the previous hospital visit or to be
improving, the BPH Patient Care system is expected to inform him he could
pay a visit to the hospital on the scheduled date or to recommend him to change
the amount of medicine to take within the allowance range of his physician’s
prescription. If a patient is suspected to get the disease state worse, the system
is expected to recommend him to see doctor immediately or earlier than the
scheduled date. In order to make such decision, the service system makes use
of medical diagnosis knowledge provided by the BPH medical specialists. When
the service system has been developed, the BPH specialists have participated in
building the diagnosis knowledge. The knowledge acquired from the specialists
had some incomplete or conflict aspects and thus such knowledge was engineered
to cover all possible cases and to resolve the conflicts in the knowledge with the
help of BPH specialists. Table 1 shows a piece of BPH disease state decision
knowledge used in the developed system. In the developed system, the Patient
Disease State Decision Server also plays the role of the access point for the
Patient Data Communication programs and it authenticates the patients with
their ID and password.

Table 1. A piece of BPH state decision knowledge

The situation that 8 ≤ IPSS ≤ 19 and Qmax < 15 and Prostate size ≥ 30

ΔF ≤ −3 ΔF < |3| ΔF = 3 3 < ΔF < 4 ΔF ≥ 4
ΔI ≤ −3 next visit in 1 mth next visit in 1 mth prostate checkup prostate checkup prostate checkup

−3 < ΔI < 0 next visit in 1 mth next visit in 1 mth next visit in 1 mth next visit in 1 mth next visit in 1mth
ΔI = 0 next visit in 1 mth next visit in 1 mth next visit in 1 mth next visit in 1 mth next visit in 1mth

0 < ΔI < 3 next visit in 2 mths next visit in 1 mth next visit in 2 mths next visit in 2 mths next visit in 2 mths
3 ≤ ΔI < 4 next visit in 2 mths next visit in 1 mth next visit in 2 mths next visit in 2 mths next visit in 2 mths

ΔI ≥ 4 next visit in 2 mths next visit in 1 mth next visit in 2 mths next visit in 2 mths next visit in 2 mths

ΔF : the change of average flow rate, ΔI : the change of IPSS

3.7 The SMS Server

After a patient sends his symptoms to the Patient Disease State Decision server,
the server makes decision about the hospital visit date and how to control the
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dose of the prescribed medicine with reference to the diagnosis knowledge base.
During the decision process, it accesses the patient EMR database and thus
takes some time until to inform the patient of the decision. Therefore, instead
of notifying its decision during the current Internet access session, the service
system sends its decision to the patient by a SMS(Short Message Send) message.
The SMS server sends messages to the patients about both the recommended
hospital visit date and the dose control information based on the symptom data
provided by the patients, and it also plays a role of providing alarm services like
notifying the schedule to observe and send their symptoms to the service system,
and so on.

3.8 The Physician-Side Patient Information Retrieval Software

With this service system, the physicians would provide better medical care ser-
vices for the BPH patients and thus they are willing to provide advice for
their patients when they seek for some advice about their disease. To under-
stand the patient’s state, the physicians need to look up the patient’s medical
records. If the Internet is available around them, they could access the Physi-
cian side Patient Information Management server with the Web browsers and
get the necessary information. Sometimes, they could not access the Internet
even if they want to look at the patient’s records. To handle this kind of sit-
uations, the Physician side Patient Information Retrieval Software has been
developed which runs on a PDA phone and allows the physicians to retrieve
patients’ records on their PDA phone. With this PDA phone accessibility, the
patients could provide necessary advice for their patients at any time, at any
place.

4 Conclusions

The number of BPH patients is expected to grow as the population gets older.
As the ubiquitous computing infrastructure goes well established, various kinds
of ubiquitous health care services would be available. The BPH patient care
system has been developed to reduce the number of patients’ hospital visits,
yet provides quality medical services. The system has been developed to apply
the service to the BPH patient care from the Urology Department, Chungbuk
National University, Korea. The distant medical services could cause some legal
problems according to the Korea operative legal system. Due to this reason, the
information provided to the patients was carefully chosen. The system does not
tell whether the patient states is getting better or worse. Instead of that, the
system informs patients of the next hospital visit date chosen within the pre-
specified visit schedule. As we accumulate sufficient experience on experimental
services for a limited volunteer group of BPH patients, the service is expected
to be stabilized into a mature service in near future.
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Abstract. In this paper, a system based on Artificial Neural Network (ANN) 
for classifying automobile parts with different shapes is presented. The system 
gets the original information from an image sensor, classifies two sorts of 
automobile parts with different shapes after processing these images. The clas-
sifier designed in this paper adopts the ANN with an improved BP algorithm. 
The perimeter, acreage and the degree of the decentralization of the automo-
bile parts in the intensity image are taken as the input feature vectors. For the 
No.1 part and No.2 part, the experimental result indicates that the recognition 
accuracy rate can reach up to 99% in this system and the productivity will be 
improved obviously comparing with the checking result in the off-line system 
manually. 

1   Introduction 

Along with the continuous development of the computer vision technology in indus-
trial producing, it is possible to carry on the on-line test to the products on the assem-
bly line with the image processing [1]. In other words, the on-line processing automati-
cally and the quality monitoring can be real.  

Generally humanity recognizes the different objects by their contours, such as the 
airplane, the industrial components and so on. Since the object shapes can be under-
stood by their contour lines or object on the outside surface, the shape description can 
be transformed to the outline or the superficial description. There are mainly two 
kinds of methods in shape recognition. One is based on the region shape recognition 
methods, which describes the region and starts from the image content. Another is 
based on the outline, which extracts the edge of the image to produce a continual 
contour line, and then describes this outline [2].  

The following aspects are requested: (1) Withdrawing the revolution invariabil-
ity, the position invariability and the size invariability of the shape. (2)Strong robust 
if the input image is noisy or damaged. (3) High running speed for the real-time 
application system. For the good robust and the association memory function, ANN 
can be utilized to optimize system parameter and enhance the recognition effect. 
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The system presented in this paper meets the above requirement with acceptable 
correct rate. 

2   Systemic Design 

Classifying the industrial parts according to their shapes is a kind of pattern recogni-
tion problems. It is one of the high-tech researches and can be used in many applica-
tion domains. The typical pattern recognition system consists of five processes: Ac-
quiring Information, Image Preprocessing, Feature Extraction and Selecting, Design 
of the Classifier and Classifying Realization. 

The pattern recognition methods can be approximately divided into five sorts [1]: 
statistical decision-making, structure pattern recognition, fuzzy pattern recognition, 
ANN pattern recognition and Support Vector Machine (SVM) pattern recognition. 
The first two methods are developed early, so the theory is mature. For the fuzzy 
pattern recognition is more logical and the ANN methods have stronger ability to 
solve the complex pattern recognition problems, researchers pay more attention on 
them gradually. SVM was developed quickly in the research on pattern recognition in 
the recent years, which with high learning capability. Compared with ANN, SVM can 
overcome efficiency problems, such as partial minimum, dimension disaster and so 
on. However, with the information processing parallelism, self-organizing and self-
adapting abilities, strong learning capability and the high fault-tolerant performance, 
ANN has shown its unique superiority in solving complex pattern recognition prob-
lems [2, 3, 4]. 

PC 

Image  
Capture card 

CCD camera 

Platform 

Part

Illumination room 

Photosource 

 

Fig. 1. The classifying system of industrial parts 

In this paper, the ANN-based classification system mainly consists of five parts. 
It is shown in Fig. 1. In this system, the input variables express the sample’s fea-
tures. In training stage, the classifier adjusts the weights by a study algorithm ac-
cording to the feedback from the classifier’s output layer after get the correct result 
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When the following test sample is extremely similar to the sample using in training, 
the classifier can make the correct response. It endues the system better modulariza-
tion, transplantation and transparency to adopt the optimized BP ANN. Fig.2. show 
the procedure. This classifier is realized by Visual C++. Input sample set and the 
corresponding training objective set are saved in hard disk in order to guarantee the 
data reliability. 

According to the sample’s construction and the object set, the training module de-
cides the construction of the network and initializes the weight value and trains the 
network. The entire transformation module is transparent to the users. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Flowchart of the neural network classifier 

3   Realization of Classifying Algorithm  

3.1   Procedure of the Whole System 

The system presented in this paper is used to classify two sorts of parts with different 
shapes automatically. The parts are shown in Fig. 3.The system gains the images 
through the image gathering system, and then carries out the image preprocess- ing, 
which including the image enhancement, the smoothing, the edge withdraws and so 
on. After image preprocessing, it recognizes the parts through the feature extraction, 
with ANN-based pattern recognition methods. The software design diagram is shown 
in Fig.4. 

3.2   ANN-Based Recognition Module Realization 

Feature vector obtaining. In this system, the perimeter, acreage and the degree of the 
decentralization are taken as the input feature vectors. The detailed extracting meth-
ods are as follows. 

Training module 

Samples set for training 

Transform module 

Trained network 
module Result 

Objects of  
training  

Unknown 
samples 
 set 

Input samples set 



 An ANN-Based Classification System for Automobile Parts with Different Shapes 1201 

  

Fig. 3. Two sorts of parts                         Fig. 4. The diagram of the system software 

Usually there are 3 similar definitions of perimeter:(a) If each pixel in the image is 
regarded as a square with unit area, the region S and background are all composed by 
small squares. The perimeter of the region S may be defined as the length of the 
boundary. (b) If each pixel is regarded as one spot, the perimeter may be defined as 
the length of the 8-connected chain codes of the region boundary. (c) The perimeter is 
expressed as the area that covers the boundary, i.e. the sum of the boundary points. In 
this paper, as shown in Fig.5, the boundary length, i.e. perimeter is expressed using 8-
connected chain code.The Freeman chain code is a compact way to represent a 
contour of an object. The chain code is an ordered sequence of N 
links }{ , 1, 2,3, ,ic i N= , where ic is a vector connecting neighboring contour pixels. 

The directions of ic are coded with integer values k=0,1,...,K-1 in a counterclockwise 

sense starting from the direction of the positive x-axis. The number of directions K 

takes integer values ( 1)2 m+ , where M is a positive integer. The chain codes where K>8 
are called generalized chain codes. Fig. 5(a) is the directions of an eight connected 
chain code. Fig. 5 (b) is a sample object, a square with 6×6 pixels. The starting point 
for the chain coding is marked with a black point, and the direction is clockwise.Its 8-
connected chain codeis ci={0,0,0,0,0,7,6,6,6,6,6,5,4,4,4,4,4,3,2,2,2,2,2,1}. Its perimeter 
can be calculated by equation (1 ). The object’s acreage in the two-valued image is 
defined as the pixels’ number that the object covers, i.e. the total number of the pixels 

which are surrounded by the boundary of the area. The size of image ),( yxf  is NM × , 

and the object value in ),( yxf  is 1, while background value in ),( yxf is 0, so the acre-
age A is as equation (3). 
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Fig. 5. A simple example of 8-connected chain code 
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The degree of decentralization is a measurement of the area shape. If the subset of 
the image is S, the acreage is A, i.e. there are A pixels and the perimeter is P, then the 
degree of decentralization of S is 2P A  .For the objects with the different geometry 

shape and the same acreage, the shorter the perimeter is, the tighter the degree of 
concentrated is. As for the circle shape, 2 4P A π= , therefore the figure is the tightest in 

the degree of decentralization. As for the other shapes, 2 4P A π>  . The more complex 

the geometry shape is, the greater the value of degree of decentralization is. 
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Fig. 6. The structure of BP network 

ANN-based classifier. As shown in Fig. 6, the classifier is designed by the improved 
BP algorithm. After training, we can get the final network architecture: there are 3 
input layer node. The input eigenvector has 3 parameters, i.e. perimeter, acreage and 
the degree of decentralization. The amount of output layer nodes is 2(circular and 

(a)                                     (b)
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quadrate parts). The training sample set includes 32 samples (16 No.1 parts and. 16 
No.2 parts). The testing sample set includes 100 samples. 

3.3   Results  

Using the ANN-based classifier presented to recognize the 2 sorts of parts (No.1 and 
No.2 parts), the experimental results are shown in table 1. The recognizing rate is up 
to 99%. If choosing the stable auxiliary photo source, the effect will be better. 

Table 1. The experimental results 

Type of parts Number of modes Exactly  recognized  Recognition rate 

No.1  50 49 98% 
No.2    50  50 100% 
Total  100 99 99% 

4   Conclusion  

Classifying manually causes the high production cost and the heavy labor’s intensity. 
So, an ANN-based system for classifying automobile parts with different shapes is 
presented in this paper. The system gets the original information from an image sen-
sor, classifies two sorts of automobile parts after processing these images. The classi-
fier adopts the ANN with an improved BP algorithm. The perimeter, acreage and the 
degree of the decentralization of the automobile parts in the intensity image are taken 
as the input feature vectors. For the No.1 part and No.2 part, the experimental result 
indicates that the recognition accuracy rate can reach up to 99% in this system and the 
productivity will be improved obviously comparing with the offline system. After 
adjusting the algorithm in future, it can be used in classifying more complex parts. 
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Abstract. An approach for solving uncorrelated optimal discriminant vectors 
(UODV) called indirect uncorrelated linear discriminant analysis(IULDA), is 
proposed. This is done by establishing a relation between canonical correlation 
analysis (CCA) and Fisher linear discriminant analysis(FLDA). The advantages 
of our method for solving the UODV over the two existing methods are ana-
lyzed theoretically. Experimental result based on the Concordia University 
CENPARMI handwritten character database has shown that our algorithm can 
increase the recognition rate and the speed of feature extraction.  

1   Introduction 

Fisher discriminant analysis(FLDA) is a very important method for feature extraction, 
which has been widely used in the areas of pattern recognition[1]. Based on the Fisher 
discriminant criterion, uncorrelated optimal discriminant vectors(UODV), namely 
uncorrelated linear discriminant analysis(ULDA), which was put forward by Z. Jin[2], 
has been successfully applied to image recognition. Based on the generalized Fisher 
discriminant criterion, two improved UODV algorithms were proposed respec-
tively[3,4]. All methods for solving UODV are based on the Fisher discriminant crite-
rion of the original feature space directly. However, the dimension of the original 
feature vectors is usually very large, it is time consuming in feature extracting. 

A new approach for solving UODV, called indirect ULDA(IULDA), is proposed in 
this paper. We establish a relation between the canonical correlation analysis 
(CCA)[5] and FLDA, and obtain UODV indirectly by solving a low dimensional 
canonical projection vector. Experimental result based on Concordia University 
CENPARMI handwritten character database has shown that this is efficient. 

2   Fisher Discriminant Analysis 

2.1   LDA 

Suppose there are c known pattern classes. Let a pattern sample px R∈ , 

twb SSS and, denote the between-class scatter matrix, the within-class scatter matrix 
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and the total scatter matrix respectively. The Fisher discriminant criterion function is 
defined by 

)0(R,)( ≠∈= Τ
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ϕϕ
ϕϕϕ  (1) 

The generalized Fisher discriminant criterion function is defined by 
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Generally, we choose eigenvectors of the first d maximum eigenvalues of general-
ized eigenequation (3) or (4) as the optimal discriminant vectors (ODV) based on 
criterion (1) or (2). ODV compose the transformation matrix W. Therefore we can 

extract the optimal discriminant features with xW Τ=η  to classify the samples. For 

the generalized eigenequation (3) or (4) has no more than c-1 nonzero eigenvalues, 
the number of ODV satisfies 1−≤ cd . 

ϕμϕ wb SS =  

ϕμϕ tb SS =  

(3) 

(4) 

2.2   ULDA 

The first d eigenvectors of the generalized eigenequation (3) or (4) do not always 
make the projected features uncorrelated. So Z. Jin[2] proposed a kind of ULDA 
whose basic principle is as follows: 

The first optimal discriminant direction is the vector 1ϕ  corresponding to the 

maximization Fisher discriminant criterion (1). Suppose )1( ≥kk  ODV 

kϕϕϕ ,,, 2 …1 are obtained, we can calculate the ( 1+k )th vector 1+kϕ  which maximizes 

Fisher discriminant criterion (1) under the constraint: ),,2,1(01 kiS itk ⋅⋅⋅==Τ
+ ϕϕ .These 

vectors }{ kϕ  are called UODV since for any xji i
Τ≠ ϕ, and xj

Τϕ are uncorrelated. Z. 

Jin gives the algorithm of UODV as follows: 

The ( 1+k )th UODV 1+kϕ  is the eigenvector corresponding to the maximum ei-

genvalue of the generalized eigenequation 1111 ++++ = kwkkbk SSP ϕλϕ . Where IP =1 , 

)1()( 1
1

1
1

1
111 ≥−= −

+
−Τ

+
−

+
Τ
++ kSSDDSSSDDSIP wtkktwtkktk , }1,,1{diagI = , [ ]Τ+ = kkD ϕϕ11 . 

J. Yang[3] has presented an improved algorithm based on the ULDA theory. Under 
the Fisher discriminant criterion (2), UODV dϕϕ ,,1  ( 1−≤ cd ) can be the tS -

orthogonal eigenvectors corresponding to the first d maximal eigenvalues of the gen-
eralized eigenequation(4). UODV dϕϕ ,,1  is obtained in this way: Suppose tS  can 

be decomposed orthogonally into Λ=Τ USU t = ),,( 1 naadiag . Let 2
1−

Λ=UC , the eigen-

vectors corresponding to the first d maximal eigenvalues of the eigenequa-

tion ϕλϕ =Τ )( CSC b  can be used as UODV. 
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3   Feature Extraction Based on CCA 

Considering two zero-mean random vectors px R∈ and qy R∈ , CCA finds pairs of 

directions βα and that maximize the correlation between the projections xx Τ= α*  

and yy Τ= β* . In general, the projective directions α  and β are obtained by maxi-

mizing the criterion function as follows: 

2/1)(
),(

ββαα
βα

βα
yyxx

xy

SS

S
J ΤΤ

Τ

⋅
=  (5) 

Where Sxx and Syy are the covariance matrices of x and y respectively, while Sxy denote 
their between-set covariance matrix, and xxS and yyS are positive definite, and 

yxxy SS =Τ , )( xySrankr = . 

The projective vectors { } { }ii βα and  that maximizes criterion function ),( βαJ  are 

called CPV.  In Ref.[6], we have discussed how to solve CPV and its properties, the 
basic process is as follows: 

Solving CPV with criterion function (5) is equivalent to the two generalized ei-
genequations: 

βλβ

αλα

yyxyxxyx

xxyxyyxy

SSSS

SSSS
21

21

=

=
−

−

 
(6) 

(7) 

Let 2/12/1 −−= yyxyxx SSSH , we employ the singular value decomposition theorem: 

=

Τ=
r

i
iii vuH

1
λ , where 22

2
2
1 rλλλ ≥≥≥  are the nonzero eigenvalues of the matri-

ces HHG Τ=1 and Τ= HHG2 . iu  and iv  are the unit orthogonal eigenvectors of G1 and 

G2 corresponding to the nonzero eigenvalue 2
iλ , where ri ,,2,1= .Then we can get 

two important theorems[6]: 

Theorem 1. Given riSSvS ixyxxiiiyyi ,,1,, 112/1 === −−− βλαβ , then 

(1) iα  and iβ  are the eigenvectors of  generalized eigenequation (6) and (7) corre-

sponding to 2
iλ ; 

(2) ),,2,1,(, rjiSSS ijijxyiijjyyijxxi ==== ΤΤΤ δλβαδββαα .                                             (8) 

Theorem 2. Under criterion (5), the number of the efficient CPV satisfying the con-
straint (8) is r pairs at most, where )( xySrankr = , and )( rd ≤  pairs of CPV are com-

posed of the eigenvectors corresponding to the first d maximal eigenvalues of two 
generalized eigenequations (6) and (7). 

4   Indirect ULDA(�ULDA) 

Supposing the pattern sample px R∈ has c classes and cnnn ++= 1  training samples, 

while in denotes the i th training sample number. The data matrix 
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np
cXXXX ×∈= R)( 21 , where ),,2,1( cX i denotes the matrix composed of all i th 

training samples. bS , wS and tS  denote the between-class scatter matrix, the within-

class scatter matrix and the total scatter matrix of the training sample set, respectively, 

then btwti

c

i
iib SSSXHXSxxxxnS −==−−= ΤΤ

=
,,)()(

1
.where ix is the mean of the i th 

training samples, and x is the mean of all training samples. J
n

IH
1−= is a center 

matrix, where I is a n-rank unit matrix, and J is a n-rank matrix of which the elements 
are equal to 1 ( nnJ ×= )1( ). 

In order to explore the relationship between CCA and FLDA, we hope to construct 
a class matrix which has same class information with the data matrix X. The purpose 
of CCA is to find the weight vector kα such that 

),(maxarg

1

1
βαα

ββ
αα

J

yyS
xxS

k

=Τ
=Τ

= ))((,,2,1 xySrankddk ≤=∀  

subject to the orthogonality constraint 0=Τ
jxxk S αα   for all kj <≤1 . 

In other words, considering the generalized eigenequation (6), can we convert it 
into the generalized eigenequation (4): ϕμϕ tb SS = ? And what condition should data 

matrix Y  satisfy if so? Fortunately, the conversion can be done, and the eigenvector y 
has a very simple form. The detailed discussion is as follows: 

Let )( 21 cYYYY = , as a column (sample) class marker of matrix X , also called the 

class marker matrix of matrix X , where 

=∈=

−=∈=
×−

×−
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cieeeY
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The vector ie  denotes ( 1−c )dimensional column vector whose ith component is 1, 

and the others are 0. 
In this instance, the covariance matrix and the co-covariance matrix of the two 

sample sets can be estimated as: ΤΤΤ ==== XHY
n

SYHY
n

SXHX
n

S
n

S xyyytxx

1
,

1
,

11
.We 

can prove that yyS  is a c-1 rank positive definite matrix, and 1)( −≤= cSrankr xy . 

Under the above supposition, we can infer 

bSYHXYHYXHY =Τ−ΤΤ )()()( 1  (9) 

So the generalized eigenequation (6) can be written as 

αλα tb SS 2=  (10) 

Compare the generalized eigenequation (4) with Eq.(10), we will find that they 
have the same eigenvectors. We can obtain the following theorem: 

Theorem 3. Under the class marker matrix Y, CPV )1(,,, 21 −≤≤ crddααα  deter-

mined by Theorem 1 and Theorem 2 is namely the d UODV based on the Fisher  
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discriminant criterion (4). The extracted d dimensional discriminant features based on 
the linear transformation xWX x

Τ∗ =  are uncorrelated. Where ),,( 21 dxW ααα= . 
 
Now we have established the relation between CCA and LDA, where LDA can be 
seen as a particular case of CCA, so problems of LDA can be solved by CCA. The 
algorithm above is a new approach for solving UODV. The dimension of the ex-
tracted uncorrelated optimal discriminant features is no more than 1−c , which is con-
sistent with K.Fukunaga’s dimensional Theorem[1]. 

5   Experiment 

In this experiment, we use the Concordia University CENPARMI handwritten nu-
meral database[7]. This database contains 6,000 samples of 10 numeral classes (each 
class has 600 samples). Here, our experiment is performed based on 256-dimensional 
Gabor transformation features[8], which turned out to be effective for handwritten 
digit classification. 

In our experiments, 400 samples are chosen from each class for training, while the 
remaining 200 samples are used for testing. Thus, the training sample set size is 4,000 
and the testing sample set size is 2,000. 

Computing through the arithmetic mentioned in Section 4, the UODV can be 
solved and the uncorrelated optimal discriminant features can be extracted. Table 1 
and Table 2 shows the classification results by minimum distance classifier and the 
quadratic Bayesian classifier, respectively, in which the quadratic Bayesian function 
is defined as[1]: 

)(()(
2

1
ln

2

1
)( 1

lllli xxxg μμ −−+= −Τ  

where lμ and l are the i th mean vector and co-covariance matrix respectively. The 

classifying decision-making based on the discriminant function will be kx ω∈ if sam-

ple x satisfies )(min( xgxg l
l

k = . 

In addition, we extract the uncorrelated optimal discriminant vector sets with 
methods of Z. Jin and J. Yang, and then classify the samples in the minimum distance 
classifier and the quadratic Bayesian classifier respectively. The classification results 
are shown in Table 1 and Table 2 as well. 

Table 1. Classification error rates of our algorithm and Jin Zhong’s algorithm in minimum 
distance classifier 

Dimension 1 2 3 4 5 6 7 8 9 

Z.Jin[2] 0.674 0.489 0.340 0.277 0.262 0.207 0.191 0.190 0.183 

Ours 0.618 0.394 0.301 0.259 0.239 0.194 0.179 0.191 0.195 



 An Indirect and Efficient Approach for Solving UODV 1209 

Table 2. Classification error rates of our algorithm and J. Yang’s algorithm in quadratic 
Bayesian classifier 

Dimension 1 2 3 4 5 6 7 8 9 

J.Yang[3] 0.660 0.576 0.330 0.246 0.199 0.166 0.157 0.153 0.153 

Ours 0.613 0.387 0.294 0.233 0.206 0.160 0.150 0.152 0.149 

As shown in Table 1 and Table 2, in minimum distance classifier, the classification 
error rates of our algorithm (IULDA) are lower than those of Z. Jin. Considering the 
feature extracting speed, 256-rank matrices’eigenvalues and eigenvectors must be 
calculated with Z. Jin’s algorithm. While using our method, only a calculation involv-
ing a 9-rank matrix is needed to obtain the ODV indirectly. At the meantime, in this 
sense a lot of repeated calculations can be avoided when compared with Z. Jin’s algo-
rithm. In quadratic Bayesian classifier, the classification error rates of our algorithm 
are lower than those of J. Yang. The descending speed of classification error rates of 
our algorithm is faster than that of J. Yang’s. 

6   Conclusion 

In this paper, the relation between CCA and LDA is presented, the framework of 
solving LDA with CCA is established, and a new method for solving the UODV is 
proposed within the framework. Compared with existing methods, our method can 
increase both the recognition rate and the speed of feature extraction. The significance 
of our research is that a new approach of discrimiant analysis is presented, and algo-
rithms based on Fisher discriminant criterion can be transformed into relevant canoni-
cal correlation analysis methods. 
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Abstract. Collaborative filtering systems based on a matrix are effective in 
recommending items to users. However, these systems suffer from the fact that 
they decrease the accuracy of recommendations, recognized specifically as the 
sparsity and the first rater problems. This paper proposes the constructing full 
matrix through Naïve Bayesian, to solve the problems of collaborative filtering. 
The proposed approach uses Naïve Bayesian, in order to convert the sparse 
ratings matrix into a full ratings matrix; subsequently using collaborative 
filtering, to provide recommendations. The proposed method is evaluated in the 
EachMovie dataset and the approach is demonstrated to perform better than 
both collaborative filtering and content-based filtering. 

1   Introduction 

Nowadays, Users spend much time and effort in finding the best suitable items since 
more and more information is placed in ubiquitous recommendation systems. To save 
their time and effort in searching the items they want, a personalized ubiquitous 
recommendation system is required. The ubiquitous recommendation system utilizes 
in general an information filtering technique called collaborative filtering [2][13]. 
However, collaborative filtering suffers from the first rater problem, because an item 
cannot be recommended unless another user has rated it previously. This problem 
applies to new items and also obscure items, being particularly detrimental to users 
with eclectic tastes. Most users do not rate items and hence the matrix is typically 
very sparse. Therefore the probability of finding a set of users with similar ratings is 
usually low. This is often the case when systems have a very high ratio [8]. The other 
reason of sparsity for a matrix in collaborative filtering, is a result of the missing 
value, caused from partial rating on items [1][3][5]. This problem is very significant 
when the system is in the initial stage of usage. In this paper, the sparsity of the 
matrix, the first rater problem, and missing values are solved by reconstructing the 
user preferences, which are elements of a full matrix, based on the preferences 
through Naïve Bayesian. Naïve Bayesian is used to classify items and lower the 
dimensions of the matrix. Therefore, it is possible to predict items for new users. The 
proposed method was tested using the EachMovie dataset, which consisted of user 
rated preferences on items, proving its effectiveness, compared with existent methods. 
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2   Collaborative Filtering 

The main idea of collaborative filtering is to recommend new items of interest for a 
particular user based on other users’ ratings. A variety of collaborative filtering 
algorithms have been reported and their performance has been evaluated empirically 
[10]. Collaborative filtering considers every user as an expert for his taste, therefore, 
recommendations can be provided based on the expertise of taste-related users. 
Usually the task is to predict the rating of a particular useri for an itemj. The system 
compares the useri’s rating with the ratings of all other users, who have rated the 
considered itemj. Then a weighted average of the other users rating is used as a 
prediction. If Iu is a set of items that a useri has rated then the mean rating of a useri 
can be defined by Equation (1). 
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Collaborative filtering algorithm predicts rating based on the rating of similar users. 
When the Pearson correlation coefficient is used, the similarity is determined from 
the correlation of the rating vectors of a useru and the other usera by Equation (2). 
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It can be noted that w∈[-1,+1]. The value of w measures the similarity between the 
two users’ rating vectors. A high absolute value signifies high similarity and low 
absolute value dissimilarity. The general predict formula is based in the assumption 
that the prediction is a weighed average of other users’ ratings [12]. 
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The weights refer to the amount of similarity between the user and the other users, 
presented in Equation (3). Ui is a set of users who rated items. 

3   Constructing Full Matrix Through Naïve Bayesian 

3.1   The Similarity Weight Through Naïve Bayesian 

The Naïve Bayesian is one of the most successful algorithms on many classification 
domains. Despite of its simplicity, it is shown to be competitive with other complex 
approaches especially in text categorization and content-based filtering. The Naïve 
Bayesian classifies items in two phases, viz. the learning phase and the classification 
phase [9][10]. The learning phase assigns a probability to an item from the training set, 
which consists of data collected through the genre item. Equation (4) is used to accord a 
probability to an itemj. In this case, n is the total number of items in the training set with 
a target value, nk is the frequency of an itemj, and |TotItem| is the total number of items. 
ra,j represents the preferences that the active usera accords to an itemj. 
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The similarity weight is applied differently to the preference of the items which users 
evaluate as an object to the genre estimated value. For this process, as the user applies 
the learning set which the estimated value granted to the item rating the preference. In 
applying the Pearson correlation coefficient [10][11] based on Equation (4), the user 
similarity weight between a usera and a useri is defined by Equation (5). 
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Where a.j refers to the preference granted to the estimated value between a usera and 
an itemj, aβ refers to the average value assigned to the weight of an item for which 
user a has already input the preference, j refers to the item for which a usera and a 
useri have input the preference in common. 

3.2   Constructing Full Matrix Through Preference Revaluation Process 

The matrix for revaluating the preference is changed using the Naïve Bayesian. The 
preference through the preference revaluation is defined as ri,j’. The preferences of a 
matrix should be expressed in six degrees ranging from 0-1 [5][6]. However, the 
preferences in a matrix revaluated by the preference revaluation process have a value 
ranging from, 0-1, therefore, the preference revaluation process should be redefined 
as Table 1. The preference ri,j’ that is revaluated in a matrix through the preference 
revaluation process, should be redefined as Table 1. 

Table 1. Revaluated preference expressed in one of 6 levels 

Revaluated preference  Preference for matrix Revaluated preference Preference for matrix 

0 ri,j’ < 0.1 ri,j = 0.0 0.5 ri,j’ < 0.7 ri,j = 0.6 

0.1 ri,j’ < 0.3 ri,j = 0.2 0.7 ri,j’ < 0.9 ri,j = 0.8 

0.3 ri,j’ < 0.5 ri,j = 0.4 0.9 ri,j’ < 1.0 ri,j = 1.0 

4   Evaluation 

For the evaluation, the EachMovie dataset of the Compaq Computer Corporation [7] 
was processed for a total of 20,864 users, such that each user rated at least 80 movies 
and 1,612 kinds of items through data integrity. This constituted the training set for 
the Naïve Bayesian learning phase. The schema was followed in the EachMovie for 
the 10 genres classification. The EachMovie also provides the matrix; which is a 
matrix of users vs. items, where each cell is the rating given by a user for an item. The 
matrix is very sparse, as most items are not rated by many users [8]. The training set 
is constructed from the items for which the preferences are determined, based on the 
user’s representative attribute [5][6]. The item of the training set is learned, in order to 
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Table 2. Changed full matrix given to Bayesain estimated value 

 item5 item10 item18 item21  item5 item10 item18 item21 

user1 0.25 0.98 0.35 0.97 0.2 1.0 0.4 1.0 

user19 0.42 0.24 0.18 0.75 0.4 0.2 0.2 0.8 

user21 ? 0.20 0.34 ? 0.43 0.37 0.2 0.4 0.4 0.4 

user35 0.78 0.86 0.19 ? 0.26 0.8 0.8 0.2 0.2 

user45 0.12 0.17 0.66 0.47 0.2 0.2 0.6 0.4 

user49 ? 0.34 0.67 0.49 0.94 0.4 0.6 0.4 1.0 
 

grant the estimated value by means of the Naïve Bayesian. Table 2 presents a changed 
full matrix revaluated by the preference given to Bayesian estimated value. 

Table 2 demonstrates that the problem of the missing value of “?” is solved and 
information regarding the missing values, for which the weight of the preference for a 
particular item is assigned differently, depending on the classified genre. The shaded 
boxes represent the predictive preference obtained by granting the Bayesian estimated 
values to the missing values. Since a full matrix is used, the sparsity and first rater 
problems are solved. The full matrix contains ratings for all items. Therefore, all users 
are considered potential neighbors. This increases the chances of finding similar 
users. In collaborative filtering, for the new user, a prediction cannot be made for an 
item, unless other users have rated the item previously. However, such a prediction 
can be made using a full matrix. 

To verify this hypothesis the following experiments were conducted. The computer 
for the experiment consisted of a PentiumIV, 2-way CPU, 3.0GHz, 512 MB RAM 
PC. The algorithms used MS-Visual Studio C++ 6.0, and MS-SQL Server 2000. Sets 
of 3,500 users were selected for the systematic sample from the preprocessed 
EachMovie dataset. 1,500 of these users were treated as test users, producing 
predictions on 40% of the items rated [8]. This paper uses the following methods: The 
proposed constructing full matrix through Naïve Bayesian (FM_NB), the former 
memory based methods used the Pearson correlation coefficient (P_Corr), the 
recommendation method only used content-based filtering (Content). Predictions 
were computed for the items using each of the different predictors. The quality of the 
various prediction algorithms was measured by comparing the predicted values for the 
ratings to the actual ratings. Various methods were used to compare performance by 
changing the number of clustering users.  

Fig. 1 demonstrates the MAE [3][4][12] of the number of users. The performance 
of the FM_NB, and the P_Corr also increases, whereas the Content shows no notable 
change in performance. In terms of prediction accuracy, it is evident that the FM_NB, 
which uses collaborative filtering with a full matrix through Naïve Bayesian, is 
superior to the P_Corr method. Fig. 2 presents the sparsity change of a full matrix 
according to process time (sec). 100% sparsity means that a matrix is very sparse and 
most items have not been rated. 24 seconds were taken, to construct a full matrix from 
the preprocessed EachMovie. Fig. 3 presents the prediction accuracy by varying the 
sparsity of a full matrix. The MAE of the different predictors by varying the sparsity 
of a full matrix, was compared. Fig. 3 confirms the hypothesis, that the FM_NB is 
more stable than the P_Corr with respect to the sparsity. In fact, when the sparsity 
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Fig. 3. The sparsity on prediction accuracy           Fig. 4. MAE of nth rating number 

exceeds 4%, the performance of the P_Corr drops precipitously, while the FM_NB is 
relatively unaffected. As a result, the proposed method using a full matrix through 
Naïve Bayesian will converge to collaborative filtering. 

The proposed collaborative filtering is considered using a full matrix through 
Naïve Bayesian (FM_NB) and hypothesized that it would outperform collaborative 
filtering and content-based filtering. In comparing the FM_NB and those proposed by 
Soboroff [11], Pazzani [10], and Fab [1], analysis of the predictive accuracy values, 
such as the MAE, can be achieved. Fig. 4 demonstrates the MAE as the frequency 
with which the user evaluates the nth rating number is increased. Fig. 4 demonstrates 
the system proposed by Soboroff [11], that solves the first rater problem by 
decreasing the dimension of matrix, exhibiting lower performance when the number 
of evaluations is lower. It is important to note, that the method does not solve the first 
rater problem. The other methods demonstrate higher performance than that of 
Soboroff. As a result, the method developed by Pazzani and the FM_NB solving both 
the sparsity problem and first rater problem present the highest accuracy rates. 
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5   Conclusion 

Collaborative filtering systems based on a matrix, which recommend items to users 
based on the judgment of other users, is the personalized recommendation system 
used much for the latest recommendations. However, they suffer from the sparsity 
problem and first rater problem that they decrease the accuracy of recommendations. 
In this paper, the constructing full matrix through Naïve Bayesian, which generates 
the user preferences, is proposed, in order to solve the problem of collaborative 
filtering. The weight of the preferences is calculated using the Bayesian estimated 
value differently. Therefore, reflecting the information with the statistical value. The 
proposed method is compared with combining collaborative filtering and content-
based filtering. As a result, the proposed method demonstrates higher performance 
than the existing method in both comparisons. 
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Abstract. A novel particle filter, enhancing particle swarm optimization based 
particle filter (EPSOPF), is proposed for visual tracking. Particle filter (PF) is 
sequential Monte Carlo simulation based on particle set representations of 
probability densities, which can be applied to visual tracking. However, PF has 
the impoverishment phenomenon which limits its application. To improve the 
performance of PF, particle swarm optimization with mutation operator is in-
troduced to form new filtering, in which mutation operator maintain multiple 
modes of particle set and optimization-seeking procedure drives particles to 
their neighboring maximum of the posterior. When applied to visual tracking, 
the proposed approach can realize more efficient function than PF. 

1   Introduction 

Visual tracking is required by many vision applications, but especially in video tech-
nology [1]. Particle filters are sequential Monte Carlo methods based on point mass 
representations of probability densities, which can be applied to any state-space 
model and has proven very successful for solving non-linear and non-Gaussian state 
estimation problems [4]. So PF is widely applied in visual tracking. In general, uni-
form re-sampling is employed in particle filtering, which produces the particle im-
poverishment problem. To tackle this problem, a large number of particles are used in 
the filtering at the cost of extra computational costs. 

Some algorithms employ complex sampling strategies or specific prior knowledge 
about the objects to reduce the impoverishment, such as partitioned sampling [5], 
layered sampling [6], and annealed importance sampling [7]. In [9], kernel particle 
filter uses an inherent re-sampling approach and broader kernel to improve the per-
formance.  

In the paper we introduce a particle swarm optimization (PSO) procedure into par-
ticle filtering. PSO is similar to the Genetic Algorithm (GA) in the sense that these 
two evolutionary heuristics are population-based search methods, but PSO is more 
computationally efficient than the GA [8]. We combine PSO with mutation operator, 
which can guarantee enhancing particle swarm optimization (EPSO) to obtain local 
optima. In EPSOPF, the iterative optimization procedure of EPSO can redistribute 
particles to their close local modes of the posterior, and mutation operator in EPSO 
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ameliorates implicitly the diversity of particle set to alleviate the impoverishment 
phenomenon greatly at the same time. Moreover, we use color distributions [1] to 
evaluate similarity measurement of the object and a candidate for visual tracking. 

2   Particle Filter 

PF solves non-linear and non-Gaussian state estimation problems in Monte Carlo 
simulation using importance sampling, in which the posterior density is approximated 
by the relative density of particles in a neighborhood of state space. In [2], particle 
filter solves tracking problem based on the system model 

( )1t t tf −x = x , w  (1) 

and on the observation model 

( )t t thy = x , v  (2) 

where tw and tv  are only supposed to be independent white noises. 0 t:y  is defined 

as the history sequence of the random variables. Our problem consists in computing 

the posterior density ( )0:|t tp x y of the state tx  at each time t , which can be ob-

tained through prediction and update recursively. By Eq. (1), we realize prediction 
according to the following equation 

( ) ( )0 1 1 1 0: 1( ) = | |t t t t t tp p p d− −: - -x  | y  x  x x y x  (3) 

To obtain the posterior density, we update this prediction with the observation 

ty in terms of the Bayes rule. 

In Monte Carlo methods, the posterior is approximated by the set of particles. For 

particle set ( ) ( )( ){ }1,2,...,

n n
t t

n N
q

=
s , , where ts  is the particle state and tq  is the weight 

associated to the particle, we approximate the posterior with the following weighted 
sum on the discrete grids. 

( ) ( ) ( )( )0:
1

|
N

n n
t t t t t

n

p q δ
=

≈ −x y x s  (4) 

where ( )δ •  is Dirac’s delta function. And the weight tq  can be calculated through 

the importance density function. 
The re-sampling step is crucial in the implementation of particle filtering because 

without it, the variance of the particle weights quickly increases [12]. In PF, uniform 
re-sampling is used, which is difficulty in maintain multiple modes of particle set 
after several updates and can result in the particle impoverishment problem. 
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3   Enhancing Particle Swarm Optimization 

Particle swarm optimization is a parallel evolutionary algorithm developed by Ken-
nedy and Eberhart based on social behavior [10]. Each particle in PSO has an associ-

ated fitness value and velocity ( )nv and is iteratively moved through problem 

space dR . The fitness value is the current solution to the object being optimized 
based on the position in the problem space. The velocities drive the particles to move 
through the problem space, as it follows the current optimum particles. The algorithm 
then searches for optima through a series of iterations. During each iteration, the fit-
ness of each particle is evaluated. If the particle obtains the best fitness value, we 

define the position ( )np of that value as particle best ( )npb . The global best ( )ngb  

describes the position of the best fitness value achieved by any particle during any 

iteration. PSO can change a certain velocity of each particle moving towards its ( )npb  

and ( )ngb positions which is calculated by the following formulation: 

( ) ( ) ( ) ( )( ) ( ) ( )( )1 1 1 1 1 2 1 1 1
n n n n n n

i i i i i i i iv wv c rand pb p c rand gb p− − − − − − −= + − + −  
(5) 

( ) ( ) ( )
1

n n n
i i ip p v−= +  (6) 

where the subscript denotes the iteration number, and superscript n is particle num-

ber; w is inertia weight; 1c and 2c are positive learning constant; rand are random 

numbers. 
To improve searching ability of PSO and maintain the multiple modes of the popu-

lation, mutation operator is introduced into PSO [13]. After initializing a population 
of particles with random positions and velocities, we perform the cyclic procedure of 
EPSO as following several steps [11]. For each particle, evaluate its fitness value. 
Compare the fitness value of each particle with its pb . If current value is better 

than pb , set the current position as pb . Compare pb of each particle with gb of 

population. If current value is better than gb , reset pb  as gb . Refresh the velocity 

and position of each particle using equations (5) and (6), respectively. For all dimen-
sions of each particle, reinitialize their position and velocity randomly according to 
mutation probability. 

4   The Improved Particle Filter 

At the beginning of each update of EPSOPF, all particles are taken as the initial popu-
lation of EPSO. Then EPSO can realize two functions in filtering. One is an iterative 
seeking procedure and the other is the implicitly re-sampling using mutation operator. 
The iterative optimization-seeking procedure can redistribute particles to the local 
maxima of the posterior density, which produces the proper local representation of the 
posterior density. During implicitly re-sampling, we use mutation operator which can 
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ameliorate the diversity of particles to maintain multiple modes of particle set. If the 
iteration number and mutation probability are set properly, the consequential particles 
set will not include too many repeated points, so the impoverishment problem is effi-
ciently overcome. Moreover, the proposed algorithm requires fewer particles to main-
tain multiple modes, because particles can be redistributed to their close local maxima 
actively after several iterations.  

We can divide the proposed approach in three main steps. The first step generates 
particles using Eq. (1) and then these particles are taken as the initial population of 
EPSO. The second step applies EPSO to all particles until they reach their close local 
maxima, in which the fitness of particles is recomputed by using the observation 
model. The third step calculates the weighted average to obtain the best state. We can 

better explain the second step of the algorithm through defining : d dR R→EPSO , 

where d  is the state space dimension. Now we can rewrite Eq. (4) as 

( ) ( ) ( ) ( )( )( )0:
1

|
N

n n
t t t t t t

n

p q k
=

≈ −x y x EPSO s  (7) 

where ( )tEPSO s  iterates several times. 

5   Experiment 

The algorithms are applied to track moving human head whose motions include hori-
zontal acceleration, changes of direction, and self-occlusion and moving face whose 
motion is rapid. The test sequences of moving human head are downloaded from [3]. 
The real video of moving face with noises is obtained through SCC-B2005P camera. 
The object is modeled by a rectangle region with color distribution and the system 
model is a random walk model. 

 

 

frame #1                           frame #54                     frame #102 

Fig. 1. Some frames of tracking result for slow motion 
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The weights associated to particles which represent the fitness of particles can be 
approximated using a Gaussian distribution of the Bhattacharyya distance. The output 
state of the tracked object is the expectation of all particles. 

In Fig.1 and Fig.2, we show some tracking results using PF and EPSOPF with color 
distribution, respectively. In Fig. 1, some frames illustrate the performance of differ-
ent algorithms in slow motion including self-occlusions and changes of direction, and 
the white rectangles represent the mean states; the tracking results of PF with 250 
particles are shown in the top row; the tracking results of EPSOPF 36 particles and 4 
iterations are shown in the bottom row. Fig. 2 shows some frames of tracking rapid 
motion using PF and EPSOPF respectively; the red rectangles represent the mean 
states; the first row is the tracking results using PF with 250 particles; the second row 
is the tracking results using EPSOPF with 36 particles and 4 iterations. 

From our experiments, we can see that PF does not produce the robust tracking for 
both slow motion and rapid motion; however, EPSOPF in tracking can obtain better 
tracking results while effectively dealing with acceleration and self-occlusion motion 
with fewer particles than PF. 

 

 

frame #19                    frame #23                     frame #27 

Fig. 2. Some frames of tracking results for rapid motion 

6   Conclusion 

Utilizing swarm intelligence, we introduce an enhancing particle swarm optimization 
into particle filtering for visual tracking. It incorporates mutation operator into parti-
cle swarm optimization. Optimization-seeking procedure of EPSO can shift particles 
to the local maxima of the posterior density and reduce implicitly the particle impov-
erishment problem at the same time. The experimental results on both head tracking 
and face tracking with noises demonstrate that compared to the conventional particle 
filter, the proposed algorithm can produce more robust tracking and has smaller com-
putation cost. 
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Abstract. This paper intends to cope with single target tracking nonlinear 
filtering problem with an Adaptive Neuro-Fuzzy Inference System (ANFIS). 
ANFIS provides faster adaptation, adequate convergence and easy using over 
other standard filters. The ANFIS used in this study is trained on-line while the 
target is moving to estimate the next position of target at the end of the training. 
The proposed system calculates the speed and the acceleration rate of the object 
and estimates the next absolute position of the target between two position 
measurements interval. Estimation performance of the presented system has 
been tested using few predetermined position data. The test results show that 
the proposed ANFIS position estimator system has been successively estimated 
the next position of the moving target and can be used in real target tracking 
systems.  

1   Introduction 

Target tracking is estimating the next position of a moving object, given with the 
momentary positional coordinates. Observations consist of data from radar and 
infrared sensors, and prior knowledge of the initial location of the target; observation 
noise comes from background noise sources such as clutter, or internal thermal noise 
in the sensor. Purposely, “x, y” and “z” coordinates of the target object’s position are 
read from an external device. As this data is considered to have been distorted with an 
additive noise, the solution system must somehow achieve estimating the correct next 
position of the target through this false positional data. 

The goal of the system being designed is minimizing the error of estimation 
described below: 

( ) ( )r ee x n 1 x n 1= + − +  (1) 

Where xr(n+1) is the “x” coordinate of the next real position, and xe(n+1) is estimated 
next real position’s “x” coordinate.  

Since target’s position consists of three components (x, y and z), the system should 
estimate these components separately, but using the same method. On the other hand, 
active positional data would not be sufficient for next positional estimation. 
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Consequently, target’s velocity (V), and preferably acceleration (a), is required to be 
read from the same external source or, as this paper proposes, be calculated accurately 
and quickly. Velocity and acceleration rate of the target on x-coordinate can be 
calculated as:  

( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

V n x n x n x n 1

a n x n x n 2x n 1 x n 2

= = − −

= = − − + −
 (2) 

The strategy formulated in Eq. 2 significantly limits the complexity of the solution 
and serves keeping the error rate at a considerable minimum. 

In this study, the object being tracked is considered to be in a cube with all its axes 
in range [-1, 1], which is also the range of positional data; velocity and acceleration 
alike. It is consider using an ANFIS for estimating the target’s next position. ANFIS 
should suppress the noise interfered from the positional data and estimate the correct 
next position. Implicated ANFIS is to get the positional data every “n”th moment, and 
calculate the approximated velocity and acceleration, decide how the data is 
corrupted, and accordingly estimate the next positional component. Then, compare 
this output with the very next data to further converge to the real position. In other 
words, the ANFIS is to be trained throughout the tracking process. 

2   System Structure  

Fuzzy reasoning has been used in many different studies such as [1], [2]. Sugeno 
fuzzy inference system was used with weighted average output form in this study. 
“Adaptivity” of the structure is due to its capable of training. Output of ANFIS with 
two rule nodes is defined in Eq. (3) and Eq. (4) [3]. 

1 2
1 2

1 2 1 2

w w
f f f  

w w w w
= +

+ +
 (3) 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 1 1 2 2 2 2 1 1 1 1 1 1 2 2 2 2 2 2f w px qy r w p x q y r wx p wy q w r wx p wy q w r  = + + + + + = + + + + +  (4) 

Eq. (4) show that output, f, is linear over parameters pi, qi and ri parameters which are 
also called “consequent parameters”. Parameters belonging to membership functions 
(MFs) of the fuzzy system are called “premise parameters”. MFs of the each input 
variable are defined as homogeny distributed form in predetermined changing 
interval. 

2.1   Training Structure of ANFIS 

Training process is achieved in two stage: The first stage is “forward pass” which 
consists of calculating the outputs of all layers up to 4th and updating consequent 
parameters using (least square) LS method. The second part named “backward pass” 
is completed only when premise parameters are updated using gradient descent 
method. This training method is called “hybrid learning”. 

LS method is used when a system defined as in Eq. (5). i parameters in Eq. (5) are 
the consequent parameters of layer 4 in the ANFIS. These parameters need to be 
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solved with minimal error. LS method solves this problem with matrix arithmetic 
as yA =θ  . An exact solution cannot be found since the matrix  is non-square. To 

help the solution, an error parameter is added to Eq. (5), and a column vector, which 
will minimize the error’s square, is calculated [4]. 

( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( )

1 1 1 2 1 2 1 1

1 2 1 2 2 2 2 2

1 1 2 2

...

...

...

n n

n n

m m n m n m

f u f u f u y

f u f u f u y

f u f u f u y

θ θ θ
θ θ θ

θ θ θ

+ + + =

+ + + =

+ + + =

 (5) 

Employing a simple analysis given in Eq.(6), consequent parameters of the ANFIS 
are determined using Eq. (7) at each forward pass. 

( ) ( ) ( )

( ) ( ) ( )

TT

T T T T T

A e y,  e y A ,

1 1
E e e y A y A ,  

2 2
E 1

A y A A y A A y A A y A A 0,
2

θ + = = − θ

θ = = − θ − θ

∂ = − − θ − − θ = − − θ = − − θ =
∂θ

 
(6) 

( ) 1T Tˆ A A A y 
−

θ =  (7) 

When the ANFIS is trained, A is a matrix consisting of xi and yi values, and  is a 
vector whose element values are pi, qi and ri. After the consequent parameters updated 
at the last of forward computing stage, premise parameters are updated via backward 
pass. 

In the second stage, gradient descent which is frequently used method in training 
artificial neural networks is employed to update premise parameters on backward pass 
[5][6]. This is can be summarized as following Eq.’s. 

 2
d k 1 k

k

1 E
e y f ,   E e ,     

2 +
∂= − = α = α − η
∂α

 (8) 

Where  is any of the premise parameters of ANFIS and η is learning rate. As a 
result, when the Eq. (8) is processed for each membership function, the error will be 
reduced in the next training iteration. 

2.2   ANFIS Properties Used for Solution of the Problem 

As stated in previous sections, ANFIS uses position, velocity and acceleration as 
inputs and determines the next estimated position. Consequently, a three input-one 
output first order Sugeno system is designed to be trained in ANFIS. The reason for 
choosing first order Sugeno system is the linear equation below: 

( ) ( ) ( )x t 1 x t V t  + = +  (9) 
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ANFIS designed has 3 inputs, 11 1st layer nodes, 15 PI, N nodes and 4th layer 
nodes and 1 output node. ANFIS has 3 for position, 5 for velocity and 3 for 
acceleration gauss membership functions (with z-shaped functions for the left ends 
and s-shaped functions for the right ends). 

Rules are defined to act like a low pass filter. For instance, if velocity is high but 
acceleration is very low, the next estimated position is calculated with a higher 
coefficient of acceleration and a lower coefficient of velocity. On the other hand, if 
the velocity is low and acceleration is high, acceleration and velocity are considered 
to be equally effective on the next position, with a thought of “object is speeding up”. 
Table 1 states ANFIS rules and output functions related for initial and last condition 
of the first data set. 

Table 1. Initial and  updated rule table after the last estimation for the first data set 

 

Velocity 
(V) 

Accel. 
(a) 

Rules with initial 
parameters 

Rules with the last parameters 

NB N aV10x +⋅+ .  0.01019 - 0.00126 0.0095430.009543 aVx ⋅+⋅+⋅  

NB Z aVx ⋅++ 5.0  0.3923- 0.048490.36730.3673 aVx ⋅+⋅+⋅  

NB P aVx ⋅+⋅+ 1.07.0  0  

NS N aVx ⋅++ 1.0  1.7424.772-1.211.029 −⋅⋅+⋅ aVx  

NS Z aVx ⋅++ 5.0  0.072410.48-0.7138- 0.8839 +⋅⋅⋅ aVx  

NS P aVx ⋅+⋅+ 1.07.0  0.0750514.1628.8-1.364 +⋅+⋅⋅ aVx  

Z N Vx +  2.881-a5.884- 4.3810.8127 ⋅⋅+⋅ Vx  

Z Z Vx +  0.2344- a1.896-V033.11.032 ⋅⋅−⋅ x  

Z P Vx +  7.979a48.7- 17.551.522 +⋅⋅+⋅ Vx  

PS N aVx ⋅+⋅+ 1.07.0  26.13.625-2.7161.135 +⋅⋅+⋅ aVx  

PS Z aVx ⋅++ 5.0  0.037337.4061.472-1.025 +⋅+⋅⋅ aVx  
PS P aVx ⋅++ 1.0  5.307- 7.1710.66920.9282 aVx ⋅+⋅+⋅  

PB N aVx ⋅+⋅+ 1.07.0  0  
PB Z aVx ⋅++ 5.0  0  

PB P aVx +⋅+ 1.0  0  

3   Simulation Results and Conclusion  

The ANFIS should be designed not only to minimize the estimation error, but also to 
reduce the complexity of the solution, due to the continual movement of the target. 
This is the reason why ANFIS should be trained for a significantly less number of 
epochs to speed up the output. This may seem to be a disadvantage at the first glance, 
but considering that the training will continue during the next measurement interval, 
this disadvantage may be compensated. Consequently, the more number of positional 
data received, ANFIS is expected to make the more accurate estimations.  

The proposed tracking structure is tested for different position data. Fig. 1 
summarizes the simulation results practiced in MATLAB. Input vector for one 
coordinate has been given as a tangent sigmoid function (first data set) as it may be 
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similar to the altitude of an aircraft in this test. As seen on Fig. 1, ANFIS promises a 
good estimation of the next values of an unknown function, with an average square 
error rate of 9,5 10-7 for the test. Table 1 shows ANFIS’s updated rule table after the 
last estimation. One should note that these rules cannot be used for another target, 
because ANFIS is trained to estimate only this test target function. For the test, 
changing membership functions of an input is shown by Fig. 2. As can be seen in the 
figure, the system trains itself during each estimation interval according to previous 
status. 

Another target is most rightfully expected to have a different graph of movement. 
Fig. 3 (a) shows the estimation results with accuracy of 0.0058 for a target which 
moves with a sinc trail (the second position data set). Fig. 3 (b) shows the estimation 
results with accuracy of 2,910-4 for a cos(x) – sin(x2) target function (the third 
position data set). 
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Fig. 1. Tracking performance of the systems for the first data set 
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Fig. 2. (a) Initial membership functions for velocity input and (b) status of these membership 
functions at the 20th estimation interval 
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       (a)     (b) 

Fig. 3. Tracking performance of the systems for the second position data set (a), and the third 
position data set (b) 

As can be seen from the results illustrated in figures, the proposed system 
adequately estimates the next absolute position of the target between two position 
measurements interval. Estimation performance of the proposed ANFIS in this paper 
is successive for the used test positional data sets. This performance shows that the 
proposed system can be used in real target tracking systems. 
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Abstract. In emergent airdropping, there are some special requirements for the 
vehicle routing problem. The airdropping personnel and equipment, geographi-
cally scattered, should be delivered simultaneously to an assigned place by a fleet 
of vehicles as soon as possible. In this case the objective is not to minimize the 
total distance traveled or the number of vehicles as usual, but to minimize the 
time of all personnel and equipment delivered with a given vehicle number. Ant 
colony system with maximum-minimum limit is adopted to solve these prob-
lems. The distance of each route is computed and the route with maximum dis-
tance is chosen. The objective is to minimize the maximum distance. The algo-
rithm is implemented and tested on some instances. The results demonstrate the 
effectiveness of the method.  

1   Introduction 

Vehicle Routing Problem (VRP) has been largely studied because of its application in 
logistic and supply chains management. In classical VRP, customers with known de-
mands are visited by a homogeneous fleet of vehicles with limited capacities, which are 
initially located at a central depot. Routes are assumed to start and end at the depot. The 
objective is often to minimize the total distance traveled by all vehicles under the 
condition that each customer is served exactly once and total load on any vehicle cannot 
exceed vehicle capacity. The VRP is known to be NP-hard, many researchers have used 
heuristic algorithms to solve them [1-3]. 

Recently, a few models of natural swarm-intelligence are presented and transformed 
into useful artificial swarm-intelligent systems such as Ant Colony System (ACS). 
Those systems are inspired by the collective behaviors of social insect colonies and 
other animal societies. They have many features that make them particularly appealing 
and promising in solving NP-hard problems. Furthermore, swarm intelligence systems 
are more appealing for distributed optimization, where the problem can be explicitly 
formulated in terms of computational agents. A number of algorithms inspired by the 
foraging behaviors of ant colonies have recently been applied successfully to solve 
many NP-hard combinatorial optimization problems, and it has shown that the im-
provement attained by these algorithms can make them competitive to other 
meta-heuristic techniques. ACS has been applied to solve VRP in [4,5]. It is found that 
the size of the candidate lists used within the algorithm is a significant factor in finding 
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improved solutions and the computational time for the algorithm compares favorably 
with other solution methods. A hybrid dynamic programming - ant colony optimization 
technique is introduced in [6] to solve the problem, which is expressed as a bi-criterion 
optimization with the mutually exclusive aims of minimizing both the total mean transit 
time and the total variance in transit time. 

In emergent airdropping, there are some special requirements for VRP. The air-
dropping personnel and equipment, which are geographically scattered, must be de-
livered to an assigned place simultaneously by a fleet of vehicles as soon as possible. 
Otherwise it is of no use for the personnel without equipment, or for the equipment 
without personnel to operate. Anyhow, a soldier cannot make something out of nothing. 
In this case, the objective is to minimize the time of all the personnel and equipment 
delivered to the assigned place with a given vehicle number. ACS with maxi-
mum-minimum limit is used to solve these problems. The rest of the paper is organized 
as follows. A mathematical formulation for the special VRP is given in Section 2. ACS 
and its application are elaborated in Section 3. Section 4 gives computation results of an 
illustrative example, followed with conclusion in Section 5. 

2   Problem Description  

Consider the case that n customers (i.e., the above-mentioned places with landed per-
sonnel and equipment) have a certain amount of goods (i.e., the above-mentioned 
personnel and equipment) to be collected and delivered to a given depot by m homo-
geneous vehicles. Each vehicle leaves the depot to collect goods from a subset of the 
customers, and finally returns to the depot. The quantity of goods collected by a vehicle 
cannot exceed its capacity. To solve this special VRP, appropriate vehicles are chosen 
for specific customers first and then their orders to collect goods are determined such 
that all customer demands are met and no constraints are violated. The object is to 
minimize the time between the moment of the vehicles leaving the depot and the 
moment of the last vehicle returning to the depot. 

The vehicles are numbered from 1 to m, customers from 1 to n, and the nodes of 
routes from 0,1,..,n, where 0 is the node for the depot. The mathematical formulation of 
this VRP is given as follows. 

Minimize  
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where   

m = Number of vehicles, 
n = Number of customers, 

ijd = Distance from node i to node j, 

=
otherwise,0

 node to node from  travels  vehicleif,1 ji k
xk

ij
, 

ig = Quantity of goods of node i, 

C = Capacity of a vehicle. 

Assuming all vehicles have the same velocity, the objective can be expressed by (1), 
minimizing the maximum distance of m routes. Constraints (2) and (3) ensure that each 
customer is served exactly once. Route continuity is enforced by constraint (4). It 
means that as soon as a vehicle arrives at a delivery place to collect goods, it should 
leave that place at once. Constraint (5) is the vehicle capacity constraint. Each route 
should not serve more than the capacity of a vehicle. 

3   Ant Colony System for Special VRP 

ACS is based on the way that real ant colonies behave in order to find the shortest path 
between their nest and food sources. Ants leave an aromatic essence, called pheromone, 
on the path they walk, and other ants can sense the existence of pheromone and choose 
their way according to the level of pheromone. Paths with more pheromone are to be 
chosen by ants with a high probability. The amount of pheromone laid on a path is 
based on the length of the path and the quality of the food source, and it will increase 
when the number of ants following that path increases. In some time all ants are ex-
pected to follow the shortest path. The ACS simulates the described behavior of real 
ants to solve combinatorial optimization problems with artificial ants. It mainly con-
sists of five steps as follows: 

Step1: Set parameters and initialize the pheromone trails. 
Step2: Each ant builds routes by the state transition rule and performs local phero-

mone update according to the solution.  
Step3: Apply a local search to improve the ant’s solution. 
Step4: Update global pheromone based on the best routes after all ants find their 

solutions. 
Step5: Repeat step2 to step4 until the termination condition is met.  

3.1   Route Construction 

In our ACS an individual ant simulates m vehicles and parallel designs the routes for all 
vehicles. Initially, each vehicle starts at the depot and the set of customers included in 
each vehicle’s tour is empty. Then the ant continuously selects the next customer to 
visit from the list of feasible customers for each vehicle. The vehicle returns to the 
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depot when its capacity constraint is met or all customers are visited. By this means the 
ant constructs m routes at the same time.  

The quality of the solution is greatly dependent on the selection algorithm from one 
node to another. In the ACS, the ant moves from current node i to next node v by using 
the following probabilistic formula (6).  

[ ] [ ] 0),(),(maxarg qqifjijiv Tabuj ≤= ∉
βα ητ  . (6) 

where Tabu is the set of the customers visited by the current ant,  (i,j) denotes the 
amount of pheromone on the arc connecting node i and j. (i,j) is equal to the inverse of 
the distance of the arc (i,j). The parameter ,  are user-defined constants determining 
the relative influence of pheromone versus distance. The value q is a random uniform 
variable within range [0,1] and the value q0 is a predefined parameter (0 q0 1). If q is 
less than q0, the arc with the highest value from (6) is chosen. Otherwise the ant selects 
the next customer to visit based on the probability distribution given in equation (7). 
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3.2   Pheromone Updating 

Local updating is conducted each time an ant moves from node i to node j to reduce the 
amount of pheromone of the arc (i,j), in order to diversify solutions obtained by the 
ants. The local updating rule is shown as follows. 

),()1(),(),( jijiji τϕϕττ Δ−+=  . (8) 

where  is a coefficient representing the level of pheromone persistence and (i, j) 
represents the contribution of an ant choosing the arc (i,j) in its solution. (i, j) is equal 
to a predefined parameter Q varied with different problems. 

Global updating is performed to add pheromone to all of the arcs in the best solution 
after a predetermined number of ants have completed all routes. The global updating 
rule is given by equation (9). 

),()1(),(),( jijiji ∗Δ−+= τσσττ  . (9) 

where  is a coefficient representing the level of pheromone persistence and *(i,j) is 
the inverse of the objective of the best tour. Global updating increases the probability of 
future routes using the arcs contained in the best solution.  

If most ants choose the same arcs, the pheromone of the arcs will accumulate quickly. 
The probability of other customers to be chosen is very small, so the solution cannot at-
tain global optimum. In the paper pheromone trail (i, j) is limited in [ min, max] to improve 
the opportunity of selecting arcs with few pheromone trails and avoid local optimization. 

3.3   Local Search 

Local search is applied to all routes built by the ants. In the paper we use the common 
2-opt heuristic algorithm.  
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4   Computational Results 

Our methods are applied to the data sets from [7], as is shown in Table 1. There are a 
fleet of 6 vehicles in the depot and a vehicle capacity of 8. The unit of x-coordinate and 
y-coordinate is km. The unit of supply is ton. 

Table 1. The coordinate and supply of the customers 

Customer no. Coordinate Supply Customer no. Coordinate Supply 
0 (52,4) 0    
1 (15,49) 1.64 11 (24,89) 2.35 
2 (0,61) 1.31 12 (19,25) 2.60 
3 (51,15) 0.43 13 (20,99) 1.00 
4 (25,71) 3.38 14 (73,91) 0.65 
5 (38,62) 1.13 15 (100,95) 0.85 
6 (35,45) 3.77 16 (7,73) 2.56 
7 (100,4) 3.84 17 (69,86) 1.27 
8 (10,52) 0.39 18 (24,3) 2.69 
9 (26,79) 0.24 19 (66,14) 3.26 
10 (87,7) 1.03 20 (9,30) 2.97 

Based on some preliminary tests, we have found suitable values for parameters. The 
number of ants is 21, the initial pheromone trail 0 0.001, the maximum and minimum 
pheromone trail, i.e., max and min 0.001 and 0.00024 respectively, the probability of 
choosing next node q0 0.06, coefficients  and  0.9 and 1 respectively, the parameter in 
global and local trail updating, i.e., , , Q 0.02, 0.4 and 0.00024 respectively. The 
optimal 6 routes are respectively 0-3-14-17-6-0, 0-18-10-7-0, 0-4-13-11-9-0, 
0-1-8-20-12-0, 0-19-15-0 and 0-5-16-2-0. The objective is 207.934537. The routes are 
shown in Fig.1. 

 

Fig. 1. Six routes resulted from ACS 
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5   Conclusions 

The ACS is adopted to minimize the time of all personnel and equipment delivered to 
an assigned place with a given vehicle number in emergent airdropping. Some in-
stances are tested and the results demonstrate the effectiveness of the method.  

Future work includes the improvement of ACS in order to find better solutions for 
problems of large scale with less time. The combination of other algorithms with ACS 
will also be considered. 
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Abstract. With the rapid growth in application of series data mining, one 
important issue is discovering character patterns in larger data sets. Two 
limitations of previous works were the weak efficiency and rigid partition. In this 
paper, we introduce a novel pattern searching algorithm that using cloud models 
to implement concept hierarchies and data reduction. The reduction in this 
algorithm is based on symbolic mapping which uses cloud transformation 
method. Compared with other works, we make use of linguistic atoms to describe 
series character both specifically and holistically. Furthermore, being the fuzzy 
and probabilistic of cloud models, soft partition to continuous numeric attributes 
and the capability to data noise were realized. Normal segmentation method was 
done as comparison to show the performance of cloud models based algorithm. 
The efficiency is improved obviously. Moreover, noise-adding experiment was 
implemented to show that algorithm has robustness to the noise.  

1   Introduction 

There is growing recognition in business community about the importance of 
knowledge as a critical resource for organizations.  It is necessary and interesting to 
research how to capture knowledge from huge amounts of data. Furthermore, it is 
sometimes desirable to automatically generate concept hierarchies or adjust some given 
hierarchies for particular learning tasks [1]. Concept hierarchies reduces the data by 
collecting and replacing low level concepts (such as numeric values for the attribute 
age) by higher level concepts (such as young, middle-aged, or senior).There exists a 
vast body of works on efficiently generating of concept hierarchies such as binning, 
histogram analysis, clustering analysis, entropy-based discretization and segmentation 
by natural partitioning, etc. [2]. Discretization reduces the number of values for a given 
continuous attribute by dividing the range of the attribute into intervals. Interval labels 
can then be used to replace actual data values. However, these methods generate 
concept hierarchy by discretizing rigidly universe of discourse that used equal-distance 
or equal-frequency. Theses hard partition can not reflect exactly the distribution of data 
and the fuzzy and uncertainty of the qualitative concept and multi-compatibility among 
different hierarchies.  

In this paper, we introduce a method of representing numerical concept using cloud 
model. Continuous-values attributes are represented by three digital parameters of 
cloud models: expected valued, entropy and hyper-entropy.  Cloud transformation is 
also realized to automatically produce the basic numerical concepts as the leaf nodes in 
concept tree. Based on the concept tree model, concept climbing-up and jumping-up 
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along the tree is realized, which can be used as a tools of discovering knowledge in 
different levels.  

We use probabilistic project method and the concept tree to implement robust 
searching of pattern matching. The probabilistic project is to project the data objects 
onto lower dimensional subspaces, and randomly chosen subset of the objects features. 
Compared with other algorithms, symbolic representation using cloud models allows 
for linguistic symbol expression of numeric attributes, which avoids rigid segmentation 
between data universes.  

The rest of paper is organized as follows. In Section 2, we describe the cloud model 
and its characteristics. In Section 3, we detailed presented the concept tree generating 
algorithm based on the cloud models. Finally, we perform two experiments that verify 
the performance and robustness to the data noise of algorithm.   

2   Cloud Model 

Definition 1: Cloud is: 
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]1,0[:)(
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T
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(1) 

where U ={u} is the universe of discourse. Assume that T is a linguistic term associated 
with U  The compatibility degree of u in U to the linguistic term T is labeled as 
CT(x) which is a random number with a stable tendency and takes the values 
in 0,1  

Ex

En3

He

 

Fig. 1. Cloud models and its digital characteristic 

The concept of clouds is often pictured as two dimensional graphs with the universe 
of discourse represented as one dimensional There are various ways to interpret it. 
From the x-axis perspective, it illustrates the role of a compatibility cloud for a 
linguistic term T in a universe of discourse U. The compatibility degree at each u is all 
random numbers showing the deviation but obeying certain probability distribution. 
The thickness of cloud is uneven: near the top and bottom of the cloud, the standard 
errors are smaller than those near the waist part. In the other way, from the y-axis 
perspective, it shows that the left and right limits at one degree gives the scope of 
linguistic term, and the width of this degree is related to the coverage of linguistic term 
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in the universe of discourse. But the width itself becomes random showing the 
deviation which obeys a certain probability distribution. The geometry of clouds is a 
great aid understanding the uncertainty and defining the cloud concept related to 
linguistic terms Visualizing this geometry may, by itself, be the most powerful 
argument for fuzziness and randomness   

The bell shape of clouds called normal clouds are based on normal distributions, 
which have been supported by results in every branch of both social science and natural 
science. Cloud models use three feature parameters to characterize the qualitative 
meaning of linguistic atom, which is the Ex (Expected Value), En (Entropy) and He 
(Hyper Entropy) [3].The three parameters integrate with fuzzy for numeric attributes 
and randomness of membership. It consists of the mapping between qualitative and 
quantities, as the basis of the knowledge representation. 

3   Concept Tree Generating 

Mentioned in literature [4], the slope of series reflects the series tendency. It is 
obviously that representation of the slope ratio becomes an essential and fundamental 
issue. Cloud models offer a flexible path to integrate qualitative and quantitative 
knowledge because linguistic variables use a few ‘words’ to represent the character of 
series tendency which both data reduction and soft partition to interval come true [5]. 
We use the cloud models to construct a concept tree whose nodes are linguistic 
variables describing segments’ trend. These linguistic variables are consisted of a set of 
linguistic atoms )},,(,),,,({ 1111 mmmm HeEnExAHeEnExAA = . 

According to the cloud generator algorithm, we can produce many drops of cloud 
corresponding to different slope breakpoints. Figure 2 shows the transformation steps. 
The CG box is an X condition cloud models generator which calculates the slope and 
transforms into corresponding concepts. 

 

Fig. 2. Symbolic representation of subsequence shape 

Being the concept hierarchies transfer high dimension data into lower, the mining 
efficiency is improved, and also the knowledge can discover at different abstraction 
levels. In this paper, cloud transform is used to generate the multi-concept hierarchies, 
which can automatically produce the basic concepts items as the leaf nodes in 
pan-concept tree. Based on the cloud transformation, we can get a set of leaf nodes of 
concept tree that consist of linguistic atoms. The automatically generation of concept 
tree is the leveraging of concept step by step, which based on these nodes.  

Definition 2: Soft-OR operator Suppose }{uU = , ),,( 1111 HeEnExA and 

),,( 2222 HeEnExA are two adjoining basic cloud models on U. If 21 ExEx ≤ , then  
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This A3 can be defined as the result of “soft or” value from A1 and A2. The operation 
shows that two adjoining basic concept can be leveraged to a higher level concept by 
“soft or” operator. The following is the algorithm for concept tree generating.  
 
Input:  leaf nodes A; 
         Concept numbers for every hierarchy 

1,},,{ 010 =>> + numandnumnummnumnum iin  

Output: pan-concept-tree },,,{ 011 levellevellevellevel nn+  

BEGIN 
     ;1 Aleveln =+  

     FOR DOstepni ,1,0 −→=  

     { 
      ;1+= ii levellevel  

      WHERE ( ii numlevel > ) 

      { 
     );(min__),( ileveldisselectCB =  //two nearest cloud model 

     });,{,( CBleveldellevel ii =    

     );,(_ CBorsoftD =         //Soft-OR calculation 

     });{,( Dleveladdlevel ii =  

      } 
     } 
END   

4   Experiments 

In order to verify the efficiency and robustness of concept tree generating algorithm 
based on cloud models, we adopted the method of probabilistic projection, presented by 
Bill and others, to searching matching patterns in database [6].  

To verify the efficiency, we implemented the searching using linear scanning and 
concept-based index searching. The average CPU time ratio was calculated 
as linearbasedconcep TT /− . The results showed concept-based algorithm has good 

performance. 

Table 1. Average CPU time ratio to linear scanning 

Data Size (106) 0.001 0.005 0.009 0.012 0.035 0.070 
CPU time ratio 0.50 0.28 0.20 0.15 0.07 0.05 
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The concept tree generated by cloud-models-based algorithm was used to implement 
data reduction. The fluctuation was labeled as ‘words’ Sharp-Down, Mid-Down, 
Gentle-Down, Normal, Gentle-Up, Mid-Up and Sharp-UP. The Fig. 3 shows the partial 
of concept tree. 

 

Fig. 3. Concept tree for slope representation 

  

Fig. 4. Patterns discovered using segmentation method and cloud models 

  

Fig. 5. Pattern discovered using data with/without noise added 
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We took the dataset of monthly-closings of the Dow-Jones industrial index, Aug. 
1968 - Aug. 1981 as test data. First, experiment of cloud models based algorithm was 
implemented in contrast with segmentation method. The results (Fig.4) showed more 
accurate matching patterns founded by cloud models based algorithm.  

Second, we used normal random noise added to original data. Fig.5 showed that 
although a typical amount of noise added to raw data, it still can be tolerated by our 
algorithm. The experiment carried respectively by two conditions with or without 
noise, and the patterns are founded as shown in figure 5, which is acceptable because 
the difference between these two segments are within the tiny error.   

5   Conclusions 

Concept hierarchy plays a fundamentally important role in data mining. Through 
automatically generating the concept hierarchies, the mining efficiency is improved, 
and the knowledge is discovered at different abstraction levels. In this paper, the 
Boolean calculation of cloud models is used to generate the concept tree, that is, cloud 
transformation is realized to automatically produce discrete concept items as the leaf 
nodes of the tree. Furthermore, series trend is expressed in concept symbols that hold 
fuzziness and randomness that avoids rigid segmentation. Not only dimension 
reduction, but robustness to the data noise is achieved. 

It may be interesting to extend our work to the application in clustering, 
classification and associate rule discovering.  
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Abstract. This paper introduces the theory of super-resolution image recon-
struction and degraded model in brief, and presents a new super-resolution im-
age reconstruction algorithm .The algorithm bases on the new image registra-
tion excluded aliased frequency domain and the Projection Onto Convex Set 
(POCS) method. The algorithm can precisely estimate the image registration 
parameter by excluding aliased frequency domain of the low-resolution images 
and killing the center part of the magnitude spectrum. In order to compute the 
shifts and the rotation angle, we set up the polar coordinates in the center of the 
image. By computing the frequency function of the rotation angle� by integrat-
ing over radial lines, the algorithm converts the two-dimension correlation to 
one-dimension correlation. And then, the POCS method is used to reconstruct 
high-resolution image from these aliased image sequences. As a result, we find 
that the reconstruction algorithm has the same precision of image registration as 
the spatial image registration and good effect of super-resolution image  
reconstruction.  

1   Introduction 

In 1984, Tsai and Huang [1] introduced the idea of super-resolution based on se-
quence images firstly. They used the frequency domain approach to demonstrate the 
ability to reconstruct one improved resolution image from several blurred, down  
sampled and noisy images. The different approach method of the super-resolution re-
construction is iterative back projection (IBP) method, which was adopted from com-
puter-aided topography (CAT) by Peleg [2]. This method starts with an initial guess 
of the output image, projects the temporary result to the measurements (simulating 
them), and updates the temporary guess according to this simulation error. Another 
approach of the super-resolution reconstruction is presented by Schultz and Stevenson 
[3]. Their approach uses MAP estimator, with the Huber-Markov Random Field 
(HMRF) prior. This choice of prior causes the entire problem to be nonquadratic, thus 
complicating the resulting minimization problem. Set theoretic approach to the super-
resolution reconstruction was also presented. The method defines convex sets that 
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represent tight constraints on the required image. Having such constraints, it is 
straightforward to apply the POCS method [4]. Therefore, through these super-
resolution reconstruction methods, image details can be retrieved so much that the re-
stored image is greatly close to the original object.  

Most super-resolution methods are composed of two main steps. Firstly, all the im-
ages are aligned in the same coordinate system in the registration step, and then a 
high-resolution image is reconstructed from the irregular set of samples. In the first 
step, we present an image registration algorithm using a new frequency domain 
method that is as good as the spatial domain method if the images have some direc-
tionality. In this second step, to reconstruct the high-resolution image, we apply 
POCS method on a high-resolution grid. The super-resolution algorithm we propose 
reconstructs an image with almost double resolution in both dimensions from four ali-
ased images. At last, we compare our approach in a simulation to the image magnified 
by linear interpolation. 

2   Image Registration 

We use a frequency-domain algorithm to estimate the motion parameters between the 
reference image and each of the other images. Only planar motion parallel to the im-
age plane is allowed. The motion can be described as a function of three parameters: 
horizontal and vertical shifts xΔ  and yΔ  and a planar rotation angleφ . A frequency 

domain approach allows us to estimate the horizontal and vertical shift and the (pla-

nar) rotation separately. Assume we have a reference signal )(1 Xf  and it’s shifted 

and rotated version )(2 Xf :  

))(()( 12 XXRfXf Δ+=  . (1) 

where [ ]TyxX = [ ]TyxX ΔΔ=Δ [ ]TR φφφφ cossin;sincos −= . In Fourier 

domain it can be translated as: 

)()( 1
2

2 uFeuF Xui T Δ= π  . (2) 

)(')'()( 1
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2
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==
∞

−Δ ππ  . (3) 

Where XXX Δ+=' . As a result, we can conclude that )(2 uF and )(1 RuF do 

not depend on the shift values xΔ  and yΔ , because the spatial domain shifts only af-

fect the phase values of the Fourier transforms. For example, we perfect Fourier trans-
form in an image and its rotated image respectively. We can find that the magnitude 
rotate the same angle (Fig. 1(a)). It is well known that the shift parameters xΔ  and 

yΔ  can thus be computed as the slope of the phase difference and the rotation angle 

can be computed as the rotation of the magnitude.  
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(a)                                          (b)                                      (c)  

Fig. 1. (a) The magnitude of the original image. (b) The magnitude of and the rotated image in 
view of three dimensions. (c)The )(αh  of the original image and the rotated image. 

Unfortunately, owing to the affection of downsampling, the low-resolution images 
are aliased .The methods described earlier do not result in precise registration any-
more [5]. In this case, (1) and (2) no longer hold. Instead of (2), a shift is now ex-
pressed as: 

)()( 1
)(2

2 s
xkuui kuuFeuF

T
s −=

+∞

∞−

Δ−π  . (4) 

In order to compute the shifts and the rotation angle, we should cut off the aliased 
zone. So we can apply the formula (2) and (3). To computer the rotation angle, we 
present a new method. First of all, we set up the polar coordinates in the center of the 
image, and compute the frequency content h as a function of the angle α  by integrat-
ing over radial lines: 

( ) | ( , ) |; / 2 / 2h F rα θ α α θ α α= − Δ ≤ ≤ + Δ  . (5) 

Where αΔ  is the calculating precise of the rotated angle. As the values for low fre-
quencies are very large compared to the other values (Fig. 1(b)) and are very coarsely 
sampled as a function of the angle, we discard the values for which ερ<r  (where 

ρ  is the image radius, or half the image size) with ε = 0.1. Thus, )(αh  is computed 

as the average of the frequency values on a discrete grid with 
2/2/ ααθαα Δ+≤≤Δ−  and ρερ << r . This results in a function )(αh for 

both )(2 uF and ),(2 θrF  (Fig.1 (c)). The exact rotation angle can be computed as 

the value for which their correlation reaches a maximum. 

3   POCS Super-Resolution Sequence Image Reconstruction  

In the POCS super-resolution reconstruction approach, the unknown signal ),( yxf  

is assumed to be an element of an appropriate Hilbert space. Each a priori information 
or constraint restricts the solution to a closed convex set in H. Thus, for m pieces of 
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information, there are m corresponding closed convex sets iC H∈ ,i = 1,2,…m and 
m

i
iCCf

1
0

=

=∈ ,provided that the intersection 0C  is nonempty. Given the constraint 

sets C, and their respective projection operators iP , the sequence generated by [6]  

1 1k m m kf P P f+ −= 1…P  . (6) 

Where (1 ) ,0 2i i i i iT I Pλ λ λ= − + < < is the relaxed projection operator, con-

verges weakly to a feasible solution in the intersection 0C  of the constraint sets. In-

deed, any solution in the intersection set is consistent with the a priori constraints, and 

therefore, it is a feasible solution. Note that '
iT s  reduce to '

iP s  for unity relaxation 

parameters, i.e., iλ  = 1. The initialization 0f  can be arbitrarily chosen from H. 

Translating the above description to an analytical model, we get: 

1
1

( )
p

k k k i i i k
i

f P f P g H fλ ω+
=

= + −  . (7) 

Where P represents band-limited operator of image, ig represents the ith measured 

low resolution image, kλ represents the relaxed operator, iH  represents a blurring 

operator determined by the PSF, downsampling and transformation of the ith meas-

ured low resolution image, iω represents the weights. 

4   Experiment and Discussions  

The super-resolution algorithm described above is tested in simulations experiments. 
A simulation gives complete control over the setup and gives exact knowledge of the 
registration parameters. In the first step, we compare our registration method with the 
keren iterative registration algorithm [7], which is a very popular spatial registration 
method in image super-resolution reconstruction. It enables us to test the performance 
of the registration and the reconstruction algorithms separately. In the simulation, we 
start from a high-resolution image Lena, which was considered as the equivalent for 
continuous space (Fig. 2(a)). This image was then multiplied by a Tukey window to 
make the image circularly symmetric and thus avoiding all boundary effects. Then, 
three shifted and rotated copies are created from this high-resolution image. Then, the 
four images are blurred by the simulative Point Spread Function, downsampled by a 
factor two and added Guassian noise .The first of these images will be magnified by 
linear interpolation (Fig. 2(b)). And finally, the four images are used as input for the 
POCS super-resolution algorithm .As a result, we find that our registration algorithm 
has the same precise as keren spatial registration algorithm (Table .1). And our recon-
struction image is better than the image, which is magnified by linear interpolation 
(Fig. 2(c)).  
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Table 1. The results of  keren iterative registration algorithm and registration algorithm ex-

cluded aliased frequency domain. xΔ , yΔ andφ  is the shift value and rotated angle. xμ , 

yμ and φμ  are the registration absolute error of them the unit of xΔ , yΔ , xμ and yμ is 

pixel, and the unit of φ and φμ is degree. 

Keren Iterative Registration 
Algorithm

Our Registration Algorithm  
  xΔ  yΔ  φ

xμ  yμ  φμ  xμ  yμ  φμ  

3.125 -1.875 15 -0.0750 -0.1421 0.3893 0.0645 0.0897 0.3761

0.875 2.250 -3 -0.0160 0.0813 -0.2560 0.0026 0.0654 0.2641

-1.500 0.500 2 0.0084 -0.0691 0.2728 0.0223 0.0137 0.2460

 

                   (a)                                        (b)                                         (c) 

Fig. 2. (a) The original high resolution lena image added Tukey window. (b)the linear interpo-
lation image. (c)the POCS super-resolution reconstruction image based on the  registration al-
gorithm excluded aliased frequency domain. 

5   Conclusion 

We presented a new Image Registration method by excluding aliased frequency domain 
of a set of low resolution, aliased images. The planar rotation and shift parameters can 
be precisely estimated based on the low frequency, aliasing-free part of the images. In 
this correspondence, we reconstructed a double resolution image (in each dimension) 
from the set of aliased images by POCS algorithm .Our experimental results show that 
the proposed super- resolution algorithm performs effective reconstruction. 
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Abstract. The cooperative optimization is a newly discovered meta-
heuristic for solving difficult combinatorial optimization problems. It is
inspired by the cooperation principle in social systems where individu-
als in a system often work together in a cooperative way to solve hard
problems of a complexity beyond the capability of any individual in the
system. Unlike any existing metaheuristics, it has a number of global
optimality conditions so that the cooperative optimization algorithms
know where to find global optima and when to stop searching. Further-
more, a cooperative optimization algorithm has a unique equilibrium and
converges to it with an exponential rate regardless of initial conditions
and perturbations. In solving real-world optimization problems, the co-
operative optimization algorithms have often significantly outperformed
state-of-the-art algorithms.

1 Introduction

A metaheuristic is a general, problem independent heuristic method for find-
ing approximate solutions for optimization problems. Unlike problem-specific
heuristics, metaheuristic methods are applicable to a wide range of optimization
problems. Popular metaheuristics [1] include simulated annealing, branch-and-
bound, tabu search, ant colony optimization [2], genetic algorithms, and particle
swarm intelligence [3]. They have been proven very useful in solving many inter-
esting optimization problems.

The lack of general global optimality conditions for identifying global optima is
the most critical, unsolved problem of classic (meta-)heuristic methods. Without
any global optimality condition, they do not know where to find global optima
and whether a solution they found is a global optimum. Because of that, they
do not know how to organize their optimization processes effectively and when
to terminate the processes efficiently. Any global optimality condition is of both
practical interests and theoretical importance.

The recently found cooperative optimization metaheuristic [4,5,6,7,8] solves
this important problem by offering a number of global optimality conditions.
It also provides a general framework for designing optimization algorithms to
attack different optimization problems. The cooperative optimization algorithms
have many excellent computational properties, most of them are not possessed
by any classical optimization methods. This paper describes more about the
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intuitions behind the nature-inspired metaheuristic. The successful applications
of cooperative optimization are also reported at solving two real-world, NP-
hard optimization problems. One of them is the stereo-matching problem from
computer vision and the another is the LDPC decoding problem from data
communications.

2 Cooperative Optimization as a Metaheuristic

2.1 Basic Ideas

Competition and cooperation are common social behaviors for individuals in a
society. Through competition and cooperation among individuals, nature has
evolved a number of relatively simple but powerful methods for solving very
complex problems. In many cases, those problems can be understood as opti-
mization problems formulated as the minimization or maximization of certain
objective functions.

Usually, competition or cooperation alone can hardly lead to good solutions
either for a society or for the individuals in the society. Without competition,
individuals in a society may lose motivation to pursue better solutions. Without
cooperation, they might directly conflict with each other and poor solutions
might be reached both for the society and themselves. Often times, through
properly balanced competition and cooperation individuals in a society can find
the best solutions for the society and possibly good solutions for themselves at
the same time.

In a cooperative system, each individual has its own objective. The collection
of all individual’s objectives form the objective of the system. The objectives
of individuals may not be always aligned with each other. The individuals in
a cooperative system work together by finding solutions to achieve their own
objectives (competition) and compromising their own solutions with their neigh-
bors’ solutions at the same time (cooperation). Such a process is iterative and
self-organized and each individual in the system is autonomous.

A cooperative system can have many interesting behaviors emerging from sim-
ple local interactions of the individuals in the system. Despite of their simplicity,
cooperative systems can attack many very challenging optimization problems
through competition and cooperation among the individuals in a system. Also,
the computations of cooperative systems are inherently distributed and parallel,
making the entire system highly scalable and less vulnerable to perturbations
and disruptions on individuals than a centralized system.

2.2 Cooperative Optimization in a General Form

Assume that the objective of each individual in a cooperative system is to min-
imize a local objective function Ei(x) associated with the individual. The sum-
mation of the local objective functions is the objective function of the system,
called the global objective function, i.e., E(x) =

∑
i Ei(x).
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The objective of the system is to minimize the global objective function E(x).
Assume further that each individual controls the assignment of one variable, one
individual for each variable in E(x). The individual i, for instance, controls
the assignment for the variable xi. The variable xi is said to be the controlled
variable of the individual i. The preferences for assigning the variable xi with
different values by the individual i are stored in a real-valued function, denoted
as Ψi(xi), called the soft assignment function. It is the solution of the individual
i for assigning variable xi.

Assume that xi is in a finite domain Di. Let the set of the variables contained
in the local objective function Ei(x) be Xi. Let Xi \xi denote the set Xi without
the element xi. The value of the local objective function Ei(x) depends on the
assignments for the variables in Xi. The individual i only controls the assignment
for the variable xi. The variables in the set Xi \ xi are controlled by other
individuals. They are called the dependent variables of the individual i.

During initialization, the solution searching is achieved by minimizing the
local objective functions Ei(x),

Ψ
(0)
i (xi) = min

Xi\xi

Ei(x), for each xi ∈ Di .

Here the minimization stands for minimizing Ei(x) with respect to all variables
in Xi \ xi, for each value of xi. The solution of the individual i is stored as the
soft assignment function Ψ

(0)
i (xi), where the superscript stands for the iteration

step.
Let the neighbors of the individual i be N (i). During each iteration k, each in-

dividual modifies its local objective function by the linear combination of its own
local objective function Ei(x) and the solutions Ψ

(k−1)
j (xj) from its neighbors

as follows,

Ẽ
(k)
i (x) = (1− λk)Ei(x) + λk

∑
j∈N (i)

wijΨ
(k−1)
j (xj) , (1)

where Ẽ
(k)
i (x) is the modified local objective function for the individual i at the

iteration k. Parameter wij is a coefficient of the combination determining the
weight on the solution of the individual j, Ψ (k−1)

j (xj), at the previous iteration
k−1, where the individual j is a neighbor of the individual i. wij is non-negative
and (wij)n×n forms a n × n square matrix with non-negative elements, called
the propagation matrix. Parameter λk is also a coefficient of the combination
controlling the level of the cooperation among individuals at the iteration k. It is
called the cooperation strength, satisfying 0 ≤ λk < 1. A higher value for λk will
weigh the solutions Ψ

(k−1)
j (xj) from an individual’s neighbors more than its own

local objective function Ei(x). In other words, the solution of each individual
will compromise more with the solutions of other individuals in the system. As
a consequence, a higher level of cooperation in the optimization is thus reached.

Putting the local objective function modification and minimization together,
a cooperative optimization algorithm can be simply defined as the following set
of difference equations:
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Ψ
(k)
i (xi) = min

xj∈Xi\xi

⎛⎝(1− λk)Ei + λk

∑
j

wijΨ
(k−1)
j (xj)

⎞⎠ , (2)

for each xi ∈ Di and 1 ≤ i ≤ n.

The candidate assignment for the variable xi at the iteration k is arg minxi Ψ
(k)
i

(xi). All candidate assignments form the candidate solution at the iteration,
simply denoted as (arg minxi Ψ

(k)
i (xi)).

The pseudo code of the algorithm is in Fig. 1.

Procedure Cooperative Optimization Algorithm

1 Initialize the soft assignment functions (Ψ
(0)
i (xi));

2 for k := 1 to max iteration do
3 for each i do
4 for each xi ∈ Di do

5 Ψ
(k)
i (xi) := minXi\xi

(1 − λk)Ei(x) + λk

∑
j wijΨ

(k−1)
i (xi) ;

6 x := (arg minxi Ψ
(k)
i (xi)); /* update candidate solution */

7 if x is a global optimal solution (see [6]) return x; /* as an optimal solution */
8 return x; /* as an approximate solution */

Fig. 1. A cooperative optimization algorithm for minimizing the function
∑n

i=1 Ei(x)

3 Solving Real-World NP-Hard Problems

It has been found in our experiments [6,7,9] that cooperative optimization has
achieved unprecedent performance at solving real-world NP-hard problems with
the number of variables ranging from thousands to hundreds of thousands. The
problems span a wide range of areas, proving its generality and power.

Stereo matching [7,6], is one of the most active research areas in computer
vision.The goal of stereo matching is to recover the depth image of a scene from
a pair of 2-D images of the same scene taken from two different locations. Like
many other problems from computer vision, it can be formulated as the opti-
mization of multivariate energy functions, which is NP-hard in computational
complexity. Using a common framework[10] for evaluating different optimization
algorithms, cooperative optimization is significantly better both in speed and so-
lution quality than simulated annealing, a classic metaheuristic method offered
by the framework as a reference. Figure 2 shows the result of cooperative opti-
mization and simulated annealing for a test optimization problem with 110, 592
variables.

LDPC codes represent recent progress in channel coding for the next gener-
ation communication systems (HDTV,3G,HD-DVD, WLAN). Decoding LDPC
codes is another real-world NP-hard problem. Because only the global optima
are acceptable for this problem, no one has ever reported any success at ap-
plying classic metaheuristic methods for solving this very challenging optimiza-
tion problem. The belief propagation [11,12] is the state-of-the-art algorithm for



1250 X. Huang

Fig. 2. The ground truth (left). Our algorithm (middle). Simulated annealing (right).

Fig. 3. A sample image corrupted by the additive white Gaussian noise channel of the
signal-to-noise rate Eb/No = 1.8 dB (left). Belief propagation (middle). Cooperative
optimization (right).

solving this problem. It is based on empirical rules without much theoretical
understandings. We found in our experiments that the cooperative optimiza-
tion algorithms have often outperformed the belief propagation algorithm both
in speed and performance by several orders of magnitude. Figure 3 shows the
result of the belief propagation algorithm and our cooperative optimization al-
gorithm at decoding a sample noisy image where the associated optimization
problems have 6, 500 to 7, 500 variables.

4 Conclusions and Future Research

The cooperative optimization is a newly discovered, nature inspired metaheuris-
tic for solving hard optimization problems. In real-world applications, it has
demonstrated outstanding performance comparable with the state-of-the-art al-
gorithms or significantly better by several orders of magnitude. It has a number
of global optimality conditions for identifying global optima, a critical compu-
tational property missing in existing optimization methods.

Optimization has a profound impact in every aspects of science and our life.
The great challenge in the area of optimization is to discover a general princi-
ple for finding global optima because none has ever being found so far. Could
cooperative optimization be the one to serve that purpose?

To create life and intelligence, nature demands global optimization processes
so that proteins can fold into their designated structures to create life (Levinthal’s
Paradox) and perception systems of living beings can correctly understand their
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environments to survive. Could the cooperative optimization theory help us un-
derstand deep principles of nature?

It has also been found in our experiments that cooperative optimization has
demonstrated asymptotic behaviors at solving the NP-hard problem, LDPC de-
coding, when problem instances are generated under Shannon channel capac-
ity. Could Shannon channel capacity define a new dimension to measure the
complexity of NP-hard problems and could cooperative optimization offer us
a promising direction to attack NP-hard problems along that new dimension?
These are interesting questions worth pursuing with future research.
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Abstract. This paper introduces an unsupervised adaptive principal components 
analysis (APEX) neural network (NN) for blind pseudo noise (PN) sequence 
extraction of lower signal to noise ratios (SNR) direct sequence spread spectrum 
(DS-SS) signals. The proposed method is based on eigen-analysis of DS-SS 
signals. As the eigen-analysis method is based on the decomposition of 
autocorrelation matrix of signals, it has computational defects when the signal 
vectors became longer, etc. So, we introduce the APEX NN to extract the PN 
sequence blindly. We also make complexity analysis of the proposed method and 
comparison with the other methods. Theoretical analysis and computer 
simulations verify the effectiveness of the method. 

1   Introduction 

Since the direct sequence spread spectrum (DS-SS, DS) signals have the distinguished 
capability of anti-jamming and lower probability interception, the DS signals have used 
broadly in communication and radar etc for a long time. Usually, the spread spectrum 
receiver has to perform synchronization before it can start the despreading operation. 
For the case of DS, this entails establishing complete knowledge of the pseudo noise 
(PN) sequence and the timing. Synchronization is performed in two stages. The first 
stage of coarse synchronization is known as PN acquisition and the final stage of 
maintaining the fine synchronization is called PN tracking. While PN tracking forms an 
important part of DS synchronization, PN acquisition is a more challenging problem. 

Conventional acquisition techniques [1] rely on the knowledge of the internal 
algebraic structure of the PN sequence to establish synchronization. But they tend to 
break down in environments with high levels of noise and interference because of a 
high false alarm rate. Besides, reliable algebraic techniques for synchronization have 
yet to be developed for nonlinear codes, or codes with unknown code structure etc. 

A method of cyclic autocorrelation was proposed to de-spread the DS signal [2]. It 
can operate in the presence of arbitrary delay and for arbitrary PN codes. Because some 
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spectral correlation computations are required, it is difficult to carry out in real-time. 
Furthermore, it does only de-spread the DS signal without the PN sequence, but it 
doesn’t utilize or analyze any signal structure information. DS packet radio and military 
systems often require frequent, fast and robust synchronization. Blind estimation of the 
PN sequence without the a priori knowledge of its structure and timing is useful in 
achieving these objectives. The signal subspace analysis technique, introduced in [3], is 
precisely such a technique. But this method belongs to a batch method, when the 
number of samples in a period of observation window or the length of PN sequence 
becomes larger, the computation of matrix decomposition may not be feasible in 
practice. 

In this paper, we first prove that the PN sequence can be estimated blindly by 
eigen-analysis. Furthermore, we implement the estimation via an unsupervised 
adaptive principal components analysis (APEX) neural network (NN) through 
principal components extraction of DS signals. We overcome difficulties about 
computational memory size and speed of the eigen-analysis method in case of longer 
received signal vectors. We assume that the signal is the same as [2,3]. 

2   Signal Model 

The base band DS signal ( )x t  corrupted by the additive white Gaussian noise 

(AWGN) ( )n t  with the zero mean and 2
nσ  variance can be expressed as [1,3] 

( ) ( ) ( )xx t s t T n t= − + , (1) 

where ( ) ( ) ( )s t d t p t=  is the DS signal ( ) ( )j cj
p t p q t jT

∞

=−∞
= − { }1jp ∈ ±  is the 

PN sequence  0( ) ( )kk
d t m q t kT

∞

=−∞
= −  { }1km ∈ ±  is uniformly distributed with 

[ ] ( )k lE m m k lδ= −  ( )δ ⋅  is the Dirac function, ( )q t  denotes a pulse chip with 

period of T ( T  may be 0T  or cT  here). Where 0 cT NT=  N  is the length of PN 

sequence  0T  is its period cT  is the chip duration, xT  is the random time delay and 

uniformly distributed on the 0[0, ]T . 

In general, the PN sequence and synchronization are required to de-spread the DS 
signals. But we only have the knowledge of 0T , cT  and the received DS signals. 

3   Eigen-Analysis Method to PN Sequence Blind Estimation 

The received DS signal is sampled and divided into non-overlapping temporal 
windows, the duration of which is 0T . Then one of the received signal vector is 

( ) ( ) ( )k k k= +X s n 1,2,3,k = , (2) 

where ( )ks  is the k -th useful signal vector, ( )kn  is the AWGN vector, ( ) Nk ∈X R . 

When 00 xT T≤ < , ( )ks  may contain two consecutive symbol bits, each modulated by 
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a period of PN sequence: 1 1 2( ) k kk m m += +s p p , where km  and 1km +  are the two 

consecutive symbol bits. 1p  ( 2p ) is the right (left) part of the PN sequence waveform. 

According to eigen-analysis theory, we definite the iu  by /i i i=u p p , so 

( )T
i j i jδ= −u u , , 1,2i j = , 1u  and 2u  are ortho-normal vectors. We have 

1 1 1 2 2( ) ( )k kk m m k+= + +X p u p u n . (3) 

The autocorrelation matrix of ( )kX  may be estimated by 

( ) ( )
1

ˆ 1 ( ) ( )
M T

X i
M M i i

=
=R X X . (4) 

When M → ∞ , there exist 

ˆlim ( )T
X X s s s n n n

M
E M

→∞
= = = Λ + ΛR XX R U U U U , (5) 

where M  represents the sampling number of signal vectors, [ ]E ⋅  denotes 

expectation, [ ]1 , ,s K=U u u  and [ ]1, ,s Kdiag λ λΛ = denote the estimated 

eigen-structure of signal, [ ]1 , ,n K N+=U u u  and 2
n nσΛ = I  denotes the estimated 

noise. It is shown in [4] that the estimated principal eigenvectors have the following 

behavior: ( )log log / , 1,2, ,i i O M M i K− =   =u u . Therefore, M → ∞ , there 

always exists i i=  u u , 1, 2, ,i K = . 

Assume ( )ks , ( )kn  are mutually independent, substitute Eq.(3) into Eq.(5) 

( ) ( ){ }2
0 1 1 2 2

ˆ T T T T
X s s s n n n n x c x cT T T T Tσ η η= Λ + Λ = ⋅ − ⋅ + ⋅ ⋅ +R U U U U u u u u I  (6) 

where I  is an identity matrix of dimension N N× , the expectation of km  is zero. The 

variance of km  is 2
mσ , the symbol is uncorrelated from each other. The energy of PN 

sequence is 
2

p cE T≈ p the variance of ( )ks  is 2 2
0s m pE Tσ σ=  2 2

s nη σ σ= . In 

the end, we can recover a period PN sequence from 2 1sign( ) sign( )= +p u u , when 

0xT ≠ ; or 1 1sign( )=p u , when 0xT = . 

Because the estimation of ˆ
XR  by Eq. 4  is a de-noise process, we can estimate the 

PN sequence by decomposition of ˆ
XR  even when the signal to noise ratios is very low. 

However, the memory size and computational speed will become problems when N  
becomes bigger. 

4   Implementation of the APEX Neural Networks 

According to the theory results of section 3, in a general way ( 0xT ≠ ), we have to 

extract the first and second principal eigen-vectors before realizing a whole PN 
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Fig. 1. Neural Networks 

sequence blind estimation, so we use the following APEX NN (Fig.1) to perform 
estimation task. The number of input neurons is given by 0 / cN T T= . 

Assume the input signal vector is the same as Eq.(2): 

[ ]{ } [ ]0 1 1( ) ( ) ( ), ( ), , ( 1) ( ), ( ), , ( )
T T

c c Nt k x t x t T x t N T x t x t x t−= = − − − =X X  (7) 

The feed-forward synaptic weight vector is 0 1 ( 1)( ) ( ), ( ), , ( )
T

j j j j Nt w t w t w t−=w , 

1,2j = , where the sign of { ( )jiw t 0,1, , 1, 1,2i N j= −   = } denotes the j-th 

principal eigenvector i-th bit of estimated PN sequence. 

The lateral synaptic weight vector is [ ]2 21( ) ( )
T

t a t=a . The output layer of NN have 

two neurons, its output are 

1

1 1 10
( ) ( ) ( ) ( ) ( )

N T
i ii

y t w t x t t t
−

=
= = w X , (8) 

1

2 2 2 1 2 21 10
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

N T
i ii

y t w t x t a t y t t t a t y t
−

=
= + = +w X . (9) 

The update equations for the feed-forward weight vector ( )j tw  and the feedback 

weight vector ( )j ta  for neuron j are defined as, respectively, 

( ) ( ) 21 ( ) ( ) ( ) ( ) , 1,2
T

j j j j j jt t y t t y t t jβ+ = + −     =w w x w , (10) 

( ) ( ) 2
11 ( ) ( ) ( ) ( ) , 2

T

j j j j j j jt t y t t y t t jβ −+ = − +     =a a y a , (11) 

where ( ) ( ) [ ]1 1 1( )
T

j t t y t− = =y y , [ ]2 21( ) ( ) ( )
T

j t t a t= =a a , 2j = . jβ  is a positive 

step-size parameter it can be fixed or time-varied. In order to achieve good 
convergence performance, we modify jβ  to 

( 1)1/j j tdβ += ,  2
( 1) ( )j t j jt jd B d y t+ = + ,  1, 2j = . (12) 

Eq. (10) represents Hebbian-learning, and Eq. (11) represents anti-Hebbian learning. 
The stability analysis of the NN of Fig.1 is detailed in [5,6]. For large t , we have 

( ) , 1, 2j jt j→   =w u , so we can recover a period PN sequence. 
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5   Complexity Analysis and Comparison with Other Methods 

Comparison of NN methods with the batch methods described in section 3 is not 
straightforward because they approach the problem using different assumptions. The 
batch methods use the pre-calculated autocorrelation matrix XR , while adaptive 

methods don’t have this a priori knowledge. Hence NN methods can essentially solve 
some more difficult problems. In above APEX method of blind PN sequence extraction 
Eq.(8) to Eq.(12), the computational complexity for a set of 2  patterns of input 
dimension N  requires 8(N+1) multiplications and 6N+2 additions per sweep, which is 
actually less than the total complexity of the batch methods (e.g. SVD or EVD, has 
complexity 3(6 )O N ), and in addition, all batch methods implicitly require an initial 

step for the computation of XR  which has 2( )O MN  complexity. When N becomes 

bigger, the batch methods may not be feasible actually. And in addition, the NN 
methods are very promising candidates for parallel VLSI implementation. This is an 
advantage over some classical batch methods. 

The APEX method of blind PN sequence extraction has advantages over the other 
NN methods is as follows [6]: a) Allows recursive computation of new components as 
opposed to some other models. It also overcomes the problem Oja’s model in being 
capable of computing the rest of the components (apart from the first). b) The 
numerical study regarding the best learning rate gives a powerful estimate of the 
optimal β , which results into impressive convergence speeds. Such numerical analysis 

is lacking from the other models. c) The method is even more general in that it can be 
used for extracting the constraint principal components of a random process -- a useful 
notion for certain applications. 

6   Simulations and Conclusions 

Simulations: Simulations were carried out to determine the performance of the 
proposed extractor. The prime measure of performance is the time taken for the 
extractor to make a perfect estimate of the spreading sequence. From the simulations, 
we get performance curves when Tx/T0=2/5. 
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Fig.2 denote the 1st and 2nd principal eigenvector with N=500bit at Tx/T0=2/5 
respectively. Fig.3 shows the time taken for the extractor to perfectly extract the PN 
sequence for code lengths N=100 and N=500 at Tx/T0=2/5. Perfect estimation is 
achieved when the signs of NN synaptic weights are the desired PN sequence or its 
logical complements. It is shown that under the same conditions, the longer of the PN 
sequence is, the better the performance is. 

Conclusions: Under common circumstances if we have known PN sequence, we can 
obtain -20dB -30dB of SNR threshold when we de-spread the received DS signals. In 
[2] Gardner used the method of “blind de-spreading” to achieve –15dB of the SNR 
threshold, but on the same condition, we can realize threshold of dBSNR 0.20−=  
easily, hence the performance of the methods in this paper is better. Besides this, the 
NN has higher speed than the matrix decomposition method; it can solve the difficult 
problem of longer PN sequence blind extraction perfectly. In addition the method 
requires no a priori knowledge other than knowledge of the code length. 
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Abstract. Data gathering is one of the most important processes in wireless 
sensor networks (WSN). The sensor nodes gather information and send it to a 
base station, which consumes significant amounts of power. Due to the limited 
battery life, energy efficiency is becoming a major challenging problem in 
WSN. Some energy- efficient data gathering protocols are proposed for WSN 
such as LEACH, PEGASIS, and PEDAP. But these protocols still have some 
disadvantages and are not fit for our application, wireless sensor transportation 
monitoring network (WSTMN). So we present a new chain-based data gather-
ing protocol, CBDGP. The minimum total energy algorithm (MTEA) is used to 
construct the chain. Moreover, the layered minimum total energy chain con-
struction algorithm with delay reducing is presented for CBDGP. The results 
show that CBDGP works for WSTMN better than LEACH and PEGASIS. It 
prolongs the lifetime and reduces the delay of WSTMN. 

1   Introduction 

The recent advances in micro-sensor, MEMS and low-power wireless communica-
tion, have promoted the development of wireless sensor networks (WSN). Wireless 
sensor networks are consisted of hundreds of inexpensive nodes, which can be readily 
deployed in physical environments to collect useful information such as seismic, 
acoustic, medical and surveillance data in a robust and autonomous manner, and then 
transmit to the base station. WSN has been applied to many areas from military field 
to commerce and industry, such as environment monitoring, weather monitoring, 
tactical surveillance, and intelligent transportation monitoring. We mainly focus on 
intelligent transportation monitoring system based on wireless sensor network, 
namely, wireless sensor transportation monitoring network (WSTMN). 

Wireless sensor networks are consisted of thousands of nodes which are static in 
general. At the same time, the wireless bandwidth and energy are restricted. Espe-
cially, those sensors are deployed in highway, which are unattended. And the power 
in sensor nodes can be exhausted simply by computations and transmissions.  
Furthermore it is infeasible to replace thousands of nodes in highway. Therefore, 
conserving energy so as to prolong the network lifetime is becoming one of the key 
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challenges for such power-constrained network. Sensing environment and gathering 
data are the main functions in WSN. So some efficient and energy-aware data gather-
ing protocols are proposed such as LEACH [1], PEGASIS [2], PEDAP [3] and DEEG 
[4], which sometimes aim at some certain applications and are not fit for WSTMN. 
Some conditions must be considered in wireless sensor transportation monitoring 
network: (a) Monitored targets (vehicles). Vehicles in highway are dynamic and move 
with high speed. (b) System cost. (c) Communication range. According to the above 
all mentioned factors, a new chain-based data gathering protocol for WSTMN is pre-
sented, namely CBDGP. CBDGP considers not only energy, but also network delay. 
There has a good tradeoff between the two aspects. 

The paper is organized as follows. Section 2 reviews some related works. Section 3 
describes the wireless sensor transportation monitoring network model and the radio 
model. Section 4 presents a new chain-based data gathering protocol, which is im-
plemented in section 5. The conclusions are drawn in section 6. 

2   Related Work 

Several efficient data gathering routing protocols have been proposed in recent years. 
We can divide them into three categories approximately: cluster-based routing, chain-
based routing, and tree-based routing.  

LEACH is a cluster-based distributed routing protocol. In LEACH, each node 
elects itself as cluster-head with some probability. The remaining nodes join a cluster 
that requires minimum communication energy. In the data gathering process, each 
cluster-head collects data from sensors in its cluster, fuses the data, and then transmits 
the result to the base station. LEACH utilizes the randomized rotation of cluster-heads 
to evenly distribute the energy load among sensors in the network. Simulation results 
show that LEACH achieves as much as a factor of 8 reduction in energy dissipation 
comparing with direct transmission. As an improved version to LEACH, LEACH-C 
[5]

 
uses a centralized clustering algorithm to produce better clusters, thus achieves 

better performance.  
In PEGASIS, sensors are formed by chain. Each sensor communicates only with a 

close neighbor, and takes turns transmitting to the base station to prevent the failure of 
network. Only one node is designated to communicate with the base station, conse-
quently the energy dissipation is significantly reduced. PEGASIS achieves better 
lifetime than LEACH about 100 to 200%.  

Tan et al. proposed two tree-based protocols, PEDAP [3] and PEDAP-PA [6]. They 
tried to compute a minimum spanning tree over the sensor network. In PEDAP, the 
weights of tree edges are the transmission cost between two connected sensors. In 
PEDAP-PA, the weight of tree edges is the ratio of the transmission cost between two 
connected sensor nodes to the remaining energy of the sending node. The basic idea is 
to minimize the total energy expended in a round of communication while balance the 
energy consumption among sensors. PEDAP prolongs the lifetime of the last node 
death while PEDAP-PA provides a good lifetime for the first node death. Simulation 
results show that these two algorithms perform better than LEACH and PEGASIS 
both in systems that the base station is far away from and inside the field. 
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Kemei Du et al. proposed a multiple-chain scheme [7] to decrease the total trans-
mission distance for all-to-all broadcasting in order to prolong the lifetime of a net-
work. The main idea is to divide the whole sensing area into four regions centered at 
the node that is closest to the center of the sensing area, and the linear sub-chains in 
each region are constructed. 

3   WSTMN Network Model 

3.1   Network Model 

According to the characteristics of highway, regular deployment is adopted in 
WSTMN. We assume the monitored highway is A, the length is L, and the width is W. 
The N sensors are deployed in L×W. The WSTMN has the following characteristics: 

1. The sensor nodes are static, and they will never move when deployed. 
2. There is only one base station in WSTMN. The base station can be deployed in the 

center of network or somewhere out of A, which depends on the material demand 
of WSTMN. The experimental results indicate it’s more efficient when the base 
station is deployed in an immobile location out of A.  

3. The WSTMN is unattended. 
4. The WSTMN nodes are homogeneous, and all sensor nodes have similar process-

ing and communicating capabilities. 

3.2   The Radio Model 

Low-power and wireless communication are studied in recent years widely. We use 
the same radio model as used in LEACH, PEGAIS, which is the first order radio 

model. In this model, a radio dissipates 50 /elecE nJ bit= to run the transmitter or 

receiver circuitry and 2100 / /amp pJ bit mε =  for the transmitter amplifier. The 

radios have power control and can expend the minimum required energy to reach the 
intended recipients. The radios can be turned off to avoid receiving unintended trans-
missions. This radio model defines a distance threshold d0. It is a constant and its 
value depends on the applications. When the distance between transmitting node and 
receiving node is below on d0, the energy consumption of the transmitting node is in 
inverse proportion to d2, otherwise it’ s in inverse proportion to d4, namely free space 
model and multi-path fading model. According to the distance between the transmit-
ting nodes and the receiving nodes, the transmitting nodes can use different energy 
consumption model to calculate the needful energy for transmitting data. 

The equations used to calculate transmission costs and receiving costs for a k-bit 
message and a distance d are shown below: 

Transmitting: 

( , ) ( ) ( , )Tx Tx elec Tx ampE k d E k k dε− −= +  (1) 
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2( , )Tx elec ampE k d E k k dε= × + × ×  (2) 

4( , )Tx elec ampE k d E k k dε= × + × ×  (3) 

Receiving: 

( , ) ( )Tx Tx elecE k d E k−=  (4) 

( )Rx elecE k E k= ×  (5) 

Receiving data is also a high cost operation, therefore, the number of receptions 
and transmissions should be minimal to reduce the energy cost of an application. With 
the radio parameters, when k=2,000 and d2 is 500, the energy spent in the amplifier 
part equals the energy spent in the electronics part and, therefore, the cost to transmit 
a packet will be twice as that to receive. Data fusion is used to decrease energy con-
sumption in CBDGP. Data fusion can be used to combine one or more packets to 
produce a same-size resultant packet, which will be NK=K .In this paper, it is as-
sumed that the radio channel is symmetric so that the energy required to transmit a 
message from node i to node j is the same as the energy required to transmit a mes-
sage from node j to node i for a given signal-to-noise ratio. For the comparative 
evaluation purposes, we assume that there are no packet losses in the network. It is 
not difficult to model errors and losses in terms of increased energy cost per transmis-
sion. With known channel error characteristics and error coding, this cost can be 
modeled by suitably adjusting the constants in the above equations. 

4   CBDGP Description 

One of the most important goals is to minimizing the energy consumption and maxi-
mizing the lifetime in CBDGP. One good approach in conserving energy is to con-
struct an efficient chain in a chain-based data gathering protocol. The minimum total 
energy chain-construction algorithm [7] is fit for our applications. On the other hand, 
the network performance is also affected by delay, which must be considered. So 
layered-chain construction algorithm is presented to reduce delay. In this paper, we 
construct a layered minimum total energy chain connecting all nodes to save energy 
consumption with low delay in each round of data collection. 

Similar to PEGASIS, CBDGP is a chain-based data gathering protocol. The nodes 
are connected to form the layered chain by using the layered minimum total energy 
chain construction algorithm. And only one node transmits the data to the base station 
in each round. The details are described in the following sections. 

4.1   The Minimum Total Energy Chain Construction Algorithm 

To utilize the chain efficiently can conserve energy in a chain-based data gathering 
protocol. When a packet travels along a chain, the total energy dissipation of the net-
work contains two parts: the transmitting and receiving energy consumption at each 



1262 L. Yuan, S. Li, and Y. Zhu 

node. According to the radio model that is used in our network model, the receiving 
energy lies on the length of packet. The total energy consumption that is used to re-
ceive data packets is (n-1) × Eelec × k. The energy cost of transmitting depends on the 
distance between the two nodes along a chain dn n=2,4 . So minimizing the 
total average distance increasing min( dn)  chain construction algorithm is pre-
sented and utilized, where d is the distance between two nodes along the chain. 

The first stage in this algorithm is the same as that in the closest neighbor algo-
rithm [2], which is to find the farthest node from BS as one end of the chain. Then 
each round selects a new node which is not in the chain. The selection criteria is that 

dn of the current chain with this new node increases to the minimum possible extent 
compared to the old chain (here, new is just regarded as a variable). There exist two 
cases depending on insertion position j. In this algorithm, Cj represents the node at 
location j in the chain. If Cj is already the end of the current chain, we simply append 
the new to the chain, the same as the closest neighbor algorithm. Otherwise we insert 
new between Cj and Cj+1. The new transmission path form Cj to Cj+1 through node Cj 
increases minimum energy cost to the chain compared to if other nodes or other inser-
tion locations were selected. The algorithm is described in Fig.1. 

 1  HEAD<- the farthest node from BS; N/<- N-{HEAD}; 

CHAIN<-{HEAD}; 

2  while {N/ } 

3  for each i N/ 

4  do key[i, Cj]<- min{dn(Cj,i)+ dn(i,Cj+1)}- dn(Cj,Cj+1)} for all Cj in the 

CHAIN 

5  NEW<-EXTRACT-MIN(N/)  //select a node with the minimum key 

6  INSERT(CHAIN, Cj , NEW)  //insert NEW between Cj and Cj+1 

 

Fig. 1. The minimum total energy chain-construction algorithm 
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Fig. 2. The minimum total energy chain-construction example 
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We demonstrate an example as in Fig.2 using the minimum total energy chain-
construction algorithm. The chain starts at node 1 and connects node 3 at round 1. The 
minimum incremental energy is 2 for both node 5 and node 2. Assume node2 is se-
lected and inserted between node1 and node 3. The link between node 1 and node 3 is 
discarded. The similar procedure continues until the chain 1-2-4-6-3-5 links all nodes 
at round 5. 

4.2   The Layered Minimum Total Energy Chain Construction with Delay 
Reducing 

In the data gathering application, energy consumption is firstly considered, and an-
other factor is the average delay in each round. It is assumed that data gathering 
rounds are far apart and the only traffic in the network is due to sensor data. So data 
transmissions in each round can be completely scheduled to avoid delays in channel 
access and collisions. If there has no queue delay, and the broadcasting delay is ig-
nored compared to the transmission time, the transmitting delay of each packet mainly 
depends on transmission time. In direct communication, nodes communicate with the 
base station directly. If the network has N nodes, the delay will be N time units. In 
order to reduce delay, parallel transmission is also used. We present the layered mini-
mum total energy chain construction algorithm with delay reducing (LMTEC) for our 
protocol.  

We start with the linear chain among all the nodes and divide them into G groups, 
with each group having N/G successive nodes of the chain. Therefore, we will have G 
groups of N/G nodes. One node from each group will be active in the second layer, 
and thus, there will be G nodes. These G nodes in the second layer are divided into 
G1 groups of successive nodes. Within each group, we use the minimum total energy 
chain construction, namely, local minimum total energy chain construction to form 
local chains. The leader of each local chain will be regarded as the active node in this 
group. For instance, the node 5 is the active node in the example in Fig.2. For a 100m

100m network, we define the number of layers is 3, so the G1 will be set to 2. The 
10 successive nodes will be divided into 2 groups, in which local minimum total  
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Fig. 3. The minimum total energy layered chain construction algorithm 
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energy chain construction algorithm is also used. And in the third layer, only one 
node transmits the data to the base station, which will be the leader of per round. We 
found that when G is equal to 10, we get the best balance for energy and delay. In a 
100-node network, only 10 simultaneous transmissions take place at the same time 
and data fusion takes place at each node. The Fig.3 shows the procedure of the lay-
ered minimum total energy chain construction. 

5   Experimental Results and Analysis 

To evaluate the performances of CBDGP, we simulated CBDGP, PEGASIS and 
LEACH using the scenes and parameters in Table 1, which is run in NS2. The loca-
tion of base station can vary at (500,150), (500,250) and (500,300) in the scene 1 and 
at (1000, 150), (1000, 250) and (1000, 300) in the scene2. 

Table 1. Experiment parameters 

Parameters Scene 1 Scene2 
The size of area (0,0) to (1000,100) (0,0) to (2000,100) 
The number of nodes 50 100 
The location of base 
station 

(500,250) (1000,250) 

The initial energy 2J 2J 
The length of data 

packet 
512bytes 512bytes 

Ethreshold 0.01J 0.01J 
Eelec 50nJ 50nJ 
Eamp 100pJ/bit/m2 100pJ/bit/m2 

do 100m 100m 

5.1   Network Lifetime 

CBDGP mainly focuses on prolonging network lifetime and reducing delay. For this 
experiment, the number of rounds of communication is achieved when 1%, 25%, 
50%, 75% and 100% of the nodes die using LEACH, PEGASIS and CBDGP. It is 
assumed that each node has the same initial energy level of 2J. Once a node dies due 
to the battery power consumption, it is not recharged for the rest of the simulation.  

Fig.4 and Fig.5 show the number of rounds until 1%, 25%, 50%, 75% and 100% 
nodes die for a 1000m×100m (scene1) and 2000m×100m (scene2) network. 
PEGASIS and CBDGP are three times or more better than LEACH in all cases. The 
improvements mainly come from fewer nodes transmitting data to the base station in 
each round compared to LEACH. Moreover, the experimental results show that 
CBDGP is approximately two times better than PEGASIS, which is because of the 
improvement of chain construction algorithm. The minimum total energy chain con-
struction algorithm calculated the minimum total increasing distance, which avoids 
the long distance communication between two nodes globally. With this approach, the 
node energy is saved.  
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Fig. 4. Network lifetime in the scene 1 

 

Fig. 5. Network lifetime in the scene 2 

 

Fig. 6.The effect of base station location for lifetime 
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5.2   The Effect of Base Station Location 

We investigate the effect of base station location in this section.  PEDAP-PA per-
forms both well  in systems in which the base station is far away form the field and 
the base station is in the center of the field, which LEACH and PEGASIS perform 
poor when the base station is inside the field since they do not take the cost of sending 
data to base station into account. CBDGP is similar to PEGASIS. The performance is 
not very well when the base station is in the center of the field. We examined the 
effect of base station location on our algorithm.  

Fig.6 shows the number of rounds completed for the same percentages of node 
deaths with different locations of the base station. The base station locations are at 
(500,150), (500,250), and (500, 300) in the scene1 (which is shown in above Table 1). 
Under the same scene and parameters, the number of rounds is more when the loca-
tion of base station is more far away from the field when the percentage of dead nodes 
is below 25%. The situation is just adverse after 25% nodes die. CBDGP has an opti-
mal lifetime when a larger percentage of node die. So we can find an optimal location 
for the base station according to the applications. 

5.3   Network Delay Reducing 

Another important factor to be considered in the data gathering application is the 
average delay per round. Clearly, minimizing energy or delay in isolation has draw-
backs. For battery -based sensors, longevity is a major concern when energy reserves 
become depleted. Energy efficiency often brings additional delay along with it. Mini-
mizing delay is not always practical in sensor network applications. Maximizing the 
throughput is not always the best strategy for energy-critical links too. Generally, 
increased energy savings come with a penalty of increased delay. We can set limits on 
our application, WSTMN. The data gathering delay per round may have a bound. 
Therefore, a tradeoff between energy spent per packet and delay have to be found. 
The layered minimum total energy chain construction algorithm in our protocol per-
forms well in terms of delay reducing. The experiment results are shown in Table 2 
for a 100-nodes network. The delay is 100 units in Direct and PEGASIS, and it is 
reduced to 27 units in LEACH because of its clustering. While the layered chain con-
struction algorithm make the delay reduce to 15 units in our protocol.  Comparing to 
PEGASIS, the delay has a more than 6 reductions in CBDGP.  

Table 2. Delay Cost for Direct, PEGASIS, LEACH and CBDGP 

Protocol Delay (time units) 
Direct 100 
LEACH 27 
PEGASIS 100 
CBDGP 15 
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6   Conclusions 

In this paper, we proposed a new chain-based data gathering protocol, CBDGP, which 
is distributing and power-aware for the wireless sensor transportation monitoring 
network. The minimum total energy algorithm is used to construct the chain for 
CBDGP. Moreover, we consider the delay in the chain-construction algorithm, and 
present a layered chain-construction algorithm to balance the energy consumption and 
delay reducing. The simulation results show that CBDGP performs better than 
PEGASIS when 1%, 20%, 50%, and 100% of nodes die for different network sizes 
and topologies. And CBDGP has an even better performance for the long-distance 
communication. 

The simulations done in NS2 show that CBDGP outperforms other data gathering 
protocols obviously. In the future work, we will apply it to the real WSTMN envi-
ronment to verify the results and extend its performance. 
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Abstract. In this paper, we develop an energy and bandwidth efficient approach 
for target classification in sensor networks. Instead of adopting decision fusion 
to reduce network traffic as some recent research, we try to realize energy 
efficient target classification from a computational point of view. Our 
contribution is we propose a novel tree construction algorithm that 
autonomously organizes the distributed computation resources to execute the 
trained BP-network (BPN) in parallel manner. We evaluate the performance of 
our parallel computing paradigm compared to the traditional client/server-based 
computing paradigm from perspectives of energy consumption and 
communication traffic through analytical study. Finally, we take a target 
classification experiment to show the effectiveness of the proposed computing 
paradigm. 

1   Introduction 

Wireless sensor networks promise an unprecedented opportunity to monitor the 
physical world via cheap wireless nodes that can sense the environment in multiple 
modalities, including acoustic, seismic, and infrared [1], [2]. Distributed decision 
making is an important application of sensor networks; for example, the detection and 
classification of objects in the sensor field. Due to a variety of factors, such as 
measurement noise and statistical variability in target signals, collaborative 
processing of multiple node measurements is necessary for reliable decision making. 

The key challenges in such distributed decision making are: (i) energy challenge: 
sensor nodes have limited and unreplenishable power resources. The inappropriate 
energy usage will largely reduce the system lifetime; and (ii) bandwidth challenge: 
sensor nodes have limited communication capability. Large amount of data 
transmission may exceed available bandwidth, resulting in poor performance of the 
system. 

The focus of this paper is target classification in sensor networks which is to extract 
effective features in sensor measurements (seismic sensors) and classify a target 
through these features. Figure 1 depicts the flow chart of a widely used target 
detection and classification algorithm. 
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Fig. 1. Flow chart of the target detection and classification algorithm 

In this algorithm, when a sensor receives a sensing task, it begins collecting 
samples. The gathered information is preprocessed on the sensor, which provides the 
optimal signal for further feature extraction. The computation in the first three steps is 
relative simple and can be executed on individual sensor that has limited computation 
capability. 

The final step is to identify the target, viz. pattern recognition. The BP networks 
(BPN) is a suitable candidate for classifier for its simple structure, stable work state, 
and easy realization by hardware [2]. However, its computation requirement can not 
be satisfied on a single sensor node. The traditional way is to send the feature sets to a 
server where a trained BPN algorithm is centrally executed to classify targets. 
Although widely used, the main disadvantage of this client/server-based computing 
model is that large amount of data gathered by the sensor nodes have to be moved 
from the clients to the server, which will consume a lot of energy and largely reduce 
the lifetime of the system. With the aim of energy efficient target classification, we 
propose a distributed computing paradigm in this paper, which uses an aggregation 
tree like structure to organize the distributed computation resources in sensor 
networks. Under this paradigm, the BPN algorithm will be executed in a parallel 
manner in the aggregator nodes on the tree. So we also call it parallel computing 
paradigm. This proposed computing paradigm has many advantages over the 
traditional centralized paradigm: 

(1) Energy efficiency: Since the total amount of data transmission is reduced, the 
energy usage can also be reduced, as most of the energy consumed goes to radio 
transmission [3]. The system lifetime is prolonged. 

(2) Bandwidth efficiency: Network bandwidth requirement is reduced for the 
parallel computing. Instead of passing large amount of data over the network through 
multi-hop trips, computation is distributed over the network, only obtained result is 
sent to the base station. 

The outline of this paper is as follows: In section 2, we briefly discuss related work, 
and describe the parallel computing paradigm for sensor networks in section 3. 
Section 4 uses analytical analysis to evaluate the performance of client/server-based 
computing paradigm and our parallel computing paradigm from energy consumption 

Gather the seismic signal generated by the moving target

Preprocess the seismic signal 

Obtain the essential features of the seismic signal 

Identify the target using the pre-designed classifier  
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and communication traffic points of view. In section 5, we present the experimental 
results and finally we conclude the paper in section 6. 

2   Related Work 

2.1   Target Classification 

Target classification is an important signal processing task for surveillance sensor 
networks. However, the traditional classification methods are computation intensive 
and processed in a centralized manner, which restrict their real applications in 
resource-limited sensor networks. To realize energy efficient target classification in 
sensor networks, some researchers [4], [5] propose to use local classification and 
global decision fusion. The main idea is that a local pattern classifier at each sensor 
node will first make a local decision based on its own feature vector, then encode and 
transmit the results together with the estimated probability of being a correct decision 
efficiently via the wireless channel to a local fusion center for decision fusion. 
Simulation results show the classification rate of this decision fusion is acceptable in 
some conditions. T. Clouqueur gives an in-depth analysis on the performance of 
traditional value fusion and decision fusion in [6]. He concludes if fault-tolerance is 
not required, value fusion performs much better than decision fusion when the SNR is 
low. Based on this conclusion, in this paper, we try to solve the problem from a 
computational point of view. We still use the value fusion and propose a new parallel 
processing model to take the place of the traditional centralized model. 

2.2   Computing Paradigm 

In the context of sensor networks, computing paradigm refers to the information 
processing model deployed at the application layer of the protocol stack. Data 
aggregation model has been widely discussed such as in [7], [8], most of which are 
focus on eliminating redundant data transmission. Until recently, some distributed 
computing paradigms [9], [10] are proposed to do some simple computation by 
utilizing the computing resources in each sensor. The representative is the mobile-
agent based computing paradigm proposed by Hairong Qi [10]. In this paradigm, 
instead of each sensor node sending raw data or pre-processed data to the processing 
center, the processing code is moved to the data locations through mobile agents. The 
mobile agent is a special kind of “software”. Once dispatched, it can migrate from 
node to node performing data processing autonomously. The structure of a mobile 
agent has four attributes: identification, itinerary, data, and processing code. 
Identification uniquely identifies each mobile agent. Data is the agent’s data buffer 
which carries a partially integrated result. Itinerary is the route of migration. 
Processing code carries out the integration whenever the mobile agent arrives at a 
local sensor node. Simulation results show the mobile-agent based computing 
paradigm performs significantly better than client/server based computing paradigm 
from perspectives of energy consumption and execution time. However, the mobile-
agent based computing paradigm can only be used to solve quadratic optimization 
problems. Quadratic optimization problems are very special since their solutions are 
linear functions of data, in which case a simple accumulation process leads to a 
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solution. More complex problems like target classification do not share this simple 
feature, can not be solved using the mobile-agent based computing paradigm. 

3   Parallel Computing Paradigm for Sensor Network 

In this section, we propose a parallel computing paradigm which uses an aggregation 
tree like structure to organize the distributed computation resources in sensor 
networks to implement an m-layer trained BPN. 

3.1   BPN Algorithm 

One of the key features of BPN is those neurons’ outputs are fed forward to next 
layers. In a BPN, the output of the j th neuron at the n th layer n

jA , is 
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(2)

is the active function, where jθ is the threshold for the j th neuron and ijW are network 

weights. The function f is a transform function, which is used to map the active 

function to be the output of a neuron. Investigating the equation (2), it is obviously 
that each node in a hidden layer can be run in parallel. 

3.2   The Sensor Network Model 

Consider a network of n sensor nodes and a base station node distributed over a 
region. All sensor nodes are stationary and have similar capabilities (processing/ 
communication). For the sensor network is deployed in a big region, it needs to use 
multi-hop forwarding. We assume that all nodes transmit at the same constant power 
which implies all sensor nodes have the same radio transmission range. Based on the 
radio transmission range, we partition the set of all sensor nodes V into 
subsets nSSS ,,, 10 , satisfying nSSSV ∪∪∪= 10 , φ=∩ ji SS for all ji ≠  and 

no iS is empty. iS  is the set of nodes that can be reached from the base station 

node B in i hops ( }{0 BS = ), but not less than i hops. We call iS the sphere of radius 

i around B .

3.3   Aggregation Tree Based Partitioning Scheme 

The main idea of our parallel computing paradigm is to form a tree like structure to 
organize the distributed computation resources in sensor networks, and assign 
processes to aggregator node on the tree in each intervening sphere by using the 
following equation, 
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and 
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where ijA stands for the number of assigned neurons at hidden layer j to aggregator 

node i , jh is the number of hidden neurons at hidden layer j  , and jp is the number 

of aggregator nodes in the corresponding sphere jnS − , which is determined based on 

the computation capability of each sensor node. 
The key challenge in such parallel computing paradigm is to form the aggregation 

trees according to the BPN structure and assign computation tasks to aggregator 
nodes dynamically and autonomously. 

3.4   Reactive Tree Construction Algorithm 

For most of recently developed sensors, the transmission range is at least twice the 
sensing range [11]. So, it is most likely the sensors that detect the target are all located 

in the same sphere. In this paper, we assume k sensors in sphere 
fS detect the target 

simultaneously, which act as data sources and are used as the input of BPN. We 
further assume each node in the network stores the structure of the BPN to be 
implemented. Different from most existing algorithms that derive trees proactively, 
our tree construction algorithm works in a reactive manner. That is the tree 
construction is event-driven, and needs no maintenance after data fusion. The 
algorithm consists of the following three steps: 

1) Neighbor beacon exchange 

Every node in network periodically broadcasts a beacon packet to its neighbors. This 
periodic beaconing is only used for link quality estimation. For the parallel computing 
paradigm is fault sensitive, any packet lost will seriously influence the accuracy of 
results, this beacon exchange helps each node to setup a neighbor table which consists 
of its neighbors with good bidirectional links. We argue that the beaconing rate can be 
low for the sensor network is stationary. Moreover, piggybacking methods can also be 
exploited to reduce this beacon overhead. 

In addition to periodic beaconing, the algorithm uses a type of event-driven beacon 
in the next root selection step, namely a detection beacon, to quickly identify the data 
sources. 

2) Root selection 

When a sensor detects the target, it broadcast a detection beacon packet containing its 
residual energy level information and the detecting timestamp information. This 
beacon exchange will confirm the data sources that act as input of BPN. The data 
source with the highest residual energy level then notify the m th intervening node 
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(resides in mfS − , denoted by mT ) on its shortest path to the base station node to be the 

root of the tree. 
The shortest paths from every sensor node to the base station should be set up 

using Dijkstra like algorithm at network initialization. 

3) Aggregator nodes selection 

The final step is to dynamically choose the aggregator nodes between fS and f mS − .

This process is initiated by mT . It does this by sending a request message 

piggybacked with the hidden layer number 1−m  to its neighbors in 1+−mfS . Upon 

receiving the request message, the neighbor node checks to see whether it has enough 
capabilities to accomplish the computation task of BPN at hidden layer 1−m . If not, it 
ignores the request message, else, it responds by sending a reply message to join the 
tree. mT  confirms the first 1−mp replying neighbors to be the aggregator nodes in 

1+−mfS by sending confirm messages. This request-reply-confirm process repeats 

sphere by sphere until it reaches fS . In the situation when there is more than one 

requestor, for example, in sphere jfS − , there are jp requestors, the candidates in 1+− jfS

make response only after receiving all the jp request messages and join the tree after 

receiving all the jp confirm messages. The algorithm completes when all data sources 

join the tree as leaves. The computation tasks of BPN are distributed to aggregator 
nodes when they determine their roles in the tree. 

Let the network graph G consist of all the nodes in the sensor network. If the sub-
graph 'G of G induced by the set of k data sources is connected, the aggregation tree 
can be formed in polynomial time. For more details and the formal proofs, see [8]. 

4   Performance Evaluation 

We choose to use two metrics, the energy consumption and the communications 
traffic, to evaluate the performance of the client/server-based computing paradigm 
and our parallel computing paradigm in target classification. 

4.1   The Communications Traffic 

The communications traffic is the total amount of data transmission, in terms of 
number of bytes. For the bandwidth is strictly constrained in sensor networks, the 
communications traffic has a strong impact on the performance of the system. For the 
shortest paths are needed for both paradigm, we choose to neglect the overhead 
caused by the shortest paths set-up in this section. 

Let b be the size of the feature obtained by FFT executed in all k data sources. 
The distance (in terms of number of hops) of the shortest path from data sources in 
sphere 

fS to the base station is f . So, the communications traffic generated by the 

client/server-based computing paradigm in this case (call it CSCT ) is 
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bfkCTCS ⋅⋅= . (5)

Let the communications traffic required for our parallel computing paradigm be 

nbCT . nbCT  consists of the traffic generated by the tree construction (call it treeCT )

and the traffic generated by the parallel computation (call it compCT ). According to our 

algorithm, to construct an m-layer tree: 

m

tree dlCT ⋅≤ , (6)

where d is the node degree, l is an constant. 
 In the process of computation, each intervening layer j has jP aggregator nodes. 

We assume that the output of each aggregator in the j th layer has the same size jw .

The output of BPN is a one byte result which is transmitted along the shortest path 
from mT to the base station. So, 

mfwpwpwpbkCT mmcomp −+⋅++⋅+⋅+⋅= −− 112211 , (7)

where mf − is the distance (in terms of number of hops) of the shortest path 

from mT to the base station. 

According to the structure of the aggregation tree, we have kppm ≤≤≤− 11 .

The communications traffic nbCT satisfies the following bounds: 

mfbkmdlCT m

nb −+⋅⋅+⋅≤ . (8)

Assume d , b , m and k  are fixed, then as f  tends to infinity (i.e. as the base 

station is farther and farther away from the sources): 

bkCT

CT

CS

nb
f ⋅

=∞→

1
lim . (9)

4.2   The Energy Consumption 

Sensor nodes are normally composed of four basic units: a sensing unit, a processing 
unit, a communication unit, and a power unit. Among these units, communication and 
sensing consume most of the energy. However, since the energy consumed in sensing 
is the same for both computing paradigms we choose to neglect this factor. 

The energy consumption for the two computing paradigms depends on two 
components, energy consumed in data transfer ( tranE ) and data processing ( procE ). 

Since no matter where the data processing is taken place, be it at the local sensor node 
or the processing center, the energy consumed for the entire sensor network is the 
same for both computing paradigms, we choose to neglect procE .

In our model, we assume that all nodes transmit at the same constant power. So 
each node has the same energy consumption in transmitting or receiving one bit data. 
Let r be the energy consumption for receiving one bit and t  be the energy required to 
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transmit one packet. We calculate the energy consumption for client/server-based 
computing paradigm as, 

)( trCTE CSCS +⋅= . (10)

Correspondingly, the energy consumption for the parallel computing paradigm can 
be calculated as 

)( trCTE nbnb +⋅= , (11)

as f  tends to infinity: 

bkE

E

CS

nb
f ⋅

=∞→

1
lim . (12)

We assume that each sensor has a battery with finite, unreplenishable energy E .
Let the lifetime of the sensor network be T . Clearly, it demands that the total energy 
consumed (call it allE ) be no greater than the total energy available at the start, 

=
≤×

n

i
all EET

1

, (13)

which reduces to, 

allE

En
T

⋅≤ . (14)

We can calculate the lifetime for both computing paradigm using Eq.(10), Eq.(11) 
and Eq.(14). It is obvious that the lifetime of the parallel computing paradigm is 

bk ⋅ times longer than that of the client/server-based computing paradigm. 

5   Experiments 

We implemented both computing paradigms on the “mote” sensor platform [12]. 
Each node has a 4MHz Atmel microprocessor with 4 KB RAM, 128 KB code space 
and 512KB external EEPROM. Motes use TinyOS which provides a MAC layer with 
a simple CSMA/collision avoidance protocol running on a 433MHz RFM radio 
transceiver at 40kbps. Nodes are placed along two straight lines with inter-node 
distance of 2.5 meters, as shown in Figure 2. Each node has a degree of 5. Given only 
a limited number of nodes, our intention is to stress test our approach with the largest 
network diameter as much as possible. In our experiments, we study three different 
sensor fields, ranging from 12 to 36 nodes in increments of 12 nodes. So the network 
diameter ranges from 6 to 18 hops (spheres) in increments of 6 hops. 

There are two possible target classes: mobile robot and walking man. The 
accelerometer sensor (ADXL202JE) is used to measure shock waves generated by the 
moving target, which has a limited sensing range about 1 meter. We use the data set 
pre-obtained to train a two-layer BPN, as shown in Figure 3. The size of the features 
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(calculated by FFT) sent by each sensor is 160 bytes. The size of the output of each 
aggregator node is 20 bytes. To demonstrate how the two computing paradigms 
behave when the network diameter change, we make targets only pass the outermost 
sphere, that is, only the four sensor nodes in the outermost sphere can detect the target 
each time. So, 4=k , 160=b , f ranges from 6 to 18. 

Fig. 2. The topology of sensor network 

Fig. 3. Architecture of the BPN 

Figure 4 shows the communications traffic observed as a function of network 
diameter. As we analysis in section 4, when the network diameter increases, there is a 
dramatic increase of the traffic of client/server-based computing paradigm, while the 
traffic of parallel computing paradigm keeps stable but low growth. We further 
analysis the constitution of the traffic of parallel computing paradigm. Figure 5 shows 
the traffic generated by tree construction changes a little with increase of network 
diameter. It because that the tree construction algorithm is localized and independent 
of the network size. 

In our reactive tree construction algorithm, the two factors that significantly impact 
aggregator nodes selection are packet loss and node degree. In this experiment, we 
measure packet loss for each link every minute for an hour. A link is defined as a 
good link if its average packet loss %10≤p . Links between a pair of nodes are 

defined as symmetric if both are good links. Results show the symmetric link is about 
75% of the total links. Under this packet loss condition, we vary node degree by 
varying the transmit power. For each setting, we run the experiments twenty times 
and take the success rate of tree construction. Figure 6 shows the success rate increase 



 Distributed Computing Paradigm for Target Classification in Sensor Networks 1277 

Fig. 4. Communications traffic comparison 

Fig. 5. Traffic constitution of parallel computing paradigm 

Fig. 6. Successful rate of tree construction 

with the increase of node degree. To guarantee the success classification, each node 
has at least 9 neighbors. 

6   Conclusions 

In this paper, we presented a parallel computing paradigm for target classification in 
sensor networks. We compared the performance of our computing paradigm with the 
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classic client/server based paradigm from the communication traffic and energy 
consumption perspectives through analytical study. We conclude that in the context of 
sensor networks where the number of sensor nodes is very large, the communication 
bandwidth is considerably low, and the energy resource is contingent, the parallel 
computing paradigm is more suitable for conducting collaborative target 
classification. We further applied it in a collaborative target classification experiment 
in a ground sensor network and the results clearly show the effectiveness of the 
proposed computing paradigm. 
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Abstract. A mobile ad hoc network (MANET) is an autonomous sys-
tem of mobile nodes connected by wireless links. There is no static in-
frastructure such as base station in cell mobile communication. Due to
the dynamic nature of the network topology and restricted resources,
quality of service (QoS) and multicast routing in MANET is a challeng-
ing task. Finding and maintaining QoS multicast routing in the data is
still more challenging. In this paper, we present an entropy-based ge-
netic algorithm (GA) to support QoS multicast routing in mobile ad hoc
networks (EQMGA). The key idea of EQMGA algorithm is to construct
the new metric-entropy and select the long-life path with the help of
entropy metric to reduce the number of route reconstruction so as to
provide QoS guarantee in the ad hoc network. The simulation results
demonstrate that the proposed approach and parameters provide an ac-
curate and efficient method to estimate and evaluate the route stability
in dynamic mobile networks.

1 Introduction

A mobile ad hoc network (MANET) is an autonomous system of mobile nodes
connected by wireless links. There is no static infrastructure such as base station
as that was in cell mobile communication [1-7,11]. Due to the dynamic nature
of the network topology and restricted resources, quality of service (QoS) and
multicast routing in MANET is a challenging task. Finding and maintaining the
QoS multicast routing the data is still more challenging [1-7].

Quality of service (QoS) support for multimedia applications is closely related
to resource allocation, the objective of which is to decide how to reserve resources
such that QoS requirements of all the applications can be satisfied. In [1] presents
a QoS multicast routing model and algorithm based on GA. In [2], we propose
a methodology to chose optimized fuzzy controller parameters using the GA.

The use of multicasting with the network has many benefits. Multicasting re-
duces the communication cost for applications that sending the same data to many
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c© Springer-Verlag Berlin Heidelberg 2006



1280 H. Chen, B. Sun, and Y. Zeng

recipients [1,3-7]. Instead of sending via multiple unicast, multicast reduces the
channel bandwidth, sender and router processing and delivery delay. In addition
multicast gives robust communication whereby the receiver address is unknown or
modifiable without the knowledge of the source within the wireless environment.
In [3], we presents an entropy-based stability QoS multicast routing protocol in ad
hoc network. Multicast ad hoc on-demand distance-vector (MAODV) [6] routing
protocol provides fast and efficient route establishment between mobile nodes that
need to communicatewith eachother. SinceMAODVhasbeen specificallydesigned
for ad hoc wireless networks, it has minimal control overhead and route acquisition
latency. In addition to unicast routing, MAODV supports multicast and broadcast
as well. The ODMRP [7] protocol is a mesh based rather than a conventional tree
based scheme and uses a forwarding group concept.

Entropy [8,9] presents the uncertanity and a measure of the disorder in a sys-
tem. There are some common characteristics among self-organization, entropy,
and the location uncertainty in mobile ad hoc wireless networks. These common
characteristics have motivated our work in developing an analytical modeling
framework using entropy concepts and utilizing mobility information as the cor-
responding variable features, in order to support route stability in self-organizing
mobile ad hoc wireless networks. The corresponding methodology, results and
observations can be used by the routing protocols to select the most stable route
between a source and a destination, in an environment where multiple paths are
available, as well as to create a convenient performance measure to be used for
the evaluation of the stability and connectivity in mobile ad hoc networks.

In this paper, we present an entropy-based model to support QoS multicast
routing genetic algorithm in mobile ad hoc networks (EQMGA). The key idea
of EQMGA algorithm is to construct the new metric-entropy and select the
long-life path with the help of entropy metric to reduce the number of route
reconstruction so as to provide QoS guarantee in the ad hoc network whose
topology changes continuously.

The rest of the paper is organized as follows. Section 2 introduces the ad hoc
network model and routing issues. Section 3 describes EQMGA. Section 4 gives
the complexity analysis of the algorithm. Some simulation results are provided
in section 5. Finally, the paper concludes in section 6.

2 Network Model and Routing Issues

A network is usually represented as a weighted digraph G = (N,E), where N de-
notes the set of nodes and E denotes the set of communication links connecting
the nodes. |N | and |E| denote the number of nodes and links in the network re-
spectively. In G(N,E), considering a QoS constrained multicast routing problem
from a source node to multi-destination nodes, namely given a non-empty set
M={s, u1, u2, . . . , um}, M ⊆ N, s is source node, U={u1, u2, . . . , um} be a set
of destination nodes. In multicast tree T=(NT , ET ), where NT ⊆ N , ET ⊆ E.
if C(T ) is the cost of T , PT (s, u) is the path from source node s to destination
u ∈ U in T , BT (s, u) is usable bandwidth of PT (s, u).
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Definition 1: The cost of multicast tree T is:

C(Te) =
∑

e∈ET
C(e), e ∈ ET .

Definition 2: The bandwidth of multicast tree T is the minimum value of link
bandwidth in the path from source node s to each destination node u ∈ U . i.e.

BT (s, u)= min(B(e), e ∈ ET ).

Definition 3: Assume the minimum bandwidth constraint of multicast tree is
B, given a multicast demand R, then, the problem of bandwidth constrained
multicast routing is to find a multicast tree T , satisfying:

Bandwidth constraint: BT (s, u) ≥ B, u ∈ U .
Suppose S(R) is the set, S(R) satisfies the conditions above, then, the multi-

cast tree T which we find is:

C(T ) = min (C(Ts), Ts ∈ S(R)).

3 EQMGA

Genetic algorithms are based on the mechanics of natural evolution. Throughout
their artificial evolution, successive generations each consisting of a population
of possible solutions, called individuals (or chromosomes, or vectors of genes),
search for beneficial adaptations to solve the given problem.

3.1 Encoding Representation

The chromosomes of genetic algorithms is composed of a series of integral queu-
ing and the encoding method based on routing representation, which the most
natural and simplest representing method. Given a source node s and destination
nodes set U={u1, u2, . . . , um}, a chromosome can be represented by a string of
integers with length m. The chromosome of genetic algorithms is composed of
a series of integral queuing with length m, the gene of genetic algorithms is the
path in path set {P 1

i , . . . , P j
i , . . . , P l

i } [4] between s and ui, where, P j
i is the j-th

path of destination node ui, l denotes the path number between s and ui. Each
chromosome in population denotes a multicast tree. Now for each destination
node ui ∈ U , by the k-th the shortest route algorithm, the encoding space can be
improved by finding out all routes that satisfy bandwidth constraint from source
node s to destination node ui ∈ U and composing routes set as candidate routes
set of genetic algorithm encoding space. Assume that Ui is the set of destination
node ui which satisfies bandwidth constrained, then

Ui={P 1
i , . . . , P j

i , . . . , P k
i }, k ≤ l

where, P j
i denotes the j-th route which satisfies bandwidth constraint of desti-

nation node ui. Choose arbitrarily a route from each route set Ui respectively,
and compose the initial population of chromosomes.
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Fig. 1. Representation of chromosomes

3.2 Fitness Sharing Function (Entropy Metric)

The individual with good performance has high fitness level, and the individual
with bad performance has low fitness level.

We also associate each node m with a set of variable features denoted by am,n

where node n is a neighbor of node m. In this paper, two nodes are considered
neighbors if they can reach each other in one hop (e.g. direct communication).
These variable features am,n represent a measure of the relative speed among two
nodes and are defined rigorously later in this section. Any change of the system
can be described as a change of variable values am,n in the course of time t such
as am,n(t) → am,n(t + Δt). Let us also denote by v(m,t) the velocity vector
of node m and by v(n,t) the velocity vector of node n at time t. Please note
that velocity vectors v(m,t) and v(n,t) have two parameters, namely speed and
direction. The relative velocity v(m,n,t) between nodes m and n at time t is
defined as:

v(m,n,t) = v(m,t)− v(n,t)

Let us also denote by p(m,t) the position vector of node m and by p(n,t) the
position vector of node n at time t. Please note that position vectors p(m,t)
and p(n,t) have two parameters, namely position. The relative position p(m,n,t)
between nodes m and n at time t is defined as:

p(m,n,t) = p(m,t) – p(n,t)

Then, the relative mobility between any pair (m,n) of nodes during some
time interval is defined as their absolute relative speed and position averaged
over time. Therefore, we have:

am,n =
1
N

N∑
i=1

|p(m,n, ti) + v(m,n, ti)×Δti | − |p(m,n, ti+1)|
R

where N is the number of discrete times ti that velocity information can be
calculated and disseminated to other neighboring nodes within time interval Δt.
R is radio range of nodes. Based on this, we can define the entropy Hm(t, Δt)
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at mobile during time interval Δt. The entropy can be defined either within
the whole neighboring range of node (e.g., within set Sm), or for any subset
of neighboring nodes of interest. In general the entropy Hm(t, Δt) at mobile is
calculated as follows [8,9]:

Hm(t,Δt) =
−∑

k∈Fm
Pk(t,Δt) logPk(t,Δt)
logC(Fm)

where Pk(t, Δt) = (am,k /
∑

i∈Fm
am,i ).

In this relation by Fm we denote the set (or any subset) of the neighboring
nodes of node m, and by C(Fm) the cardinality (degree) of set Fm. As can be
observed from the previous relation the entropy Hm(t, Δt) is normalized so that
0 ≤ Hm(t, Δt) ≤ 1. It should be noted that the entropy, as defined here, is small
when the change of the variable values in the given region is severe and large
when the change of the values is small [8,9]. Let us present the route stability
between two nodes s and u ∈ U during some interval Δt as route stability. We
also define and evaluate two different measures to estimate and quantify end
to end route stability, denoted by F

′
(s, u) and F (s, u) and defined as follows

respectively:

F
′
(s, u) =

Nr∏
i=1

Hi(t,Δt)

where Nr denotes the number of intermediate mobile nodes over a route between
the two end nodes (s, u).

F (s, u) = − lnF
′
(s, u) = −

Nr∑
i=1

lnHi(t,Δt)

3.3 Selection Operations

Selection operation is used to certain or crossover individuals, and selected in-
dividual can produce many sub-individuals. Selection operation has two proce-
dures: firstly, computing fitness value; secondly, queuing it from the smallest to
the biggest, namely, F (s,u′

1) ≤ F (s, u′
2) ≤ . . .≤ F (s, u′

m) ({u′
1, u′

2, . . . , u′
m}⊂

{u1, u2, . . . , um}), then, the min fitness value is the best individual, selecting the
best individual as father-individual, the selection probability of each individual
is proportional to its fitness value, the selected probability is higher when the
individual fitness value is bigger. If the same chromosomes have been got, only
one chromosome exists. The rest chromosomes can be canceled.

3.4 Crossover and Mutation Operations

In the proposed scheme, two chromosomes chosen for crossover should have at
least one common gene (node), but there is no requirement that they be located
at the same locus. That is to say, the crossover does not depend on the position of
nodes in routing paths [1,4]. Fig. 2 shows an example of the crossover procedure.
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Fig. 2. Overall procedure of the crossover

Fig. 3. Overall procedure of the mutation

The population undergoes mutation by an actual change or flipping of one of
the genes of the candidate chromosomes, which keeping away from local optima
[1,4]. Fig. 3 shows the overall procedure of the mutation operation.

4 Complexity of the Algorithm

The genetic operators crossover and mutation requires O(n) time, where n is
the total number of network nodes. Since, the genetic operations are performed
on every string in the population, the complexity of a single iteration of the
algorithm will be: O(P × n), where P is the population size. Finally, since, the
algorithm is executed for g generations, the total complexity of the algorithm
becomes O(g × P × n). The simulation experiments in Section 5 makes it clear
that in most of the cases, only a few generations will give a near-optimal result.
It is true that the number of iterations g varies with the population size P .
A poor guess of choosing the initial population might increase the number of
iterations leading to a relatively slower solution. However, such penalty is often
tolerated while solving such a NP-hard problem.

5 Simulation Experiments

5.1 Random Graph Generation

In generating random graphs, we have adopted the method used in [11], where
vertices are placed randomly in a rectangular coordinate grid by generating uni-
formly distributed values for their x and y coordinates. The graphs connectivity
is ensured by first constructing a random spanning tree. This tree is generated
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by iteratively considering a random edge between nodes and accepting those
edges that connect distinct components. The remaining edges of the graph are
chosen by examining each possible edge (u,v) and generating a random number
0 ≤ r < 1. If r is the less than a probability function P (u, v) based on the edge
distance between u and v, then the edge is included in the graph. The distance
for each edge is the Euclidean distance (denoted as d(u, v) between the nodes
that form the end-points of the edge. We used the probability

P (u, v) = β exp(−d(u, v)
αL

)

where α and β are tunable parameters and L is the number of nodes in the
graph. Increasing an increase the number of connections between far off nodes
and increasing β increases the degree of each node.

5.2 Simulation Model

To conduct the simulation studies, we have used randomly generated networks
on which the algorithms were executed. This ensures that the simulation results
are independent of the characteristics of any particular network topology. Using
randomly generated network topologies also provides the necessary flexibility to
tune various network parameters such as average degree, number of nodes, and
number of edges, and to study the effect of these parameters on the performance
of the algorithms.

Our simulation modeled a network of mobile nodes placed randomly within
1km × 1km area. Radio propagation range for each node was 250 meters and
channel capacity of 2 Mbps is chosen. There were no network partitions through-
out the simulation. Each simulation is executed for 600 seconds of simulation
time. Multiple runs with different seed values were conducted for each scenario
and collected data was averaged over those runs. Table 1 lists the simulation
parameters which are used as default values unless otherwise specified. A free
space propagation model was used in our experiments. A traffic generator was
developed to simulate CBR sources. The size of the data payload is 512 bytes.
Data sessions with randomly selected sources and destinations were simulated.
Each source transmits data packets at a minimum rate of 4 packets/sec. and
maximum rate of 10 packets/sec.

During the experiment, we research EQMGA mainly from cost to control in-
formation, the success rate to find the path and the feature of data transmission,
the average cost to control information, the success rate to find the path [1,3-7]
and the feature of data transmission are decided by following formula:

The cost to control information =

Total number of routed information controls
Total number of connection request

The success rate =

Total number of routed connection requests
Total number of connection request
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Table 1. Simulation parameters

Number of nodes 100 Number of multicast receivers 5-30

Terrain range 1km × 1km Channel bandwidth 2 Mbps

Speed 0-20 m/s Transmission range 250 m

Mobility model Random way point Simulation time 600 seconds

Traffic type CBR Node pause time 0-20 seconds

Data payload 512 bytes/packet Examined routing protocol MAODV

The data transmission rate =

Total number of data transferred to destination
Total number of data sent by the source node

5.3 Simulation Results

In order to evaluate the performances of our EQMGA, we simulate the proposed
mechanisms using NS-2 [12] extended by a complete implementation of IEEE
802.11.

Fig. 4 depicts a comparison of cost to control information MAODV and
EQMGA. We can see that comes out with a smaller cost and an increased scale
of network in comparison with MAODV [6], with the extend QoS constraints
into MAODV, the cost to control information also increased; but for EQMGA,
with its feasible path and QoS restrictive diffuse scheme, the growth of cost
to control information is lower, so EQMGA will not incur the flooding storm.
Due to the scarcity of wireless ad hoc network resource, EQMGA has apparent
advantages, in solving ad hoc network multicast routing problems.

Fig. 5 depicts a comparison of number of route reconstructions against mo-
bility between MAODV and EQMGA. Whenever path error occurs, it needs to
reconstruct, and route number of reconstructions characterize the route’s stabil-
ity to some extent. From Fig. 5 we can see that the times of route reconstructions
for EQMGA is superior and more stable.

Fig. 4. Cost-comparison with control information
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Fig. 5. Number of route reconstructions against mobility

Fig. 6. Comparison of success rate to find the path

Fig. 7. Comparison of success rate to find the path

Fig. 6 depicts a comparison among success rate to find the path through
MAODV and EQMGA. With the relaxation of Bandwidth constraints, the suc-
cess rate becomes larger for MAODV and EQMGA. EQMGA’s success rate is
still higher than that of MAODV, which mean EQMGA is more suitable for
the routing choosing under timely data transmission application and dynamic
network structure.

Fig. 7 and Fig. 8 depicts the comparison of success rate to find the path and
data transmission rate under nodes’ changing movement speed for MAODV and
EQMGA. From Fig. 7 and Fig. 8 we can see that when the movement speed of
the node increase, EQMGA success rate and data transmission rate is still higher
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Fig. 8. Comparison of data transmission rate

than that of MAODV, due to the fact that when the movement speed increase
for the nodes, the network’s topology structure changes faster. The reason is
that QoS multicast tree can select the most stable multicast routing between
source node and destination node.

6 Conclusion

In this paper, we present an entropy-based GA to support QoS multicast rout-
ing algorithm in mobile ad hoc networks (EQMGA). The basic motivations of
the proposed modeling approach stem from the commonality observed in the
location uncertainty in mobile ad hoc wireless networks and the concept of en-
tropy. The performance evaluation of our proposed method is accomplished via
modeling and simulation. The simulation results demonstrate that the proposed
approach and parameters provide an accurate and efficient method of estimating
and evaluating the route stability in dynamic mobile networks.

Acknowledgement

This work is supported by National Natural Science Foundation of China (No.
90304018), NSF of Hubei Province of China (No. 2005ABA231), and Key Sci-
entific Research Project of Hubei Education Department (No. D200617001).

References

1. Sun, B. L., Li, L. Y.: A QoS Multicast Routing Optimization Algorithms Based
on Genetic Algorithm. Journal of Communications and Networks, Vol. 8, No. 1,
(2006) 116-122

2. Sun, B. L., Yang, Q., Ma, J., Chen, H.: Fuzzy QoS Controllers in Diff-Serv Sched-
uler using Genetic Algorithms. Computational Intelligence and Security (CIS2005),
LNAI 3801, Springer-Verlag Berlin Heidelberg, (2005) 101-106

3. Sun, B. L., Li, L. Y., Yang, Q., Xiang, Y.: An Entropy-Based Stability QoS Multi-
cast Routing Protocol in Ad Hoc Network. Advances in Grid and Pervasive Com-
puting (GPC 2006), LNCS 3947, Springer Verlag Berlin Heidelberg, (2006) 216-225



QoS Multicast Routing Algorithm in MANET: An Entropy-Based GA 1289

4. Wu, K., Harms, J.: QoS Support in Mobile Ad Hoc Networks. Crossing Boundaries-
the GSA Journal of University of Alberta, Vol. 1, No. 1, (2001) 92-106

5. Cordeiro, C. M., Gossain, H., Agrawal, D. P.: Multicast over Wireless Mobile Ad
Hoc Networks: Present and Future Directions. IEEE Network, Vol. 17, No. 1, (2003)
52-59

6. Royer, E. M., Perkins, C. E.: Multicast Ad Hoc On-Demand Distance Vector
(MAODV) Routing. IETF MANET WG Internet Draft, work in progress, July
2000

7. Lee, S. J., Su, W., Hsu, J., Gerla, M.: On-Demand Multicast Routing Protocol
(ODMRP) for Ad Hoc Networks. ACM/Kluwer Mobile Networks and Applications,
Vol. 7, No. 6, (2002) 441-453

8. An, B., Papavassiliou, S.: An Entropy-Based Model for Supporting and Evaluat-
ing Route Stability in Mobile Ad hoc Wireless Networks. IEEE Communications
Letters, Vol. 6, No. 8, (2002) 328-330

9. Shiozaki, A.: Edge Extraction Using Entropy Operator. Computer Vision Graphics
and Image Processing, Vol. 36, No. 1, (1986) 1-9

10. Sun, Q., Li, L. Y.: An Efficient Distributed Broadcasting Algorithm for Ad Hoc
Networks. Advanced Parallel Processing Technologies (APPT 2005), LNCS 3756,
Springer Verlag Berlin Heidelberg, (2005) 363-372

11. Waxman, B.: Routing of Multipoint Connections. IEEE Journal on Selected Areas
in Communications, Vol. 6, No. 9, (1988) 1617-1622

12. The Network Simulator - NS-2: http://www.isi.edu/nsnam/ns/, (2004)



D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNAI 4114, pp. 1290 – 1299, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Simulating an Intelligence Fault Tolerance System 
for Situation-Aware Ubiquitous Computing 

Eung Nam Ko  

Department of Information & Communication, Baekseok University 
115, Anseo-Dong, Cheonan, ChungNam, 330-704, Korea 

ssken@bu.ac.kr 

Abstract. The focus of situation-aware ubiquitous computing has increased 
lately. An example of situation-aware applications is a multimedia education 
system. The development of multimedia computers and communication 
techniques has made it possible for a mind to be transmitted from a teacher to a 
student in distance environment. This paper proposes an Adaptive Fault 
Tolerance (AFT) algorithm in situation-aware middleware framework and 
presents its simulation model of AFT-based agents. FTE(Fault Tolerance 
Environment) provide several functions and features capable of developing 
multimedia distant education system among students and teachers during 
lecture. AFT is a system that is suitable for detecting and recovering software 
error based on distributed multimedia education environment as FTE by using 
software techniques. This method detects an error by using process database. 
When an error occurs, FTA(Fault Tolerance Agent) inspects it by using 
API(Application Program Interface) function for process database. If an error is 
found, FTA decides whether it is hardware error or software error. In case of 
software error, it can be recoverable. The purpose of AFT system is to maintain 
and recover for FTE session automatically. This paper proposes an Adaptive 
Fault Tolerance (AFT) algorithm in situation-aware middleware framework and 
presents its simulation model of AFT-based agents.  

1   Introduction 

In a ubiquitous computing environment, computing anytime, anywhere, any devices, 
the concept of situation-aware middleware has played very important roles in 
matching user needs with available computing resources in transparent manner in 
dynamic environments [1,2]. An example of situation-aware applications is a 
multimedia education system. Education system for distributed multimedia holds the 
promise of greatly improving all forms of remote education and training[3]. However, 
since this new education system must be developed in a way that combines various 
field of technologies, including group communication and distributed multimedia 
processing which are the basis of packet based videoconferencing systems, integrated 
service functions such as middle ware are required to support it[4,5,6]. Although the 
situation-aware middleware provides powerful analysis of dynamically changing 
situations in the ubiquitous computing environment by synthesizing multiple contexts 
and users’ actions, which need to be analyzed over a period of time, it is difficult to 
detect errors and recover them for seamless services and avoid a single point of 
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failure. Thus, there is a great need for fault-tolerance algorithm in situation-aware 
middleware to provide dependable services in ubiquitous computing. QoS guarantees 
must be met in the application, system and network to get the acceptance of the users 
of multimedia communication system. There are several constraints which must be 
satisfied to provide guarantees during multimedia transmission. They are time, space 
,device, frequency, and  reliability constraints[7]. We propose a method and 
simulation for increasing reliability through an Adaptive Fault-Tolerance (AFT) 
model for situation-aware ubiquitous computing. The model aims at simulating it 
after detecting, classifying, and recovering errors automatically. Section 2 describes 
related works as fault tolerance and Reconfigurable Context-Sensitive Middleware 
(RCSM). Section 3 denotes the AFT architecture and algorithm. Section 4 describes 
simulation results of our proposed AFT model. Section 5 presents conclusion. 

2   Related Works 

In this section, we describe fault tolerance system and Reconfigurable Context-
Sensitive Middleware(RCSM). 

2.1   Fault Tolerance System 

Fault tolerance is the ability of the system to continue to function in the presence of 
hardware or software failures. Fault tolerance designed to increase reliability in real-
time systems can be classified in two varieties, spatial and temporal. Spatial fault 
tolerance includes methods involving redundant hardware or software, whereas 
temporal fault tolerance involves techniques that allow for tolerating missed 
deadlines. Two different techniques for achieving fault-tolerance in software have 
been discussed in the recent literature: the recovery block and N-version 
programming. In the latter a number(N>=2) of independently coded programs for a 
given function are run simultaneously(or nearly so) on loosely coupled computers, the 
results are compared, and in case of disagreement a preferred result is identified by 
majority vote(for N > 2) or a predetermined strategy. This approach had been 
suggested in a general way by Elmendorf and has more recently been developed into 
a practical form by Avizienis & Chen who report results on the use of this technique 
on a classroom problem. A specific constraint on N-version programming is the 
requirement for N computers that are hardware independent yet able to communicate 
very efficiently so that rapid comparisons of results can be achieved These N 
computers must all be operating at the same time, and a hardware failure in any one of 
them will at best force the system into a different operating mode and may, in 
minimal configurations, cause loss of the fault-tolerance provisions[8-11]. The 
recovery block technique can be applied to a more general spectrum of computer 
configurations, including a single computer(which may also include hardware fault-
tolerance). The simplest structure of the recovery block is: 

 Ensure T 
             By P       
             Else by Q 
                       Else    Error  



1292 E.N. Ko 

Where T is the acceptance test condition that is expected to be met by successful 
execution of either the primary routine P or the alternative routine Q. The internal 
control structure of the recovery block will transfer to Q when the test conditions are 
not met by executing P. Techniques have been described for purging data altered 
during processing by P when Q is called[8-11]. In the DRB scheme, a recovery block 
is replicated into multiple nodes, forming a DRB computing station for parallel 
redundant processing. In most cases a recovery block containing just two try blocks is 
designed and then assigned to a pair of nodes. A try not completed within the 
maximum execution time allowed for each try block due to hardware faults or 
excessive looping is treated as a failure. Therefore, the acceptance test can be viewed 
as a combination of both logic and time acceptance tests[12].  

2.2   Reconfigurable Context-Sensitive Middleware(RCSM) 

A conceptual architecture of situation-aware middleware based on Reconfigurable 
Context-Sensitive Middleware (RCSM) is proposed in [2].  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Overview of Situation-Aware Middleware 
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Containers (ADC)s depends on the number of context-sensitive objects in the device. 
ADCs periodically collect the necessary “raw context data” through the R-ORB, 
which in turn collects the data from sensors and the operating system. Initially, each 
ADC registers with the R-ORB to express its needs for contexts and to publish the 
corresponding context-sensitive interface. RCSM is called reconfigurable because it 
allows addition or deletion of individual ADCs during runtime (to manage new or 
existing context-sensitive application objects) without affecting other runtime 
operations inside RCSM.  

However, it did not include fault-tolerance support in the architecture. In this paper, 
we propose a new fault-tolerance capability, called “Adaptive Fault-Tolerance 
(AFT)”, in situation-aware middleware. 

3   Adaptive Fault-Tolerance (AFT): Our Proposed Approach 

In this section, we present an Adaptive Fault-Tolerance (AFT) model for situation-
aware ubiquitous computing. The AFT architecture is presented in Section 3.1 and its 
algorithm in Section 3.2. 

3.1   The AFT Architecture 

Our proposed AFT model aims at supporting fault –tolerance requirements by 
detecting errors and recovering them in order to provide seamless services and avoid a 
single point of failure. An example of situation-aware applications is a multimedia 
education system. The development of multimedia computers and communication 
techniques has made it possible for a mind to be transmitted from a teacher to a 
student in distance environment. As shown in Figure 2, other services have many 
agents. AFT is one of agent which included in other services. FTE(Fault Tolerance 
Environment) provide several functions and features capable of developing 
multimedia distant education system among students and teachers during lecture.  

AFT consists of Fault Tolerance Agent (FTA), User Interface Agent (UIA) and 
Session Management Agent (SMA), as shown in Figure 2 and Figure 3. UIA is an 
agent which plays a role as an interface to interact between the user and FTA. SMA is 
an agent which plays a role in connection of UIA and FTA as management for the 
whole information. AMA consists of various subclass modules. It includes 
creation/deletion of shared video window and creation/deletion of shared window. 
ACA controls the person who can talk, and the one who can change the information. 
MCA support convenient application using situation-aware ubiquitous computing. 
Supplied services are the creation and deletion of the service object for media use, and 
media share between the remote users. This agent limits the services by hardware 
constraint. 

If there are some error resource due to resource reliability, AFT performs to keep 
changing as the applications change.  AFT is a system that is suitable for detecting 
and recovering software error based on distributed multimedia education environment 
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as FTE by using software techniques. This method detects an error by using process 
database. The purpose of this research is to return to a healthy state or at least an 
acceptable state for FTE session. It is to recover application software or media 
running on situation-aware ubiquitous computing automatically.   

 

Fig. 2.  The Fault-Tolerance Environment (FTE) in Situation-Aware Applications 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 3. The AFT Layer Network Architecture Model 
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SMA monitors the access to the session and controls the session. It has an object 
with a various information for each session and it also supports multitasking with this 
information. SMA consists of Global Session Manager (GSM), Daemon, Local 
Session Manager (LSM), Participant Session Manager (PSM), Session Monitor ,and 
Traffic Monitor. GSM has the function of controlling whole session when a number 
of sessions are open simultaneously. LSM manages only own session. For example, 
LSM is a lecture class in distributed multimedia environment. GSM can manage 
multiple LSM. Daemon is an object with services to create session. As shown in 
Figure 3, you can see the single session relationship among a FTA, GSM, LSM, PSM 
and the application software on LAN. Platform 1 consists of GSM, Session Monitor, 
and Traffic Monitor. The other platform consists of Daemon, Local Session Manager, 
Participant Session Manager and FTA. Each platform except platform1 has a FTA.  
FTA is an agent that plays a role in detecting an error and recovering it. FTA informs 
SMA of the results of detected errors. Also, FTA activates an error in application 
software automatically. It informs SMA of the result again.  

To ensure required reliability for situation-aware ubiquitous computing 
automatically, FTA consists of 3 steps that are an error detection, an error 
classification, and an error recovery. As shown in Figure 4, you can see the 
organization of FTA. FTA consists of FDA(Fault Detection Agent), FCA(Fault 
Classification Agent), and FRA(Fault Recovery Agent). That is, FTA becomes aware 
of an error occurrence after it receives requirement of UIA.  FDA has a function of 
error detection. FCA has a function of error classification. FRA has a function of error 
recovery. FCA consists of frontend, backend, analyzer, coordinator, filter, and learner. 
Frontend has a function of playing a role in receiving error detection information from 
FDA. Backend has a function of playing a role in receiving error recovery 
information from FRA. Coordinator informs SMA of the result. Analyzer has a 
function of classifying error’s information that is received from frontend. Learner has 
a function of classifying the type of errors by using learning rules with consideration 
of information from analyzer. Filter has a function of storing an error’s history 
information in KB from error information that is classified by learner. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4.  The organization of FTA 
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3.2   The Algorithm of AFT 

To ensure required reliability of multimedia communication systems, FTA consists of 
3 steps that are an error detection, an error classification, and an error recovery.  

Step1. (Error detection) 
We are first in need of a method to detect an error for session’s recovery. One of the 
methods to detect an error for session’s recovery inspects Process Database (PDB) 
periodically. However, this method has a weak point of inspecting all processes 
without regard to FTE session. Therefore, we propose an AFT model. This method 
detects an error by polling periodically the process with relation to FTE session. 
Windows 95/98//XP creates a process database to represent the process. Process 
database include a list of threads, a list of loaded modules, the heap handle of the 
default process heap, a pointer to the process handle table, and a pointer to the 
memory context that the process runs in.  A process handle is essentially the same 
thing as a file handle. GetExitCodeProcess()  function retrieves the termination status 
of the process specified by the Process handle passed in. While a process is still 
actively running, its exit code is 0x103(0x: hexadecimal code).  

Step2. (Error classification) 
FCA is an agent that plays a role as an interface to interact between FDA for detection 
and FRA for recovery. FCA has a function which classifies the type of errors by using 
learning rules. FCA deals with learning in reactive multi-agent systems. Generally 
learning rules may be classified as supervised or unsupervised or reinforcement 
learning. Reinforcement learning is similar to supervised learning, except it, instead 
of being provided with the concept output for each network input, the algorithm is 
only given a grade. The grade (or score) is a measure of the network performance 
over some sequence of inputs[13]. This paper deals with Q-learning that is one of the 
reinforcement learning. Because FCA has not knowledge of error classification, it 
receives an acknowledgement information which is necessary for fault diagnosis from 
Process Data Base (PDB). Hence the training set consists of a set of input vectors, 
each with its desired target vector. Input vector components take on a continuous 
range of values. Target vector components valued. After training, the network accepts 
a set of continuous inputs and produces FCA can decide whether it is hardware error 
or software error based on learning rules. 

Step3. (Error recovery) 
After a system is detected and classified, it processes recovery. First it is decided 
whether it is hardware error or software error. In case of software error, it can be 
recoverable. The scheme of error recovery method is different each other. It can be 
classified as many cases. In unrecoverable case, the system has to be restarted by 
manual when error occurred in hardware resources. In recoverable case, recoverable 
case classified as state insensitive and state sensitive. This approach has no 
consideration of domino effect between processes. You can see message flows in 
FTE. It consists of Daemon, Session Manager and FTA. After a system is detected 
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and classified, it processes recovery. First it is decided whether it is hardware error or 
software error. In case of software error, it can be recoverable.  

4   Simulating AFT 

The AFT simulation model has been implemented by using VISUAL C++. To 
evaluate the performance of the proposed system, an error detection method was used 
to compare the performance of the proposed model against the conventional model by 
using DEVS(Discrete Event System Specification) formalism. The DEVS formalism 
introduced by Bernard P. Zeigler provides a means of specifying a mathematical 
object called a system. Conventional simulation system adequately support only a 
single level at which change occurs in the model, that of changes in the model 
descriptive variable, viz. its behavior. The DEVS formalism is a theoretical, well 
grounded means of expressing hierarchical, modular discrete event models. In DEVS, 
a system has a time base, inputs, states, outputs based on the current states and inputs. 
DEVS is a formalism of being developed by Bernard P. Zeigler. The structure of 
atomic model is as follows [14-16]:   

M = < X, S, Y, δint, δext, λ, ta >   

      X: a set of input events,                  S: a set of sequential states, 
      Y: a set of output events,                δint : internal transition function,                          
         δext  : external transition function,    λ :  output function, and 

ta  :  time advance function. 

Before system analysis, the variable that is used in this system is as follows. The letter 
Poll-int stands for “polling interval”. The letter App-cnt stands for “The number of 
application program with relation to FTE session”. The letter App_cnt2 stands for 
“The number of application program without relation to FTE session”. The letter Sm-
t-a stands for “ The accumulated time to register information in SM”.  

(Simulation 1) 
The atomic models are EF, RA1, UA1, and ED1. The combination of atomic models 
makes a new coupled model. First, it receives input event, i.e., polling interval. The 
value is an input value in RA1 and UA1 respectively. An output value is determined 
by the time related simulation process RA1 and UA1 respectively. The output value 
can be an input value in ED1. An output value is determined by the time related 
simulation process ED1. We can observe the result value through transducer.  

(Simulation 2) 
The atomic models are EF, RA2, and ED2. The combination of atomic models makes 
a new coupled model. First, it receives input event, i.e., polling interval. The value is 
an input value in RA2. An output value is determined by the time related simulation 
process RA2. The output value can be an input value in ED2. An output value is 
determined by the time related simulation process ED2. We can observe the result 
value through transducer. The error detected time interval is as follows. 
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Fig. 5. The relationship of application program and error detection time 

Conventional method: Poll_int*(App_cnt + App_cnt2) 
Proposed method: Poll_int*(App_cnt) + Sm_t_a   
Therefore, in case of App-cnt2 > App-cnt,  

Poll_int*(App_cnt + App_cnt2) > Poll_int*(App_cnt) + Sm_t_a  
That is, proposed method is more efficient than conventional method in error detected 
method in case of App-cnt2 > App-cnt. We have compared the performance of the 
proposed method with conventional method. 

5   Conclusion 

The focus of situation-aware ubiquitous computing has increased lately. An example 
of situation-aware applications is a multimedia education system. The development of 
multimedia computers and communication techniques has made it possible for a mind 
to be transmitted from a teacher to a student in distance environment. This paper 
proposes an Adaptive Fault Tolerance (AFT) algorithm in situation-aware middleware 
framework and presents its simulation model of AFT-based agents. FTE provide 
several functions and features capable of developing multimedia distant education 
system among students and teachers during lecture. AFT is a system that is suitable 
for detecting and recovering software error based on distributed multimedia education 
environment as FTE by using software techniques. This method detects an error by 
using process database. The purpose of this research is to return to a healthy state or at 
least an acceptable state for FTE session. It is to recover application software running 
on situation-aware ubiquitous computing automatically.  When an error occurs, FTA 
inspects it by using API function for process database. If an error is found, FTA 
decides whether it is hardware error or software error. In case of software error, it can 
be recoverable. FTA informs Daemon and Session Manager of the fact. As they 
receive the information from the FTA, Daemon and Session Manager recovers from 
the error.  The purpose of AFT system is to maintain and recover for FTE session 
automatically. In the future work, fault-tolerance system will be generalized to be 
used in any environment, and we will progress the study of domino effect for 
distributed multimedia environment as an example of situation-aware applications.  
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Abstract. This paper proposes a new model of access control by analyzing the 
window and attributes of the object, and based on this, a mechanism that offers 
a seamless multimedia view without interfering with access control is also 
suggested. There are two approaches to software architecture on which 
applications for multimedia distance education environment in situation-aware 
middleware are based. Those include CACV(Centralized-Abstraction and 
Centralized-View) and RARV(Replicated-Abstraction and Replicated-
View).To win over such dilemma for centralized or replicated architecture, a 
combined approach, CARV(the Centralized Abstraction and Replicated View) 
architecture is used to realize the application sharing agent. 

1   Introduction 

Context awareness (or context sensitivity) is an application software system’s ability 
to sense and analyze context from various sources; it lets application software take 
different actions adaptively in different contexts [1]. With the rapid development of 
multimedia and network technology, more and more digital media is generated[2-4]. 
Although the situation-aware middleware provides powerful analysis of dynamically 
changing situations in the ubiquitous computing environment by synthesizing 
multiple contexts and users’ actions, which need to be analyzed over a period of time, 
access control in using multimedia shared object causes a problem of the seam in the 
ubiquitous computing environment. It is difficult to avoid a problem of the seam in 
the ubiquitous computing environment for seamless services. Thus, there is a great 
need for access control algorithm in situation-aware middleware to provide 
dependable services in ubiquitous computing. This paper proposes a new model of 
dynamic window binding by analyzing the window and attributes of the object, and 
based on this, a mechanism that offers a seamless multimedia view without interfering 
with access control is also suggested. Section 2 describes situation-aware middleware. 
Section 3 denotes access control algorithm. Section 4 describes simulation results of 
our proposed algorithm. Section 5 present conclusions. 

2   Background: Situation-Aware Middleware  

Ubiquitous applications require use of various contexts to adaptively communicate 
with each other across multiple network environments, such as mobile ad hoc 
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networks, Internet, and mobile phone networks. However, existing context-aware 
techniques often become inadequate in these applications where combinations of 
multiple contexts and users’ actions need to be analyzed over a period of time. 
Situation-awareness in application software is considered as a desirable property to 
overcome this limitation. In addition to being context-sensitive, situation-aware 
applications can respond to both current and historical relationships of specific 
contexts and device-actions. An example of situation-aware applications is a 
multimedia distance education system. The development of multimedia computers 
and communication techniques has made it possible for a mind to be transmitted from 
a teacher to a student in distance environment. However, it did not include access 
control support in the architecture of situation-aware middleware. In this paper, we 
propose a new access control mechanism in situation-aware middleware. 

3   Access Control Mechanism: Our Proposed Approach 

In this section, we present an access control mechanism for situation-aware 
ubiquitous computing. The environment of access control is presented in Section 3.1, 
and its algorithm in Section 3.2. 

3.1   The Environment for Access Control 

A conceptual architecture of situation-aware middleware based on Reconfigurable 
Context-Sensitive Middleware (RCSM) is proposed in [2]. All of RCSM’s 
components are layered inside a device. The Object Request Broker of RCSM (R-
ORB) assumes the availability of reliable transport protocols; one R-ORB per device 
is sufficient. The number of ADaptive object Containers (ADC)s depends on the 
number of context-sensitive objects in the device. ADCs periodically collect the 
necessary “raw context data” through the R-ORB, which in turn collects the data from 
sensors and the operating system. Initially, each ADC registers with the R-ORB to 
express its needs for contexts and to publish the corresponding context-sensitive 
interface. RCSM is called reconfigurable because it allows addition or deletion of 
individual ADCs during runtime (to manage new or existing context-sensitive 
application objects) without affecting other runtime operations inside RCSM. 

Other services have many agents. They consist of AMA(Application Management 
Agent), MCA(Media Control Agent), FTA(Fault Tolerance Agent), SA-
UIA(Situation-Aware User Interface Agent), SA-SMA(Situation-Aware Session 
Management Agent), and SA-ACCA(Situation-Aware Access and Concurrency 
Control Agent), as shown in Figure 1. AMA consists of various subclass modules. It 
includes creation/deletion of shared video window and creation/deletion of shared 
window. MCA supports convenient applications using situation-aware ubiquitous 
computing. Supplied services are the creation and deletion of the service object for 
media use, and media share between the remote users. 

This agent limits the services by hardware constraint. FTA is an agent that plays a 
role in detecting an error and recovering it in situation-aware ubiquitous environment. 
SA-UIA is a user interface agent to adapt user interfaces based on situations.  
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Fig. 1.  Other Services in Situation-Aware Ubiquitous Computing 

SASMA is an agent which plays a role in connection of SA-UIA and FTA as 
situation-aware management for the whole information. SA-ACCA controls the 
person who can talk, and the one who can change the information for access. Our 
proposed model aims at supporting access control requirements by using dynamic 
window binding mechanism in order to provide ubiquitous, seamless services. 

3.2   The Algorithm for Access Control 

There are two approaches to software architecture on which applications for 
multimedia distance education environment in situation-aware middleware are based. 
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Those include CACV(Centralized-Abstraction and Centralized-View) and RARV 
(Replicated-Abstraction and Replicated-View). The environment of access control is 
based on a hybrid software architecture which is adopting the advantage of CACV 
and RARV. Access control agent decides who has right to speak and manages 
distribution of resources along with user status when there is a request for resources. 
Figure 2 shows the relationship between initiator and participant of an access control 
for multimedia distance education system. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Access Control in Situation-Aware Ubiquitous Computing 

FTA consists of EDA(Error Detection Agent), ECA(Error Classification Agent), 
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4   Simulation Results 

As shown in Table 1, you can see the characteristic function of each system function 
for multimedia distance education. To evaluate the performance of the proposed 
system, it was used to compare the performance of the proposed model against the 
conventional model by using DEVS formalism. In DEVS, a system has a time base, 
inputs, states, outputs based on the current states and inputs. DEVS(Discrete Event 
System Specification) is a formalism of being developed by Bernard P. Zeigler. The 
structure of atomic model is as follows [5-10].  

Table 1. Comparison for Software Architecture in situation-aware environment 

 Centralized Replicated  Hybrid(Proposed) 
Set initial 
 State 

Easy hard Medium 

Allow Late  
Comer 

Easy hard Easy 

Command  
Serialization 

Easy hard Easy 

Communication  
Overhead 

High low Low 

Probability good bad Good 
Performance bad good Good 
Application  
Copy 

one more  
than one 

More  
than one 

Control  
Complexity 

Low high High 

5   Conclusions 

The focus of situation-aware ubiquitous computing has increased lately. An example 
of situation-aware applications is a multimedia education system. The development of 
multimedia computers and communication techniques has made it possible for a mind 
to be transmitted from a teacher to a student in distance environment. This paper 
proposed a new model of access control by analyzing the window and attributes of the 
attributes of the object, and based on this, a mechanism that offers a seamless view 
without interfering with access control is also suggested. There are two approaches to 
software architecture on which applications for multimedia distance education 
environment in situation-aware middleware are based. Those include 
CACV(Centralized-Abstraction and Centralized-View) and RARV(Replicated-
Abstraction and Replicated-View). The environment of access control is based on a 
hybrid software architecture which is adopting the advantage of CACV and RARV. 
The simulation results clearly showed that the access control mechanism proposed in 
this paper is worth implementation and effective when a large scale of collaboration is 
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required. In the future work, access and fault-tolerance system will be generalized to 
be used in any environment, and we will progress the study of access and domino 
effect for distributed multimedia environment as an example of situation-aware 
applications.  
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Abstract. Wireless Sensor Network is an advanced technology that has a vari-
ety of applications such as environmental monitoring, battlefield, medical sys-
tem, and crop precision. Minimizing power consumption of node is important in 
these networks. Transmit power control and clustering can reduce the energy 
consumption efficiently when nodes are non-homogeneously dispersed in 
space. This paper presents the clustering algorithm in wireless sensor networks. 
The clustering algorithm is based on the optimization of transmit power level 
by using the soft computing approaches. This solution determines the node 
transmit power level statistically and achieves energy savings efficiently. 

1   Introduction 

Wireless Sensor Network is an advanced technology that has a variety of applications 
such as environmental monitoring, battlefield, medical system, and crop precision. 
Such a network is composed of a large number of distributed nodes to perform a com-
mon task of physical sensing. Each node has a sensor, embedded processor, small 
memory, and low-power radio and is normally battery operated. It is almost neither 
changeable nor rechargeable because it is normally in the special or dangerous region. 
Therefore sensor nodes have limited battery power and network lifetime is a critical 
problem for theses sensor networks [1, 2]. 

Transmit power control in wireless sensor networks is a critical problem because it 
can affect on battery lifetime and traffic carrying capacity [3]. For example, in Fig.1 
when N1 tries to transmit a packet to N2, it doesn’t need to transmit the packet at 
30mW since N1 is located within range at 1mW. Thus N1 saves on battery power. 
Next, consider N3 tries to broadcast to node N4 at 1mW. If N1 simultaneously tries to 
broadcast to N2 with 1mW, a transmission from node N3 and N4 can be successfully 
transmitted. And transmission from N1 to N2 is also successfully achieved since nei-
ther is N2 in the range of its interfere N1. However if N1 broadcasts at 30mW, that 
will interfere with transmission between N3 and N4. Thus, transmit power control can 
achieve the traffic carrying capacity. 

But it is not always true in wireless sensor networks. When nodes are homogene-
ously distributed in space, as in Fig.1 (a), it is possible to resolve problems with the 
minimum transmit power level as noted above. However, when nodes are non-
homogeneously distributed as in Fig.1 (b), then the minimum power level for network 
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connectivity is not suitable for the nodes which are far from others [4]. This problem 
can be effectively resolved by grouping nearly located nodes into clusters with several 
clusters at different power levels. Therefore the transmission power level of each 
cluster should be adaptively determined. 

 

Fig. 1. The need of Transmit Power Control 

In this paper, we propose a method of determining the transmit power level adap-
tively by using bayes’ rule. This method can resolve the problems occurred in case of 
non-homogeneously distributed nodes. Another advantage of our method is that the 
method can effectively control the clustering size and thus prolongs the network life-
time. 

The rest of the paper is organized as follows. Our method is described in detail in 
Section 2. Next, in Section 3 we present our simulation results. Finally, we conclude 
the paper and present future research directions in Section 4. 

 

Fig. 2.  (a)  Homogeneous spatial dispersion of nodes  (b) Non-homogeneously dispersed node 
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2   Clustering Algorithm Details 

The transmission power for clustering is determined by bayes’ rule. This method is 
applied to calculate the probability for an arbitrary node to belong to a specific trans-
mission power level, and to select the highest probability. This method is as follows:  
First each node decides whether or not to become a cluster-head. Next, each cluster-
head compute the transmit power level using Bayesian classification based on Priority 
probability [5]. The probability is set as: 

)(

)|()(
)|(

i

jij
ij xP

cxpcp
xcP =  

(1) 

where ix is each cluster-head, ic is a transmit power level, ( )iP x  is a probability that 

an arbitrarily extracted cluster-head is ix , ( )jP c is a probability that an arbitrarily 

extracted node belong to transmit power level jc , and ( | )i jP x c  is a probability that 

an arbitrarily extracted node from cluster-head set belongs to a transmit power level 

jc  is ix . 

Bayesian classification is to determine the transmit power level having the highest 
possibility to the power level by calculating 1 2 3( | ), ( | ), ( | ),i i iP x c P x c P x c  

and ( | )i kP x c for a given node jx . The classification is represented as: 

]
)(

)()|(
[

i

jji
best xP

cpcxp
ArgMaxC =  

(2) 

By using (2), each cluster-head attains an optimized transmit power level b es tC . This 

procedure is repeated whenever clusters are created. The proposed method is de-
scribed as following: 

N: cluster-head number 

K: transmit power level number 
 
// Initialize transmission power level for n = 1 to N 

 n = 1c         // set node to minimum power 

)|( 1xcP j
 = 1/k  // set power level probability 

endfor 
 
// assign each cluster-head to power level 
for n = 1 to N 

1. select not clustered node n  

2. calculate bestc of n using (2) 

   3. switch ( bestc of n) 
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         case 1 : apply n to 1c  

         case 2 : apply n to 2c  

             … 

case k-1 : apply n to 1−kc  

case k : apply n to kc  

default : apply n to previous jc  

      endswitch 
endfor 

3   Simulation Results 

We simulated transmission of data from every node to the base station using 
MATLAB. Our simulation is involving 100 node placed non-uniformly on a 50m x 
100m area and the base station is located at (x=25, y=100). We assume that the node 
can control the transmit power level and there are only a few discrete power levels 
available.  

Such a topology for clustering with fixed transmit power is illustrated in Fig. 3 (a). 
When the same simulation is repeated with the constraint that the power level can be 
chosen only from the different power levels, then the graph in Fig. 3 (b) is obtained. 
This figure has properties different from the one in Fig. 3 (a). First, as in Fig. 3(b) the 
connectivity is not overlapped by others. Second, there are no redundant cluster-head, 
thus can reduce energy consumption for needless local broadcasting. Third, it is well- 
structured in that the load balance is well better than fixed power and cluster-head 
overload is smaller than fixed power clustering. 

    

Fig. 3. (a) Topology Control for Fixed Transmit Power Clustering (b) Topology Control for Adative 
Transmit Power Clustering using Bayes’ Rule 
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Clustering for transmission power control has the following characteristics. 

 Since the proposed method is only to select the optimized transmit power lev
el, it is simple and provides a distributed clustering. Thus it can give a simple
 and efficient method for clustering in wireless sensor networks. 

 Our method can be applied to all kinds of proactive and reactive routing prot
ocols. In case of proactive routing protocols such as DSDV, routing tables ho
lding different power levels are maintained by HELLO packets to construct t
he clustering [5]. On the other hand, reactive routing protocols like AODV, c
an be transmitted to every power level applicable to be used by Discovery Re
quest [6]. 

 Our method can be also efficient in the network which is dynamically change
d by node mobility. Moreover, it is possible to select the power level without 
any network resources and excessive computation. Therefore, our method is 
an efficient for mobile wireless sensor network. 

4   Conclusion  

We discuss the transmit power level control method using the bayes’ rule. Minimizing 
power consumption is important in wireless sensor networks. This paper proposes a 
solution of efficient clustering and transmits power control in non-homogeneously 
dispersed network. Our proposed method shows an efficient way of clustering by 
using different transmit power. Moreover, efficient traffic transmission can be real-
ized, transmission routes considering transmission power are possible provided and 
the method is able to minimize collisions occurring in MAC by using the proposed 
method.  
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Abstract. In this paper, a method of controlling packet transmission rate be-
tween nodes on an Ad-hoc network is proposed considering the characteristics 
of IEEE 802.11 possessing different transmission efficiencies by different 
transmission distances. There have been a lot of researches about algorithms for 
efficient routing and power saving using static power sources in the field of 
mobile Ad-hoc networks up until now. However, those researches have been 
conducted only on the assumption of ideal experimental cases. This paper con-
siders the way of finding adequate transmission rate for the transmission dis-
tances between nodes on a mobile Ad-hoc networks so that a more realizable 
method is presented. In this research, a controlling algorithm for transmission 
data rates by the distances between mobile nodes is realized using Fuzzy logic, 
possibly available to be applied to Ad-hoc network routing. 

1   Introduction 

Wireless Ad Hoc networks services are in progress to become ubiquitous networks. In 
addition, the need of expanding multimedia services over whole wireless networks is 
rapidly increasing. Wireless equipments are being popularized since they can be in 
operation in areas which cannot be covered by wired networks and they have faster 
communication speed than wired network in areas where installing wired networks 
are inefficient. An Ad Hoc network connects its mobile hosts as needed, and it has a 
temporary network structure which is possible without a previously organized net-
work structure or a central supervisor. The mobility of nodes varies the topology of an 
Ad Hoc network. This characteristic of Ad Hoc network demands its own application 
solutions and the way of developing applications should be differently considered 
from the case of static networks. Ad Hoc networks in currently use has the following 
characteristics. 

− Every node has its mobility, 
− Each node functions as both of the end system and the relay system (simultane-

ously functions as the host and the router), 
− The topology of network dynamically varies, 
− The limitation in power supply due to the mobility of nodes, 
− Band limitation in wireless network and variety channel quality. 
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Researches on routing algorithms show the results under the ideal circumstances 
with fixed data transmission rate. However, in a real environment which the distances 
between Ad Hoc nodes are not fixed in, data losses and delays are not avoidable due to 
the data traffic in a network. Therefore, a more intelligent method for network control 
is in need. Currently WLANs provide a variety of transmission rate modulation meth-
ods such as DBPSK, DQPSK, CCK(1, 2, 5.5, and 11 Mb/s) [1]. In Wireless LANs 
with providing a multiple transmission rate, data transmission rate is determined by the 
distances between host nodes so that the transmission rate cannot be guaranteed to be 
the maximum. The maximum transmission rate is only realized under the condition of 
host nodes within the transmission range. For instance, the transmission rates of 
1/2Mb/s, 5.5 Mb/s, 11 Mb/s are ideal at the distances of 100m, 60m, 30m, respectively. 
Appropriate data transmission rates for transmission distances between mobile nodes 
should be considered for more realistic Ad Hoc network routing method as well as 
researches on developing various mobile routing methods [2]. In this research, Fuzzy 
logic is suggested for the logical transmission rate selection as the method of control-
ling transmission rate between nodes in Ad Hoc network, considering the characteris-
tics of IEEE 802.11 which possesses different transmission efficiency by transmission 
distances. A method of controlling packet transmission rate by distances is realized, 
which is possibly applied to a generic Ad Hoc network routing. 

2   Ad Hoc Routing Algorithm  

A mobile Ad Hoc network frequently varies in its topology by the connectivity, trans-
mission state, traffic and its moving pattern and it makes the network organization 
and maintenance difficult. Therefore, a wide range of consideration from the bottom 
layer to the upper layer is needed in applying the Ad Hoc network communication. 
An Ad Hoc network should be stable and efficient while operation with a cooperative 
routing function between mobile terminals in a multiple hop phase environment com-
posed with fast and arbitrarily varying band limited mobile links. In addition, an Ad 
Hoc network should be possible to share information by connecting to outside of the 
network such as internet, with the aid of routing function. 

 

Fig. 1. An Example of temporary topology 

There are two mainstreams of researches in developing routing algorithms for Ad 
Hoc networks. First off, methods of routing for energy saving of mobile nodes are 
being researched [2]. Nodes in an Ad Hoc network critically depend on batteries since 
they are remotely operated using only batteries. Therefore, a network structuring 
optimization problem is very important for minimum power consumption with  
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providing satisfactory communication. At present, researches on using a periodic 
sleeping and a clustering of nodes are lively being conducted to span the lifetime of 
batteries by distributing the energy consumption to the whole network. Fig. 1 shows 
an example of network phase transition derived by a periodic sleeping. It is a method 
for maintaining equal energy distribution by structuring networks different in phase in 
a network with the same node distribution. Secondly, there are a number of researches 
on realizing the shortest distance adapted to the dynamic node changes [3] [4]. In a 
mobile Ad Hoc network, the phase of the network continuously varies due to the 
mobility of nodes. The network phase is possible to be rapidly and arbitrarily changed 
since it is a multiple hops. At this point the existence of a multiple links might bring 
on the unpredicted bad influences to the protocol performance and the application on 
the upper layer. Therefore an enhanced routing method resolving this problem should 
be importantly considered. There are a couple of significant results of researches on 
DSR, AODV, SPAN and GPSR. However, those researches only use a fixed trans-
mission rate not relevant to distances between nodes in the simulations. In a real sys-
tem, the distance between nodes certainly affects the network such as signal intensity, 
transmission delay and packet loss by distances. Therefore, such distance different are 
considered in this research for the realization of better routing. 

 

Fig. 2. Transmission Rate Evaluation at Different Distances 

3   Transmission Characteristic of 802.11b 

IEEE 802.11b shows different transmission characteristics in accordance with dis-
tances of mobile nodes. The transmission rate is possible up to 11Mbps. However, it 
varies by transmission distances and performances of links. In general, receiving 
signal intensity is illustrated by RSSI (Received Signal Strength Indication) value. 
Transmission rate of 1 or 2 Mbps, 5.5Mbps and 11Mbps are ideal at distances of 
100m, 60m and 30m, respectively [1]. The relation between distances and transmis-
sion rates in IEEE 802.11b is depicted in Fig. 2 (a). Fig. 2 (a) indicates the different 
error rates as the packet transmission rates at over a certain distance. A high data 
transmission rate possesses a high throughput, and on the other hand a low data 
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transmission rate enables a long distance data transmission. Hence, the most appropriate 
transmission rate should be selected at a certain mobile distance as shown in Fig. 2 (b). 

4   Fuzzy Logic Control and Max-Min Algorithm 

In Fuzzy logic theory, a value is represented as a degree of truth similar to be repre-
sented in probabilistic theory on the contrary to the conventional logic representing a 
value with binary logic (0 or 1, black or white, yes or no).  
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Fuzzy logic enables a medium value between 0 and 1. In this paper, a Fuzzy logic 
controller for data transmission rate decision is constructed using 2 inputs, RSSI val-
ues and packet delays in Ad Hoc network. MAX-MIN composition is used as the 
method for combining input values. MAX-MIN method is shown in (1). 

5   Simulation 

A Fuzzy logic control proposed in the simplest method is simulated in this research. The 
amount of packet transmission with increasing the moving area of mobile nodes is 
measured between one host node and one other mobile node. The result is compared to 
the cases using fixed packet transmission rate (2Mbis, 5.5Mbps and 11Mbps).  

Simulation is conducted with membership functions representing RSSI values and 
packet delays under the assumption that every node has the same RSSI values. Fig. 3 
(a) illustrates the membership function about RSSI value between mobile nodes. A 
RSSI value is a value derived from calculating internal electric signals of devices so 
that it is possible for membership functions representing a RSSI value to have differ-
ent values by different calculating formulas and devices. The membership function 
for packet delay between mobile nodes is shown in Fig. 3 (b). 

 

Fig. 3. Membership Function for RSSI Value and Membership Function for Packet Delay 



 Dynamic Control of Packet Transmission Rate 1315 

A Fuzzy control logic shown in Table 1 is constructed with those two membership 
functions. The constructed controller controls transmission rate in three ways of in-
creasing, sustaining and decreasing. 

Table 1. Logic Table 

RSSI PD Control 
Strong High Zero 
Strong Normal Up 
Strong Low Up 
Fair High Down 
Fair Normal Zero 
Fair Low Up 
Weak High Down  
Weak Normal Down 
Weak Low Zero 

 
The Fig. 4 shows the comparison between the amount of packet transmissions in 

accordance with increasing moving area of mobile nodes. A transmission rate of 
2Mbps is stable throughout the whole region but it shows a relatively insufficient 
transmission amount to other transmission modes. In the case of 5.5Mbps, the trans-
mission rate decreases through the whole region but it doesn’t show a large differ-
ence. This mode can be concluded as stable and not worse in performance considering 
other modes. The transmission mode of 11Mbps shown an abrupt decrease in trans-
mission rate as it approaches 30m of distance. So it is said to be sensitive to distances. 
The modes using Fuzzy logic control shows the highest transmission rate in all cases 
and it has similar decreasing transmission amount with other modes. This shows that 
the mode controlled by Fuzzy logic is the most efficient and stable mode in all cases. 

 

Fig. 4. Simulation result of Transmission Rate According as Node Distances 
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6   Conclusion 

In this paper, Fuzzy logic algorithm is used as a dynamic control method for transmis-
sion rate according as varying distances between two mobile nodes. The simulation 
shows the proposed Fuzzy logic controller possesses better performances than net-
works using fixed transmission rates. Expanding the result of this research to apply to 
a multi hop routing algorithm might enable a more stable and faster network. The 
result shows only the cases of simple comparison in transmission rates. Considera-
tions about transmission data loss and transmission delay are remained as the further 
research. In addition, a more specific realization is planned using the proposed 
method with currently researched multi hop routing algorithm. 
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Abstract. Time synchronization in wireless sensor networks is critical for 
providing accurate timing service to many applications. This paper presents an 
Error Statistic based Time Synchronization protocol (ESTS) for wireless sensor 
networks. ESTS uses a flooding mechanism for basic global time 
synchronization and delay measurement, and achieves a fine grained 
synchronization through compensating per hop delay to all the nodes. It is a 
light weight mechanism for its simplicity in both computation and 
communication. Experiments show that ESTS obtains a better performance in 
energy efficiency than most in-situ time synchronization protocols in the same 
precision level. 

1   Introduction 

Wireless sensor network (WSN) has emerged as an important and growing research 
area in recent years [1]. A WSN usually consists of a large number of tiny devices 
that acquire information from interested areas and work collaboratively to process and 
forward the sensing data. Time synchronization [2,3] is one of the important functions 
of wireless sensor network. For many applications, it is required that a common view 
of time is available to all the nodes. A global clock and a right chronology of events 
are vital to most applications.  

In this paper, we present Error Statistic based time Synchronization Protocol 
(ESTS) for WSN. ESTS first achieves global time synchronization through a flooding 
of synchronization command message, in which message transfer delay of each hop 
accumulates. This delay continues to accumulate within a back-to-root delay reporting 
process. Then time synchronization error is calculated and compensated by another 
message flooding process. ESTS achieves a synchronization precision of 10 s with 
low cost in complexity and low consumption in energy. ESTS has been implemented 
and applied in our parking lot management system, in which it is a critical part for 
parking lot status reporting [8]. 
                                                           
*  This work is supported by National Natural Science foundation of China under grants 

No.60272078 and No.60373049. 
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The rest of this paper is organized as follows. Section2 is related works in time 
synchronization of WSN. Section 3 introduces our time ESTS synchronization 
mechanism in detail. Section 4 gives experiment result and analysis, and in section 5 
the conclusion is given. 

2   Related Works 

Timing-Sync Protocol for Sensor Networks (TPSN) [4] first creates a hierarchical 
topology and then every node exchanges time stamps with its parent in a similar 
manner to the Simple Network Time Protocol (SNTP) [5]. TPSN calculates the 
average transfer delay of message which improves the precision but increases the 
communication overhead considerably. 

Delay Measurement Time Synchronization (DMTS) [6] estimates all the delays 
involved in synchronization process. Message transferring is required only once to 
synchronize all nodes in a single hop. DMTS can be applied only to low resolution, 
low frequency clocks as synchronization accuracy is sacrificed for low computational 
complexity and energy efficiency. 

Flooding Time-Synchronization Protocol (FTSP) [7] reaches the unique high 
precision performance by utilizing comprehensive error compensation. The 
disadvantages of FTSP are that nodes periodically send synchronization messages, 
and have complex computation. It takes long time for FTSP to achieve global network 
time synchronization. 

Most in-situ time synchronization algorithms which provide a high precision often 
suffer from high energy consumption, while some energy efficient protocols cannot 
offer a satisfying precision [9,10]. In this paper, we propose ESTS to achieve a better 
compromise in which a fine grained synchronization is achieved while energy 
consumption is still kept low. 

3   Error Statistic Based Synchronization Protocol 

ESTS algorithm consists of three phases: time synchronization, delay computing and 
error compensation. In the first phase, all other nodes are synchronized with the root 
through a synchronization command flooding, and a hierarchy structure is also built 
for later use. In the last two phases, per hop delay error is calculated and compensated 
so that a higher precision of global time synchronization can be achieved through 
another flooding. 

3.1   Time Synchronization Phase 

Root starts up this phase by broadcasting a time synchronization command (SYNC 
command). The format of SYNC command is shown in Fig.1. The hop field 
represents the hop count from the node which sends the command to root. The nodeId 
field records the ID of the node which sends the command. The sendTimeStamp field 
 

 

Fig. 1. Format of SYNC command 
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records the local time when a certain byte of the command is sent. The delay field 
denotes the accumulated delay during the command transfer from root to current node 
and is initialized to zero by root. Sender sets sendTimeStamp field at the instant when 
certain byte is actually transmitted at the MAC layer.  

The neighboring node of root records the local time when it receives the 
corresponding byte of SYNC command as receiveTimeStamp.and synchronizes itself 
to root by adjusting its local time according to equation (1): 

Trevised = Tcurrent + (SendTimeStamp - receiveTimeStamp) (1) 

Every neighboring node records root’s ID as its up level node and sets its hop 
count as that of root plus one. The neighboring node forwards the SYNC command by 
setting the hop field and nodeId field to its own values. The sendTimeStamp field is 
set to the local time when certain byte of the command is transmitted. Other nodes 
deal with the SYNC command in the same way. Only the first SYNC command 
received is handled. The global time synchronization to the root is achieved when all 
the nodes have received the command. A level from root and an up level node (parent 
node) are assigned to every node during this process.  

3.2   Delay Calculating Phase  

Non-deterministic transfer delay in WSN is critical to the precision of time 
synchronization. Therefore, the non-deterministic delay needs to be carefully 
analyzed and compensated for. We use the following decomposition of the message 
transfer delays as shown in Fig.2 [5]. 

 

Fig. 2.  Decomposition of message delay over a wireless link 

In the above synchronization phase, the synchronization error caused by transfer 
delay during Send Time, Access Time and Receive Time has been completely 
eliminated by utilizing MAC-layer time stamping. But the error caused by the transfer 
delay during transmission, propagation and reception time still exists. In addition, the 
time delay between the node and root usually increases with the hops between them. 
The following method is used to calculate the per-hop delay error and compensate it 
in all nodes to increase the synchronization accuracy.  

3.2.1   Error Measurement Algorithm 
As is shown in Fig 3, there are n+1 nodes which build up an n-hop path in the 
network. Root and node N0 respectively locate at each end of the n-hop path. At time 
Trs, root sends a message following path root N1 N2 .…. Nn-1 N0. When node 
N0 receives the message, it sends the message back to root along the reversed path. 
The message is received by root at time T’rr. 
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Fig. 3. Delay error measurement process 

Lets us suppose that 
i is irt T TΔ = −  (i=0,1,2…,n-1) denotes the difference between 

time Tir when node Ni receives the message and time Tis when Ni sends the message to 
the next node . It’s is the same with ' ' '

i is irt T TΔ = −  (i=1,2,3…n-1) for nodes in the 

reversed path. Trs ,T’rr, Tis, Tir, T’is and T’ir(i=01,2,3…) are timestamps recorded by 
MAC layer at every node.  is the average transfer delay between adjacent nodes.  is 
not considered in the first synchronization phase and results in that the time of left 
node is slower about  than that of right node in Fig.3. According to round trip time of 
a message,  can be computed as equation (2) and (3): 
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In equation (3), 
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= =

− + − + −  is the sum of the time that the 

message stays in every node. '( )rr rsT T−  is the time that the message transfers in the 

path.  The difference of above two parts is the total transfer delay in the path. The 
total delay divided by hops gets the per-hop delay  which is the delay error 
compensated for all nodes in the third phase. 

3.2.2   The Selection of Node N0 
The standard for the selection of nodes N0 must reflect the average transfer delay of 
the whole network. It requires that the N0 should distribute evenly on the edge of the 
network, and the number of N0 should be small. In the first phase, the time SYNC 
command is transferred from root to the edge of the network in flooding manner. The 
message stops when it reaches the edge of network. In the network, there must be 
some nodes which last transfer SYNC command in their neighbor area. These nodes 
are marked with N0. If the number of N0 are too large in a large scale network, N0 is 
to be selected with certain probability P (P<1, determined by network scale). 

3.2.3   Error Statistic Process 
Root initiates the delay field with zero while it broadcasts the SYNC command. When 
node N1 receives the message, it first synchronizes itself to root and then 
calculates

1 1 rsrT T T= − . The result is added to the delay field and the message is 
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transferred as described in 3.1. Other nodes calculate delay field in the same way. 
When node N0 receives the message, N0 synchronizes itself with root and calculates 
the delay field. It then transfers the message with different type back to root along 
reversed path. Other fields of the message are same with SYNC command. In this 
back process, a node will not synchronize itself again. Only the field of delay is 
calculated and then transferred to its up level node. When root receives the message, 
it can compute  according to equation (3). 

3.3   Error Compensation Phase  

When root receives a certain number of messages, it calculates the average per hop 
delay error by statistic method. Then the root broadcasts a compensation message 
which contains the per hop error. When a node receives this message, it will correct 
its clock by adding the value that is the per hop error multiplied by its count of hops 
to root. The node only handles the first compensation packet and simply broadcasts 
the message without modification.  

4   Experiment and Analysis  

In our experiments, 70 mica2 motes are evenly deployed in an indoor environment 
with transmission power set to -20dBm. The root is placed at the edge of the network. 
The network is of 7 hops. All the motes are physically same and run the time 
synchronization algorithm under TinyOS. In the experiments, the correctness of ESTS 
algorithm is testified, and the comparison to TPSN, DMTS, FTSP is carried out in 
aspects of precision and energy efficiency. 

4.1   Time Synchronization Precision 

Every algorithm is run for an hour, and the average synchronization error among all 
nodes compared to the root is calculated in an interval of 5 minutes. From Fig.4, we 
can conclude that the time synchronization error of ESTS is in 10 s level, which is 
close to FTPS and TSPN, and much better than DMTS. DMTS uses one flooding  
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Fig. 4. Time error in one hour experiment 
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process for synchronization, but it only estimates transfer delay so its precision is 
much lower than that of other three mechanisms. From Fig 4, we can see that ESTS 
can achieve synchronization much faster than FTSP as FTSP needs a linear regression 
process. 

4. 2   Energy Consumption 

Another critical aspect in WSN is energy efficiency. In WSN, the wireless 
communication module takes the most part of energy consumption, so we count the 
amount of message transmitted as the measurement of energy consumption. From Fig 
5, we can conclude that ESTS achieves higher energy efficiency than FTPS and 
TPSN in the time synchronization process. In ESTS, there are two times of flooding 
and one time of data transfer process to root, which is approximately twice as the 
energy consumption of the mechanism as DMTS. In FTPS, many times of restricted 
flooding are needed to reach a reasonable precision and the energy consumption is 
considerably high. In TPSN, nodes need to communicate with their upper level node, 
which also increases the energy consumption. 
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Fig. 5. Energy consumption 

5   Conclusion and Discussion  

We have introduced Error Statistic based Time Synchronization protocol for WSN. 
ESTS uses a flooding process to achieve a global synchronization to the root and then 
refines it through delay error measurement and compensation. The energy efficiency 
is high in ESTS as only two times of flooding is needed. ESTS can provide a 
precision of 10 s after the compensation process. Compared with in-situ time 
synchronization protocols, ESTS is a better compromise between precision and 
energy efficiency. It has been used in a real-world application.  

ESTS utilizes round trip delay values of multi-messages to compute average per 
hop delay error, and makes error compensation in every node with the average error 
multiplied by its hop count. ESTS is fit to the wireless sensor networks in which 
nodes have little difference in communication modules, i.e., in homogeneous 
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networks. For heterogonous nodes, more consideration on nodes’ characters is needed 
to provide a satisfying precision. 
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Abstract. This paper presents a new algorithm, Extra, for extending
the lifetime of ad hoc wireless networks. Extra tries to conserve energy by
identifying and switching off nodes that are momentarily redundant for
message routing in the network. Extra is independent of the underlying
routing protocol and uses exclusively information that is collected locally.
Simulation studies conducted have shown promising results.

1 Introduction

Ad hoc wireless networks are computer networks without a predefined topology,
whose nodes can move and communicate through radio channels, and cooperate
to allow message routing. Several routing protocols for ad hoc networks were
proposed in the literature, e.g., DSR [1] and AODV [2] . There are many appli-
cations for those networks, like support to rescue teams in disaster areas.

An important characteristic of the mobile devices in an ad hoc network is
the energy consumption, because they usually depend on batteries. In that way,
besides the traditional metrics to evaluate a protocol, like packet delay and drop
rate, lifetime of the network is important. The nodes in an ad hoc network
consume energy not only when they are transmitting or receiving messages,
but also when they are ready to listen for any data (idle state). That happens
because the electronics of the radio has to be energized to maintain the capacity
of receiving messages. Several studies indicate that the power for transmission,
reception and listening is, typically, in the order of 1.40W, 1.00W and 0.83W,
respectively [3] . However, this study also shows that, if the radio is put in
sleeping state, the consumption falls to 0.13W. Those values indicate that to
have an effective decrease in energy consumption, the radio should be put in a
sleeping state during certain periods of the operation of the network.
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In this work, an algorithm, Extra, is presented to deal with the problem of
coordination of node transition to a sleeping state in ad hoc networks. This
algorithm allows each node in the network to make decisions in an autonomous
way, based only on local information. Additionally, it can work together with
any ad hoc routing protocol.

This paper is organized as follows. Section 2 presents some related work. A de-
tailed description of the Extra algorithm follows in Section 3. Section 4 presents
the evaluation scenario we set for our simulations, and Section 5 the simulation
results. Finally, in Section 6 we draw our conclusions and make suggestions for
further work.

2 Related Work

The idea of shutting down the radio to conserve energy in ad hoc networks was
already explored by other authors. In the BECA algorithm [4] , the decision to
put a node to sleep is taken based on local informations. If the node does not
have a message to transmit or if it does not listen any message it goes to the
sleeping state. After a certain period it wakes up and listen to messages. If no
messages are heard, it goes back to sleep. In the AFECA algorithm [4], each
node uses an estimation of the number of neighbor nodes to increase/decrease
the time it will stay in the sleeping state. With a increase in node density, more
energy can be saved.

GAF [5] uses geographical position information (e.g., produced by a GPS) to
support energy conservation. Like AFECA and BECA, GAF is independent of
the underlying routing protocol. In this algorithm, the area where the network
is active is divided in a virtual mesh, composed by fixed squares. The nodes
in each square change between the sleeping and active states, but guaranteeing
that one of them is active, in order to maintain the network connectivity. The
choice of which node will be active is made in a distributed way. In CEC [6] the
authors try to avoid the dependence that GAF has on location information (a
GPS does not work inside buildings). Experiments accomplished by the authors
demonstrate that CEC has a better performance than GAF for low mobility
scenarios.

3 The Extra Algorithm

Our energy saving procedure is based on putting nodes in the sleeping state. The
main characteristics of this energy saving mechanism, that makes it different
from other proposals, are the the moment a node decides going to sleep and the
duration of sleeping state. Because the decision is taken in a distributed way,
some nodes enter in the sleeping state for a known period, while others will stay
active. In highly populated networks, there is a greater chance that few nodes
stay active, maintaining network connectivity, while other nodes save energy.
When the density decreases, some cautions are taken to reduce the disconnection
probability.
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3.1 Algorithm Operation

A node can be in one of three states: Active, Listening or Sleeping, as indicated
in Figure 1. Each node starts operation sending a hello message, reporting to its
neighbors that it is active. In this state a node has its radio on and will stay active
for Ta seconds. If during this period it receives a message or a route response, the
timer is restarted. After Ta seconds without a message being received, the node
runs the decision procedure that will determine, with probability P , whether it
will go to sleep or it will stay active.

Fig. 1. Node state transition in Extra

If the decision is to stay active, another cycle of Ta seconds is started; oth-
erwise, the node starts the energy saving procedure, sending to its neighbors a
message informing that it will move to the Sleeping state. This allows each node
to estimate its number of neighbors and how many are in the Active state.

A node stays in the Sleeping state for Td seconds. After that, it changes to
the Listening state. In this situation, the node listens to verify if either there is
a message for him, or a broadcast message. If this is true, the node should go
to the Active state. In case there are no messages during Te seconds, the node
goes back to the Sleeping state. This cycle is repeated N times (see Figure 2)
and then the decision procedure is again executed. At any moment, if an ap-
plication running in a node needs to send a message, this node should become
active.

When an active node needs to route a message to a neighbor the transmission
should be made only when this neighbor is in the Listening or Active states. If
the neighbor is in the Sleeping state the transmission should be delayed until it
changes state. In order to control the neighbors’ state, each node has a cache
mechanism, updated when a message is received. A new neighbor is included
in the cache when the node receives a route request or a hello message. The
information on all neighboring nodes are always saved with a time stamp. If,
after a time interval, no new message is received from a certain neighbor, its
cache entry is considered obsolete.
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Fig. 2. Example of temporal evolution

3.2 Obtaining Probability P

A node starts an energy saving period with probability P , and this value can
change during run time. This is done to adjust the energy saving mechanism
to the network conditions. In our implementation, only information regarding
the connectivity and energy levels are considered. Simply put, P should be high
when the energy level is low and also when the number of neighbors is high.
Based on this statement, some heuristics were developed.

Heuristic 1 (h1): its characteristic is to try to preserve network connectivity,
despite the energy level of the battery. Thus, a greater P is attributed to
the nodes in high density areas. P is defined by the product of the number
of neighbors by a factor K. However, to avoid that all the nodes in a very
populated region go asleep at the same time, P is limited by a constant L:

P (h1) = K ∗ neighbors number()
if P (h1) > L then

P (h1) = L
end if

where neighbors number() returns the amount of neighbors of a node. In
our simulations K and L were set to 0.1 and 0.9, respectively.

Heuristic 2 (h2): its characteristic is also to try to preserve network connec-
tivity. In this case, P will be the relation of the active neighbors to the total
number of neighbors.

Heuristic 3 (h3): the main objective of this heuristics is to save energy when
battery is at a low level, in spite of the connectivity:

P (h3) = 1− current energy()/initial energy()
where current energy() is returns the remaining energy of the battery and
initial energy() returns its initial value.

Heuristics 4 (h4): this heuristics is a combination of the heuristics 1 and 3. It
tries to save energy balancing network connectivity and energy conservation
at the node:

if (P (h1) ≥ ref) and (P (h3) ≥ ref) then
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P (h4) = max(P (h1), P (h3))
else if (P (h1) ≥ ref) and (P (h3) < ref) then

P (h4) = P (h1)
else if (P (h1) < ref) and (P (h3) ≥ ref) then

P (h4) = P (h3)
else if (P (h1) < ref)and(P (h3) < ref) then

P (h4) = min(P (h1), P (h3))
end if

where P (h1) and P (h3) are the values of P returned by the heuristics 1,
and 3, respectively, and ref is an adjustable parameter, whose value in the
simulations was set to 0.5.

Heuristics 5 (h5): has a similar objective to heuristics 4. It is the combination
of the heuristics 2 and 3. It tries to save energy when it is at a low level, yet
trying to maintain network connectivity:

if (P (h2) ≥ ref) and (P (h3) ≥ ref) then
P (h5) = max(P (h2), P (h3))

else if (P (h2) ≥ ref) and (P (h3) < ref) then
P (h5) = P (h2)

else if (P (h2) < ref) and (P (h3) ≥ ref) then
P (h5) = P (h3)

else if (P (h2) < ref) and (P (h3) < ref) then
P (h5) = min(P (h2), P (h3))

end if

4 Evaluation Scenario

The Extra algorithm was evaluated through simulation. To assess its perfor-
mance, it was compared to AODV, as the reference protocol, and to GAF run-
ning over AODV. To validate the simulation model, each metric was measured
in 10 different scenarios, and the average value is presented with a 95% confi-
dence interval. The simulator used in the tests was the Network Simulator - ns-2,
version 2.26 [7]. To create the simulation scenario it was used the BonnMotion
software, version 1.1 [8].

In all simulations the values attributed to N , Ta, Te and Td were, respec-
tively, 15, 4s, 0.05s and 0.5s. The simulation scenario assumed 60 nodes, moving
randomly (random way-point model) in a 1200m by 600m area. The nodes speeds
were set to 0m/s (a static network used as reference), 1m/s (a person walking),
and 10m/s (a vehicle in an urban environment). Also, four static nodes were
placed near the edges of the referred area, two acting as source and two as sink
of traffic. The reason for that was to evaluate the message delay and drop rates in
a more coherent way, since intermediate nodes will serve exclusively for message
routing.

The simulation time was 900 seconds, to permit a comparison with measures
done for the GAF algorithm in [5]. In all scenarios, we used pause times of 0,
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30, 60, 120, 300, 600 and 900 seconds. The radio range was set to 250m, and
the propagation model was the two-ray-ground. For the traffic model we choose
two sources and two sinks implemented in fixed nodes, with CBR traffic over
UDP transport. The transmission rates were 1pkt/s, 10pkts/s and 20 pkts/s,
producing an aggregate of 2, 20 and 40pkts/s, respectively. Message size was set
to 512 bytes.

The energy model chosen is based on the measures from [9] of the WaveLAN
2 Mb/s board, that is 1.6W for transmission, 1.2W for reception, 1.0W in idle
mode and 0.025W in the sleeping state. To allow for a comparison, those values
are the same used for GAF evaluation in [5]. As the energy consumption in
the sleeping state is much smaller than in the other cases, and to simplify the
algorithm implementation in ns-2, we considered that when a node is sleeping it
is shutdown. This simplification was done for all algorithms.

The initial energy attributed to each node was 500J, enough to maintain the
network working for about 450s with the AODV protocol. In this case, since
the energy consumption in the idle state is important, we could observe that
almost all nodes will run out of energy by that time, independently of the traffic
forwarded. Given the simulation time is set to 900s, we can thus observe the
behavior of our energy saving mechanism. As it is not interesting to evaluate
the network behavior when a source/sink shut down by lack of energy, we set an
infinite energy level for those nodes, guaranteeing that they will always transmit
during the simulation period.

5 Simulation Results

The first experiment shows the extension of network lifetime obtained by Extra,
when compared to GAF and AODV (see Figure 3). In this experiment it was
assumed a pause time of 0s, maximum node speeds of 1m/s and a rate of 10
pkts/s was maintained for each data source. In this figure we can clearly see the
benefit obtained by our algorithm.

Given Extra has a probabilistic basis, we analysed the risk of network dis-
connection due to all surviving nodes deciding to sleep simultaneously. Figure 4
shows, for heuristics 4, the percentage of operative nodes, that is, nodes either
active or listening, considering at any moment just the surviving nodes. In this
experiment, pause time, transmission rate and node speed were equal to 0s,
1pkt/s and 1m/s, respectively. As it can be seen, roughly half of the surviv-
ing nodes are active or listening during the whole period. This shows that the
probability of complete disconnection is negligible.

Figures 5 and 6 show the effect of GAF and Extra on network lifetime, for
several transmission rate and node speed values. These graphics present the
percentage of surviving nodes at 900s. For lack of space, in all those cases the
results are shown just for heuristics 4. In each figure, pause time is equal to 0s
and, when not used as a control parameter, transmission rate and node speed
were kept constant and equal to 1pkt/s and 1m/s, respectively. For the full range
of transmission rates experimented, Extra overcomes GAF. In particular, Extra
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Fig. 3. Lifetime: AODV, GAF and Extra Fig. 4. Percentage of operative nodes

Fig. 5. Surviving nodes versus trans. rate Fig. 6. Surviving nodes versus speed

shows a far better performance for low rates (less than10pkts/s). For the class
of applications we proposed Extra (i.e., low mobility, as in the case of rescue
teams), our algorithm shows better performance and an almost steady behavior
as speed is varied. We also studied the loss of packets (drop rate) using the same
control parameters as in the previous experiment. In all three cases Extra and
GAF produced close results, with a slight advantage for GAF.

6 Conclusions and Future Works

This work presents a new algorithm, Extra, for energy conservation in ad hoc
wireless networks. As well as in several other algorithms, its objective is to
maximize the lifetime of the network, but yet trying to maintain the network
connectivity. Its operation is controlled by a function that defines when the node
should enter in a sleeping state. The sleeping time is constant, and the entrance
in this state happens with a certain probability. This probability is calculated
during execution time through an heuristic method. Five different heuristics were
tested, all of them with very simple structure.

As stated, all heuristics use only information obtained locally. As a proposal
for a future works, solutions where the neighboring nodes exchange information
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about their current energy level and neighbors’ density could be explored. Ob-
viously, this would cause an increase in the number of control messages, and
implies in additional energy consumption. However, it is possible that this neg-
ative effect will not be enough to degrade the performance.

Based on the simulation results, we believe that the selection of a small number
of parameters and the choice of simple heuristics could produce an important
impact on the extension of ad hoc networks lifetime, after all entia non sunt
multiplicanda praeter necessitatem.
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