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Abstract. The main differences between the mixed signals and origin signals: 
Gaussian probability density function, statistical independence and temporal 
predictability. The proposed BSS algorithms mainly derived from the Gaussian 
probability density function and statistical independence. A new adaptive 
method is proposed in the paper. The method uses the temporal predictability as 
cost function which is not studied as much as other generic differences between 
the properties of signals and their mixtures. Step-adaptive nature gradient 
algorithm is proposed to separate signals, which is more robust and effective. 
Compared to fixed step natural gradient algorithm, Simulations show a good 
performance of the algorithm. 

1   Introduction 

The goal of blind signal separation (BSS) is to recover mutually independent signals 
from their mixture. The problem has recently attracted a lot of interest because of  
its wide number of applications in diverse fields and some effective methods have 
been proposed such as in [2],[5],[6]. BSS can be very computationally demanding  
if the number of source signals is large. Application call for a BSS method which  
is computationally affordable, fast convergent, stable and reasonable accurate. BSS 
can be decomposed into two-steps: the observations are first pre-whitened by a 
whitening matrix, and then an orthogonal matrix can be separately calculated by 
constraining the source separation with different cost function. There are three main 
differences between the mixed signals and origin signals: Gaussian probability 
density function, statistical independence and temporal predictability. The proposed 
BSS algorithms mainly derived from the Gaussian probability density function and 
statistical independence. A new cost function based on temporal predictability is 
proposed by Reference [1] and proved to be effective which found a new way for 
blind signal separation. But it has limitations. The added calculation of temporal 
predictability makes the separate algorithm based on nature gradient time-consuming 
and instable. 
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In this paper, a new BSS method based on maximizing temporal predictability of 
signal mixtures has been introduced which has better separation performance. 

2   Preliminaries 

2.1   BSS Model 

As a general model for BSS let L observed signals be related to N independent source 

signals ),,1)(( Nttsi = by NL×  unknown channel matrix A: 

( ) ( ) ( )x t As t n t . (1)

Where T
N tstststs )](,),(),([)( 21=  and A  is full-column rank matrix. 

1 2( ) ( ( ), ( ), , ( ))T
mn t n t n t n t  is the vector of additive noise. Without loss of 

generality we assume in the derivation that signal are real-valued, NL =  and no 
noise. The BSS can operate into two steps. The first step is to pre-whiten the 
observations according to a whitening matrix B which results in a set of 
uncorrelated and normalized signals. Pre-whitening can be carried out in any of 
known methods and it is not dealt with here. After pre-whitened, an appropriate cost 
function based on high-order statistics can separate the sources by forcing their 
independence.  

2.2   Temporal Predictability 

In Reference [1], the definition of signal predictability F is: 
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Where i i iy W x  is the value of signal y at time i . The term iU  reflects the extent 

to which iy  is predict by a short-term ‘moving average’ 
~

iy of values in y . In 

contrast, the term iV  is a measure of the overall variability of in y . As measured by 

the extend to which iy  is predicted by a long term ‘moving average’ iy  of values in 

y . The predicted value 
~

iy  and iy  of iy  are both exponentially weighted sums of 

signal values measured up to time 1i ,such that recent values have a larger 
weighting than those in the distant past: 
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The half-life Lh of L  is much longer than the corresponding half-life Sh  of S .

The relation between a half-life h  and parameter  is defined as 1/2 h .

3   Step-Adaptive Nature Gradient Algorithm 

Equation (2) can be rewritten as: 
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Where  
~

C  is long-term covariance between signal mixtures, and C  is short-term 
covariance, which can be expressed as: 

Reference [3] proved gradient ascent on F with respect to iW  could be used to 

maximize F .

~22
C

V

W
C

V

W
F

i

i

i

i −=∇
−

. (5)

Iteratively updating iW  until a maximum of F is located: 

FWW ii ∇+=+ µ1 . (6)

Commonly, the convergence time and stability is based upon the properly selection 
of step µ . Reference [4] has analyzed the stability conditions of nature gradient 

algorithm.  A step-adaptive algorithm is desirable. 
Here we proposed a new step-adaptive algorithm. Intuitively, we can use the 

distance between the separation matrix and optimal separation matrix to adjust the 
step adaptively.  But the optimal separation matrix is unknown before the signals 
separated. An alternation we use 

2
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To smooth the )(kW∆ , ))(( kWE ∆  is used to perform step-adaptive 

adjustment. In the process of adaptation, the increasing of ))(( kWE ∆  means the 

fluctuation of algorithm, so a smaller step is desirable; on the contrary, the decreasing 
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of ))(( kWE ∆  means a larger step is wanted to accelerate the convergence of 

algorithm. The updating expression of step is: 

)()()1( kkk µαµ =+ . (8)

α  can be expressed as follows:�
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Where 10,10 <<<< γβ � γ  is in charge of the convergence speed and β
controls the steady error when convergence.  

))(( kWE ∆  can be get form: 
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4   Simulation and Performance 

Compared to fixed step nature gradient algorithm, the performance of the step-
adaptive nature gradient algorithm is evaluated through simulations. 

Here we use three source signals with the sample of 5000 points. The mixing 
matrix A  is generated randomly. The simulation parameters are as follows:

06.0,5.0,001.0,004.0,9.0 0 ===== γβµλλ SL . After separation, the 

separated result is: 

003.0008.01

1.0106.0

104.002.0

.

To evaluate the separation performance and the convergence speed of differ- 
ent algorithms, we use the correlation coefficiency between the original signals  
and recovered signals. The definition of correlation coefficiency is defined by  
(11). 
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A comparison between fixed step nature-gradient algorithm with different steps and 
step-adaptive nature-gradient algorithm is done based on correlation coefficiency. The 
result is depicted in Fig. 1. 
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Fig. 1. Comparison of step-adaptation with fixed steps of 0.0005,0.002 and 0.01 

From Fig.1, we can clearly see the step-adaptive nature-gradient algorithm is 
superior to fixed step nature-gradient algorithm in convergence speed. 

5   Conclusion 

A new adaptive separation algorithm is proposed based on maximizing temporal 
predictability of signal which is not studied as much as other generic differ- 
ences between the properties of signals and their mixtures. The algorithm is step-
adaptive. So it is more robust compare to fixed step natural gradient. Simulations 
show that it is effective and can get good separation precision. The step-adaptive 
nature gradient algorithm can also be used to other BSS method based on different 
cost function.  
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