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Preface

Various disciplines have been benefited by the advent of high-performance
computing in achieving practical solutions to their problems and the area of
health care is no exception to this. Signal processing and data mining tools
have been developed to enhance the computational capabilities so as to help
clinicians in diagnosis and treatment.

The electrocardiogram (ECG) is a representative signal containing infor-
mation about the condition of the heart. The shape and size of the P-QRS-T
wave and the time intervals between various peaks contains useful informa-
tion about the nature of disease afflicting the heart. However, the human ob-
server cannot directly monitor these subtle details. Besides, since biosignals
are highly subjective, the symptoms may appear at random in the timescale.
The presence of cardiac abnormalities are generally reflected in the shape of
ECG waveform and heart rate. However, by the very nature of biosignals,
this reflection would be random in the timescale. That is, the diseases may
not show up all the time, but would manifest at certain irregular (random)
intervals during the day. Therefore the study of ECG pattern and heart rate
variability has to be carried out over extended periods of time (i.e., for 24
hours). Naturally the volume of the data to be handled is enormous and its
study is tedious and time consuming. As a consequence, the possibility of the
analyst missing (or misreading) vital information is high. Hence, the electro-
cardiogram and heart rate variability signal parameters, extracted and ana-
lyzed using computers, are highly useful in diagnostics. This book deals with
the acquisition, extraction of the various morphological features, classification
and analysis of the cardiac signals. This book comprises of twenty chapters.
It deals with the acquisition, extraction of the various features, classification,
cardiac function during different phases, arterial pressures and analysis of fluid
perfusion through soft tissues of left ventricular myocardium heart muscle.

The Chapter 1 of the book explains the recording of ECG and electro-
physiologic principles underlying cardiac electrical activity. The terms used
in clinical electrocardiography are defined, and the depolarization sequence
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of the heart is reviewed. Different modes of lead placement and the various
arrhythmia are discussed in depth.

Generally the various characteristics features of ECG are extracted and
used for decision making purposes. This makes the decision making and di-
agnosis process simpler and faster. Hence appropriate feature description and
extraction becomes the most important component in cardiac health diagnos-
tics. In Chapter 2, various techniques for feature extraction are described.

In Chapter 3, a detailed discussion is done on the prediction of heart rate
signals using Auto Regressive (Burg’s method), and Recursive Neural Network
(Elman’s method). The performance of the prediction methods is evaluated
using the Normalized Root Mean Square Error.

Visualization of ECG data is an important part of the display in life threat-
ening state. The symptoms of disease may occur at random in the timescale,
and the physician has to view enormously large data to diagnose the affliction.
The tedium of reading large data can be considerably reduced by using the
computer for a hierarchical visualization technique in Chapter 4.

Heart Rate Variability (HRV) is a reliable reflection of the many physio-
logical factors modulating the normal rhythm of the heart. It is a powerful
means of observing the interplay between the sympathetic and parasympa-
thetic nervous systems. Chapter 5 discusses the various applications of heart
rate variability and different linear, non-linear techniques used for the analysis
of the HRV.

The fusion of ECG, blood pressure, blood oxygen saturation and respi-
ratory data for achieving improved clinical diagnosis of patients in cardiac
care units. Computer based analysis and display, of the heterogeneous signals
for the detection of life threatening states is demonstrated using fuzzy logic
based data fusion. A new parameter called deterioration index is proposed to
evaluate the severity of the disease and results are tabulated for various cases
in Chapter 6.

In Chapter 7, a new method is developed using artificial neural network
(ANN) techniques for classification of the states of patients in intensive care
unit (ICU) from the electrocardiogram (ECG) obtained from the patients.
The states are classified into normal, abnormal and life threatening classes
using different neural network techniques.

In Chapter 8, the AR modeling technique is proposed to classify six types
of cardiac arrhythmias. Quadratic discriminant function (QDF) based classifi-
cation algorithm was performed in various stages. The AR modeling technique
can be utilized for parameter extraction and are subsequently used for classi-
fication and diagnosis in telemedicine system.

Chapter 9, presents a comparative approach for classification of eight car-
diac diseases using classifiers as, neural network, fuzzy and neuro-fuzzy. The
features are extracted from the raw heart rate signals using the non-linear
signal processing techniques and fed to the classifiers for classification.

Digital watermarking technique is adapted in Chapter 10, for interleaving
patient information and cardiac signals with medical images, to reduce storage
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and transmission overheads. The text data is encrypted and the graphical
signals like heart rate signals are compressed and subsequently interleaved
with the error correcting codes to increase the reliability during transmission
and storage of the images.

In Chapter 11, we developed a mathematical and clinical evaluation for
a quantitative understanding of the cardiac function and dysfunction during
diastolic-filling and ejection phases. The computation of clinical-diagnostic
measures of (i) left ventricular (LV) volume-dependent passive elastance and
active elastance, (ii) LV maximal change rate of normalized wall stress with
respect to intracavitary pressure are discussed.

Chapter 12 discusses the determination of arterial pressure pulse wave
propagation velocity and arterial properties. It represents the analytical basis
for determining arterial elasticity parameters from pulse wave velocity (PWV).
It is shown that the PWV can be used as an index of arterial distensibility.

Morphological filtering algorithm using modified morphological operators
is proposed for baseline correction and noise suppression in ECG signals. The
performance of the proposed algorithm was evaluated by using simulated sig-
nals and clinically acquired ECG data from a standard set in Chapter 13.

ECG, blood pressure and respiratory signals can provide important infor-
mation on the pathophysiology of the cardiovascular regulatory mechanisms.
Spectral and cross-spectral analysis of these signals gives quantitative infor-
mation which can be of potential interest in clinical studies. This discussed
in Chapter 14 using a methodology based upon multivariate autoregressive
identification and parametric power spectral density estimation.

Considering the heart as a nonlinear complex system and processing var-
ious cardiovascular signals like ECG, HRV and ABP seems to provide very
useful information for detection of abnormalities in the condition of the heart
than is possible by conventional means. In Chapter 15, a new multidimensional
phase space analysis of these cardiovascular signals using weighted spatial fill-
ing index has been proposed for detecting cardiac dysfunction.

Chapter 16, deals with the linear, non-linear and wavelet analysis of eight
kinds of cardiac abnormalities. It also, presents the ranges of linear and non-
linear parameters calculated for them with a confidence level of more than
90%. A unique visual pattern of scalogram and phase space plot of heart rate
signal, which may provide considerable insight into the nature and pattern of
the disease are discussed.

Myocardial perfusion is the flow or forced passage of blood through the
coronary arteries and to the LV myocardium. A review of the biomechani-
cal models focused on the analysis of fluid perfusion through soft tissues of
left ventricular myocardium heart muscle in particular and its fundamental
constitutive relations was included in Chapter 17.

Conventional Fourier Transform techniques are not suitable for analysis of
nonstationary signals. Wavelet analysis, on the other hand, provides a better
insight into both the timing and intensity of transient events. Chapter 18 deals
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with the theory of the wavelet transforms and few applications related to the
cardiac signals are dealt exhaustively in this.

Several phenomenon show the 1/f fluctuation in nature which is of interest.
Recently electrical appliances have a control system included 1/f fluctuation.
Heart rate in daily life also show the 1/f fluctuation. After suffering several
diseases, the patients still show the 1/f fluctuation. In Chapter 19, the 1/f
fluctuation in brain-death patients is discussed with results.

Stress measurement by heart rate variability is popular not only in daily
life but in hospital ward. In ICU, the spaghetti syndrome gives rise to stress
in patients and easily estimated by heart rate monitor. After stroke, several
people suffer the aphasia. In Chapter 20, the stress during speech therapy
using the method of heart rate variability is investigated.

It is our humble hope that this book will assist those who seek to enrich
their lives and those of others with the wonderful powers of cardiac signal
processing. Electrical, Computer and Biomedical Engineering are great fields,
contributing immensely to the service of humanity.

Rajendra Acharya U
Jasjit S. Suri

Jos A E Spaan
Shankar M Krishnan
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1

The Electrocardiogram

Johnny Chee and Swee-Chong Seow

The electrocardiogram (ECG) is a graphical recording of the electrical signals
generated by the heart. The signals are generated when cardiac muscles
depolarise in response to electrical impulses generated by pacemaker cells.
Upon depolarisation, the muscles contract and pump blood throughout the
body. The ECG reveals many things about the heart, including its rhythm,
whether its electrical conduction paths are intact, whether certain chambers
are enlarged, and even the approximate ischemic location in the event of a
heart attack (myocardial infarction).

A typical ECG recording from a normal person (Fig. 1.1) and human heart
(Fig. 1.2) are shown below.

The ECG is described by waves, segments and intervals:

• Waves are labelled using the letters P, QRS, T and U. The typical normal
ECG may not show a U wave.

• Segments are time durations between waves, e.g. P-R segment is the
duration between the P and R waves (or P and Q waves, when Q wave is
present).

• Intervals are time durations that include waves and segments, e.g. P-R
interval is made up of the P-wave and the P-R segment.

In the absence of an S-wave, the junction where the R-wave joins the S-T
segment is described as the J-point (Fig. 1.3).

The significance of the waves (Fig. 1.4) may be broadly described as
follows:

• P-wave corresponds to the depolarisation of the atrial myocardium (mus-
cles of upper chambers of the heart), and indicates the start of atrial
contraction that pumps blood to the ventricles.

• The Q, R, and S waves are usually treated as a single composite wave
known as the QRS-complex. The QRS-complex reflects the depolarisa-
tion of ventricular myocardium, and indicates the start of ventricular
contraction that pumps blood to the lungs and the rest of the body.
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Fig. 1.1. Typical ECG of a normal person
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with the ending of the QRS-complex
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Fig. 1.4. When the ventricles depolarise, the ventricular muscles contract and
rapidly builds up systolic pressure. When left ventricular pressure exceeds that of
the aorta, the aortic valve opens and blood ejects out to circulate in the body

• TheT-wavecorresponds to the repolarisationof theventricularmyocardium,
which is a necessary recovery process for the myocardium to depolarise and
contract again. The end of the T-wave coincides with the end of ventricular
contraction. Atrial depolarisation (Ta-wave) is usually not visible as it
normally coincides with the QRS-complex (and is buried in the larger
waveform).

• The origin of the U-wave is uncertain, and is thought to represent repolar-
isation of endocardial structures or late depolarisation of the ventricular
myocardium. U waves may be seen in a normal ECG, but are <10% of
the height of the QRS complex. They become prominent under abnormal
conditions such as electrolyte imbalance and drug toxicity.

More detailed discussion of the waves, segments and intervals in relation to
arrhythmias follows in Sect. 1.3 of this chapter, after a brief study of the
heart’s anatomy and its electrical conduction system.

1.1 Anatomy of the Heart

The heart is an efficient muscular organ that pumps blood throughout the
whole body. Blood brings needed nutrients and oxygen to tissue, and carries
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away metabolic waste and carbon dioxide for excretion through the kidneys
and the lungs, respectively.

The heart is made up of 4 chambers (Fig. 1.5). The two upper chambers
are called the left and right atria or auricles, while the lower two chamb-
ers are called the left and right ventricles. The atria are attached to the
ventricles by fibrous, non-conductive tissue that keeps the ventricles elec-
trically isolated from the atria [1–4]. A thin membranous wall called the
interatrial septum separates the left atrial chamber from the right while a
thicker muscular wall called the interventricular septum separates the left
ventricular chamber from the right.

The right atrium and the right ventricle together form a pump to the cir-
culate blood to the lungs. Oxygen-poor blood is received through large veins
called the superior and inferior vena cava and flows into the right atrium. The
right atrium contracts and forces blood into the right ventricle, stretching
the ventricle and maximising its pumping (contraction) efficiency. The right
ventricle then pumps the blood to the lungs where the blood is oxygenated.
Similarly, the left atrium and the left ventricle together form a pump to
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Right
Atrium

Left
Atrium

Mitral
Valve

Pulmonary
Vein

Pulmonary
Artery

Aorta

Tricuspid
Valve

Pulmonary
Valve

Right
Ventricle

Left
Ventricle

Aortic
Valve

Fig. 1.5. A diagrammatic structure of the human heart
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circulate oxygen-enriched blood received from the lungs (via the pulmonary
veins) to the rest of the body.

Pumping is performed with synchronised motion. The right and left atria
contract in unison to force-fill the ventricles, and then the right and left
ventricles contract in unison to forcefully pump blood to the lungs and other
parts of the body, respectively. The time duration during which the ventri-
cles contract is known as “systole” while the time duration during which the
ventricles relax to receive blood is called “diastole”.

The left ventricle typically has a muscular wall about three times as thick
as that of the right ventricle (Fig. 1.6) because of the heavier workload to cir-
culate blood to the rest of the body, as compared to that required to circulate
blood to the lungs.

The muscle wall of the heart is made up of three layers. The inner layer,
called the endocardium, lines the chambers of the heart. The centre layer is
the myocardium, which forms the bulk and provides the contractile force for
pumping. This layer of myocardium is further divided into the subendocardial
area which is the inner half of the myocardium, and the subepicardial area, the
outer half. The outermost layer of the heart wall overlying the myocardium
is called the epicardium. The entire heart is encased in a thin membrane
called the serous pericardium, which is made up of 2 layers viz the visceral
(inner) and parietal (outer) pericardium. Pericardial fluid between these 2
layers minimises friction against heart movements as the heart beats.

Superior
vena cava

Aortic valve

Right pulmonary
veins

Right atrium

Tricuspid valve

Inferior vena cava

Right ventricle

Mitral valve

Left pulmonary
veins

Left atrium

Pulmonary artery

Aorta

Left ventricle

Fig. 1.6. Cutaway section of the human heart showing the myocardium
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The pericardium 
is the thin sac
enclosing the heart

Pericardium

Fig. 1.7. The pericardium anchors the heart within the body

External to the serous pericardium is an outer tough, fibrous sac called
the fibrous pericardium which holds the heart in place within the body
(Fig. 1.7). Ligaments attach the fibrous pericardium inferiorly to the centre of
the diaphragm, anteriorly to the sternum, and posteriorly to the oesophagus,
trachea, and main bronchi.

Valves regulate the flow of blood by ensuring that blood flows only in the
desired direction, and prevent backflow. If the valves are incompetent (i.e.
“leaky”) or stenotic (i.e. narrowed), the heart has to work harder. This addi-
tional workload can, over time, cause the heart to compensate by developing
a thicker myocardium (hypertrophy); and in severe cases eventually lead to
heart failure.

1.2 Electrical Conduction System

Pumping is only efficient when the heart contracts in a coordinated manner.
Blood must first fill the atria, and then be pumped into the ventricles before
being forcefully ejected. This coordination is achieved by an elaborate elec-
trical conduction system that controls the precise timing for depolarising the
substantial mass of electrically excitable myocardium. This delicate control
starts with an intrinsic self-excitable cardiac pacemaker which sets the rate
at which the heart beats. The pacemaker spontaneously generates regular
electrical impulses, which then spread through the conduction system of the
heart and initiate contraction of the myocardium. This pacemaker is called
the Sino-atrial (S-A) node.

1.2.1 The Sino-Atrial (S-A) Node

The S-A node lies in the upper wall of the right atrium, near the entrance of
the superior vena cava (Fig. 1.8). It is normally the initial source of electrical
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Intrinsic conduction system of the heart

Sinoatrial node

Right atrium

Right ventricle

Left ventricle

Left atrium

Atrioventricular
node

Fig. 1.8. The intrinsic conduction system

excitation. The S-A node is a network of pacemaker cells – excitable tissue
that exhibits automaticity. Automaticity is a property of the cell to periodic-
ally generate an electrical impulse even without the presence of an external
stimulus. Automaticity of the S-A node may be modulated by the balance
of sympathetic and parasympathetic inputs, or by drugs. Sympathetic stim-
ulation (from nerves connected to the brain) speeds up the rate of impulse
generation while parasympathetic stimulation slows the rate. This variability
in rate allows the heart to respond to demands for higher or lower cardiac
output (i.e. faster or slower heart rate).

The electrical impulse from the S-A node spreads through the myocardium
of the right atrium, stimulating its contraction (Fig. 1.9). At the same time,
the interatrial conduction tract (Bachman’s Bundle) between the S-A node
and the left atrium carries the impulse quickly to the left atrium, spreading it
through the left atrial myocardium so that the contraction of the left atrium
occurs almost simultaneously with that of the right. In addition, three intern-
odal conduction tracts carry the impulse from the S-A node to Atrioventricular
(A-V) node, the gateway to the ventricular conduction system.

1.2.2 Depolarisation

Propagation of an electrical impulse through excitable tissue is achieved
through a process called depolarisation. At rest, a potential difference (volt-
age) exists across the cell membrane, between the fluid external to the cell
and its internal cellular fluid as the cell membrane separates the ions of both
fluids. When a trigger occurs (e.g. an electrical impulse exceeding a threshold
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NORMAL HEARTBEAT

A normal heartbeat is triggered by
an electrical impulse which starts
in the Sinoatrial (SA) Node.

The impulse then travels across
the Atrioventricular (AV) Node
and triggers the ventricles
to contract.

Fig. 1.9. Sino-atrial node in the right atrium connects electrically via conduction
tracts to the atrioventricular node

voltage) the cell membrane suddenly becomes permeable. The ions that were
previously held at bay across the membrane cross the membrane generating
an ionic current flow.

The depolarisation of a myocardial cell will lead to a physical contraction
within milliseconds. The contraction would then last for tens of milliseconds.
At the end of depolarisation, the cell membrane once again becomes imper-
meable. Repolarisation begins as the ion channels within the cell membrane
pump out unwanted ions and brings the ionic balance of the cell back to its
resting (equilibrium) state.

Myocardial cells that make up the heart muscles are interconnected to
adjacent myocardial cells through specialised cellular membranes known as
intercalated disks (Fig. 1.10). These disks contain areas of low electrical
resistance called gap junctions, which permit rapid conduction of electrical
impulses from one cell to another [5].

With its large muscle mass, depolarisation of the heart muscles collec-
tively generates a strong ionic current. This current flows through the resistive
body tissue generating a voltage drop. The magnitude of the voltage drop is
sufficiently large to be detected by electrodes attached to the skin (typically
3 mV-peak at the chest). ECGs are thus recordings of voltage drops across the
skin caused by ionic current flow generated from myocardial depolarisations.
Although nerve depolarisations also generate ionic currents, the magnitudes
of such currents are too small to be detected by skin electrodes.
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Intercalated
disk

Fig. 1.10. Myocardial cells are interconnected to one another electrically and
physically by the intercalated disks

Atrial depolarisation results in the spreading of the electrical impulse
through the atrial myocardium and appears as the P-wave. This wave is nor-
mally less than 120 ms wide and corresponds with the start of atrial muscular
contraction. The P-R interval, which is measured from the onset of the P-wave
to the onset of the QRS-complex, is normally within 120–200 ms. (Note that
if the Q-wave is present, the P-R interval should terminate on the onset of
Q-wave although it would still be labelled as P-R interval.) Atrial contraction
typically lasts longer than the P-R interval.

Similarly, ventricular depolarisation results in the spreading of the elec-
trical impulse throughout the ventricular myocardium. Depolarisation is
triggered when the pacemaker impulse from the S-A node comes through the
atrioventricular node [1–4] and spreads through the ventricular conduction
system to the myocardium.

1.2.3 The Atrioventricular (A-V) Node

The A-V node lies partly in the right side of the interatrial septum and partly
in the interventricular septum. Since the ventricles are separated from the
atria by a fibrous layer of non-conducting tissue, no electrical impulse from
the S-A node will reach the ventricles except through the A-V node (Fig. 1.10).
This allows the A-V node to control the impulse received from the S-A node.
Each impulse, received through the atrial conduction tracts, is propagated at
a slow rate (∼0.05 m/s) through the A-V node, generating a time delay. This
time delay is to allow blood from the atria to fully fill the ventricles before
the latter contract.
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Left atriumSinoatrial node

Right atrium

Right ventricle

Atrioventricular
node

Left ventricle

Fig. 1.11. The ventricular conduction system

The conduction system of the ventricles is more elaborate than that of the
atria. The A-V node connects to the Bundle of His which in turn connects
to two bundle branches – the Right Bundle Branch and the Left Bundle
Branch (Fig. 1.11). The right bundle branch travels down the right side of
the interventricular septum to subdivide again and again before connecting
to the Purkinje Network of the right ventricle. The Purkinje network of fine
conducting fibres is embedded in subendocardium of the ventricles. In like
manner, the left bundle branch divides into the left posterior fascicle and left
anterior fascicle which travel down the left side of the interventricular septum
to further subdivide repeatedly before connecting with the Purkinje Network
of the left ventricle. In addition, the left anterior fascicle also branches to form
septal fibres which innervate the interventricular septum.

Thus from the A-V node, the impulse propagates through the bundle of
His, spreads through the bundle branches and sub-branches until it reaches
the Purkinje network. The spread of impulses to depolarise the ventricular
myocardium is nearly simultaneous despite the large mass of myocardium
because of the high speed of propagation through the conduction fibres.

1.2.4 Automaticity

Cells that form different parts of the conduction system exhibit different rates
of automaticity. The S-A node has the fastest inherent rate of 60 ∼ 100
pulses per minute. It becomes the dominant pacemaker in the heart, setting
the rhythm at which the heart contracts by overriding (resetting) potential
pacemakers running at slower rates. The A-V node and the Bundle of His are
the next fastest with an inherent rate of 40 ∼ 60 pulses per minute. Finally the
Bundle Branches and Purkinje Network exhibit the slowest rates, at 30 ∼ 40
pulses per minute.
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Propagation speeds of electrical impulses along the conduction paths are:

• A-V node: ∼0.05 m/s
• Bundle of His and Bundle Branches: ∼2 m/s
• Purkinje Fibres: ∼4 m/s
• Myocardium: ∼0.5 m/s

When the S-A node fails to fire or the impulse from the S-A node fails
to reach the A-V node, the A-V node takes over as the dominant pacemaker
since it has the next fastest rate of automaticity. The heart rate will then
be slower at 40 ∼ 60 pulses per minute. If there is a conduction block below
the level of the A-V node, then the bundle branches, the Purkinje network or
the ventricular muscles will take over as the pacemaker for ventricular con-
traction. The ventricular contraction rate will then be even slower at 30 ∼ 40
pulses per minute.

A conduction disorder is often observable in an ECG. For instance, a block
in the interatrial tract will lead to normal depolarisation of the right atria but
a delayed depolarisation of the left atria, resulting in a broadened, notched
P-wave. This occurs because the impulse can only propagate slowly by way
of myocardial depolarisation to reach the left atrium rather than through the
fast conduction pathway.

1.2.5 Accessory Pathways

Normally, the only electrical connection between the atria and the ventricles is
the A-V node. But in some hearts, abnormal conduction (accessory) pathways
may be present. These are electrically conducting fibres that short circuit the
normal route that a depolarising impulse would be forced to take. The shorter
route leads to an early start in the depolarisation of the ventricles causing the
QRS complex of the ECG to be abnormal in morphology (shape).

Commonly found accessory pathways are:

(1) Accessory A-V pathways (Bundles of Kent) – crossing the insulating fibres
between the atria and the ventricles.

(2) Atrio-His Fibres (James Fibres) – between the atria and the A-V node.
(3) Mahaim Fibres, comprising:

(a) Atriofascicular fibres – between the right atrium and the right bundle
branch.

(b) Nodoventricular fibres – between the A-V node and the right ventricle.
(c) Fasciculoventricular fibres – between a fascicle of the bundle branch

and the ventricle.

1.2.6 Excitable Tissue and Generation of Ionic Currents

Muscle is a form of contractile tissue. When triggered by an electrical impulse
(or other chemical, mechanical stimulus, etc.) it depolarises and contracts.
Nerves also depolarise when triggered, but they do not contract.
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When an excitable tissue is at rest, its cell membrane is impermeable to
ions. Ions in the interstitial fluid external to the cell thus remain separated
from those within the cell. If we take zero millivolts to be the potential volt-
age of the interstitial fluid, then the potential of the intracellular fluid will
be found to be −90mV (Fig. 1.12). When a stimulus such as an ionic cur-
rent raises the cell internal potential beyond its threshold voltage of −70mV,
the cell depolarises. The cell membrane suddenly becomes permeable and an
exchange of ions takes place across the membrane (phase 0). The potential
within the cell rises rapidly and momentarily reaches to +20mV at which
point the membrane becomes impermeable to ions again. Repolarisation starts
to take place as charge pumps within the cell force out unwanted ions, restor-
ing the ion concentration of the cell back to resting equilibrium (phases 1–3).
The action potential eventually drops to its resting potential of −90mV
(phase 4).

The cardiac pacemaker cell has a differently shaped action potential from
the rest of the myocardial cells. Its resting potential does not remain constant
but increases steadily with time (phase 4 of Fig. 1.13). The gradual increase in
action potential is due to the slow “leak” of ions across the cell membrane at
rest, leading to a gradual diminution of the voltage across the cell membrane.
Once the cell potential crosses the threshold voltage, the cell depolarises. If the
slope of the resting potential is increased, the automaticity of the pacemaker
cell is increased (i.e. faster rate of impulse generation).

Both the S-A node and A-V nodes are innervated by efferents from
the brain and the nervous system. Parasympathetic nerves from the
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Fig. 1.13. Action potential of a pacemaker cell



1 The Electrocardiogram 13

cardio-inhibitor centre of the brain slow the intrinsic rate of the S-A node
and delay the conduction at the A-V node; while sympathetic nerves from
the cardio-accelerator centre of the brain accelerate the S-A nodal rate and
augment conduction at the A-V node.

1.2.7 ECG Signal Detection

Surface (skin) electrodes are used to detect the depolarisation of excitable
myocardium (Fig. 1.14). When depolarisation propagates towards the posi-
tive electrode of the amplifier, the voltage detected is seen as positive and
is represented by a upward deflection in the ECG. For example, if the net
electrical depolarisation is directed towards lead I, this will be represented
graphically by an upward deflection on the ECG tracing for lead I.

Atrial depolarisation is seen as a positive (upright) P-wave in lead I because
the impulse propagates from the right atrium towards the left (i.e. towards
lead I). Repolarisation (Ta-wave) is seen as a negative (inverted) P-wave in
the same lead. However for most ECGs, atrial repolarisation is masked by the
QRS-complex and the Ta-wave is not discernable.

Detected
signal

Electrode

P wave

Ta wave

Direction of
repolarisation of atria

QRS complex

T wave

Electrode
Direction of depolarisation
of atria relative to above
electrodes

−

Fig. 1.14. Depolarisation of atria and ventricles generate different components
of ECG
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The depolarisation of ventricular myocardium starts with the interven-
tricular septum from left to right, generating the Q-wave of the ECG in the
left-sided leads. This is followed by the near-simultaneous depolarisation of
the right and left ventricular muscle walls. Depolarisation starts from the
subendocardial myocardium and propagates to the subepicardial myocardium.
Although the right and left ventricular walls are depolarising in opposite
directions, the net (sum) direction along the horizontal axis is to the left
of the heart, because of the much thicker left ventricular wall generates a
larger electrical potential [5].

Repolarisation of the ventricles starts in the opposite direction – from the
subepicardial myocardium and proceeds to the subendocardial myocardium
resulting in an upright T-wave. (If repolarisation were to take place in the
same sequence as depolarisation, viz from endocardium to epicardium, the T
wave would be inverted.)

1.2.8 ECG Lead Placements

The graphical recording of electrical heart signals or the electrocardiogram
(ECG) is obtained by using electrodes attached to the skin across different
areas of the heart. The placement of the electrodes determines the direc-
tional viewpoint of the heart. Each viewpoint is called a “lead”. The standard
ECG as recorded by clinicians is the 12-lead ECG, which uses 10 electrodes.
A single-lead ECG recorder would typically have three electrodes: the posi-
tive electrode, the negative electrode and an indifferent electrode (ground or
“right-leg” drive electrode).

Electrodes detect ionic current flow within the body by detecting the
potential difference between them as current flows through resistive tissue.
An electrode is labelled as positive when the ECG recording shows a posi-
tive signal (upward deflection) corresponding to depolarisation propagating
towards it. Conversely, if the direction of depolarisation is propagating away
from it, a negative signal would result and will be represented on the ECG as
a downward deflection.

In nearly all ECG instruments, one electrode is always an indifferent
electrode. The indifferent electrode is the “ground” reference of the instru-
ment. While an indifferent electrode could be connected to the instrument
ground, most often it would be connected to the output of an amplifier that
generates a “right-leg drive” signal. This amplifier inverts and amplifies the
common-mode signal (50 or 60 Hz power-line interference) detected at the
input electrodes. By feeding back this signal into the body, the common-
mode signal at the input is reduced. This connection scheme is commonly
referred to as right-leg drive as the electrode is usually attached to the right
leg or an electrically equivalent location.

Surface electrodes are attached to the skin of the patient and are labelled
according to their location on the patient’s anatomy. For example an electrode
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placed on his left arm will be called the left-arm electrode (LA), while those
on the chest are called chest (ventral) electrodes V1, V2. . .V6.

LA = Left Arm Electrode
RA = Right Arm Electrode
LL = Left Leg Electrode
RL = Right Leg Electrode (indifferent electrode)
Vx = Chest Electrodes: V1 to V6

1.2.9 The Limb Leads (Bipolar) – Leads I, II, III

The limb leads are called as such because the electrodes are attached to the
limbs (Fig. 1.15). Three views are immediately obtained (Table 1.1):

Leads I, II and III are commonly referred to bipolar leads as they use only
two electrodes to derive a view. One electrode acts as the positive electrode
while the other as the negative electrode (hence bipolar).

Note that the RL electrode is never used for obtaining the ECG. It is a
ground reference electrode and is there to help the ECG instrument reduce
common mode interference.

Electrically, the placement of a limb electrode at any position along the
arm is the same. The minor difference is the extra impedance of tissue resis-
tance if the electrode is placed further from the heart. Thus, an electrode can
readily be attached either to the wrist or to the chest near that same arm.

−
− −

+

++

II III

RL LL

LARA
I

Fig. 1.15. Electrode placements for the limb leads

Table 1.1. Bipolar lead combination

Lead Electrode+ Electrode− Signal Medical Mathematical
(real) (real) combination angle angle

I LA RA LA–RA 0◦ 0◦

II LL RA LL–RA +60◦ −60◦

III LL LA LL–LA +120◦ −120◦
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Fig. 1.16. Different directional views of the heart along the frontal plane are
obtained from the limb leads and augmented limb leads

Table 1.2. Augmented limb lead combination

Lead Electrode+ Electrode− Signal Medical Mathematical
(real) (virtual) combination angle angle

aVL LA RA, LL LA–1/2(RA + LL) −30◦ +30◦

aVF LL RA, LA LL–1/2(RA + LA) +90◦ −90◦

aVR RA LA, LL RA–1/2(LA + LL) −150◦ +150◦

1.2.10 The Augmented Limb Leads (Unipolar) – Leads aVL,
aVR, aVL

The signals from the limb electrodes can be combined to give further views
called the augmented leads (Fig. 1.16). One of the limb electrodes serves as
the positive electrode. The negative electrode is virtual, being the average of
the signals from the remaining two limb electrodes. In contrast to Leads I, II
and III, the augmented leads are known as unipolar leads (Table 1.2).

In total there are six views obtained from the limb leads (the hexaxial
system) and they all view the heart signals from different angles along the
frontal (anterior) plane.

1.2.11 The Precordial Leads (Unipolar) – Leads V1, V2, V3,
V4, V5, V6

There are six chest electrodes V1, V2. . .V6 (Fig. 1.17) giving rise to six views
of the heart signals across the front (ventral aspect) of the chest (Fig. 1.18).
The views fall along the transverse (cross-sectional, i.e. looking into the chest)
plane. The positive electrode is the chest electrode. The negative electrode is
a virtual electrode commonly called the Wilson Central Terminal (WCT).
This virtual electrode is realised by electrically averaging the signals from the
three electrodes LA, RA and LL. The WCT is thus the electrical centre of the
heart. These six leads are known as precordial leads and are unipolar leads
(Table 1.3).
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Fig. 1.17. Precordial chest electrodes are normally placed on the left side of the
chest (V1. . .V6) allowing
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Fig. 1.18. Precordial leads are views that are in the transverse plane (i.e. cuts
across the chest in the horizontal plane)

Table 1.3. Precordial limb lead combination

View Electrode+ Electrode− Signal Approx Mathe-
(real) (virtual) combination medical matical

angle angle

V1 V1 LA, RA, LL V1–1/3(LA + RA+ LL) +120◦ −120◦

V2 V2 LA, RA, LL V2–1/3(LA + RA+ LL) +90◦ −90◦

V3 V3 LA, RA, LL V3–1/3(LA + RA+ LL) +60◦ −60◦

V4 V4 LA, RA, LL V4–1/3(LA + RA+ LL) +30◦ −30◦

V5 V5 LA, RA, LL V5–1/3(LA + RA+ LL) +0◦ +0◦

V6 V6 LA, RA, LL V6–1/3(LA + RA+ LL) −30◦ +30◦
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All the six unipolar chest leads view the heart signals from different angles
along the transverse plane. Together with the limb leads, a total of 12 views
are used for diagnosis – resulting in the standard 12-lead ECG. These leads are
designed to primarily look at the left side of the heart. If investigations are
needed to look at the right side of the heart, then the chest leads may be
mirrored and applied in a similar manner on the right side of the chest (instead
of the left). The views are then designated as V1R,V2R, . . . ,V6R.

In addition, there are other leads which can be used for the monitoring
the patient’s ECG. These are:

• Modified Chest Lead 1 (MCL1) – gives a view similar to V1 but uses
bipolar leads.

• Modified Chest Lead 6 (MCL6) – gives a view similar to V6 but uses
bipolar leads.

For these leads, the positive electrode is placed at the normal positions for V1
or V6, while the negative electrode is placed at a location that approximates
the electrical centre of the heart. This position is approximated to be near the
mid-clavicular line of the patient’s chest, just below the clavicle.

1.3 Arrhythmias

The manner in which the heart contracts over time determines the rhythm
of the heart. Normal sinus rhythm (NSR) is the normal rhythm of the heart
when there is no disease or disorder affecting it. NSR is characterised by a
heart rate of 60 to 100 beats per minute. The regularity of the R-R interval
varies slightly with the breathing cycle, typically shortening slightly during
inspiration (Fig. 1.19). The source of the rhythm is the Sino-atrial node, which
is the normal pacemaker of the heart. Hence another characteristic feature of
NSR is a normal P-wave followed by a normal QRS-complex [1–4].

When the heart rate increases beyond 100 beats per minute, the rhythm
is known as sinus tachycardia (Fig. 1.20). This is not an arrhythmia but a
normal response of the heart to higher demand for blood circulation.

R R

P P P P P

R R R

Fig. 1.19. The normal sinus rhythm has regular, repeating waveforms of P, QRS,
T waves and stable time segments between the waves
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Fig. 1.20. In sinus tachycardia, the heart beats quickly, resulting in very short R-R
intervals

Rhythms that deviate from NSR are called arrhythmias (or dysrhyth-
mias) since they are abnormal and dysfunctional. Arrhythmias can be life-
threatening. If the heart rate is too slow as in bradycardia, perfusion may be
insufficient and this can adversely affect vital organs. Similarly, if the heart
rate is too fast, the ventricles are not completely filled before contraction and
pumping efficiency drops, adversely affecting perfusion. Arrhythmias may be
more readily understood by categorising them in the following manner:

1. Sinus Node Arrhythmias – pacemaker in the Sino-atria node.
2. Atrial Arrhythmias – pacemaker in the atria.
3. Junctional Arrhythmias – pacemaker in A-V junction.
4. Ventricular Arrhythmias – pacemaker in the bundle branches, Purkinje

network, or ventricular myocardium.
5. Atrioventricular Blocks – impulse blockage in the A-V junction.
6. Bundle Branch and Fascicular Blocks – impulse blockage in the bundle

branches and sub-branches (fascicles).

1.3.1 Sinus Node Arrhythmias

The arrhythmia arises from the S-A node for this group of disorders. Since
the electrical impulse is generated from the normal pacemaker, the consistent
characteristic feature of these arrhythmias is that P-wave morphology (wave
shape) of the ECG is normal.

Sinus Arrhythmia

This is not a disorder or a true arrhythmia, but a normal, physiologic varia-
tion in the sinus rate with the phases of respiration. The slowest instantaneous
heart beat may be less than 60 beats per minute, while the highest may ex-
ceed 100 beats per minute. It is caused by variation in the vagal tone during
the breathing cycle. The tone decreases during inspiration causing the heart
rate to increase, but increases during expiration causing the heart rate to
decrease. Sinus arrhythmia has no clinical significance.
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Sinus Bradycardia

In sinus bradycardia, the rhythm originates from the S-A node but at a rate of
less than 60 beats per minute (Fig. 1.21). The ECG appears normal except for
the slow heart rate. Mild sinus bradycardia (50–59 beats per minute) is usually
asymptomatic, while marked sinus bradycardia (30–45 beats per minute) may
lead to hypotension and result in insufficient perfusion of the brain and other
vital organs. Treatment is indicated if the bradycardia is symptomatic (e.g.
giddiness, fainting, shortness of breath or chest pain).

Sinus Arrest

In sinus arrest, the S-A node intermittently fails to fire. There is no P-wave
and therefore no accompanying QRS-complex and no T-wave (Fig. 1.22).
Bradycardia (slow average heart rate) may result if the occurrence of sinus
arrests is frequent. Sinus arrest results from a marked depression of the auto-
maticity of the S-A node. Since the automaticity of the S-A node is abnormal,
the longest P-P interval (i.e. the “pause” on the ECG) will not be a multiple
of the shortest P-P interval; unlike Sino-atrial exit block.

Sino-Atrial Exit Block

Sino-atrial exit block is similar to sinus arrest, except that the S-A node retains
its automaticity but the generated electrical impulse is unable to exit from the
S-A node and to propagate. This is caused by an intermittent conduction block
in the tissue surrounding the S-A node. Occasionally, conduction manages to
occur through the perinodal tissue. Since the automaticity of the S-A node is
normal, the longest P-P interval (or the “pause” on the ECG) is a multiple
of the shortest P-P interval (the underlying rhythm).

Fig. 1.21. In bradycardia, the heart beats at a slow rate, resulting in long R-R
intervals

MLII

Fig. 1.22. Sinus arrest is characterised by a missing beat (P-QRS-T) that occurs
repeatedly
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1.3.2 Atrial Arrhythmias

Atrial arrhythmias result from electrical impulses that originate outside the
S-A node but within the atria. Since the origin is not from the S-A node, the
P-wave inscribed is different in morphology from the sinus P-wave.
The ensuing QRS-T complex however appears as normal since the ventricles
receive their impulses through the A-V node and in the usual manner.

Wandering Atrial Pacemaker (WAP)

In this condition, instead of the S-A node being the dominant pacemaker,
other parts of the atria fire at a rate faster than the S-A node and usurp control
of the heart rate from the S-A node. A few ectopic foci take turns doing so,
depending on which fires at a faster rate. As the pacemaker site changes, the
P′-wave size and shape also vary. The P-R interval varies depending on how
close the ectopic focus is from the A-V node; shortening as the pacemaker
site gets closer to the A-V node, and lengthening for foci farther from the
A-V node (Fig. 1.23). Heart rate is usually around 60 to 100 beats per minute,
becoming slower as the pacemaker site shifts away from the S-A node. WAP is
often caused by the inhibitory vagal (parasympathetic) effect of respiration on
the S-A node and the A-V junction. Usually WAP is not clinically significant
and appears in the very young, the elderly and in athletes.

Premature Atrial Contractions (PAC)

Premature atrial contraction results in an earlier than expected occurrence of
a (non-sinus) P′-wave followed by a QRS-complex and a T-wave (Fig. 1.24).

Fig. 1.23. The rhythm in wandering atrial pacemakers

Fig. 1.24. A premature atrial contraction is an atrial contraction that appears early
in time with an abnormal P′-wave morphology (shape)
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This happens because of an ectopic pacemaker firing before the S-A node
does. The ectopic pacemaker may reside in any part of the atria outside the
S-A node. Multiple ectopic pacemakers may be involved. PACs may occur as
a couplet whereby another PAC consecutively follows the first PAC. Or it may
occur as atrial bigeminy, whereby a PAC occurs alternately for every normal
atrial contraction. In atrial trigeminy, a PAC occurs for every two normal
atrial contractions. The ensuing QRS-complex remains normal since the A-V
conduction path is intact. If a PAC occurs very prematurely before the bundle
branches have fully repolarised, it may result in a broad QRS due to bundle
branch block. When three or more consecutive PACs occur, the rhythm is
considered to be atrial tachycardia.

Atrial Tachycardia (Ectopic and Multifocal)

In atrial tachycardia the heart rate is fast and ranges from 160 to 240 beats
per minute. When a single ectopic pacemaker is involved, the rhythm is called
ectopic atrial tachycardia (Fig. 1.25). When three or more ectopic pacemakers
are involved, the rhythm is called multifocal atrial tachycardia. The P′-waves
from different ectopic pacemakers differ in size and shape since the location
of pacemakers affects the direction of depolarisation of the atria (Fig. 1.26).

The AV conduction ratio is commonly 1:1 when atrial tachycardia is less
than 200 beats per minute and 2:1 (every two P′-waves for one QRS-complex)
above that. Although the ventricular rate may fall within the normal range
because of A-V block, cardiac output is reduced as the atria are not completely
filled during diastole. Frequently atrial tachycardia is accompanied by feelings
of palpitations, nervousness, or anxiety.

Atrial Flutter

In atrial flutter, the atrial rate is very fast, ranging from 240 to 360 per minute.
The P′-waves occur regularly and so quickly that they take on a characteristic
saw-tooth waveform known as flutter (F) waves (Fig. 1.27). Atrial flutter
usually occurs as a result of a rapid re-entry circuit in the atria. Usually the
ventricular rate is much slower, with an AV conduction ratio of 2:1 (2 F-waves

Fig. 1.25. Ectopic atrial tachycardia occurs when more than 3 premature atrial
contractions (PACs) occur consecutively



1 The Electrocardiogram 23

Fig. 1.26. When multiple ectopic pacemakers are involved, the rhythm is called
multifocal atrial tachycardia. The distinguishing feature is that there are different
P′-wave morphologies

Fig. 1.27. 4:1 Atrial Flutter. Atrial rate is very fast and has a consistent repetitive
waveform with a saw-tooth like appearance

Fig. 1.28. When atrial fibrillation occurs, the QRS appears erratically. There is no
distinct P′-wave

to 1 QRS-complex), 3:1 or 4:1. Cardiac output may drop by as much as 25%
because of incomplete filling of the ventricles before contraction. Ventricular
rate is correspondingly regular in rhythm [1–4].

Atrial Fibrillation

In atrial fibrillation, the atrial rate exceeds 350 per minute. This arrhyth-
mia occurs because of uncoordinated activation and contraction of differ-
ent parts of the atria (Fig. 1.28). Multiple sites of re-entry in the atria fire
rapidly in a haphazard fashion resulting in chaotic atrial contraction. The
rapid atria rate and uncoordinated contraction leads to ineffective pumping
of blood into the ventricles. Cardiac output falls by as much as 25%. Ventricu-
lar contraction occurs irregularly and is commonly around 160 to 180 beats per
minute when untreated (fast atrial fibrillation), and about 60 to 70 beats per
minute when treated (slow atrial fibrillation). If the atrial fibrillation waves
(f-waves) are small (less than 0.1 mV) they are called fine fibrillatory waves,
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and if larger they are called coarse fibrillatory waves. Atrial fibrillation may
be intermittent, occurring in paroxysms (short bursts) or chronic (persistent).

1.3.3 Junctional Arrhythmias

In junctional arrhythmias, the origin of the impulse is within the A-V junction,
comprising the A-V node and the Bundle of His. The ensuing QRS-complex
and T-wave appear normal since this is the normal pathway that triggers the
depolarisation of the ventricles. However, retrograde conduction to the atria
may occur and its depolarisation results in P′-wave with abnormal morphol-
ogy and timing. The polarity of the P′-wave would be opposite to that of
the normal sinus P-wave since depolarisation is propagated in the opposite
direction – from the A-V node towards the atria (“retrograde”). The wave
also appears after the onset of the QRS-complex.

Premature Junctional Contractions (PJC)

A premature junctional contraction is a ventricular contraction initiated by
an ectopic pacemaker in the atrioventricular (A-V) node. The atria may
be depolarised if retrograde conduction to the atria occurs. The resulting
P′-waves may precede, be buried in the QRS complex or follows the QRS
complex and differ in size, shape and direction (Fig. 1.29). In addition, if the
ectopic pacemaker discharges too soon, the bundle branches may not have
fully repolarised to conduct the impulse normally. Should this occur, the elec-
trical impulse may only be conducted in one bundle branch, usually the left
one, producing a wide bizarre-looking QRS-complex resembling a right bundle
branch block. The S-A node is frequently not depolarised by the PJCs (i.e.
not “reset” by the PJCs). Consequently the P-waves that follow after PJCs
appear normal and with the expected timing as if the PJC had not occurred.

Fig. 1.29. In premature junctional escape contraction, a normal-looking QRS-
complex prematurely appears, but without a preceding P-wave. The accompanying
T-wave is normal
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Junctional Escape Rhythm

If the impulse in the S-A node is blocked, or is not generated, or has a rate that
is too slow, a junctional escape rhythm may occur. In this rhythm, a pace-
maker site in the A-V junction takes over the role of the S-A node pacemaker.
Since the rhythm is an escape from the absence of depolarisation impulses,
the heart rate is slow and varies from 40 to 60 beats per minute [1–4]. If the
atrial depolarisation occurs through retrograde conduction, the P′-waves will
be abnormal in appearance (shape, size and direction) and timing.

Junctional Escape Rhythm, Non-Paroxysmal Junctional
Tachycardia (Accelerated Junctional Rhythm, Junctional
Tachycardia)

In non-paroxysmal (sustained) junctional tachycardia, an ectopic pacemaker
in the A-V junction takes over the role of the S-A node and generates a regular
rhythm of 60 to 150 beats per minute. If the rate is between 60 to 100 beats
per minute, it is commonly called Accelerated Junction Rhythm. If greater
than 100 beats per minute, it is called Junctional Tachycardia (Fig. 1.30).

Paroxysmal Supraventricular Tachycardia (PSVT)

In paroxysmal supraventricular tachycardia, the heart rate ranges from 160
to 240 beats per minute (Fig. 1.31). PSVT may occur as a result of a re-
entry circuit in the A-V junction (Atrioventricular nodal re-entry tachycardia
or AVNRT). It may also occur as a result of a re-entry circuit involving an
accessory pathway between the atria and ventricles (Atrioventricular re-entry
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Fig. 1.30. Non-paroxysmal junctional tachycardia with retrograde conduction re-
sults in inverted P′-waves. The atrial and ventricular rate falls in the normal range

Fig. 1.31. Paroxysmal supraventricular tachycardia results in very fast heart rate
ranging from 160 to 240 beats per minute for a short period of time
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tachycardia or AVRT). The onset and termination of PSVT is abrupt, and
may occur in repeated episodes (paroxysms) that last for seconds, hours or
days. In AVNRT, P′-waves are usually buried in the QRS complex and hence
not visible; whereas for AVRT the P′ waves may be visible.

1.3.4 Ventricular Arrhythmias

In ventricular arrhythmias, the impulses originate from the ventricles and
spread outwards to the rest of the heart. These arrhythmias may occur as
a result of enhanced automaticity of the ventricular myocardium or because
of a re-entry circuit. While conduction of impulses down the normal con-
duction pathway to the ventricles from the atria results in a narrow, normal
QRS-complex (since all the ventricular myocardium depolarise about the same
time), for ventricular arrhythmias, the QRS-complex is wide and bizarre in
shape because the impulse is not propagated through the normal pathway
but through non-specialised myocardium that conducts more slowly (hence
a wide QRS-complex) and in a different direction (hence a bizarre looking
QRS-complex).

Premature Ventricular Contractions (PVC)

A premature ventricular contraction is an extra (abnormal) ventricular con-
traction originating from the ventricles. The site of the pacemaker may be in
the bundle branches, Purkinje network, or ventricular myocardium (Fig. 1.32).
More than one pacemaker may be involved, each generating its own bizarre-
shaped QRS-complex.

PVCs usually do not depolarise the atria or the S-A node and hence
the P-waves maintain their underlying rhythm and occur at the expected
time (i.e. the “pause” is compensatory). PVCs are not preceded by (ectopic)
P-waves and may occur anywhere in the heart beat cycle. If a PVC appears on
the ending part (downslope) of the T-wave (near completion of repolarisation
of different conduction pathways), a re-entry mechanism may occur resulting
in ventricular tachycardia or ventricular fibrillation, which can be lethal.

PVCs are described as isolated if they occur singly, and as couplets if
two consecutive PVCs occur (Fig. 1.33). If three or more consecutive PVCs

Fig. 1.32. An isolated premature ventricular contraction occurs without a preced-
ing P-wave. The QRS morphology is bizarre in shape since depolarisation of the
ventricles do not follow the normal sequence
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PVC PVC

Fig. 1.33. In multifocal paired PVCs, the bizarre-shaped QRS complexes appear
in pairs but each with a different morphology

PVC2:38
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PVC PVC

Fig. 1.34. In trigeminy unifocal PVCs, one out of every three beats has a bizarre-
shaped QRS-complex which does not vary in morphology

occur at a rate of more than 100/min, the rhythm is known as ventricular
tachycardia. If PVCs alternate with normal beats, the rhythm is ventricular
bigeminy; if with every two normal beats, ventricular trigeminy (Fig. 1.34);
and if with every three normal beats, ventricular quadrigeminy.

Ventricular Tachycardia (VT)

In ventricular tachycardia, the heart rate is 110 to 250 beats per minute. The
QRS complex is abnormally wide (usually > 0.14 s), bizarre in shape, and of a
different direction from the normal QRS complex. If the ventricular tachycar-
dia (3 or more PVCs) lasts less than 30 seconds, it is known as paroxysmal VT
or non-sustained VT, and if more than 30 seconds, sustained VT. Depending
on the pacemakers involved, VT can take several forms:

• Monomorphic VT: A single ectopic pacemaker drives the VT and conse-
quently the QRS-complexes look alike (Fig. 1.35).

• Bidirectional VT: Two ectopic pacemakers alternate with each other in de-
polarising the ventricles resulting in two distinct forms of QRS-complexes,
alternating with each other in occurrence.

• Polymorphic VT: Multiple ectopic pacemakers are involved resulting in
more than two forms of QRS-complexes (Fig. 1.36).

• Torsade de pointes: This is a special form of polymorphic VT where the
QRS complexes gradually change back and forth from one shape, size and
direction to another over a series of beats (Fig. 1.37).
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Fig. 1.35. Monomorphic ventricular tachycardia beats at a very fast rate and with
a consistent bizarre-shaped QRS morphology

Fig. 1.36. Polymorphic ventricular tachycardia not only exhibits a very rapid
ventricular beat but also a variety of bizarre-shaped QRS-complexes

torsade de pointes

Fig. 1.37. Torsade de pointes is a special form of polymorphic VT. It exhibits a
gradual change in morphology of the QRS′-complex from one form to another and
back again

• Ventricular Flutter: An ectopic pacemaker rapidly drives the depolarisa-
tion of the ventricles such that the QRS-complexes appear saw-tooth-like
in appearance (Fig. 1.38).

VT is considered life-threatening as the rapid rate may prevent effective ven-
tricular filling and result in a drop in cardiac output. It can also degenerate
into ventricular fibrillation, which is lethal.

Ventricular Fibrillation

Ventricular fibrillation occurs when numerous ectopic pacemakers in the ven-
tricles cause different parts of the myocardium to contract at different times
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Fig. 1.38. Ventricular flutter exhibits a very rapid ventricular rate with a saw-tooth
like ECG waveform

Flutter Fibrillation

Fig. 1.39. Coarse ventricular fibrillation mixed with ventricular flutter. Fibrillation
carries very irregular periodicity

Fig. 1.40. Ventricular escape rhythm has very long R-R intervals

in a non-synchronised fashion (Fig. 1.39). Ventricular contraction is uncoordi-
nated, resulting in insignificant or no cardiac output. Perfusion to vital organs
is compromised and death ensues in minutes. Defibrillation (DC shock) is used
to abort ventricular fibrillation.

Ventricular Escape Rhythm (Idioventricular Rhythm)

In ventricular escape rhythm, an ectopic pacemaker in the bundle branches,
Purkinje network or ventricles dominates at a rate of less than 40 beats per
minute (Fig. 1.40). Cardiac output is low as a result of the slow heart rate,
giving rise to hypotension and decreased perfusion of the brain and other
vital organs. This may result in syncope (fainting), shock and congestive heart
failure.

Accelerated Idioventricular Rhythm

In accelerated Idioventricular rhythm, the ectopic ventricular pacemaker
fires at an accelerated rate that lies between 40 and 100 beats per minute.
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The rhythm may also be a known as Accelerated Ventricular Rhythm, Id-
ioventricular Tachycardia, or Slow Idioventricular Tachycardia.

Ventricular Asystole (Cardiac Standstill)

In ventricular asystole, the ventricles fail to contract. The pacemaker sites in
the ventricles fail to generate a life-sustaining escape rhythm. If P-waves exist,
they are not conducted through to the ventricles. There is no heart beat, no
rhythm and no cardiac output. Death quickly follows.

1.3.5 Atrioventricular Blocks

Atrioventricular blocks disrupt the normal propagation of the electrical
impulse along the conduction pathways to the ventricles. The block may
delay or completely prevent propagation of the impulse to the rest of the
conduction system, and may do so intermittently.

A first-degree AV block is said to occur when all the P-waves are conducted
to the ventricles, but the PR-interval is prolonged.

Second-degree AV blocks are said to occur when some of the P-waves fail
to conduct to the ventricles. They are subdivided into:

1. Wenkebach (or Mobitz Type 1)
2. Mobitz Type II
3. 2:1 AV block
4. High grade AV block (>3 : 1)

A third degree or complete heart block is said to occur when all the
P-waves fail to conduct down to the ventricles. Pacemakers are used to treat
this condition and bring the heart rate back to normal.

First-Degree AV Block

In first-degree atrioventricular block, the conduction of electrical impulses
is delayed longer than normal at the level of the A-V node. P-R intervals
are longer than 0.2 second but constant in duration (Fig. 1.41). Except for a
lengthened P-R interval, the ECG appears normal since depolarisation of the
atria and ventricles follow the normal route. This is usually asymptomatic,
but may deteriorate to a higher order AV block.

Second-Degree, Type I AV Block (Wenckebach)

In second-degree type I AV block (Wenckebach), the conduction delay in
the AV-node increases progressively over a few beats until the conduction is
completely blocked. Consequently the P-R interval correspondingly lengthens
until the P-wave has no accompanying QRS-complex (Fig. 1.42). Then the
cycle repeats.
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Fig. 1.41. First-degree AV blocked is characterised by a lengthened P-R interval.
In addition the QRS-complex of this particular ECG (above) also exhibits a left
bundle branch block

Fig. 1.42. Second-degree Wenckebach AV block is characterised by a cyclical pro-
gressively lengthening of the P-R interval until a QRS complex fails to appear

Fig. 1.43. 2:1 second-degree Mobitz AV block. The QRS complexes appear once
for every two P-waves

Second-Degree, Type II AV Block

In second-degree, type II AV block (also known as Mobitz Type II AV block),
conduction intermittently fails to go down the bundle of His and bundle
branches. There is usually a pre-existing complete block in one bundle branch,
such that when an intermittent block occurs in the remaining bundle branch,
conduction down to the ventricles fails. As a result of the pre-existing bundle
branch block, the QRS-complex is commonly wide. Unlike Wenckebach AV
block, the PR interval in Mobitz Type II AV block is constant (Fig. 1.43).
Commonly the conduction ratio is 4:3 or 3:2 P-waves to QRS-complexes.
This type of AV block is dangerous as complete heart block can occur unpre-
dictably, and is an indication for implantation of an artificial pacemaker [1–4].

Second-Degree 2:1 and Advanced AV Block

This AV block is caused by defective conduction of electrical impulses through
the AV node, or the bundle branches or both. Conduction ratios of P-waves
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to QRS-complex range from 2:1, 3:1, or greater. QRS-complex may appear
abnormal because of a bundle branch block (Fig. 1.44). Conduction ratios
greater than 2:1 are considered as a High-grade AV Block.

Third-Degree AV Block (Complete AV Block)

In third-degree AV block, all of the electrical impulses from the atria are
not conducted through the AV node. The atria and the ventricles beat in-
dependently, each at their own rate. The pacemaker for the ventricles is in
the ventricles itself below the AV block and may reside in the AV junction,
bundle branches, Purkinje network or the ventricular myocardium. If the
escape pacemaker is in the AV junction the heart rate will be around 40
to 60 beats per minute, but if located lower in the conduction path such as
Purkinje networks, or in the ventricular myocardium, it will be slower at 30
to 40 beats per minute (Fig. 1.45).

Pacemaker Rhythm (Implant)

Hearts implanted with an artificial pacemaker will generally beat around 60
to 70 beats per minute depending on the setting of the artificial pacemaker.
The pacing electrode is commonly attached to the apex of the right ventricu-
lar cavity (ventricular pacemaker) or the right atrium (atrial pacemaker), or
both (dual chamber pacemaker). The artificial pacemaker produces a narrow,
often biphasic spike. A pacemaker lead positioned in an atrium produces a

P P P P P P P P

Fig. 1.44. 3:2 AV block with bundle branch block

R R R R R

PPPPPPP

Fig. 1.45. In third-degree AV block, the rhythm of the P-waves is completely
dissociated from the rhythm of the QRS-complexes. Each beat at their own rate.
QRS morphology may appear normal if the site of the ventricular pacemaker is at
the AV junction
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Pacing
spike

Fig. 1.46. A ventricular pacemaker generates a normal heart rate but with a bizarre-
shaped QRS-complex. The pacemaker spike precedes each QRS-complex

pacemaker spike followed by a P′-wave. A pacemaker lead positioned in a ven-
tricle produces a pacemaker spike followed by a wide, bizarre QRS-complex
(Fig. 1.46).

1.3.6 Bundle Branch and Fascicular Blocks

The electrical conduction system for the ventricles starts with the A-V node,
connects to a short stem called the Bundle of His, and then divides into
the right and left bundle branches. The right bundle travels down the right
ventricle along the interventricular septum, then subdivides into smaller and
smaller branches until they join the Purkinje network of fine conducting fibres
that are embedded in the endocardium. The left bundle branch divides into
the Left Posterior Fascicle and the Left Anterior Fascicle which similarly travel
down the left ventricle along the septum. Both fascicles subdivide repeatedly
before connecting to the Purkinje network that innervates, respectively, to
the posterior walls of the left ventricle, and to the anterior and lateral walls.
Septal fibres also branch out from the main left bundle branch to innervate
the septal myocardium.

A block in the conduction of the impulse from the AV-node may affect
the whole conduction system, one of the bundle branches, or only one fascicle
(sub-branch) of the left bundle branch. When an area of myocardium does
not receive a depolarising impulse, its depolarisation is delayed. It has to wait
for the depolarisation of neighbouring myocardial cells to trigger its depolar-
ization. Consequently the depolarisation process of the entire ventricles takes
longer, and the QRS-complex appears wider in duration, and abnormal in
shape.

Right Bundle Branch Block (RBBB)

When the right bundle branch is blocked, the electrical impulse from the
AV node is not able propagate to the Purkinje network to depolarise the
right ventricular myocardium. Instead, the impulse propagates in a convoluted
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Fig. 1.47. Right bundle branch block. The convoluted path of depolarisation caused
by a block in the conduction path leads to a change in QRS morphology

manner through the left ventricular myocardium to reach the right ventricular
myocardium. Since propagation through the myocardium is much slower than
through the specialised conducting tissue, the QRS-complex becomes widened.
The morphology of the QRS-complex also changes and takes on a bizarre
appearance because of the different direction of depolarisation (Fig. 1.47).

The conduction block may be complete or incomplete. A complete block
will widen the QRS complex to greater than 0.12 seconds, while an incom-
plete block to 0.10 to 0.11 seconds. ECG waveforms in the facing leads show
waveform changes most prominently [1–3].

Left Bundle Branch Block (LBBB)

Similar to right bundle branch block, a block in the left bundle branch will
prevent the electrical impulses from the A-V node from depolarising the left
ventricular myocardium in the normal way. For LBBB, the right ventricle is
depolarised first, generating an electrical wavefront that eventually spreads to
the left ventricular myocardium causing the myocardium to depolarise.

A complete conduction block will widen the QRS complex to 0.12
second or more, while an incomplete block will widen it to 0.10 to 0.11 second.
ECG waveforms in the facing leads show waveform changes most prominently
(Fig. 1.48).

Left Anterior Fascicular Block (Left Anterior Hemiblock)

A conduction block in the left anterior fascicle affects the normal depolarisa-
tion of the anterior and lateral walls of the left ventricle (Fig. 1.49). The QRS
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Fig. 1.48. Complete Left bundle branch block (LBBB)

axis is typically deviated to the left (i.e. left axis deviation of −30◦ to −90◦)
because the impulse now has to travel from the left posterior fascicle left-
wards and anteriorly towards the left anterior fascicle, consequently shifting
the summed electrical vector of the depolarisation of the heart. The duration
of the QRS-complex is normal, within 0.10 second.

Left Posterior Fascicular Block (Left Posterior Hemiblock)

A conduction block in the left posterior fascicle prevents normal depolari-
sation of the interventricular septum and posterior wall of the left ventricle
(Fig. 1.50). QRS duration remains normal within 0.10 second, while QRS axis
is around +110◦ to +180◦).

1.4 Miscellaneous Electrocardiogram Changes

Other than conduction blocks, the morphology of ECG may be affected by
other conditions. These include enlargement of the myocardium, inflammation
of the pericardium (pericarditis), electrolyte imbalance, pulmonary disease,
drug effects, hypothermia and accessory conduction pathways.
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Fig. 1.49. Left anterior fascicular block

Fig. 1.50. Left posterior fascicular block
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1.4.1 Enlargement of the Myocardium

Right and Left Atrial Enlargement

Heart diseases often force the atria and ventricles to become enlarged as they
accommodate to higher pressures or volumes demanded of them. Enlarge-
ment may involve dilatation (distension of the heart chamber) or hypertro-
phy (increased thickness of the myocardium in response to chronic increased
workload) (Fig. 1.51).

Right Ventricular Hypertrophy

With thicker myocardium, the right ventricle depolarisation changes the QRS
axis to deviate away from the normal to +90◦ or more. T-wave inversion is
often present. Ventricular action time (VAT) is prolonged beyond 0.035 second.
R-waves are abnormally tall in lead V1, which lies over the right ventricle.
Usually the right atrium is correspondingly enlarged, giving rise to enlarged
P-waves (Fig. 1.52).

Left Ventricular Hypertrophy (LVH)

An increased thickness of the left ventricle usually does not deviate the QRS
axis significantly since the left ventricle normally accounts for the majority of
the electrical vector in the normal heart. But in some cases, the deviation to

Fig. 1.51. Prolonged increase in atrial workload causes atrial hypertrophy
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Fig. 1.52. Right ventricular hypertrophy shows ST-segment shift and T-wave
inversion in V1-V3, consistent with right ventricular overload

the left may be up to −30◦. LVH is manifested on ECG as an increase in the
height of the R-wave in the left-sided leads (V5-6, I, aVL). The T-waves may
be inverted in these leads (Fig. 1.53).

1.4.2 Pericarditis

In pericarditis, the pericardium is inflamed with a variable amount of serous,
fibrous, purulent or haemorrhagic exudates within the pericardial sac. S-T
segment is elevated and concave (similar to acute myocardial infarction), but
unlike infarction, the S-T elevation would appear in most ECG leads (instead
of just the facing leads) since pericarditis usually affects the entire myocardial
surface of the heart (Fig. 1.54(a)).

If accompanied by large pericardial effusion, the surface ECG voltages may
be small due to the additional intervening layer of fluid between the heart and
the skin (Fig. 1.54(b)).

1.4.3 Electrolyte Imbalance

Electrolyte imbalances affect the depolarisation and repolarisation of the
cardiac cells by their effect on the flow of ions across the cell membrane.
These result in changes in the morphology and width of the ECG complexes.
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Fig. 1.53. Left ventricular hypertrophy shows a tall R-wave with “strain” pattern
of inverted T-wave in leads V5 and V6

Fig. 1.54(a). In pericarditis, the QRS amplitude drops and the ST-segment
becomes elevated and concave

Fig. 1.54(b). When accompanied by large pericardial effusion, the amplitude of
the ECG drops substantially
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Hyperkalemia

In hyperkalemia there is an excess of serum potassium above the normal
levels of 3.5 to 5.0 milliequivalents per litre (mEq/l). The most common cause
is kidney failure and certain diuretics. The P-wave begins to flatten and disap-
pears at higher levels. P-R interval may be prolonged beyond 0.2 seconds [1–3].
The QRS-complex widens and starts to merge with the T-wave (Fig. 1.55(a)).
The T-waves become narrow, tall and peaked eventually exceeding the R-wave
(Fig. 1.55(b)).

Hypokalemia

In hypokalemia, there is a deficiency of serum potassium below the normal
levels of 3.5 to 5.0 mEq/l. The most common cause is vomiting, gastric
suction and excessive use of diuretics. The P-waves become tall and sym-
metrically peaked beyond 0.25 mV, appearing similar to P-pulmonale. The
QRS-complex begins to widen, and ST-segments become depressed by 0.1 mV
or more. U-waves begin to increase in size and may reach the size of normal

Fig. 1.55(a). Hyperkalemia’s strongly prominent feature is a tall T-wave (left) as a
result of mild excess of serum potassium. The QRS-complex also widens and begins
merging with the T-wave

Fig. 1.55(b). With marked excess in serum potassium, the T-wave increases in
height beyond the R-wave while the QRS-complex widens and merges with the
T-wave



1 The Electrocardiogram 41

UT

Fig. 1.56. In hypokalemia, the T-wave flattens and U-wave increases in size as the
deficiency of serum potassium gets worse

V5

Fig. 1.57. In hypercalcemia, the QT-interval shortens

T-waves. The T-waves begin to flatten and may invert or merge with U-waves
(Fig. 1.56).

Hypercalcemia

In hypercalcemia, there is an excess of serum calcium above the normal levels
of 2.1 to 2.6 mEq/l. The QT-intervals are shorter than normal (Fig. 1.57).

Hypocalcemia

In hypocalcemia, there is a shortage of serum calcium below the normal levels
of 2.1 to 2.6 mEq/l. The ST-segments are prolonged and the QT-intervals are
lengthened beyond normal (Fig. 1.58).

1.4.4 Drug Effects

Digitalis

Digitalis administered within the therapeutic range may produce characteris-
tic changes in the ECG. PR-intervals may be prolonged beyond 0.2 second and
ST-segments depressed by 0.1 mV or more with a characteristic scooped-out
effect (Fig. 1.59). T-waves may be flattened, inverted or biphasic. QT-intervals
are shorter than normal for a given heart rate.
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Fig. 1.58. In hypocalcemia, the QT-interval lengthens beyond normal

T

Scoop out
effect

Fig. 1.59. Digitalis produces a shortening of the QT-interval with a scooped-out
ST-segment

MLII

Fig. 1.60. Therapeutic dosages of procainamide results in ECG waveform changes
including a widening of the QRS-complex, decrease in T-wave amplitude, depression
of the ST-segment and prolonging of the PR-interval

Procainamide

Procainamide administered within the therapeutic range produces charac-
teristic changes in ECG. QRS duration is widened beyond 0.12 second. The
R-waves may decrease in amplitude. T-waves may also decrease in amplitude.
Occasionally T-waves may widen and have a notch because of the appearance
of U-waves. PR-intervals may be prolonged. ST-segments may be depressed by
0.1 mV or more. QT-intervals may occasionally be prolonged beyond normal
for a given heart rate (Fig. 1.60).
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Fig. 1.61. Therapeutic dosages of quinidine results in ECG waveform changes (sim-
ilar to those of procainamide) including a widening of the QRS-complex, decrease in
T-wave amplitude, depression of the ST-segment and prolonging of the PR-interval

Quinidine

Quinidine administered within the therapeutic range produces characteristic
changes in ECG. P-waves may be wide, often notched. QRS duration may
widen beyond 0.12 second. T-waves may decrease in amplitude, widened and
notched by the appearance of U-waves. Or the T-waves may be inverted.
PR-intervals may be prolonged. ST-segments may be depressed by more than
0.1 mV. QT-intervals may be prolonged beyond normal for a given heart rate
(Fig. 1.61).

1.4.5 Pulmonary Disease

Chronic Obstructive Pulmonary Disease (COPD)

This chronic disease of the lungs encompasses chronic bronchitis and emphy-
sema, which cause the lungs to be over-distended and enlarged. The primary
cause of COPD is prolonged heavy cigarette smoking. The diseased lungs
force the right ventricle and right atrium to work harder in pumping blood to
them. As a result, there is often right atrial and right ventricular enlargement.
R-waves may be low in voltage because the enlarged lungs increase the
distance of the chest wall from the heart. QRS-axis may be greater than
+90◦ because of right ventricular hypertrophy as well as rotation of the heart
(Fig. 1.62).

Acute Pulmonary Embolism

Pulmonary embolism occurs when a blood clot (thromboembolus) lodges in
a pulmonary artery and occludes blood flow to a segment of the lungs. This
obstruction to forward flow places a strain on the right side of the heart. Hence
the ECG changes mimic that of right ventricular and right atrial enlargement.
Tall, peaked P-waves may be seen. An S-wave in lead I, a Q-wave in lead III,
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Fig. 1.62. COPD causes right atrial enlargement (tall P-wave) and low-amplitude
QRS-complex from increased thorax and lung volume as a result of emphysema
(over-inflation of alveoli)

and an inverted T-wave in lead III may occur acutely (Fig. 1.63). The QRS
axis is greater than +90◦. The right ventricle may show a “strain” pattern
(inverted T-waves in leads V1-V3) as it works harder to pump blood to the
rest of the lungs.

Chronic Cor Pulmonale

Chronic cor pulmonale is the enlargement of the right ventricle commonly
accompanied by right heart failure. It is usually the end stage of prolonged
pulmonary hypertension that occurs with many lung diseases such as COPD.
P-waves are tall and peaked indicating right atrial enlargement. QRS-complexes
are tall in lead V1 and V2 because of right ventricular hypertrophy (Fig. 1.64).
QRS axis is greater than +90◦. The right ventricle may show a “strain” pattern
(inverted T-waves in leads V1–V3).

1.4.6 Early Repolarisation

This is a normal ECG variant (pattern). In early repolarisation, the ST-
segment is elevated from 0.1 to 0.3 mV above the baseline. The ST segment
is concaved upwards and tends to be most prominent in the mid-precordial
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Fig. 1.63. Acute pulmonary embolism causes right atrial enlargement (tall P-waves)
characteristics

Fig. 1.64. Chronic cor pulmonale exhibits characteristics of right atrial enlargement
(tall P-waves) and right ventricular hypertrophy (QRS-axis oriented to the right)

leads (V3–V4). Often there may be a notch at the J point. Importantly, there
are no reciprocal depressions or elevations in opposite leads (Fig. 1.65). In
addition, the ST-segment elevations persists and do not return to baseline
over time.

1.4.7 Hypothermia

When core temperature of the body drops below 35◦C(< 95◦F), a distinctive
narrow, positive wave referred to as the “J-wave” or Osborne-wave appears
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Fig. 1.65. Early repolarisation is indicated by ST-segment elevation or depression
without reciprocal depressions or elevations in opposite leads

Fig. 1.66. Hypothermia generates an unusual wave called the J-wave or the Osborne
wave which appears added onto the QRS-complex just before the ST-segment

(Fig. 1.66). The PR-interval may occasionally be longer than 0.2 seconds.
The QRS duration may widen beyond 0.12 seconds. The QT interval may
occasionally be prolonged.
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1.4.8 Preexcitation Syndromes

When accessory conduction pathways from the atria to the ventricles exist,
the electrical impulse propagating down the accessory pathway will excite the
ventricles ahead of time, before the impulse propagating through the A-V node
(normal pathway) arrives. This results in a shorter PR-interval and a “slur”
(delta wave) at the onset of the QRS-complex. The QRS-complex that is seen
is really the result of a fusion of the depolarisations triggered by the impulse
coming down the accessory pathway with that triggered by the impulse going
down the normal route via the AV-node [1–4]. Thus the QRS-complex is wider
than normal.

Accessory pathways are abnormal strands of myocardial fibres that
conduct the electrical impulses from the atria to the ventricles or to the
AV-junction, or from the AV-junction to the ventricles. These pathways not
only conduct the impulses forward (anterograde) but backward (retrograde)
as well.

Ventricular Preexcitation

In Ventricular Preexcitation (Accessory AV pathways) PR-interval is
usually shortened to between 0.09 and 0.12 second. QRS duration is longer
than 0.10 second and abnormal in shape (with a delta wave preceding the
QRS-complex). This distortion occurs because of the early excitation occur-
ring before the main excitation (Fig. 1.67).

Atrio-His Preexcitation

In Atrio-His preexcitation (Atrio-His fibres), the PR-interval is usually short-
ened to less than 0.12 seconds. The QRS-complex remains normal.

Nodoventricular/Fasciculoventricular Preexcitation

In Nodoventricular/Fasciculoventricular preexcitation (Nodoventricular/Fasci
culoventricular fibres), the PR-interval is usually normal (>0.12 seconds)
but the QRS duration is widened with a delta wave preceding the QRS
complex.

Delta
wave

MLII

Fig. 1.67. Preexcitation syndromes occur when an accessory pathway starts ven-
tricular depolarisation ahead of time (seen as a delta wave)
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1.5 Myocardial Ischemia, Injury and Infarction

Myocardial ischemia, injury and infarction (tissue death) occur when blood
circulation to a segment of the myocardium is decreased or disrupted. This
may be caused by an occlusion of the local coronary artery as a result of a
blood clot or by a spasm of that local artery. The lack of oxygen (anoxia)
causes a delay in the depolarisation and repolarisation of the cells leading to
a change in ECG morphology. Mild or moderate anoxia (myocardial ischemia)
can be tolerated for a short time and upon return to adequate perfusion, the
cells usually recover to a normal or near normal condition [1–4].

1.5.1 Zones of Ischemia, Injury and Infarction

Blood perfusion may be reduced by a stenotic artery, an arterial spasm or
by a thrombotic (blood clot) occlusion. If perfusion is severely reduced, acute
myocardial infarction (tissue death) occurs at the central zone served by the
artery. Myocardial injury occurs in the outlying zone bordering the infarcted
area, and myocardial ischemia occurs in a further outlying zone after that
(Fig. 1.68).

The size of the ischemic zone of the heart depends on which coronary
artery is blocked or stenotic (narrowed) and whether it is proximal (near the
beginning of the vessel) or distal (distant to the beginning). In general, a
proximal occlusion of a coronary blood vessel will affect a larger zone, while a
distal occlusion will affect a smaller zone. If the occlusion occurs at a small dis-
tal blood vessel, the myocardium may remain adequately perfused by neigh-
bouring blood vessels (called collateral vessels) and no significant ischemia
occurs.

Ischemia 

Infarction 

Injury 

Fig. 1.68. An occlusion of the coronary blood vessel may cause a region of the heart
to suffer ischemia, injury or even infarction (necrosis)
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1.5.2 Myocardial Injury

If myocardial ischemia is severe or prolonged, the myocardial cells sustain
injury and stop functioning normally. The cells are unable to contract or
conduct electrical impulses. However the damage to the cell is still reversible
and the injured cells may return to normal or near-normal after the return of
adequate blood flow and reoxygenation.

1.5.3 Acute Myocardial Infarction (AMI)

If severe myocardial ischemia continues, the cells die (necrosis) and acute
myocardial infarction occurs. Over time, the dead tissue will be replaced
by scar tissue, which has no contractile ability. Myocardial infarction may
be non-transmural or transmural. In a non-transmural infarction, the zone
of infarction involves a partial thickness of the ventricular wall, usually
the subendocardial area of the myocardium. In transmural infarction, the
zone of infarction is more, extending outward from the subendocardial area
to the entire thickness of the ventricular wall.

1.5.4 ECG Changes

Changes in ECG appear as morphological changes in T-wave, ST-segment and
(eventually Q-wave) as the different regions of the heart goes through varying
degrees of ischemia, injury and infarction.

Abnormal T-waves appear within seconds of an acute myocardial trans-
mural infarction for leads that face the ischemic zone of the heart. The T-waves
become abnormally tall and peaked. The QT-intervals are usually prolonged.
The ST-segment becomes highly elevated because of injury current generated
by the leakage of ions across the cell membranes. Over a period of days to
weeks, as healing (or the opposite – necrosis) takes place, the region of injury
reduces in size. The ST-segment elevation correspondingly returns to baseline
while the T-wave becomes inverted from the altered repolarisation pattern
(Fig. 1.69).

ST-segment elevation indicates severe and extensive myocardial ischemia
and injury. The segment is usually considered elevated if the segment is 0.1 mV
or greater above baseline, as measured from 40 ms after the J-point of the
ECG. While leads facing the zone of ischemia record an elevation, opposite
(reciprocal) leads record a depression [1–4]. ST-segment elevation is often
accompanied by increased amplitude in the QRS-complex during the early
stages of AMI.

ST-segment depression in the facing leads indicates the occurrence of
subendocardial ischemia and injury, and may appear downsloping, horizontal
or upsloping. Usually no Q-wave results from this less severe form of AMI
(Fig. 1.70).
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Fig. 1.69. In acute myocardial infarction, the ECG in the facing lead shows
abnormally tall T-waves with elevated ST-segment while those in the reciprocal
leads show inverted T-waves with depressed ST-segment

Downsloping ST Upsloping ST Horizontal ST

J-Point

Fig. 1.70. ST-segment depressions may be downsloping, horizontal or upsloping

1.5.5 Evolution of the Deep Q-Wave

As the infarcted ventricular wall is gradually replaced by fibrous tissue, an
electrical “window” forms since fibrous tissue does not generate any ionic
current. A lead facing this window will see the electrical depolarisation of the
far (opposite) non-infarcted ventricular wall. (This is analogous to a window
in the near wall of the heart allowing the far wall of the heart to be seen.)
Since the direction of depolarisation seen will be moving away from the lead,
a negative deflection is observed by that lead. This is observed as a deep
Q-wave in the ECG (for that lead). The T-wave that was inverted during
early infarction remains inverted (Fig. 1.71).
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Fig. 1.71. A deep Q-wave appears, accompanied by an inverted T-wave as the heart
recovers from transmural myocardial infarction

1.5.6 Silent Ischemia

Myocardial ischemia may be “silent” (or asymptomatic). The patient experi-
ences no chest pain. The ST-segment is depressed during exertion and accom-
panied by T-wave inversion. The ECG returns to normal at rest. It is normally
caused by atheromatous plague forcing significant stenosis (narrowing) of a
coronary artery. The stenosis results in ischemia when myocardial demand is
increased during exertion, but remains adequate while at rest.

1.5.7 Stable Angina

Stable angina exhibits ST-segment depression during exertion. The T-wave
may be inverted. The patient often experiences chest pain. The ECG returns
to normal at rest but reappears with the same changes when the patient
exerts again. It is normally caused by a stable atheromatous plague causing
significant stenosis (narrowing) of a coronary artery.

1.5.8 Unstable Angina

The ST-segment is depressed during exertion. The T-wave may be inverted.
The patient often experiences chest pain lasting 10 to 20 minutes or more.
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It is normally caused by a rupture of the plaque followed by the formation
of a thrombus that further occludes the already stenotic artery. Erosion of
the existing plague and partial spontaneous thrombolysis (dissolution of the
blood clot) may occur and reduce the severity of the occlusion.

Dilated Cardiomyopathy

Various conditions can damage the myocardium, resulting in impaired con-
tractile function and eventually an enlarged, dilated, poorly contracting
heart (dilated cardiomyopathy). The commonest cause is atherosclerotic coro-
nary artery disease. Multiple infarctions result in myocardial cell death and
replacement of myocytes by non-functioning scar tissue. Dilated cardio-
myopathy due to coronary artery disease is sometimes termed “ischaemic
cardiomyopathy”. Other causes of dilated cardiomyopathy include viral myo-
carditis, toxicity due to drugs such as doxorubicin/daunorubicin, peripartum
cardiomyopathy, and hereditary cardiomyopathy. These patients often have
atrial fibrillation (due to elevated left atrial pressures) and rapid ventricu-
lar rates as the heart tries to compensate for the poor contractile function
(Cardiac output = Heart rate × Stroke volume). Figure 1.72 shows the ECG
tracing of a patient with dilated cardiomyopathy in atrial fibrillation.

Sick Sinus Syndrome (SSS) (Brady-Tachy) Type

In this condition, the Sino-atrial (SA) node, which normally regulates the
heart rate, is “sick”. It fires at a rate that is slower than normal or fails to
fire at all; resulting in bradycardia and/or sinus pauses. Other pacemakers
in the heart (eg the AV node) may take over as the dominant rhythm. SSS
is seen mainly in the elderly, and as such, is often accompanied by atrial
fibrillation or atrial flutter (which are more common in old age). With atrial
fibrillation/flutter, the ventricular rate is often rapid (tachycardia). Yet, when
the atrial fibrillation/flutter terminates spontaneously, the SA node fails to

V2

Fig. 1.72. In dilated cardiomyopathy, the R-waves are tall and ventricular rate is
fast to compensate for poor contractile function
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Fig. 1.73. In sick sinus syndrome (brady-tachy), the contractions of heart oscillates
between fast & slow rates

fire, resulting in asystole or bradycardia. This leads to cycles of tachycardia
followed by bradycardia and hence the term “tachy-brady syndrome”. An
example of this is shown in Fig. 1.73.
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Analysis of Electrocardiograms

N. Kannathal, U. Rajendra Acharya, Paul Joseph, Lim Choo Min
and Jasjit S. Suri

The electrocardiogram (ECG) representing the electrical activity of the heart
is the key biosignal for aiding the clinical staff in disease diagnosis. ECG has
been always chosen as the basic signal for diagnosing the cardiac abnormal-
ities and detecting the patients’ states. Generally the various characteristic
features of ECG are extracted and used for decision making purposes. This
makes the decision making and diagnosis process simpler and faster. Hence
appropriate feature description and extraction becomes the most important
component in cardiac health diagnostics. In this chapter various techniques
for feature extraction are described.

2.1 Steps in ECG Analysis

The major steps in the analysis of the ECG signals are:

Noise elimination from ECG using noise filtering techniques
Cardiac cycle detection by detecting QRS complex
Detection of significant characteristic points in ECG signal
Formulation of characteristic feature set

Noise filter removes and reduces the noise components from various
sources in the ECG signal.

Cardiac cycle detection involves detecting the QRS complex peak cor-
responding to each beat. QRS Complex detection is implemented using Tomp-
kins QRS complex detection algorithm.

ECG characteristic points detection involves determining of signif-
icant points on the ECG for feature extraction. It includes the detection of
QRS complex onset and offset, ST segment detection and T peak detection.

Feature set formulation includes formulation and selection of char-
acteristic features such that they significantly relate to the abnormalities.
Additional features are extracted by performing complexity analysis on the
signal.
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2.2 Preprocessing of ECG

The ECG consists of three basic waves, P, QRS and T. These waves correspond
to the far field induced by specific electrical phenomena on the cardiac sur-
face, namely the atrial depolarization (P wave), the ventricular depolarization
(QRS complex), and the ventricular repolarization (T wave). The ECG does
not look the same in all the leads of the standard 12 lead system used in clin-
ical practice. The polarity and the shape of the ECG constituent waves are
different depending on the lead that is used. A sample ECG wave measured
at lead II is shown in Fig. 2.1.

In a normal cardiac cycle, the P wave occurs first, followed by the QRS
complex and the T wave. The sections of the ECG between the waves and
complexes are called segments. The ECG is characterized by three segments
namely the PR segment, the ST segment and the TP segment. The charac-
teristic time periods in the ECG wave are the PR interval, the RT interval,
and the R-R interval.

Usually ECG signals are contaminated by various kinds of noise. Various
noise contaminating the ECG are described in the following section.

Power Line Interference

Power line interference consists of 60/50 Hz pickup and harmonics that
can be modeled as sinusoids and combination of sinusoids. According to
Friesen et al [1], the frequency content of this kind of noise is 60/50 Hz with
harmonics and the amplitude is 50% of peak-to-peak ECG amplitude.

Let us consider the presence of a periodic artifact with the fundamental fre-
quency of 60 Hz and odd harmonics at 180, 300, and 420 Hz. Let the sampling
frequency (fs) be 1000 Hz, and assume the absence of any aliasing error. Zeros
are then desired at 60, 180, 300, and 420 Hz, which translate to ±21.6◦, ±64.8◦,

QRS
complex R

T wave

R-R intervalPR
interval

S
Q

TP
segment

ST
segment

PR
segment

P wave

Fig. 2.1. The ECG signal
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Fig. 2.2. Result of power line interference. (a) Original signal with power line
interference. (b) Output of power line interference filter

±151.2◦, with 360◦ corresponding to 1000 Hz. The coordinates of the zeros are
0.9297±j0.3681, 0.4257±j0.9048,−0.3090±j0.9510, and −0.8763±j0.4817. The
transfer function of the filter is H(z) = G(1−1.8595 z−1+ z−2)(1−0.8515 z−1+
z−2)×(1+0.6180 z−1+ z−2)(1+1.7526 z−1+ z−2), where G is the desired gain
or scaling factor. With G computed so as to set the gain at DC to be unity,
the filter transfer function becomes H(z) = 0.6310− 0.2149 z−1 + 0.1512 z−2−
0.1288 z−3 + 0.1227 z−4 − 0.1288 z−5 + 0.1512 z−6 − 0.2149 z−7 + 0.6310 z−8.
Figure 2.2 shows the performance of the power line elimination.

Electrode Contact Noise

Electrode contact noise is transient interference caused by loss of contact
between the electrode and the skin, which can be permanent or intermittent.
The switching action can result in large artifacts since the ECG signal is
usually capacitively coupled to the system. This type of noise can be modeled
as a randomly occurring rapid baseline transition that decays exponentially to
the base line and has a superimposed 60 Hz component. According to Friesen
et al [1], the duration of the noise signal is 1 sec and the amplitude is the
maximum-recorded output with the frequency of 60 Hz.



58 N. Kannathal et al.

Motion Artifact

Motion artifacts are transient base line changes in the electrode skin
impedance with electrode motion. The shape of the base line disturbance
caused by the motion artifacts can be assumed to be a biphasic signal re-
sembling one cycle of a sine wave. The peak amplitude and duration of the
artifacts are variables. The duration of this kind of noise signal is 100–500 ms
with amplitude of 500% peak-to-peak ECG amplitude.

Muscle Contraction

Muscle contraction causes generation of artifactual millivolt level potentials.
It can be assumed to be transient burst of zero mean band limited Gaussian
noise. The variance of the distribution may be estimated from the variation
and duration of the bursts. Standard deviation of this kind of noise is 10%
of peak-to-peak ECG amplitude with duration of 50 ms and the frequency
content being dc to 10 kHz.

Base Line Wander

The baseline wander of the ECG signals causes problems in the detection
of peaks. For example, due to the wander, the T peak could be higher than
R peak, and it is detected as an R peak instead. Low frequency wander of
the ECG signal can be caused by respiration or patient movement. The drift
of the baseline with respiration can be represented as a sinusoidal component
and the frequency of respiration added to the ECG signal. The variation
could be reproduced by amplitude modulation of the ECG by the sinusoidal
component that is added to the base line. The amplitude variation is 15%
of peak-to-peak ECG amplitude and the base line variation is 15% of ECG
amplitude at 0.15 to 0.3 Hz.

These noise should be removed from ECG before extracting the charac-
teristic features. Noise removal is accomplished by passing the cardiovascular
signals through filter whose cutoff frequency is a function of the noise fre-
quency.

To solve baseline wander, median filtering can be used. The steps involved
in the implementation of baseline wander are shown in Fig. 2.3. First, the
first 200 ms of samples were extracted and sorted out in ascending order, then
its median was calculated. Then for every 200 ms of samples till the end of
the ECG signal, the same procedure was carried out. Now, these samples
are fed as input to the 600 ms window median filtering. Later, the median
value is evaluated for every 600 ms of samples. Then these median values were
subtracted from the original waveform to remove the baseline wander of the
ECG signal. Figure 2.4 shows the result of the baseline wander filter.
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Fig. 2.3. Algorithm to remove the baseline wander
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Fig. 2.4. Results of baseline wander algorithm. (a) Original signal. (b) Output of
baseline wander filter

2.2.1 Noise Filtering Technique

The first step in noise filtering is determining the frequency corresponding
to the significant characteristics of the ECG signal and the noises. From the
Fourier transform of human ECG signal it has been found that P and T wave
frequency generally lie between 0.5 and 10 Hz and QRS complex frequency
ranges between 4 and 20 Hz [2]. The P or T wave sometimes coincides with
the baseline noise having a low frequency range of 0–0.8 Hz. Hence it is very
essential to eliminate the baseline noise from ECG signals.

In order to attenuate noise, the signal is passed through a band pass filter
composed of cascaded high-pass and low-pass integer filters. The band pass
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filter is designed from a special class of digital filters that require only inte-
ger coefficients. This permits the software to do the signal processing using
only integer arithmetic and thereby permitting real-time processing. Since it
was not possible to directly design the desired band pass filter with this spe-
cial approach, the design actually consist of cascaded low-pass and high-pass
filter sections. For removing the base line wander and the AC power noise,
the algorithm of Alste and Schilder is implemented [3]. In this algorithm, a
non recursive finite impulse response (NRFIR) filter has been used with the
reduced number of taps. The basic principle behind this filtering process is
that the designed frequency response has been defined with small stop band
notches at 0 Hz to remove base line wander, as well as 50 Hz and its higher
harmonics to remove power line interference. In this algorithm, in order to
reduce the long computational time caused by the large number of multipli-
cation involved in the filtering in the time domain the property of the dis-
crete Fourier transform and symmetrical nature of the impulse response has
been used. This is achieved by the property that the phase is the linear func-
tion of frequency that corresponds with an exact delay time. The convolution
sum for the NRFIR is

y(nT) =

(M−3)
2∑

i=1

(h(i.kT) × ((n − ki)T) + x((n − k(M − 1) + ki)T))

+h

(
(M − 1)

2
kT
)
×
(

n − k
(M − 1)

2
T
)

(2.1)

where

T = sampling interval of both the input and output signal
k = 5
kT = time interval between successive impulse response coefficients
x(nT) = input signal
y(nT) = output signal
h(ikT) = filter impulse response coefficients
M = number of filter coefficients

This filter removes the baseline wander and AC power frequency noise.
But some high frequency noises like muscle noise or EMG are still present in
the ECG signal. These high frequency noises are eliminated by using another
low pass FIR filter with a cutoff frequency higher than the frequency of the
QRS complex.

2.3 QRS Complex Detection

All the required features from ECG are extracted from the filtered ECG signal.
The basic and essential component for feature extraction is the detection of
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the QRS complex i.e. locating the R point for each beat of the signal. Once R
point is determined, all other characteristic points on the wave are determined
with reference to the R point. Thus an accurate detection of the QRS complex
of the ECG is an important task in ECG analysis.

2.3.1 QRS Detection Algorithm

The algorithm used to detect QRS complexes is an adaptation of the com-
monly used real-time QRS detection algorithm developed by Pan et al [4] and
further described by Hamilton et al [5]. It recognizes QRS complexes based
on analysis of the slope, amplitude and width.

Figure 2.5 shows the various processes involved in the analysis of the ECG
signal. In order to isolate the portion of the wave where QRS energy is pre-
dominant, the signal is passed through a band pass filter composed of cascaded
high-pass and low-pass integer filters. Then the signal is subjected to differ-
entiation, squaring, time averaging and finally peak is detected by applying
threshold.

The band pass filter is designed from a special class of digital filters that
require only integer coefficients. Since it was not possible to directly design
the desired band pass filter with this special approach, the design actually
consist of cascaded low-pass and high-pass filter sections.

The next processing step is differentiation, a standard technique for finding
the high slopes that normally distinguish the QRS complexes from other ECG
waves. To this point in the algorithm, all the processes are accomplished by
linear digital filters.

The differentiated waveform is subjected to a nonlinear transformation.
The nonlinear transformation involves point-by-point squaring of the signal
samples. This transformation serves to make all the data positive prior to
subsequent integration, and also accentuates the higher frequencies in the
signal obtained from the differentiation process. These higher frequencies are
normally characteristic of the QRS complex.

Low Pass 
Filter

d[ ]
dt

[ ] 2High Pass 
Filter

x(n) y(n)

z(n)ECG d[ ]
dt

1
32 Σ

n =1

32

Fig. 2.5. Block diagram of the QRS detector. z(n) is the time averaged signal. y(n)
is the band passed ECG. x(n) is the differentiated ECG
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The squared waveform passes through a moving window integrator. This
integrator sums the area under the squared waveform over a 150 msec interval,
advances 1 sample interval and integrates the new 150 msec window. The
width of the window was chosen to be long enough to include the time duration
of extended abnormal QRS complexes, but short enough so that it does not
overlap both the QRS complex and the T wave.

Adaptive amplitude threshold applied to the band pass filtered waveform
and to the moving integration waveform are based on continuously updated es-
timate of the peak signal level and the peak noise. After preliminary detection
by the adaptive thresholds, decision processes make the final determination as
to whether or not detected event was a QRS complex. A measurement algo-
rithm calculates the QRS duration after the detection of each QRS complex.
Thus two waveform features are available for subsequent analysis, RR interval
and QRS duration.

Band Pass Integer Filter

The band pass filter for the QRS (heart rate) detection algorithm reduces noise
in the ECG signal by matching the spectrum of the average QRS complex.
Thus it attenuates T wave interference as well as noise. The pass band that
maximizes the QRS energy is approximately in the 5–15 Hz range. The filter
implemented in this algorithm is a recursive integer filter in which poles are
located to cancel the zeros on the unit circle of the z plane. A low pass filter
and a high pass filter are cascaded to form the band pass filter.

Low Pass Integer Filter

The transfer function of the second order low pass filter is

H(z) =
(1 − z−6)2

(1 − z−1)2
(2.2)

The difference equation of this filter is

y(nT) = 2y(nT−T)−y(nT−2T)+x(nT)−2x(nT−6T)+x(nT−12T) (2.3)

High Pass Integer Filter

The high pass filter is implemented by subtracting a first order low pass filter
from an all pass filter with delay shown in the Fig. 2.6.

The low pass filter is an integer coefficient filter with the transfer function

Hlp(z) =
Y(z)
X(z)

=
(1 − z−32)
(1 − z−1)

(2.4)
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Fig. 2.6. High pass filter

The difference equation of the transfer function is

y(nT) = y(nT − T) + x(nT) − x(nT − 32T) (2.5)

The high pass filter is obtained by dividing the output of the low pass filter by
its dc gain and then subtracting from the original signal. The transfer function
of the high pass filter is

Hhp(z) =
P(z)
X(z)

= z−16 − Hlp(z)
32

(2.6)

The difference equation for this filter is

p(nT) = x(nT − 16T) − (1/32)[y(nT − T) + x(nT) − x(nT − 32T)] (2.7)

Derivative

After the signal has been filtered it is then differentiated to provide infor-
mation about the slope of the QRS complex. A five-point derivative has the
transfer function

H(z) = 0.1(2 + z−1 − z−3 − 2z−4) (2.8)

This derivative is implemented with the difference equation

y(nT) = (1/8)[2x(nT) + x(nT − T) + x(nT − 3T) − 2x(nT − 4T)] (2.9)

The fraction 1/8 is an approximation of the actual gain of 0.1. This derivative
approximates the ideal derivative in the dc through 30 Hz frequency range.

Squaring Function

The squaring function that the signal passes through is a nonlinear operation.
The equation that implements this operation is

y(nT) = [x(nT)]2 (2.10)

This operation makes all data points in the processed signal positive and it
amplifies the output of the derivative process nonlinearly. It emphasizes the
higher frequencies in the signal that are mainly due to the QRS complex.
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Moving Window Integral

The slope of the R wave alone is not a guaranteed way to detect a QRS event.
Many abnormal QRS complexes that have large amplitude and long duration
(not very steep slopes) might not be detected using information of the R wave
only. Thus we need to extract more information from the signal to detect a
QRS event. Moving window integration extracts features in addition to the
slope of the R wave. It is implemented with the following difference equation

y(nT) = (1/N)[x(nT − (N− 1)T) + x(nT− (N− 2)T) + · · ·+ x(nT)] (2.11)

where N is the number of samples in the width of the moving window. The
width of the window should be approximately the same as the widest possible
QRS complex. If the size of the window is too large the integration waveform
will merge the QRS and T complexes together. On other hand, if the size of
the window is too small, a QRS complex could produce several peaks at the
output of the stage. The width of the window should be chosen experimentally.

QRS Detection Using Adaptive Thresholds

R peak is then detected using an upward and downward threshold. The thresh-
olds are calculated using running estimates of signal peak and noise peak.
Signal peaks are defined as those of the QRS complex and the noise peaks are
those of the T waves, muscle noise etc. After the ECG has passed through
various filter stages, its signal to noise ratio increases. Hence the thresholds
can be chosen above the noise peak levels. It increases the overall sensitivity of
the detector. Two sets of thresholds are used, each of which has two threshold
levels. The set of thresholds that is applied to the waveform from the moving
window integrator is given by

SPKI = 0.125PEAKI + 0.875 SPKI if PEAKI is the signal peak
NPKI = 0.125PEAKI + 0.875NPKI if PEAKI is the noise peak
THRESHOLD I1 = NPKI + 0.25(SPKI–NPKI)
THRESHOLD I2 = 0.5THRESHOLD I1

where

PEAKI is the overall peak
SPKI is the running estimate of the signal peak
NPKI is the running estimate of the noise peak
THRESHOLD I1 is the first threshold applied
THRESHOLD I2 is the second threshold applied

A peak is determined when the signal changes direction within a certain
time interval. Thus, SPKI is the peak that the algorithm has learned to be
that of the QRS complex, while NPKI is any peak that is not related to the
signal of interest. It can be seen from the above equations that the new values
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of thresholds are calculated from the previous ones. In this way, the thresholds
are dynamically adjusted to improve detection.

Whenever a new peak is detected it must be categorized as a signal peak
or noise peak. If the peak level exceeds the THRESHOLD I1 during the first
analysis of the signal, it is detected as a signal peak. A refractory pause of
200 ms is introduced after detection to minimize the detection of the same
QRS complex second time.

2.4 Detection of QRS Complex Onset and Offset

The detection of QRS complex generally implies the detection of R peak of
QRS complex, which can be used as the reference for extraction of various
features on each beat of the ECG signal. To know the QRS complex in its
entirety, recognition of the onset and offset is necessary in most types of
computer based ECG analysis. QRS onset is generally defined as the beginning
of the Q wave or R wave, if no Q wave is present. QRS offset is defined as the
end of the S wave [6] if no S wave is visible. QRS delineation is moreover a
prerequisite in certain schemes for the classification of different morphologies
found. In such schemes, the features, which characterize the QRS complex,
are computed with respect to the delineated interval.

Automatic detection of QRS onset and offset points with reasonable accu-
racy has been a difficult task. The problem is additionally complicated by the
presence of power line interference and baseline wander in the original signal.
Estimation of QRS onset and offset in multiple lead recordings is based on
a delineation function, which is obtained by combining different leads. The
function commonly employed is the spatial velocity. The recognition is done
by a simple threshold or a template matching technique. Kenneth in 1982 [7]
determined the onset as the intersection of the closest fit of a line having a
slope of an R wave wall and the base of the wall considered with some offset
from the baseline. The slope of the R wave onset and termination walls have
been measured by the rule activation, which was used to detect them. This
method is time consuming. Leif Sornomo [8] has determined the onset and
offset using a maximum likelihood procedure based on the statistical models
for the low frequency and high frequency segments of the ECG. A commer-
cially available software product [9] determines the onsets and offsets by an
analysis of the simultaneous slopes in all 12 leads. That is, the QRS dura-
tion is measured from the earliest onset in any lead to the latest deflection
in any lead. Lin et al [10] detected onset and offset based on a thresholding
technique. This method may be sensitive to noise mainly the baseline noise,
which cannot be eliminated without distorting P waves.

In this chapter, we have detected edges as the point with zero slope when
there is a sudden change and by a minimum distance method otherwise. The
edges are assumed to lie within a window length of 50 samples taken symmet-
rically around the R peak. 50 samples correspond to the maximum possible
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edge distance from the peak, which has been computed from the physiological
study of ECG and the sampling frequency of the ECG signal. To find whether
a beat has a sharp change or not, the signal values were converted to a three-
pulse code train after finding the finite differences. If [y1, y2, y3, . . . , yi, . . . , yn]
are the filtered signal samples defined at time t1, t2, t3, . . . , etc. then the finite
differences are defined as

dyi = yi+1 − yi. (2.12)

For easy analysis purpose the signal samples were then converted into a train
of three-pulse code train,

sl =
1, if dyi > 0
0, if dyi = 0
−1, if dyi < 0

(2.13)

Presence of sharp changes was detected as change from −1 and 0 to 1 or vice
versa (i.e. change in sign). A sharp change is defined as a point with sudden
change to zero or negative slope is considered as an edge. But if no sharp
changes were present in the signal, edge is detected as the minimum distance
from the projected origin. The projected origin is the point of intersection
of vertical projection from the peak on to the time axis and the horizontal
projection from the edges of the window on the vertical projection. For onset,
the edge of the window is taken as the beginning of the window whereas
finding offset is taken as the end of the window. If this point is defined as
(px, py), the distance matrix comprising of distance of all signal points within
the window length to the projected origin can be calculated as

disi = sqrt((ti − px)2 + (yi − py)2). (2.14)

The edge is then defined as [yi, ti] with minimum disi. The validity of the
edge as a true edge was checked by using angle criteria. The angle is found
between the points at which edge is detected and the fifth sample from that
point. The edge was declared as true edge if the angle is less than 8 degrees.
In case of false detection the minimum distance method was repeated with
this point (point at which angle is found to be greater than 8 degrees) as the
end of the window. By detecting the onset and offset of QRS complex, QRS
duration is determined.

2.5 ST Segment Analyzer

The isoelectric period (ST segment) following the QRS is the time, at which
the entire ventricle is depolarized and roughly corresponds to the plateau
phase of the ventricular action potential. The ST segment is important in the
diagnosis of ventricular ischemia or hypoxia because under those conditions,
the ST segment can become either depressed or elevated.
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Fig. 2.7. ECG signal indicating ST area

The J point (shown in Fig. 2.7) is the first inflection point after the S point
or may be the S point itself in certain ECG waveforms. The T wave peak is
the maximal absolute value, relative to the isoelectric line between J + 80ms
and R + 400ms. The onset of the T wave, the T point, is found by looking
for a 35 ms period on the R side of the T wave which has values within one
sample unit of each other. The T point is among the most difficult features
to identify. If it is not detected, it is assumed to be J + 120ms.

Having identified various ECG features, ST segment measurements are
made using a window search method. Two boundaries, the J + 20ms and
the T point, define the window limits. The point of maximal depression or
elevation in the window is then identified.

ST segment length is defined as the distance between the J point and
the T point. In addition to the ST segment length, several other parameters
are calculated. The ST segment deviation can be expressed as the polarity of
change relative to the isoelectric line. The ST slope is defined as the amplitude
difference between the ST segment point and the T point divided by the cor-
responding time interval. The ST area is calculated by summing all sample
values between the J and T points after subtracting the isoelectric line value
from each point. RT interval is defined as the time between the R peak and
the corresponding T peak.

2.6 Complexity Analysis of ECG Signal

Physiological signals such as ECG have a wide variety of forms. To describe
them, traditional features discussed previously using amplitude and frequency
information is not sufficient. This is because the signals of different band-
width cannot be compared. In addition such measures do not allow compari-
son within the same subject groups. The absolute frequency of rhythms may
differ within the same subject group due to various reasons. Hence some other
features are also determined.

When visually inspecting the ECG signals, one of the first impression they
give to the observer is the complexity. Some beats appear at random while
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others seem to demonstrate a reappearance of certain patterns at various
intervals. In medical research, signal variability or system complexity has been
correlated with physiological signal conditions. Direct assessment of signal
complexity thus offers certain advantages in clinical research. First complexity
is an intuitive description and thus eases the interpretation of measurement
results. Second, as mentioned, invariant measures allow comparison across
different patient population as they are insensitive to absolute measurements
of amplitude and frequency.

ECG being nonlinear, non-stationary signal, a number of measures of this
complex time series have been developed based on the concepts of nonlinear
dynamics like Lypanov exponents, correlation dimension etc, to classify nor-
mal/abnormal beats. In this chapter, two measures of clustering the beats in
terms of their complexity is used. One of these measures is defined in frequency
domain and the other is defined in time domain. Complexity in frequency do-
main is known as spectral entropy whereas in time domain it is known as
temporal complexity.

ECG signal is analyzed in a beat wise manner. Once the boundary of QRS
complex is known each beat is analyzed in two groups, one containing the
QRS complex and other containing the P & T segments.

2.6.1 Spectral Entropy

Spectral entropy quantifies the spectral complexity of the time series. A variety
of spectral transformations exist. Of these the Fourier transformation (FT) is
most probably the well-known transformation method from which the power
spectral density (PSD) can be obtained. The PSD is a function that repre-
sents the distribution of power as function of frequency. Thus normalization of
PSD with respect to the total spectral power will yield a probability density
function. Application of Shannon’s channel entropy gives an estimate of the
spectral entropy of the process where entropy is given by

H =
∑

f

pf log

(
1
pf

)
(2.15)

where pf is the pdf value at frequency f . Heuristically the entropy has been
interpreted as a measure of uncertainty about the event at f . Thus entropy
H may be used as a measure of system complexity. This spectral entropy H is
computed for the two groups of each beat.

2.6.2 Temporal Complexity

Lempel and Ziv define temporal complexity for a string length of width n as

c(n) =
h · n
logkn

(2.16)
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where k denotes the number of different characters used to represent the string
length and h denotes the normalized source entropy, expressed as

h = (−1/log n)Σi pi log pi. (2.17)

Thus h is determined by the probability pi for each state i. In finding the
temporal complexity for each of the components of the individual beats, the
string length is defined with width equal to length of the corresponding com-
ponents. The string length was defined using binary digits with two characters
1 and 0. For a string length within the boundary of QRS complex originally
defined as x1, x2, . . . , xn with

xm = (1/n)Σixi. (2.18)

After the binary transformation, it is defined as s1, s2, . . . , sn, where si is
obtained as

si =
1, if xi ≥ xm

0, if xi < xm
(2.19)

The probability pi for each state is defined as

pi = (1/n)Σi si, for si = 1. (2.20)

Temporal complexity c(n) was computed in a similar manner for signal length
consisting of P and T wave.

2.7 Sample Results and Discussion

The various signal-processing techniques for extracting characteristic features
of ECG have been discussed. These characteristic features are used to rep-
resent significant characteristics of the signal for detection and diagnosis of
cardiac abnormalities. The effectiveness of the techniques is demonstrated in
this section. For ease of discussion we have considered three cases case K1024
(Class N), K6528 (Class A) and K9956 (Class C) and the results obtained on
applying various techniques of feature extraction such as Noise filtering, QRS
complex detection, QRS onset and offset detection, ST segment analyzer are
given in this section.

2.7.1 Noise Filtering

The first step in noise filtering involves the elimination of most commonly
present noise such as the baseline wander and the AC power noise. Baseline
noise falls in the frequency band of 0 Hz and AC power noise is in the re-
gion of 50 Hz and its harmonics. According to the recommendations made
by American Heart Association for ECG recordings, in the lower frequency
region, the frequency components above 0.5 Hz should not be removed. Hence
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the cutoff frequency is chosen as 0.5 Hz to remove the baseline noise. In ECG
the typical high frequency component is the QRS complex which is about
20 Hz. To remove the high frequency noises including the power noise the
cut off frequency is chosen in the present study as 21 Hz. The actual and fil-
tered output for Class N, Class A and Class C ECG’s are shown below in
Figs. 2.8–2.12. As seen from Figs. 2.9, 2.11, and 2.12, we can note that filter
removes the baseline wander and attenuates the noise components without
any significant distortion in characteristic points or the geometry of the ECG
signal. From Fig. 2.12, we can note that even for Class C life-threatening
ECG signals, the performance of the filter is good and is able to successfully
remove most of the noise components while maintaining the morphology of
the signal.

2.7.2 QRS Complex Peak Detection

The main component of ECG signal processing is the QRS complex detection.
The implementation results of the QRS detection algorithm are shown in
Figs. 2.13 and 2.14.

On implementation of the QRS detection algorithm the R peak is deter-
mined. Figures 2.15–2.17 shows the R peaks superimposed on the signal for
Class N, Class A and Class C ECG, respectively.
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Fig. 2.16. QRS peak detection for Class A ECG signal (K6528)
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Once R peak is detected the R-R interval is determined. R-R interval is
the time interval between the two consecutive R peaks. The heart rate is
determined from the R-R interval as

Heart Rate = (360/R − R interval in samples)∗60 beats/min (2.21)

2.7.3 Detection of QRS Complex Onset and Offset

Once R peak is known, the next task is to find the QRS complex in its entirety
for further analysis. This also helps to determine the irregularity of the QRS
complex. Figures 2.18–2.20 shows the onset and offset of QRS complex in
Class N, Class A and Class C ECG signals, respectively. Once the onset and
offset points of the QRS complex is detected, QRS width can be determined.
QRS width is the time interval between QRS onset and QRS offset. The onset
and offset points are also used as the boundary points of the QRS complex
for complexity analysis.

2.7.4 ST Segment Detection

The ST segment detection process was discussed in Sect. 2.5. This method
detects the start and end points of ST segment that provide useful information
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Fig. 2.18. Onset and offset of QRS complex in Class N ECG signal (K1024)
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Fig. 2.19. Onset and offset of QRS complex in Class A ECG signal (K6528)
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for ECG analysis. Figures 2.21–2.23 show the start and end points of the ST
segment superimposed on the ECG signal. Once the start and end points of the
ST segment are determined, the characteristic features of the ST segment such
as ST segment width, ST segment slope, ST segment deviation, ST segment
region area are determined.

2.7.5 T Peak Detection

The peak of the T wave in ECG is determined to find the RT interval. RT
interval is the time interval between the R peak and the T peak of the same
beat of ECG signal. The detected T peaks superimposed on the signal for
Class N, Class A and Class C ECG signals are shown in Figs. 2.24–2.26.

The thirteen characteristic features obtained from each beat of the ECG
signal can be used for classification purposes. The thirteen characteristic fea-
tures are

a. HR – Heart Rate
b. ΔHR – Change in Heart Rate
c. ωqrs – QRS complex width
d. hqrs – Normalized source entropy for QRS complex
e. hp – Normalized source entropy for ST wave
f. cqrs – Complexity parameter for QRS complex
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Fig. 2.21. ST segment detection for Class N ECG signal (K1024)
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Fig. 2.22. ST segment detection for Class A ECG (K6528)
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Fig. 2.23. ST segment detection for Class C ECG (K9956)
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Fig. 2.25. T peak detection for Class A ECG (K6528)
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Fig. 2.26. T peak detection for Class C ECG (K9956)

g. cst – Complexity parameter for ST wave
h. H – Spectral entropy
i. τRT – RT interval
j. ρST – ST segment length
k. φ – ST segment deviation
l. θ – ST segment angle of deviation and
m. A – ST segment area.

These features can be fed to neural network, fuzzy logic or any other clas-
sifier and diagnostic decisions can be made. These features can be extracted
from lead II ECG and are very helpful in diagnostics using portable ECG
recording instruments.
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Prediction of Cardiac Signals Using Linear
and Nonlinear Techniques

N. Kannathal, U. Rajendra Acharya, Lim Choo Min and Jasjit S. Suri

Analysis of variations in the instantaneous heart rate time series using the
beat-to-beat RR-intervals (the RR tachogram) is known as heart rate vari-
ability (HRV) analysis [1, 2]. HRV analysis has been shown to provide an
assessment of cardiovascular disease [3]. The heart rate may be increased
by slow acting sympathetic activity or decreased by fast acting parasympa-
thetic (vagal) activity. The balance between the effects of the sympathetic and
parasympathetic systems, the two opposite acting branches of the autonomic
nervous system, is referred to as the sympathovagal balance and is believed
to be reflected in the beat-to-beat changes of the cardiac cycle [1]. The heart
rate is given by the reciprocal of the RR-interval in units of beats per minute.
Spectral analysis of the RR tachogram is typically used to estimate the effect
of the sympathetic and parasympathetic modulation of the RR-intervals. The
two main frequency bands of interest are referred to as the LF band (0.04–
0.15 Hz) and the HF band (0.15–0.4 Hz) [2]. Sympathetic tone is believed to
influence the LF component, whereas both sympathetic and parasympathetic
activities have an effect on the HF component [1]. The ratio of the power
contained in the LF and HF components has been used as a measure of the
sympathovagal balance [1, 2].

The spectral analysis of beat-to-beat HRV is a well-established non-invasive
way to investigate the autonomic control of the cardiovascular system [4, 5].
Previous studies in humans [6–8] showed the power spectrum to be character-
ized by three main components. These are high frequency component (HF),
centered at the respiration rate; a low or middle frequency component (LF
or MF) that is related to the vasomotor activity regulating arterial blood
pressure (ABP); and a very-low frequency component (VLF) most likely
related to thermoregulation. Either non-parametric methods, based on the
fast Fourier transform algorithm (FFT) [6, 8], parametric methods, based on
autoregressive models (AR) [7], moving averaging (MA) and autoregressive
moving average models (ARMA) have been used in the previous studies.
Methods based on FFT have some technical limitations such as (a) the use of
deterministic algorithms that, in principle, are applicable only to periodical
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phenomena, (b) the need of windowing the data, and (c) uncertainty in
defining the relative power of the various spectral components [7, 9, 10]. The
AR-based methods avoid some of these limitations because they do not
require windowing or filtering the data, that are applicable to non-periodic
phenomena and allow autonomic computation of central frequency and power
of the principal spectral components [7, 9]. Nihal et al have compared the
FFT and AR based sonogram outputs and have explained the advantages of
the 20 MHz pulsed Doppler data in real time [11]. Natalucci et al have used
the parametric analysis technique to study the heart rate variability in anaes-
thetized rats [12]. Recently, Dingfei et al have used autoregressive modeling
(AR) technique to classify normal sinus rhythm (NSR) and various cardiac
arrhythmias including atrial premature contraction (APC), premature ven-
tricular contraction (PVC), supraventricular tachycardia (SVT), ventricular
tachycardia (VT) and ventricular fibrillation (VF) from the ECG signal [13].
Inan Guler et al have used AR methods for the determination of Behcet dis-
ease [14]. Elif Derya et al have studied the spectral analysis of internal carotid
arterial Doppler signals using FFT, AR, MA and ARMA methods [15].

Recently, a new approach for the discrimination among VF, VT and
SVT has been developed using a total least squares-based Prony modeling
algorithm [16]. Two features, energy fractional factor (EFF) and predomi-
nant frequency (PF) were derived from the total least squares based Prony
model. AR modeling has been used extensively to model heart rate variability
(HRV) and for power spectrum estimation of ECG and HRV signals [17–21].
Amplitude modulated sinusoidal signal model, which is a special case of the
time-dependent AR model have been applied to modeling ECG signals [17].
Adaptive AR modeling with Kalman filtering has also been used [20]. Parame-
ters extracted from AR modeling have been used for arrhythmia classification
in conjunction with other features [22]. It was suggested that increasing the
model order would not reduce the prediction error, implying that a linear
predictor order of two is sufficient for fast cardiac arrhythmia detection [23].
Acharya et al have explained all the different types of linear, frequency and
non-linear techniques, available for the analysis of heart rate signals [24].

Nonlinear additive autoregressive model-based data analysis was used
in the diagnostic analysis of short-term heart rate variability [25]. For this
purpose, a nonlinear regression approach, namely, the maximal correlation
method is applied to the data of 37 patients with dilated cardiomyopathy as
well as of 37 age- and sex-matched healthy subjects. They found that, this
approach is a powerful tool in discriminating both groups and promising for
further model-based analyses. The R-R interval series, specific to the pre-ictal
period, was sought by applying an unsupervised fuzzy clustering algorithm
to the N-dimensional phase space of N consecutive interval durations or the
absolute value of duration differences [26]. Forecasting success was about 86
and 82%, respectively, at times ranging from 10 min to 30 s prior to seizure
onset.



3 Prediction of Cardiac Signals 85

HRV Signal Model

Signal modeling is a basic method in signal processing. Once the model of
a signal is identified, the characteristics of signal can be easily controlled by
changing the parameters of this model. The simulated signal can then be used
to validate and compare various signal processing algorithms. In addition, if
the model does faithfully reflect the physiological process of the signal, then
it can be used to study the physiological mechanism of this signal.

Extracting useful clinical information from the real (noisy) ECG requires
reliable signal processing techniques. These include R-peak detection, QT-
interval detection, and the derivation of heart rate and respiration rate from
the ECG. The variability of these RR-intervals reveals important information
about the physiological state of the subject. At present, new biomedical sig-
nal processing algorithms are usually evaluated by applying them to ECGs
acquired from real patients. Usually it will be of short duration not suffi-
ciently enough for the evaluator to decide on the accuracy and reliability of a
given algorithm. To facilitate this evaluation, it is required to generate longer
duration signals from these short duration signals while preserving the time
domain and frequency domain characteristics of the signal.

A realistic artificial biomedical signal generator that is able to encompass
the range of signals observed for both normal and abnormal subjects is there-
fore a useful tool. Furthermore, the ability to rapidly create a regeneratable
time series, enables a researcher to quickly prototype applications and test
theories on both normal and abnormal signals.

This chapter deals with the linear and nonlinear models for generating a
synthetic HRV signal with realistic and prescribed heart rate dynamics. The
model is to provide a standard realistic HRV signal with known characteris-
tics. The main characteristics of an HRV signal are, in the time domain, the
signal is neither periodic nor completely random and in the frequency domain,
the signal consists mainly of three spectral peaks, i.e., a high frequency (HF)
peak around 0.20 Hz, a low frequency (LF) peak around 0.10 Hz, and a very
low frequency (VLF) peak, which is also called the l/f component because its
spectral magnitude increases with the decrease of frequency. Thus, the simu-
lated HRV signal must at least be able to reveal the following characteristic
parameters: the HF component frequency, the LF component frequency, and
the parameters governing the l/f spectrum of the VLF component.

The commonly used frequency domain measure for HRV signal is the
low frequency/high-frequency (LF/HF) ratio, defined as the ratio of power
between 0.015–0.15 Hz and 0.15–0.4 Hz in the RR tachogram. HRV analysis
has been shown to provide an assessment of cardiovascular disease. The heart
rate may be increased by slow acting sympathetic activity or decreased by
fast acting parasympathetic (vagal) activity. The balance between the effects
of the sympathetic and parasympathetic systems, the two opposite acting
branches of the autonomic nervous system, is referred to as the sympathova-
gal balance and is believed to be reflected in the beat-to-beat changes of the
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cardiac cycle. The heart rate is given by the reciprocal of the RR-interval in
units of beats per minute. Spectral analysis of the RR tachogram is typically
used to estimate the effect of the sympathetic and parasympathetic modula-
tion of the RR-intervals. The ratio of the power contained in the LF and HF
components has been used as a measure of the sympathovagal balance.

Generating a long duration HRV signal from the given short duration
signal facilitates a comparison of different signal processing techniques. The
HRV signal generated with the prescribed time domain and frequency domain
characteristics can be used for diagnostic purposes by predicting the nature
of the HRV signals. The model can also be used for numerous applications
such as (1) the synthetic HRV could be used to assess the effectiveness of
different techniques for noise and artifact removal. These could be evaluated
by adding noise and/or artifact onto the synthetic signal and then comparing
the original with the processed signal. (2) Abnormal morphological changes
could be introduced to the lead signal and the long term changes could be
observed. (3) Abnormal beats can be predicted on a long run and used for
diagnostic purposes.

In this chapter, a detailed discussion is carried out on the prediction of
heart rate signals using auto regressive (AR) (Burg’s method), and recursive
neural network (RNN) (Elman’s method). The stimulated signal is validated
using the frequency domain measures of LF and HF components. The per-
formance of the prediction methods is evaluated using the Normalized Root
Mean Square Error (NRMSE) and the signal to noise ratio (SNR).

3.1 Data Acquisition and Preprocessing

ECG data for the analysis and classification was obtained from the MIT-BIH
arrhythmia database, the MIT-BIH Ventricular Arrhythmia database and the
MIT-BIH supraventricular arrhythmia database [27]. Various ECG segments
were selected from the databases for modeling and classification. The data set
included around 200 segments each of Normal Sinus Rhythm (NSR) ECGs,
Preventricular Contraction (PVC), Complete Heart Block (CHB), Sick Sinus
Syndrome (SSS), Left Bundle Branch Block (LBBB), Ischemic/Dilated Car-
diomyopathy, Atrial Fibrillation (AF), Atrial Premature Contraction (APC)
and Ventricular Fibrillation (VF). The sampling frequency of the data from
the MIT-BIH Arrhythmia database was 360 Hz, the sampling frequency of the
data from the MIT-BIH ventricular arrhythmia database was 250 Hz and the
sampling frequency of the data from the MIT-BIH supraventricular arrhyth-
mia was 128 Hz. The data from the MIT-BIH arrhythmia and supraventricular
arrhythmia databases were re-sampled so that all the data used in the analy-
sis had a sampling frequency of 250 Hz. The ECG signals were preprocessed
to remove noise due to power line interference, respiration, muscles tremors,
spikes, etc., and to detect the R peaks in the ECG signals. The R peaks of
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Table 3.1. Number of datasets in each category

Class No. of datasets

Left bundle branch block 40
Normal sinus rhythm 90
Preventricular contraction 70
Atrial fibrillation 50
Ventricular fibrillation 45
Complete heart block 45
Isc./dil. cardiomyopathy 45
Sick sinus syndrome 45

ECG were detected using Tompkins’s algorithm [28–30]. Table 3.1 shows the
number of data set in each cardiac class. The interval between two successive
R peaks is defined as the RR interval (tr−r seconds) and the heart rate (beats
per minute) is given as:

HR = 60/tr−r (3.1)

The heart signal is generated from ECG signal by using the instantaneous
heart rate values.

For the purpose of this study, the cardiac disorders are classified into eight
categories namely:

(1) Normal sinus rhythm (NSR)
(2) Preventricular contraction (PVC)
(3) Complete heart block (CHB)
(4) Sick sinus syndrome (SSS)
(5) Atrial fibrillation (AF)
(6) Ventricular fibrillation ( VF)
(7) Ischemic/dilated cardiomyopathy
(8) Left bundle branch block (LBBB)

The number of datasets used for the analysis in each category is given in
Table 3.1. These cardiac abnormalities are discussed in detail in Chap. 2.

3.2 Modeling Techniques

Signal modeling deals with the representation of signals in an efficient man-
ner. In general, there are two steps in the modeling process. The first is to
choose an appropriate parametric form for the model. In this chapter, the
model used is one that represents a signal as the output of a causal linear
shift-invariant filter that has a rational system function. Once the form of
the model has been selected, the next step is to find the model parameters
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that provide the best approximation to the given signal. There are, however,
many different ways to define, what is meant by the best approximation and,
depending upon the definition that is used, there will be different solutions to
the modeling problem along with different techniques for finding the model
parameters. Therefore, in developing an approach to signal modeling, it will be
important not only to find a model that is useful, i.e., works well, but one that
has a computationally efficient procedure for deriving the model parameters
from the given data.

3.2.1 Linear Method

Linear modeling techniques are based on the estimation of a linear time-
invariant model that has white noise as input and the signal to be analyzed as
output. There are power spectrum estimate methods that use models without
zeros (AR) and models without poles (MA). Auto-regressive models lead to
power spectrum with sharp peaks, and better suited for electric motors fault
detection. Moreover the linear equations, to find the coefficients of AR mod-
els, are simpler to be solved. The AR methods tested are the Yule-Walker,
Burg, covariance, and modified covariance methods. The Yule-Walker and
covariance methods solve the set of linear equations by minimizing the forward
prediction error in the least squares sense. The Burg and modified covariance
methods solve the set of linear equations by minimizing the forward and
backward prediction errors in the least squares sense. The Yule-Walker and
Burg approaches always guarantee a stable model. Unfortunately, the perfor-
mance of the Yule-Walker approach degrades when the number of samples
decreases. The covariance-based approaches perform well, when the order of
the filter chosen is smaller than the number of sinusoids actually present in
the analyzed signal. The Burg’s approach yields a more stable and robust AR
model parameters.

AR Method

The autoregressive (AR) model [9,31] is one of the linear prediction formulas
that attempt to predict an output yn of a system based on the previous inputs
(xn, xn−1, xn−2, . . .). It is also known in the filter design industry as an infinite
impulse response filter (IIR) or an all pole filter, and is sometimes known as
a maximum entropy model in physics applications. The definition used here
is as follows

y(t) =
m∑

i=1

a(i) · x(t − i) + ε(t) (3.2)

where a(i) is the autoregression coefficient, x(i) is the series under investiga-
tion, ε(t) is the output of uncorrelated errors and m is the order (length) of
the filter which is generally less than the length of the series. The noise term or
residue, epsilon in the above, is almost always assumed to be Gaussian white
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noise. The current term of the series can be estimated by a linear weighted sum
of previous terms in the series. The weights are the autoregression coefficients.
The problem in AR analysis is to derive the “best” values for a(i) given a series
x(i). The majority of methods assume the series x(i) is linear and stationary.
By convention the series x(i) is assumed to be zero mean, if not this is simply
another term a(0) in front of the summation in the equation above.

The power spectrum of a mth order autoregressive process is

PBU
xx (f) =

�
⇀

Em∣∣∣∣1 +
m∑

k=1

�
am(k) e−j2πfk

∣∣∣∣
2 (3.3)
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�
⇀

Em is total least square error. The Burg method results in high reso-
lution and yields a stable AR model.

It is essential to choose the appropriate model order. The order of the AR
model has a major effect on the spectral estimate for the time series. Too low
order will result in a smoothed spectrum and too high order will increase the
resolution of the spectrum and introduce spurious peaks. The estimate for the
power associated with the single component is also dependent on the order
that is selected. The orders p = 15-20 are often satisfactory for heart rate
signal prediction. Several penalty function methods for model order selection
exist that utilize the prediction error variance such as FPE (final prediction
error) and AIC (Akaike information criteria) [32].

The order of the model was chosen as the one that minimizes the Akaike
information criterion (AIC) figure of merit [33]:

AIC(m) = N.In

(
∧
λ

2
)

+ 2m (3.4)

where N is the number of data samples and
∧
λ

2

is the estimated white noise
variance. In this work the order of the AR model is taken as: p = 16 [34].

3.2.2 Nonlinear Method

In conventional modeling, it is assumed that the signal is the output of a
linear system driven by random noise. In other words, signals are treated as
realizations of some random process and the underlying systems are mod-
eled as linear [9,35]. After the discovery of chaos, some deterministic systems
with few degrees of freedom which without any random input can produce
signals that exhibit uncertainty and poses noise like spectra. These systems
are named chaotic dynamical systems [36]. A chaotic system is a nonlinear
dynamical system and the uncertainty existing in its output is originated
from the system dynamics instead of an external driving force. Therefore, it is
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appropriate to apply nonlinear methods to model the underlying dynamics of
the chaotic signal such as the heart rate signal. Since the heart rate signal is a
chaotic signal, a nonlinear model can be expected to out perform the nonlinear
model.

Artificial Neural Networks (ANN) is a powerful nonlinear modeling tool.
An artificial neural network can be regarded as a dynamical system [37].
The relaxation of the neural networks can exhibit a rich variety of dynamical
behavior [38, 39]. This property is highly desirable in dynamic modeling to
preserve the dynamics of the original system. The advantage of ANN is their
ability to generalize what they learn during training to new situations. If the
signal to be modeled is noisy and has finite length, it is desirable that a model
is able to interpolate and extrapolate the mapping from the training examples
in a sensible way. Due to their plasticity, function approximation capability,
wide spectrum of possible dynamics and generalization capability, ANNs are
often used as a nonlinear modeling tool.

There are several architectures available on the neural networks in lit-
erature. Recurrent neural networks (RNN) involving dynamic elements and
internal feedback connections have been considered to be more suitable for
nonlinear modeling purposes [40]. In the last few years, various works have
been presented showing that recurrent neural network are quite effective in
modeling nonlinear dynamical systems [41,42]. The critical issue in the appli-
cation of RNN is the choice of network architecture and the suitable training
algorithm. For the application of modeling heart rate signals, a recurrent
Elman network using backpropagation algorithm is chosen.

Recurrent Neural Network (Elman) Method

Feedforward neural networks have been successfully used to solve problems
that require the computation of a static function, i.e., a function, whose
output depends only upon the current input, and not on any previous inputs.
In the real world however, one encounters many problems which cannot be
solved by learning a static function because the function being computed
changes with each input received. In such cases, system needs to predict the
outputs with some knowledge of how the past inputs affect the processing
of the present input, as well as a way of storing the past inputs. In other
words such a system must have a memory of the past input and a way to
use that memory to process the current input. It should be clear from the
architecture of feedforward neural networks, that past inputs have no way
of influencing the processing of future inputs. This situation can be rectified
by the introduction of feedback connections in the network. Now network
activation produced by past inputs can cycle back and affect the processing
of future inputs. The class of neural networks which contain feedback connec-
tions are called recurrent neural networks (RNNs). While the set of topologies
of a feedforward networks is fairly constrained, but, RNN can take on any
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arbitrary topology, as any node in the network may be linked with any other
node (including itself). The only requirement, we make is that the network
have clearly defined input and output nodes.

Recurrent networks are the state of the art in nonlinear time series pre-
diction, system identification, and temporal pattern classification. As the
output of the network at time t is used along with a new input to com-
pute the output of the network at time t + 1, the response of the network is
dynamic. There are few RNN architectures proposed by Frasconi, Gori-Soda,
Narendra-Parthasarathy, Williams and Zipser, and Elman.

Elman Networks are a form of recurrent neural networks, which have con-
nections from their hidden layer back to a special copy layer. This means that
the function learnt by the network can be based on the current inputs plus
a record of the previous state(s) and outputs of the network. In other words,
the Elman net is a finite state machine that learns what state to remember
(i.e., what is relevant). The special copy layer is treated as just another set
of inputs and so standard backpropagation learning techniques can be used
(something which isn’t generally possible with recurrent networks).

Architecture of a Simple Elman Network

The architecture of the Elman network is shown in Fig. 3.1. Each ellipse in the
figure represents a set of nodes. Recurrent connections in this network (the
dashed line) are implemented as follows: at each timestep ‘t’ the activations of
the nodes in the hidden layer can be thought of as the internal representation
of the input so far. The values in these hidden nodes are stored one-to-one in
context nodes (the ellipse on the lower right). Each context node is connected
in the forward direction with all of the hidden nodes. The presence of this
simple loop implies that the activations of the hidden units at time ‘t’ can
influence the activations of the hidden units at time t+1. There are, the same
number of context units as hidden units and the connections from the latter

Output, y (t)

Hidden, z (t)

Input, x (t) Hidden, z (t−1)

Fig. 3.1. Elman network architecture
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to the former are one-to-one and have weights fixed at 1. The context units
are connected to the hidden units in a one to many fashion.

Training Elman Networks

At each time step, a copy of the hidden layer units is made to a copy layer.
Processing is done as follows:

1. Copy inputs for time t to the input units
2. Compute hidden unit activations using net input from input units and

from copy layer
3. Compute output unit activations as usual
4. Copy new hidden unit activations to copy layer

At the end of each timestep t > 0, all the activations of the nodes in the
input layer of the simple Elman network are known. Furthermore, as all of
the trainable weights are in the forward direction, the standard backpropa-
gation algorithm is used to train this network. In the generalized version of
the Elman network the activations of hidden units and input units of many
previous time steps are stored and a specialized version of the backpropaga-
tion algorithm called Backpropagation Through Time (BPTT) operates over
all of these units.

The weights from the copy layer to the hidden layer play a special role in
error computation. The error signal, they receive comes from the hidden units,
and so depends on the error at the hidden units at time t. The activations
in the hidden units, however, are just the activation of the hidden units at
time t− 1. Thus, in training, a gradient of an error function is used, which is
determined by the activations at the present and the previous time steps.

A generalization of this approach is to copy the input and hidden unit
activations for a number of previous timesteps. The more context (copy layers)
maintained, the more history are explicitly included in the gradient compu-
tation. This approach is known as Backpropagation Through Time. It can be
seen as an approximation to the ideal of computing a gradient which takes
into consideration not just the most recent inputs, but all inputs seen so far
by the network. Figure 3.2 below illustrates the above process.

The inputs and hidden unit activations at the last three time steps are
stored. The solid arrows show how each set of activations is determined from
the input and hidden unit activations on the previous time step. A backward
pass, illustrated by the dashed arrows, is performed to determine separate
values of delta (the error of a unit with respect to its net input) for each unit
and each time step separately. Because each earlier layer is a copy of the layer
one level up, a new constraint is introduced that the weights at each level be
identical. Then the partial derivative of the negative error with respect to wi,j

is simply the sum of the partials calculated for the copy of wi,j between each
two layers.
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Inputs Outputs

t = 3

t = 2

t = 1

t = 0

Hidden
layers

Fig. 3.2. Illustration of backpropagation through time algorithm

Hidden 
Layer

Input Layer

Weights v

Weights w

Output
 Layer

Weights u

Fig. 3.3. Block diagram of the proposed neural network

Elman networks and their generalization, Backpropagation Through Time,
both seek to approximate the computation of a gradient based on all past
inputs, while retaining the standard backpropagation algorithm. BPTT has
been used in a number of applications. The main task is to produce a particular
output sequence in response to specific input sequence.

The block diagram of the recurrent network used is given in Fig. 3.3. It
is a two-layer backpropagation network, with the addition of a feedback con-
nection from the output of the hidden layer to its input. This feedback path
allows Elman networks to learn to recognize and generate temporal patterns,
as well as spatial patterns.
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The output of the hidden layer yj(t) is given by

yj(t) = f(netj) (3.5)

netj(t) =
∑

i

wjixi(t) +
∑

h

ujhyh(t − 1) + ϑj (3.6)

The final output yk(t) is given by

yk(t) = g(netk) (3.7)

netk(t) =
∑

j

vkjyj(t) + ϑk (3.8)

3.3 Results

The AR modeling and NN modeling were applied to eight different types of
HRV signals discussed in Sect. 3.2. The original NSR, VF, AF, ISCH, CHB,
LBBB, PVC and SSS segments, the corresponding AR modeled segments and
the error signals are shown in Fig. 3.4. The original NSR, VF, AF, ISCH, CHB,
LBBB, PVC and SSS segments, the corresponding NN modeled segments and
the error signals are shown in Fig. 3.5. Two main criteria, SNR and NRMSE
were used to evaluate the performance of the AR model and the NN model.
The SNR was calculated to be from 15 to 35 dB. Figure 3.6 shows the SNR
of the predicted HRV signals from the AR model and NN model. The SNR of
the predicted signals from the NN model is better than for the signals of the
AR model (Table 3.3). For critical abnormalities such as VF, PVC, ISCH, AF,
CHB and SSS the SNR is significantly higher in the predicted signals from
the NN model. The % NRMSE values is computed for the modeled signals
and given in Table 3.2. It can be seen that the error is less for the NN model
compared to the AR model.

Validation of the Signal Model

The generated HRV signals are validated using NRMSE, SNR and LF/HF
ratio measures. The NRMSE given in Table 3.2 indicates the predicted signal
to be a close follower of the actual signal with the NN model performing better
than the AR model in the HRV signal types considered. The simulated normal
HRV signal from the NN model closely follows the original with the NRMSE
less than 0.3. Overall, the NN model generates signal with signal amplitude
difference of about 20% and with a higher signal to noise ratio. The modeled
signal closely follows the original signal in the time domain. In frequency
domain, the results of LF/HF ratio measure indicate the preservance of the
frequency domain features in the predicted signal. The % difference of the
ratio between the modeled and actual signal is less 10%.
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Fig. 3.4. Original, reconstructed and error signals for various heart rate signals
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Fig. 3.5. Original, reconstructed and error signals for various heart rate signals
using the neural network model
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Fig. 3.6. Signal to noise ratio of the predicted signals from the AR and NN model

Table 3.2. NRMSE (%) values of the predicted signals from the AR and NN model

AR NN

Normal 0.67± 0.21 0.29± 0.11
AF 40.35± 3.31 10.42± 2.13
VF 19.63± 1.54 0.93± 0.26
CHB 9.37± 1.52 5.26± 1.04
ISCH 10.71± 2.41 9.24± 2.11
PVC 49.70± 3.86 22.47± 3.85
SSS 43.05± 3.73 17.69± 2.64
LBBB 3.14± 0.87 2.24± 1.16

3.4 Discussions

The study of heart rate variability (HRV) has become increasingly popular
because information on the state of the autonomic nervous system can be non-
invasively inferred by the use of relatively basic signal processing techniques.
In this chapter, we have discussed various mathematical models that account
for the physiological behavior of HRV, giving not only a representation of the
autonomic nervous influence on the heart rate, but also providing a tool which
helps in indicating which of the HRV representations exhibit better perfor-
mance in terms of modeling the underlying physiology. Of the two techniques
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Table 3.3. SNR values of the predicted signals from the AR and NN model

AR NN

Normal 18 23
AF 29 32
VF 28 35
CHB 25 28
ISCH 22 27
PVC 27 32
SSS 27 30
LBBB 20 25

Table 3.4. Comparison of LF/HF ratio of the predicted signals with the original
signal

LF/HF ratio

HRV AR model NN model
Signal Types

Original Predicted % Predicted %
Signal Signal difference Signal difference

NSR 0.8635 0.8861 2.6141 0.8794 1.8382
LBBB 0.2441 0.2642 8.2516 0.2591 6.1620
PVC 1.3453 1.2122 9.8938 1.3369 0.6245
AF 0.5498 0.5581 1.5010 0.5613 2.0830
VF 0.2853 0.3011 5.5316 0.2912 2.0618
CHB 1.1532 1.2529 8.6417 1.2154 5.3899
Ischemic 2.9948 3.2674 9.1041 3.0329 1.2737
SSS 0.4185 0.4378 4.6202 0.4467 6.7471

discussed, it can be seen that the NN model can generate more reliable and
accurate HRV signals. The reconstructed signals from the NN model exhibit
higher signal to noise ratio and less error. The reproducibility ability of the
NN model is better than that of the AR model. This is because the HRV signal
is inherently chaotic and nonlinear. The NN model can model the nonlinear
aspects of the underlying system better than the AR model.

The true power and advantage of neural networks lies in their ability to
represent both linear and non-linear relationships and in their ability to learn
these relationships directly from the data being modeled. Traditional linear
models are inadequate, when it comes to modeling data that contains non-
linear characteristics.

3.5 Conclusion

In this chapter, linear and nonlinear models that generate the long term HRV
signals from the short term recordings is discussed. The simulated results
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show that, this model can create a simulated HRV signal that approximates
the real HRV signal, both in time and frequency domains. The models are
useful in the prediction of the heart rate signals and subsequently help in
the analysis and diagnosis of cardiac abnormalities. The nonlinear model out
perform the linear in terms of NRMSE, SNR and LF/HF ratio. This is due to
the nonlinear model’s inherent ability to model the underlying nonlinearity in
the system.
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Visualization of Cardiac Health
Using Electrocardiograms

U. Rajendra Acharya, P. Subbanna Bhat, U.C. Niranjan, N. Kannathal,
Lim Choo Min and Jasjit S. Suri

The chapter discusses an efficient and novel method to assist the physician to
visualize voluminous cardiac data acquired over several hours. The system uses
different colors to identify different types of cardiogram signals. In the display
strategy each ECG beat is represented by a grid. The visualization strategy
is hierarchical; that is, it provides for viewing of data from different level of
abstraction, and the physician can have a top down approach to narrow down
the time interval and signal details. This display strategy is extended to sector
graph, with a menu driven hierarchical display strategy, which progressively
unfolds greater details for chosen intervals. Provision is made for changing
the parameters of classification, and thus the physician has the option for fine
tuning the classification.

4.1 Introduction

Electrocardiogram (ECG) is a representative signal containing important
information about the condition of the heart. The shape and size of the
P-QRS-T wave, the interval between the various peaks and the changing heart
rate etc., contain indications that are very useful in diagnosis of heart ailments.
The ECG being a non-stationary signal, the disease indicators may occur at
random in the time scale. Therefore, the patient may have to be kept under
observation for long intervals for accurate diagnosis.

The ECG signal is usually recorded in magnetic tapes (holter recording),
a digitized version of which can be stored in computers. However, the above
details are not clearly perceptible for casual observation of the bare signal on
the screen. Therefore, it is convenient to analyze and classify the signal using
computer, and display the results for clinical observation.

Visual media is a most effective tool for communication, especially when
the data is voluminous with subtle variations. Normally the data size in bio-
medicine is enormously large. For example, the symptoms of disease may show
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up only during certain period of the day, and that too may occur at random
in the time scale. Therefore the physician may have to monitor and study
the data over several hours for diagnostic purposes [1]. The tedium of read-
ing voluminous data can be considerably reduced by using the computer for
identifying and displaying the abnormalities occurring over a specified time
interval [2]. In the present work, a hierarchical visualization technique is de-
veloped to aid the physician to identify the problem spots in the data recorded
over long intervals. The vast data for the entire period under study is com-
pressed and displayed on the computer screen using a color code to indicate
different (ECG and) heart rates. The user can readily identify any deviation
from normalcy by scanning the pattern. The user-friendly visualization tool
allows the user to progressively expand the selected portion of the pattern for
a closer study. Provision is made for the user to define or alter the thresholds
of classification.

The signal can be viewed at different levels of hierarchy, which will progres-
sively unfold greater details of the ECG signal and heart rate. At the highest
level of abstraction, the data for 24 hours can be viewed in a single frame,
and at the other extreme end, the individual ECG patterns can be displayed
on the computer screen. Provision is made for the user to define or alter the
thresholds of classification. Such techniques of ‘software visualization’ have
been used in the past, to display programs, program artifacts and program
behavior [2].

Proper recognition of beats is impeded by power-line interference; elec-
tromyogram noise and baseline drift which are often present in the ECG sig-
nal. In long-term monitoring, electrode impedance can increase considerably
resulting in very low signal-to-noise ratio, which can make detection practi-
cally impossible in a single lead. Therefore, usually two or three leads are used
for monitoring [4].

Several studies to classify various cardiac arrhythmias have been repor-
ted [5–7]. A number of techniques have been used for identification of arrhyth-
mias including correction waveform analysis [8], time-frequency analysis [9],
complexity measures [10], and a total least squares-based Prony modeling al-
gorithm [5]. Different features are extracted from the ECG for classification of
ventricular arrhythmias including QRS and ST segment based values, heart
rate, spectral features, AR coefficients, complexity measures and nonlinear
measures [5–7].

In the past, Udupa et al have proposed a set of algorithms for interac-
tive visualization, manipulation, and measurement of large 3-D objects (e.g.,
heart) on general-purpose workstations [11]. They have addressed the use of
these algorithms for visualizing medical data. Morikawa et al have investi-
gated the feasibility of four-dimensional electrocardiography (4-D ECG), a
new display in which the vector loop was rotated and scanned along a timed
axis to overcome the shortcomings of vector cardiography (VCG) [12]. The
P wave delineation score, signifying good agreement with the intraobserver
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and interobserver variability, was significantly higher in 4-D ECG than those
in the orthogonal leads or those on the transverse and frontal projections.
The techniques of ‘software visualization’ have been used in the past, to dis-
play programs, program artifacts and program behavior [2]. Paul et al have
proposed scalogram plots to scrutinize the co-ordinated atrial activity dur-
ing ventricular fibrillation [13]. He et al have proposed the three-dimensional
(3-D) image of cardiac bioelectric source distribution from body-surface elec-
trocardiograms [14]. Cardiac electrical sources were modeled by a current
dipole distribution throughout the entire myocardium, and estimated by using
the Laplacian weighted minimum norm (LWMN) algorithm from body-surface
potentials. The layout of this chapter is as follows: Sect. 4.2 presents the pre-
processing of the raw signals. Section 4.3 deals with the arrhythmia detection
algorithm. Sections 4.4–4.6 of the chapter discusses the data handling and
display, hierarchical display and sector graph display strategies, respectively.
The discussions on our results is presented in Sect. 4.7. Finally the chapter
concludes in Sect. 4.8.

4.2 Preprocessing

• Re-sample digitized signals to a sampling rate of 512 Hz. Original signal
had a sampling rate of 1000 Hz.

• Pass the data through a low pass filter with a cut-off frequency of 15 Hz
to remove unwanted high frequencies present in ECG signal.

• Apply a high pass filter with cut-off frequency 0.3 Hz to suppress baseline
wander present in ECG signal.

• As the low pass filter is of second order and has a lower dB, a band-
reject filter of cut-off frequencies 50 & 60 Hz to suppress the power-line
interference noise.

• Similarly, the high pass filter is also of second order and has lower dB.
A median filter was used to extract baseline wander of the processed ECG
signal, and then subtract it from the processed ECG signal to effectively
remove all baseline wander.

4.3 Arrhythmia Detection

An arrhythmia (deviation from normal rhythm) detection algorithm is devel-
oped based on three parameters namely, the R-R interval, QRS width and
P-R interval [15–18]. The typical range of these parameters for various classes
of disease are listed in Table 4.1. The parameters are finalized by trial and
error method, after a number of iterations. However, the tool provides the
option for changing the threshold levels and comparing it with the previous
frame of display.
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Table 4.1. Disease classification based on heart rate and ECG

Types Heart rate P-R interval QRS width
(bpm) (sec) (sec)

Normal 60–90 0.12–0.21 0.06–0.08
Sinus bradycardia 40–60 0.12–0.21 0.06–0.08
Premature ventricular contraction 90–140 P wave absent 0.12–0.21
Sinus tachycardia 90 > 0.12–0.21 0.06–0.08
Bundle branch block 60–140 0.12–0.2 0.12 >
A–V Block 60–140 0.21 > > 0.2
Atrial premature contraction 60–140 0.12–0.21 > 0.2 or < 0.12
Supra ventricular tachycardia > 150 < 0.12 0.12 <
Ventricular flutter 180–250 P wave absent > 0.16
Ventricular tachycardia 100–200 < 0.12 0.12 ≤

In our work, we have considered the following types of cardiac arrhymias
[1, 19,20]. The heart rate (beats per minute) is given by the expression

HR = 60/tr−r (bpm)

It may be noted that three diseases are not listed in Table 4.1 (but are
included for general classification), because they are impulsive deviations from
normalcy; they are:

• Bigeminy : normal–VPC–normal–VPC.
• Trigeminy : normal–normal–VPC–normal–normal–VPC.
• Quadrigeminy : normal–normal–normal–VPC–normal–normal–normal–

VPC.

These different cardiac arrhythmias are discussed in Chap. 1.

4.4 Data Handling and Display

The analog ECG signal – the ‘P QRS T’ wave – sampled at a suitable rate (512
samples/sec) to retain all relevant details of peaks, troughs and frequency, is
codified into a specific color depending on the disease it represents. At the
first level, a rectangular grid comprising of 15 × 39 segments – each segment
representing a single ECG beat – is displayed on the screen. The color of
the segment indicates the nature of deviation from normalcy (Table 4.2). In
the present work, 13 classes are identified; for example, GREEN indicates a
normal ECG, and RED indicates Ventricular tachycardia, etc. Provision is
made for displaying the analog waveform of any chosen segment. The entire
frame corresponds to about 10 minutes of data.

The raw data is sampled and stored in a random access file. The type of
an ECG beat and its first and last sample addresses for each ECG are stored
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Table 4.2. ECG and heart rate visualization color code

Heart rate (bpm) Color Arrhythmia

<40 Blue Sinus bradycardia
40 to 60 Green Normal
60 to 80 Cyan Premature-ventricular contraction
80 to 100 Red Ventricular tachycardia
100 to 120 Magenta Sinus tachycardia
120 to 140 Brown Supra ventricular tachycardia
140 to 160 Light gray Bigeminy
160 to 180 Light green Trigeminy
180 to 200 Light cyan Quadrigeminy
200 to 220 Light red Bundle branch block
220 to 240 Light magenta A-V block
240 to 260 Yellow Ventricular flutter
260 to 280 White Atrial premature contraction

Fig. 4.1. ECG visualization for sample data

in another file named ‘information (class) file’. This facilitates easy manipula-
tion of data corresponding to a grid. The algorithm yields the type (class) of
each ECG beat in the data. Figure 4.1 represents the result of the ECG vis-
ualization for a sample data (with the chosen range for ‘normalcy’ as :: heart
rate: 60–90 bpm; QRS width: 0.06–0.08 sec; PR interval: 0.12–0.2 sec). Here,



114 U. Rajendra Acharya et al.

Fig. 4.2. Compare frame ECG visualization

the color CYAN represents Premature ventricular contraction, and BLUE
represents Sinus bradycardia. This figure displays predominantly normal ECG
beats.

To study the effect of changing parameter thresholds, the following facility
is provided: Two ‘information (class) files’ containing the ECG types before
and after the change of thresholds are created. The display subroutine reads
both the ‘information (class) files’ and updates only those grid segments whose
classes have changed (compared to the previous frame), while the unchanged
portion of the grid is blanked out. Figure 4.2 displays the ‘comparison frame’
corresponding to Fig. 4.1, with the range of ‘normalcy’ changed to :: heart
rate: 65–90 bpm; QRS width: 0.06–0.08 sec; and PR interval: 0.12–0.2 sec.

Apart from displaying the ECG classification, the tool has provision to
display the heart rate classification with a color code (Table 4.2) [6]. The
heart rate is obtained by evaluating the inverse of R-R interval (Fig. 4.4).

4.5 Hierarchical Display

At the next higher level of abstraction, each grid segment represents a group
of 10 ECG beats, and its color represents the most dominant type of deviation
during the group interval. Figure 4.3 represents the higher level abstraction of
Fig. 4.1. The less dominant deviations if any, are ignored in this level of display.
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Fig. 4.3. Hierarchical ECG visualization

In the present case, the display pattern of a single frame can represent about,
one and half hours of data. Thus an overall view of the patient’s state of health
is available in a single reference frame. Provision is made for going back to
the lower level of display for the chosen portion of the display.

4.6 Sector Graph Display

The sector graph approach is used to provide a comprehensive view of the
state of health over 24 hours. The circle is divided into 24 sectors, correspond-
ing to the hours of the day. Within the sector, the color code is employed
to indicate the percentage of the type of deviation (from normalcy), during
that hour. Figure 4.5 is obtained for the range of thresholds defined as heart
rate: 60–90 bpm; QRS width: 0.06–0.08 sec; PR interval: 0.12–0.2 sec. This ex-
ample displays indications of Premature ventricular contraction and Sinus
bradycardia in certain sectors, in addition to normal data.

In the next lower level of abstraction, the entire circle corresponds to
one hour interval, and is divided into 12 segments of 5 minutes each (Fig. 4.6
corresponds to 1.00–2.00 AM interval of Fig. 4.5). At the next lower level,
details of 1 minute interval are displayed (Fig. 4.7).

Figure 4.8 provides the heart rate display for 24 hours.
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Fig. 4.4. Heart rate visualization

#[Figures 4.1–4.4 are reprinted with permission from Rajendra Acharya U.,
Subbanna Bhat P., Niranjan U.C, “A display platform for electrocardiograms”,
Innovations and Technology in Biology and Medicine (ITBM-RBM), France,
October 1999, vol. 20, pp 303–306]

Fig. 4.5. 24 hour ECG visualization
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Fig. 4.6. 1 hour ECG visualization
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Fig. 4.7. 1minute ECG visualization
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Fig. 4.8. 24 hour heart rate visualization

#[Figures 4.5–4.8 are reprinted with permission from Rajendra Acharya U.,
Subbanna Bhat P., Niranjan U.C, “Comprehensive visualization of cardiac health”,
Computers in Biology and Medicine Journal, USA, January 2002, vol. 32/1,
pp 49–54]

4.7 Discussion

Disease symptoms are highly subjective signals that may occur at random
in the time scale. Therefore, the physician may have to observe the patient
for long intervals to diagnose the affliction. The ECG may contain impor-
tant information about the nature of disease, both in its shape and duration
between its salient peaks and troughs. The actual values and variation of
these parameters are not obvious for a casual survey of the waveform upon
the screen. However, the problem can be effectively handled by using com-
puter for analysis and display of salient features of the signal. In this chapter,
features are extracted from the ECG for arrhythmia detection and different
colors for various cardiac abnormalities. In this chapter, we have proposed the
visualization of cardiac disorders using colored grids and sector graphs. In our
work, we have achieved the detection of each abnormal beat immediately with
less strain using the color grid method. Also, during the analysis of huge data
(24 hours), sector graph method will be very useful. In this technique, one can
visualize the whole day data, one hour and even five minutes of ECG data at
one glance. In this scheme, normal and twelve other types of abnormal beats
can easily be visualized.
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In the hierarchical visualization method, we can visualize small duration of
the ECG data. But however, by assigning one grid for ten or hundred similar
class of ECG data, one can visualize more data at one glance. In the sector
graph method of visualization, one can see the abnormality at any instant of
the day, just by clicking the mouse at that instant of the day (Fig. 4.5). This
method of visualization is very effective and helps in detecting the instant at
which the abnormal beat has occurred. In both methods, one can visualize
the heart rate information also.

This work can be used to visualize more abnormalities by using robust
arrhythmia detection software. ST segment width, ST segment amplitude, P
wave amplitude, etc. can be used as additional parameters in addition to HR,
QRS width, PR interval in designing the arrhythmia detection. Also, this work
can be extended to visualize the real time cardiac health by using the parallel
processing concepts.

4.8 Conclusion

A visual display platform for the study of voluminous ECG data collected over
several hours is developed. Hierarchical display technique is useful for identifi-
cation as well as time localization of abnormalities, which would considerably
reduce the tedium involved in the manual scrutiny of data. The menu driven
system provides for altering the parameter thresholds and study the changes
in classification. This technique does not need extensive computations and is
simple to operate. The platform is expected to be of significant help to study
the effects of drugs, treatment and therapy. The scheme developed can be
easily adapted to other biomedical signals.
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Heart Rate Variability

Rajendra Acharya U, Paul Joseph K, Kannathal N, Lim Choo Min
and Jasjit Suri S

During normal sinus rhythm, the heart rate (HR) varies from beat to beat.
Heart rate variability (HRV) results from the dynamic interplay between the
multiple physiologic mechanisms that regulate the instantaneous HR. It is
believed that Heart Rate Variability (HRV) will become as common as pulse,
blood pressure or temperature in patient charts in the near future. In the last
ten years more than 2000 published articles have been written about HRV.
HRV has been used as a screening tool in many disease processes. Various
medical disciplines are looking at HRV. In diabetes and heart disease it has
been proven to be predictive of the likelihood of future events.

5.1 Physiological Phenomenon of HRV

The origin of heartbeat is located in a sino-atrial (SA) node of the heart,
where a group of specialized cells continuously generates an electrical impulse
spreading all over the heart muscle through specialized pathways and creating
process of heart muscle contraction well synchronized between both atriums
and ventricles. The SA node generates such impulses about 100–120 times per
minute at rest. However in healthy individual resting heart rate (HR) would
never be that high. This is due to continuous control of the autonomic nervous
system (ANS) over the output of SA node activity. Its net regulatory effect
gives real HR. In healthy subject at rest it is ranging between 50 and 70 beats
per minute.

The autonomic nervous system is a part of the nervous system that non-
voluntarily controls all organs and systems of the body. As the other part
of nervous system ANS has its central (nuclei located in brain stem) and
peripheral components (afferent and efferent fibers and peripheral ganglia)
accessing all internal organs. There are two branches of the autonomic ner-
vous system – sympathetic and parasympathetic (vagal) nervous systems that
always work as antagonists in their effect on target organs.
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For most organs including heart the sympathetic nervous system stim-
ulates organ’s functioning. An increase in sympathetic stimulation causes
increase in HR, stroke volume, systemic vasoconstriction, etc. The heart
response time to sympathetic stimulation is relatively slow.

In contrast, the parasympathetic nervous system inhibits functioning of
those organs. An increase in parasympathetic stimulation causes decrease in
HR, stroke volume, systemic vasodilatation, etc. The heart’s response time to
parasympathetic stimulation is almost instantaneous.

At rest both sympathetic and parasympathetic systems are active with
parasympathetic dominance. The actual balance between them is constantly
changing in an attempt to achieve optimum considering all internal and ex-
ternal stimuli.

There are various factors affecting autonomic regulation of the heart, inc-
luding but not limited to respiration, thermoregulation, humoral regulation
(renin-angiotensin system), blood pressure, cardiac output, diabetes, sleep,
age, alcoholism, nervous system, drugs, smoking, renal failure etc. This re-
view focuses on different factors affecting the heart rate, methodology and
interpretation of HRV measures.

5.2 Introduction

Heart rate variability (HRV), the variation over time of the period between
consecutive heartbeats, is predominantly dependent on the extrinsic regula-
tion of the heart rate. HRV is thought to reflect the heart’s ability to adapt to
changing circumstances by detecting and quickly responding to unpredictable
stimuli. HRV analysis is the ability to assess overall cardiac health and the
state of the autonomic nervous system (ANS) responsible for regulating car-
diac activity.

HRV is a useful signal for understanding the status of the autonomic
nervous system (ANS). HRV refers to the variations in the beat intervals or
correspondingly in the instantaneous heart rate (HR). The normal variability
in HR is due to autonomic neural regulation of the heart and the circulatory
system [1]. The balancing action of the sympathetic nervous system (SNS) and
parasympathetic nervous system (PNS) branches of the autonomic nervous
system (ANS) controls the HR. Increased SNS or diminished PNS activity
results in cardio-acceleration. Conversely, a low SNS activity or a high PNS
activity causes cardio-deceleration. The degree of variability in the HR pro-
vides information about the functioning of the nervous control on the HR and
the heart’s ability to respond.

Past 20 years have witnessed the recognition of the significant relationship
between autonomic nervous system and cardiovascular mortality including
sudden death due to cardiac arrest [2–4]. Numerous papers in connection
with HRV related cardiological issues [5–7] reiterated the significance of HRV
in assessing the cardiac health. The interest in the analysis of heart rate
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variability (HRV), (that is, the fluctuations of the heart beating in time),
is not new. Furthermore, much progress was achieved in this field with the
advent of low cost computers with massive computational power, which paved
the way for many recent advances.

Spectral analysis of beat-to-beat variations of heart rate (HR) and blood
pressure (BP) was applied in order to obtain non-invasive indices of sympa-
thetic and parasympathetic regulation [8]. HR, diastolic BP, mid-frequency
band power (0.07–0.14 Hz) of HR and systolic BP, and plasma adrenaline
and noradrenaline concentrations showed significant increases when chang-
ing from supine to sitting to standing posture, whereas high-frequency band
power (0.15–0.50 Hz) of HR decreased in a posture-dependent fashion. Viktor
et al have studied the variation of heart rate spectrogram and breathing rates
in lateral and supine body positions [9]. Recently, new dynamic methods of
HRV quantification have been used to uncover nonlinear fluctuations in heart
rate, that are not otherwise apparent. Several methods have been proposed:
Lyapunov exponents [10], 1/f slope [7], approximate entropy (ApEn) [11] and
detrended fluctuation analysis [12].

Heart rate variability, that is, the amount of heart rate fluctuations around
the mean heart rate, can be used as a mirror of the cardiorespiratory control
system. It is a valuable tool to investigate the sympathetic and parasym-
pathetic function of the autonomic nervous system. The most important
application of heart rate variability analysis is in the surveillance of postinfarc-
tion and diabetic patients. Heart rate variability gives information about the
sympathetic-parasympathetic autonomic balance and thus about the risk for
sudden cardiac death in these patients. Heart rate variability measurements
are easy to perform, noninvasive, and have good reproducibility, if used under
standardized conditions [13,14].

Boris et al have introduced the sample asymmetry analysis (SAA) and il-
lustrated its utility for assessment of heart rate characteristics occurring early
in the course of neonatal sepsis and systemic inflammatory response syndrome
(SIRS) [15]. Compared with healthy infants, infants who experienced sepsis
had similar sample asymmetry in health, and elevated values before sepsis and
SIRS (p = 0.002). Cysarz et al have demonstrated that the binary symboliza-
tion of R-R interval dynamics, which at first glance seems to be an enormous
waste of information, gives an important key to a better understanding of nor-
mal heart rate regularity [16]. Furthermore, differential binary symbolization
still enables the identification of nonlinear dynamical properties.

Recently, Verlinde et al have compared the heart rate variability of aerobic
athletes with the controls and showed that the aerobic athletes have an in-
creased power in all frequency bands [17]. These results are in accordance
with values obtained by spectral analysis using the Fourier transform, sug-
gesting that wavelet analysis could be an appropriate tool to evaluate os-
cillating components in HRV. But, in addition to classic methods, it also
gives a time resolution. Time-dependent spectral analysis of HRV using the
wavelet transform was found to be valuable for explaining the patterns of
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cardiac rate control during reperfusion. In addition, examination of the entire
record revealed epochs of markedly diminished HRV in two patients, which
attribute to vagal saturation [18]. A method for analyzing HRV signals us-
ing the wavelet transform was applied to obtain a time-scale representation
for very low-frequency (VLF), low-frequency (LF) and high-frequency (HF)
bands using the orthogonal multiresolution pyramidal algorithm [19]. Results
suggest that wavelet analysis provides useful information for the assessment
of dynamic changes and patterns of HRV during myocardial ischemia. Time-
frequency parameters calculated using wavelet transform and extracted from
the nocturnal heart period analysis appeared as powerful tools for obstructive
sleep apnoea syndrome diagnosis [20]. Time-frequency domain analysis of the
nocturnal heart rate variability using wavelet decomposition could represent
an efficient marker of obstructive sleep apnoea syndrome [20]. Schumacher
et al have explained the use of linear and non-linear analysis in the analy-
sis of the heart rate signals [21]. The effect of autonomic nervous system
(ANS), blood pressure, myocardial infarction (MI), nervous system, age, gen-
der, drugs, diabetes, renal failure, smoking, alcohol, sleep on the heart rate
variability are discussed in detail in the following sections.

5.2.1 The Autonomic Nervous System (ANS)

The ANS has sympathetic and parasympathetic components. Sympathetic
stimulation, occurring in response to stress, exercise and heart disease, causes
an increase in heart rate by increasing the firing rate of pacemaker cells in the
heart’s sino-atrial node. Parasympathetic activity, primarily resulting from
the function of internal organs, trauma, allergic reactions and the inhala-
tion of irritants, decreases the firing rate of pacemaker cells and the heart
rate, providing a regulatory balance in physiological autonomic function. The
separate rhythmic contributions from sympathetic and parasympathetic au-
tonomic activity modulate the heart rate (RR) intervals of the QRS complex
in the electrocardiogram (ECG), at distinct frequencies. Sympathetic activity
is associated with the low frequency range (0.04–0.15 Hz) while parasympa-
thetic activity is associated with the higher frequency range (0.15–0.4 Hz) of
modulation frequencies of the heart rate. This difference in frequency ranges
allows HRV analysis to separate sympathetic and parasympathetic contribu-
tions. This should enable preventive intervention at an early stage when it is
most beneficial.

5.2.2 HRV and Blood Pressure

Some studies using non-pharmacological approaches to hypertension have
shown that a reduction in respiration rate is associated with decreased blood
pressure. Decrease in respiration rate to less than 10 breaths per minute with
elongated expiration have been achieved with musical tone breath control
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and demonstrated a reduction in the blood pressure [22, 23]. Various breath-
ing exercises including yoga breathing have demonstrated reduction in breath
rate associated with a reduction in blood pressure in hypertensives [24, 25].
Guyton (1992) points out that body fluid volumes that are regulated by the
kidney determine long-term control of BP [26]. This in turn is significantly
influenced by salt and its excretion.

A method to describe relationships between short-term blood pressure
fluctuations and heart-rate variability in resting subjects was analyzed in
the frequency domain [27]. The European Society of Hypertension working
group on baroreflex and cardiovascular variability has produced a compre-
hensive database for testing and comparison of methods [28]. Westerhof et al
have proposed a cross-correlation baro-reflex sensitivity (xBRS) technique for
the computation of time-domain baroreflex sensitivity on spontaneous blood
pressure and heart rate variability using EUROBAVAR data set [29]. They
proved that, the xBRS method may be considered for experimental and clini-
cal use, because the values yielded were correlated strongly with and was close
to the EUROBAVAR averages.

5.2.3 HRV and Myocardial Infarction

A predominance of sympathetic activity and reduction in parasympathetic
cardiac control has been found in patients with acute myocardial infarction
(MI) [30]. It was shown that, the HRV decreases with the recent myocardial
infarction [31, 32]. Despite the beneficial effects on clinical variables, exercise
training did not markedly alter HRV indexes in subjects after MI [33]. A sig-
nificant decrease in SDRR and high-frequency power in the control group
suggested an ongoing process of sympathovagal imbalance in favor of sym-
pathetic dominance in untrained patients after MI with new-onset left ven-
tricular dysfunction. Although previous studies demonstrated an association
between depressive symptoms and cardiac mortality after acute myocardial
infarction (AMI) little is known about the possible mechanisms of this associa-
tion. Patients with post-AMI depression have a cardiac autonomic dysfunction
as reflected by decreased HRV and increased HR. This autonomic dysfunction
seems not to be an independent mediator of the increased mortality observed
in depressed patients during a 5-year follow-up [34]. Decreased vagal activ-
ity after myocardial infarction results in reduced heart-rate variability and
increased risk of death. Impaired heart rate deceleration capacity is a pow-
erful predictor of mortality after myocardial infarction and is more accurate
than ventricular ejection fraction (LVEF) and the conventional measures of
heart-rate variability [35]. Several studies showed that thrombolysis reduces
ventricular arrhythmias and improves heart rate variability (HRV) in patients
with acute myocardial infarction (AMI). Larosa et al have failed to show any
significant benefit of primary percutaneous coronary intervention (PCI) com-
pared to thrombolysis on ventricular arrhythmias and HRV in patients with
ST-segment elevation AMI [36].
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5.2.4 HRV and Nervous System

Disorders of the central and peripheral nervous system have effects on heart
rate variability. The vagally and sympathetically mediated fluctuations in
heart rate may be independently affected by some disorders. All normal cyclic
changes in heart rate are reduced in the presence of severe brain damage [37]
and depression [31, 32]. The instantaneous heart rate pattern was studied in
102 patients admitted to a neurosurgical intensive care unit. Short-term (STV)
and long-term (LTV) heart rate variability were compared to the Glasgow
coma scale as a method for patient assessment. LTV seems to be the most
useful heart rate parameter in the clinical setting, and both STV and LTV
performed better in the serial evaluation of patients [38]. In serial determi-
nations, the rate of return of normal heart rate variability may reflect the
subsequent state of neuronal function.

The significance of HRV analysis in psychiatric disorders arises from the
fact that one can easily detect a sympathovagal imbalance (relative cholinergic
and adrenergic modulation of HRV), if it exists in such pathologies. There
are conflicting reports about HRV and major depression. It is proved that,
in physically healthy depressed adults the HRV does not vary from healthy
subjects [39].

5.2.5 HRV and Cardiac Arrhythmia

A complex system like cardiovascular system cannot be linear in nature and
by considering it as a nonlinear system, can lead to better understanding of
the system dynamics. Recent studies have also stressed the importance of non-
linear techniques to study HRV in issues related to both health and disease.
The progress made in the field using measures of chaos has attracted the sci-
entific community to apply these tools in studying physiological systems, and
HRV is no exception. There have been several methods of estimating invari-
ants from nonlinear dynamical systems being reported in the literature. Fell
et al and Radhakrishna et al have tried the nonlinear analysis of ECG and
HRV signals, respectively [40, 41]. Also, Paul et al showed that coordinated
mechanical activity in the heart during ventricular fibrillation may be made
visible in the surface ECG using wavelet transform [42]. Mohamed et al [43]
have used nonlinear dynamical modeling in ECG arrhythmia detection and
classification. Acharya et al have classified the HRV signals using non-linear
techniques, and artificial intelligence into different groups [44–46]. Dingfie
et al have classified cardiac arrhythmia into six classes using autoregressive
modeling [47].

5.2.6 HRV in Diabetes

Effects of hypoglycemia on cardiac autonomic regulation may contribute to
the occurrence of adverse cardiac events. Koivikko et al have concluded that
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hypoglycemia results in the reduction of cardiac vagal outflow in both diabetic
and nondiabetic subjects [48]. Altered autonomic regulation may contribute
to the occurrence of cardiac events during hypoglycemia. The spectral compo-
nents of short-term HRV calculated by using the FFT and AR methods were
not interchangeable and FFT analysis was preferred in diabetic patients [49].
In frequency domain, the analysis of sympathetic (LF) and parasympathetic
(HF) component evidenced an association between the offspring of type 2 di-
abetic subjects and a sympathetic over activity [50]. A global reduction and
alteration of circadian rhythm of autonomic activity are present in offspring of
type 2 diabetic patients with and without insulin resistance. Diabetes patients
had lower values for time-domain and frequency-domain parameters than con-
trols [51]. Most heart rate variability parameters were lower in diabetes pa-
tients with chronic complications than in those without chronic complications.
Type 2 diabetic patients with microalbuminuria have diminished heart rate
variability in response to deep breathing, change of position and the Valsalva
maneuver, but they preserve BP response to postural change [52]. Therefore,
microalbuminuria seems to be associated with early diabetic autonomic neu-
ropathy (DAN), but not with advanced DAN.

It was concluded that cardiac (parasympathetic) autonomic activity
was diminished in diabetic patients before clinical symptoms of neuropathy
become evident [53–55].

5.2.7 HRV and Respiration

HRV has been shown to increase with decreasing respiration frequency [56,57].
Even though respiration is known to greatly affect the heart rate variability,
it is often not measured when assessing heart rate variability [25,58–60]. The
respiration has a variable phase relationship with the cardiac cycle. The dif-
ferent influences of the respiratory inspiration and expiration cycle phases on
heart rate are usually not considered. Voluntary cardiovascular respiratory
synchronization (VCRS) uses a signal to guide an individual to inspire and
expire phase locked with a certain pattern of heart beats. Not only is the
phase of inspiration recorded, this phase locking allows for an analysis of the
influence of respiration on heart rate variability. An advantage of VCRS is
the ability to know the respiration rate, when respiration is occurring, and
the respiration phase in relation to the beat-by-beat heart rate and how it
may influence it.

Baselli et al (1995) noted that respiration effects on cardiovascular vari-
ability are not exogenous and emphasize a model where there is ‘a common
central drive that modulates both breathing and cardiovascular control, such
as during periodic breathing and synchronous slow Mayer waves [61]. Sleight
et al showed that there is no major difference in autonomic control as sug-
gested by comparisons of spontaneous free breathing and controlled breathing
at the same rate and depth [62]. It was found that the timing of inspiration
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as well as the timing of expiration in relationship to subsequent heart beats
affected heart rate variability [63,64].

5.2.8 HRV and Renal Failure

In patients with renal failure, autonomic function tests have been done [65],
followed by heart rate variability indices [66] and spectral analysis of heart
rate [67]. Although autonomic function tests revealed predominant impair-
ment of the parasympathetic nervous system [65], spectral analysis exhibited
a strong reduction in the heart rate power spectrum at all frequency ranges,
both sympathetically and parasympathetically [67]. The relationship between
heart rate variability (HRV) parameters and electrolyte ion concentrations in
both pre- and post-dialysis were studied [68]. 5-minute HRV of 20 chronic re-
nal failure patients were analyzed. Results revealed that calcium is negatively
correlated to the mean of RR intervals and normalized high-frequency (HF)
power after hemodialysis. A model of baroreflex control of blood pressure (BP)
was proposed in terms of a delay differential equation and was used to predict
the adaptation of short-term cardiovascular control in chronic renal failure
(CRF) patients [69]. They showed that in CRF patients, the mean power in
the LF band was higher and lower in the HF bands than the corresponding
values in the healthy subjects.

5.2.9 HRV and Gender, Age

It is proved that, the heart rate variability depends on the age and sex also.
The heart rate variability was more in the physically active young and old
women [70, 71]. It was proved by Emese et al that the alert new borns have
lower heart rate variation in the boys than in the case of girls [72]. The Heart
rate variation for healthy subjects from 20–70 yrs was studied by Hendrik et al
and found that the HRV decreases with age and variation is more in the case
of female than male [73].

Previous studies have assessed gender and age-related differences in time
and frequency domain indices [74] and some nonlinear component of HRV.
There also seemed to be a significant difference between day and night hours
when studying HRV indices using spectral and time domain methods [74,75].

The amount of heart rate variability is influenced by physiologic and mat-
urational factors. Maturation of the sympathetic and vagal divisions of the
autonomic nervous system results in an increase in heart rate variability with
gestational age [76] and during early postnatal life [76]. Heart rate variability
decreases with age [47]. This decline starts in childhood [77]. Infants have
a high sympathetic activity that decreases quickly between ages 5 and 10
years [78]. The influence of provocation on heart rate variability (that is,
standing and fixed breathing) is more pronounced at younger ages [77]. In
adults, an attenuation of respiratory sinus arrhythmia with advancing age
usually predominates [79, 80]. It was shown that compared to men, women
are at lower risk of coronary heart disease [81].
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5.2.10 HRV and Drugs

Heart rate variability can be significantly influenced by various groups of
drugs. The influence of medication should be considered, while interpreting
heart rate variability. On the other hand, heart rate variability can be used
to quantify the effects of certain drugs on the autonomic nervous system.

The effects of beta-blockers and calcium channel blockers on the heart
rate variability have been studied in postinfarction and hypertensive pa-
tients [82–84]. With spectral analysis it is possible to unravel the sympathetic
and parasympathetic activities of these drugs and thus explain their protec-
tive effects in cardiac diseases. In normotensive adults, the beta-adrenergic
blocker atenolol appears to augment vagally mediated fast fluctuations in
heart rate [85]. Guzzetti and colleagues [83] studied the effect of atenolol
in patients with essential hypertension. They found not only an increase in
high-frequency fluctuations, but also a decrease in the sympathetically me-
diated low-frequency oscillations. This decrease in sympathetic activity was
also noticed in postinfarction patients using metoprolol [82] and in patients
with heart failure using acebutolol [84]. Thus beta-blockers are able to restore
the sympathetic-parasympathetic balance in cardiovascular disease. Effect of
Omacor on HRV parameters in patients with recent uncomplicated myocar-
dial infarction was studied [86]. And the study, quantified the improvement in
time domain HRV indices and can assess the safety of administering Omacor
to optimally treated post-infarction patients. Eryonucu et al have investigated
the effects of ß2-adrenergic agonist therapy on heart rate variability (HRV) in
adult asthmatic patients by using frequency domain measures of HRV [87].
The LF and LF/HF ratio increased and total power (TP) decreased at 5, 10,
15 and 20 min after the salbutamol and the terbutaline inhalation, HF will
not change significantly after the salbutamol and terbutaline inhalation.

5.2.11 HRV and Smoking

Studies have shown that smokers have increased sympathetic and reduced
vagal activity as measured by HRV analysis. Smoking reduces the heart rate
variability. One of the mechanisms by which smoking impairs the cardiovascu-
lar function is its effect on autonomic nervous system (ANS) control [88–90].
Altered cardiac autonomic function, assessed by decrements in HRV, is associ-
ated with acute exposure to environmental tobacco smoke (ETS) and may be
part of the pathophysiologic mechanisms linking ETS exposure and increased
cardiac vulnerability [91]. Philip et al have shown that cigarette exposed fe-
tuses have lower HRV and disrupted temporal organization of autonomic regu-
lation before effects of parturition, postnatal adaptation, and possible nicotine
withdrawal contributed to differences in infant neurobehavioral function [92].
Also, it was proved that, the vagal modulation of the heart had blunted in
heavy smokers, particularly during a parasympathetic maneuver. Blunted au-
tonomic control of the heart may partly be associated with adverse event
attributed to cigarette smoking [93].
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5.2.12 HRV and Alcohol

HRV reduces with the acute ingestion of alcohol, suggesting sympathetic acti-
vation and/or parasympathetic withdrawal. Malpas et al have demonstrated
vagal neuropathy in men with chronic alcohol dependence using 24 hour HRV
analysis [94].

Ryan et al have previously reported a strong positive association between
average day time and night time heart rate measured during 24 hour ambu-
latory blood pressure monitoring and usual alcohol intake [95]. ECG indices
of vagal activity have been reported to have significantly lower indices of
cardiac vagal nerve activity than normal volunteers, in acute alcoholic sub-
jects [94,96,97].

5.2.13 HRV and Sleep

The results from Fumiharu et al suggest that mechanisms involving electroen-
cephalographic desynchronization and/or conscious states of the brain are re-
flected in the fractal component of HRV [98]. Compared to stage 2 and stage
4 non-REM sleep, the total spectrum power was significantly higher in REM
sleep and its value gradually increased in the course of each REM cycle [99].
The value of the VLF component (reflects slow regulatory mechanisms, e.g.
the renin-angiotensin system, thermoregulation) was significantly higher in
REM sleep than in stage 2 and stage 4 of non-REM sleep. The LF spectral
component (linked to the sympathetic modulation) was significantly higher in
REM sleep than in stage 2 and stage 4 non-REM sleep. Patients with sleep
apnoea tend to have a spectral peak lying between 0.01 and 0.05 cycles/beat,
with the width of the peak indicating variability in the recurrence rate of the
apnoea. In most of the subjects, the frequency spectrum immediately below
the apnoea peak was relatively flat. The first visual analysis of the single com-
puted spectrum from each subject led to a correct classification score of 28/30
(93%) [100]. Gregory et al suggested that long-lasting alterations existed in
autonomic function in snoring subjects [101].

5.2.14 HRV and Fatigue

Night shift work has often been associated with increasing degree and fre-
quency of various psychologic complaints. Munakata et al have showed that
the, psychologic disturbances after night work were associated with altered
cardiovascular and endocrine responses in healthy nurses [102]. Some of the
psychologic complaints may be attributable to lower waking blood pressure.
Spectral analysis could be a means of demonstrating impairment of auto-
nomic balance for the purpose of detecting a state of fatigue that could result
in overtraining with a decrease in sympathetic vasomotor control (−18%) and
a reduction in diastolic pressure (−3.2%) [103]. Smoking and overwork such as
frequent business trips may amplify the autonomic dysfunction in relation to
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Fig. 5.1. Heart rate variation of a normal subject

vital exhaustion (VE) among workers with a pronounced feeling of VE [104].
It was found that a modulating effect of magnitopuncture on sympathetic
and parasympathetic nerve activities in healthy subjects was associated with
the acupuncture points. The findings represent physiological evidence that
magnitopuncture may reduce mental fatigue in healthy drivers [105]. Jouanin
et al have studied the effects of prolonged physical activities on resting heart
rate variability (HRV) during a training session attended by 23 cadets of the
French military academy [106]. These results as a whole suggest that parasym-
pathetic nervous system activity increases with fatigue. It was shown that the
modulating effect of acupuncture on heart rate variability not only depended
on the points of stimulation such as acupuncture or non-acupuncture points
but also on the functional state of the subject, namely whether the subjects
are in a state of fatigue or not [107]. Alcohol dependence compromises vagal
output measured before sleep onset, which correlates with loss of delta sleep
and with morning reports of sleep impairments. Testing of interventions that
target sympathovagal balance might identify new strategies for partial ame-
lioration of the sleep disturbances and impairments in daytime functioning
observed in persons with alcohol dependence [108].

Heart rate variability (HRV) is a measure of variations in the heart rate.
Figure 5.1 shows the variation of the heart rate of a normal subject. It is
usually calculated by analyzing the time series of beat-to-beat intervals from
ECG or arterial pressure tracings. Various measures of heart rate variabil-
ity have been proposed, which can roughly be subdivided into time domain,
frequency domain and non-linear domain measures.

5.3 Methods

5.3.1 Time Domain Analysis

Two types of heart rate variability indices are distinguished in time domain
analysis. Beat-to-beat or short-term variability (STV) indices represent fast
changes in heart rate. Long-term variability (LTV) indices are slower fluc-
tuations (fewer than 6 per minute). Both types of indices are calculated
from the R-R intervals occurring in a chosen time window (usually between
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0.5 and 5 minutes). From the original RR intervals, a number of parameters
can be calculated: SDNN, the standard deviation of the NN intervals, SENN
is the Standard Error, or Standard Error of the Mean, is an estimate of the
standard deviation of the sampling distribution of means, based on the data,
SDSD is the standard deviation of differences between adjacent NN intervals.
RMSSD, the root mean square successive difference of intervals, pNN50%,
the number of successive difference of intervals which differ by more than
50 msec expressed as a percentage of the total number of ECG cycles ana-
lyzed. The statistical parameters SDNN, SENN, SDSD, RMSSD, NN50(%),
and pNN50% [4] can be used as time domain parameters.

5.3.2 Analysis by Geometrical Method

Geometrical methods present RR intervals in geometric patterns and various
approaches have been used to derive measures of heart rate variability from
them. The triangular index is a measure, where the length of RR intervals
serves as the x-axis of the plot and the number of each RR interval length
serves as the y-axis. The length of the base of the triangle is used and approx-
imated by the main peak of the RR interval frequency distribution diagram.
The triangular interpolation of NN interval histogram (TINN) is the baseline
width of the distribution measured as a base of a triangle, approximating the
NN interval distribution (the minimum of HRV). Triangular interpolation ap-
proximates the RR interval distribution by a linear function and the baseline
width of this approximation triangle is used as a measure of the heart rate
variability index [109,110]. This triangular index had a high correlation with
the standard deviation of all RR intervals. But it is highly insensitive to arti-
facts and ectopic beats, because they are left outside the triangle. This reduces
the need for preprocessing of the recorded data [109]. The major advantage of
geometric methods lies in their relative insensitivity to the analytical quality
of the series of NN intervals.

5.3.3 Poincare Geometry

The Poincare plot (or Return Map), a technique taken from nonlinear dyn-
amics, portrays the nature of R-R interval fluctuations. It is a graph of each
R-R interval plotted against the next interval. Poincare plot analysis is an
emerging quantitative-visual technique whereby the shape of the plot is cat-
egorized into functional classes that indicate the degree of the heart failure
in a subject [111]. The plot provides summary information as well as detailed
beat-to-beat information on the behavior of the heart [112].

The geometry of the Poincare plot is essential. A common way to describe
the geometry is to fit an ellipse to the graph [113]. The ellipse is fitted onto
the so called line-of-identity at 450 to the normal axis. The standard deviation
of the points perpendicular to the line-of-identity denoted by SD1 describes
short-term variability which is mainly caused by respiratory sinus arrhythmia
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(RSA). The standard deviation along the line-of-identity denoted by SD2
describes long-term variability.

Statistically, the plot displays the correlation between consecutive intervals
in a graphical manner. Nonlinear dynamics considers the Poincare plot as
the two dimensional (2-D) reconstructed R-R interval phase-space, which is
a projection of the reconstructed attractor describing the dynamics of the
cardiac system [114]. The R-R interval Poincare plot typically appears as an
elongated cloud of points oriented along the line-of-identity. The dispersion
of points perpendicular to the line-of-identity reflects the level of short term
variability. The dispersion of points along the line-of-identity is thought to
indicate the level of long-term variability.

To characterize the shape of the plot mathematically, most researchers
have adopted the technique of fitting an ellipse to the plot. A set of axis
oriented with the line-of-identity is defined [115]. The axis of the Poincare
plot is related to the new set of axis by rotation of θ = π/4 rad.[

x1

x2

]
=
[
cos θ − sin θ
sin θ cos θ

] [
RRn

RRn+1

]
(5.1)

In the reference system of the new axis, the dispersion of the points around
the x1 axis is measured by the standard deviation denoted by SD1. The
quantity measures the width of the Poincare cloud and, length of the cloud
and therefore indicates the level of short term HRV [116], Hausdorff et al.,
1996. The length of the cloud along the line-of-identity measures the long-
term HRV and is measured by SD2 which is the standard deviation around
the x2 axis [Kamen et al., 1996]. These measures are related to the standard
HRV measures in the following manner:
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1
2
SDSD2 (5.3)

Thus, the SD1 measures of Poincare width is equivalent to the standard
deviation of the successive intervals, except that is scaled by 1√

2
. This means

that one can relate SD1 and SD2 to the autocovariance function

SD12 = φRR (0) − φRR (1) (5.4)
SD22 = φRR (0) + φRR (1) (5.5)

By adding the above two equations (5.4) and (5.5), we get

SD12 + SD22 = 2SDRR2 (5.6)

Finally,

SD22 = 2SDRR2 − 1√
2
SDRR2 (5.7)
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Fig. 5.2. Poincare plot of a normal subject

Where SDRR =
√

E [RR2
n] − RR is the square root of the variance of the

RR intervals. The standard deviation of the successive differences of the RR
intervals, denoted by SDSD.

SDSD =
√

E
[
(RRn − RRn+1)

2
]
. (5.8)

The plots of the HRV changes can be envisioned as values distributed over
an area defined by four quadrants. If the changes from one heart rate value to
the next occur randomly and independently, then all the four quadrants will
have equal number of points. Also, if the heart rate tends to increase quickly
and decrease slowly, then there would be more number of points in the 1st
and 3rd quadrants. The opposite would be true, if the heart rate is decreased
more quickly than it increased. Figure 5.2 shows the Poincare plot of normal
heart rate.

5.4 Frequency Domain Analysis

Frequency-domain measures pertain to HR variability at certain frequency
ranges associated with specific physiological processes. Before frequency-
domain analysis is performed, all abnormal heartbeats and artifacts must be
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detected and removed, then cardiotachogram (sequence of RR intervals) must
be resampled to make it as if it is a regularly sampled signal. A standard
spectral analysis routine is applied to such modified recording and the fol-
lowing parameters evaluated on 5-min time interval: Total Power (TP), High
Frequency (HF), Low Frequency (LF) and Very Low Frequency (VLF). When
long-term data is evaluated an additional frequency band is derived – Ultra
Low Frequency.

The HF power spectrum is evaluated in the range from 0.15 to 0.4 Hz.
This band reflects parasympathetic (vagal) tone and fluctuations caused by
spontaneous respiration known as respiratory sinus arrhythmia.

The LF power spectrum is evaluated in the range from 0.04 to 0.15 Hz.
This band can reflect both sympathetic and parasympathetic tone.

The VLF power spectrum is evaluated in the range from 0.0033 to 0.04 Hz.
The physiological meaning of this band is most disputable. With longer
recordings it is considered representing sympathetic tone as well as slower
humoral and thermoregulatory effects. There are some findings that in shorter
recordings VLF has fair representation of various negative emotions, worries,
rumination, etc.

The TP is a net effect of all possible physiological mechanisms contributing
in HR variability that can be detected in 5-min recordings, however sympa-
thetic tone is considered as a primary contributor.

The LF/HF ratio is used to indicate balance between sympathetic and
parasympathetic tone. A decrease in this score might indicate either increase
in parasympathetic or decrease in sympathetic tone. It must be considered
together with absolute values of both LF and HF to determine what factor
contributes in autonomic imbalance.

The frequency domain analysis is traditionally performed by means of Fast
Fourier Transformation (FFT). This method is simple in calculation but for
fair representation of all frequency-domain HRV scores at least 5-min data
should be collected. FFT assumes that time series represents a steady-state
process. Because of that all data recordings should be conducted at highly
stable standardized conditions, when no other factors other than current auto-
nomic tone contributes in HRV. One of the most serious disadvantages is, its
insensitivity to rapid transitory processes, which often possess very valuable
information about how physiology or certain pathological processes behave
dynamically.

Some most recent studies implemented an alternative way to estimate
power spectrum of HRV. It is based on autoregression methods. One of its
major advantages is that it doesn’t require to have analyzed data series to be
in steady state. Thus any HRV data can be analyzed and fair HRV information
still derived. Such analysis can be also performed at relatively shorter time
intervals (less than 5 minutes) without missing meaningful HRV information.
Finally this method is sensitive to rapid changes in HR properly showing tiny
changes in autonomic balance. The drawback of this approach is a necessity
to perform massive calculations to find best order of autoregression model.
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In AR method, the estimation of AR parameters can be done easily by
solving linear equations. In AR method, data can be modeled as output of a
causal, all pole, discrete filter whose input is white noise. AR method of order
p is expressed by the following equation:

x(n) = −
p∑

k=1

a(k)x(n − k) + w(n) (5.9)

where a(k) are AR coefficients and w(n) is white noise of variance equal to σ2.
AR (p) model can be characterized by AR parameters

{
a[1], a[2], . . . , a[p], σ2

}
.

The important aspect of the use of AR method, is the selection of the
order p. Much work has been done by various researchers on this problem and
many experimental results have been given in literature such as the papers
presented by Akaike [117–119]. The order of the AR model p = 16 can be
taken [119].

An autoregressive process, x(n), may be represented as the output of an
all-pole filter that is driven by unit variance white noise. The Burg method
is used to get the AR model parameter. The power spectrum of a pth order
autoregressive process is

PBU
xx (f) =

�
⇀

Ep∣∣∣∣1 +
p∑
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�
a p(k)e−j2πfk

∣∣∣∣
2 (5.10)

where
�
⇀

E is total least square error. The Burg method results in high resolution
and yields a stable AR model.

Spectral analysis of heart rate variability can be a powerful tool to assess
autonomic nervous system function. It is not only useful when studying the
pathophysiologic processes in certain diseases but also may be used in daily
clinical practice. Figure 5.3 indicates the AR spectrum of a normal subject.

5.4.1 Limitations of Fourier Analysis

Conventional signal methods of analysis based on Fourier transform tech-
nique are not very suitable for analyzing non-stationary signals. The Fourier
transform technique resolves the time domain signal into complex exponential
functions, along with information of their phase shift measured with respect
to a specific reference instant. Here the frequency components extend from
−∞ to +∞ in the time scale. That is, even finite length signals are expressed
as the sum of frequency components of infinite duration. Besides, the phase
angle being a modular measure, it fails to provide the exact location of an
‘event’ along the time scale. This is a major limitation of the Fourier transform
approach.
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Fig. 5.3. AR spectrum of normal subject

5.4.2 Higher Order Spectra (HOS)

The HRV signal can be analyzed using different higher order spectra (also
known as polyspectra) that are spectral representations of higher order mo-
ments or cumulants of a signal. The Bispectrum is the Fourier transform of
the third order correlation of the signal and is given by

B(f1, f2) = E[X(f1)X(f2)X∗(f1 + f2)] (5.11)

where X(f) is the Fourier transform of the signal x(nT) and E[.] stands for the
expectation operation. In practice, the expectation operation is replaced by an
estimate that is an average over an ensemble of realizations of a random sig-
nal. For deterministic signals, the relationship holds without an expectation
operation with the third order correlation being a time-average. For deter-
ministic sampled signals, X(f) is the discrete-time Fourier transform and in
practice is computed as the discrete Fourier transform (DFT) at frequency
samples using the FFT algorithm. The frequency f may be normalized by the
Nyquist frequency to be between 0 and 1.

The bispectrum may be normalized (by power spectra at component fre-
quencies) such that it has a value between 0 and 1, and indicates the degree
of phase coupling between frequency components [120]. The normalized bis-
pectrum or bicoherence is given by

Bco(f1, f2) =
E[(X(f1)X(f2)X∗(f1 + f2))]√

P (f1)P (f2)P (f1 + f2)
(5.12)

where P (f) is the power spectrum.

Higher Order Spectral Features

One set of features are based on the phases of the integrated bispectrum
derived by Chandran et al [121] and is described briefly below:
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Assuming that there is no bispectral aliasing, the bispectrum of a real sig-
nal is uniquely defined with the triangle 0 ≤ f2 ≤ f1 ≤ f1 +f2 ≤ 1. Parameters
are obtained by integrating along the straight lines passing through the origin
in bifrequency space. The region of computation and the line of integration
are depicted in Fig. 5.4. The bispectral invariant, P (a), is the phase of the
integrated bispectrum along the radial line with the slope equal to a. This is
defined by

P (a) = arctan
(

Ii(a)
Ir(a)

)
(5.13)

where

I(a) = Ir(a) + jIi(a)

=
∫ 1

1+a

f1=0+
B(f1, af1)df1

(5.14)

for 0 < a ≤ 1, and j =
√−1. The variables Ir and Ii refer to the real and

imaginary part of the integrated bispectrum, respectively.
These bispectral invariants contain information about the shape of the

waveform within the window and are invariant to shift and amplification and
robust to time-scale changes. They are particularly sensitive to changes in
the left-right asymmetry of the waveform. For windowed segments of a white
Gaussian random process, these features will tend to be distributed symmet-
rically and uniformly about zero in the interval [−π,+π]. If the process is
chaotic and exhibits a colored spectrum with third order time-correlations or
phase coupling between Fourier components, the mean value and the distrib-
ution of the invariant feature may be used to identify the process.
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Another set of features are based on the work of Ng et al [122]. These
features are the mean magnitude and the phase entropy. However, unlike
their work, we calculated these features within the region defined in Fig. 5.4.
The formulae of these features are

Mean of Magnitude : Mave =
1
L

∑
Ω

|b(f1, f2)| (5.15)

Phase Entropy : Pe =
∑

n
p(ψn) log p(ψn) (5.16)

where

Ω = {(f1, f2)|f1, f2 in the region in Fig. 5.4}
ψn = {φ| − π + 2πn/N ≤ φ < −π + 2π(n + 1)/N, n = 0, 1, . . . , N − 1

p(ψn) =
1
L

∑
Ω 1(φ(b(f1, f2)) ∈ ψn), 1(.) = indicator function

L is the no. of point within the region in Fig. 5.4,
φ refers to the phase angle of the bispectrum.

The formulae for these bispectral entropies are given as:

Normalized Bispectral Entropy (BE1) : P1 = −
∑

n
pn log pn (5.17)

where pn = |B(f1,f2)|∑
Ω
|B(f1,f2)| , Ω = the region as in Fig. 5.4.

Normalized Bispectral Squared Entropy (BE2) : P2 = −
∑

n
pn log pn

(5.18)
where pn = |B(f1,f2)|2∑

Ω
|B(f1,f2)|2 , Ω = the region as in Fig. 5.4.

Bispectrum and bicoherence plots, mean amplitude of bispectrum, bispec-
tral entropies, invariant features can be used to find different cardiac abnor-
malities.

5.4.3 Short Time Fourier Transform (STFT)

In order to locate a particular event along the time scale, a finite length
window is used at that point. This window may, then be moved along the
signal in time producing a succession of estimates of the spectral components
of the signal. This works well for signals composed of stationary components
and for slowly varying signals. However, for the signal containing, both slowly
varying components and rapidly changing transient events, STFT fails. If we
use a window of infinite length, we get the FT, which gives perfect frequency
resolution, but no time information. Furthermore, in order to obtain the sta-
tionarity, we have to have a short enough window, in which the signal is
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stationary. The narrower we make the window, the better the time resolution,
and better the assumption of stationarity, but poorer the frequency resolution.

Wavelet transform [123] overcomes this problem. It uses small windows at
the high frequency and longer windows at low frequency. The wavelet can be
classified into two types: (1) Discrete Wavelet transform (DWT), (2) Contin-
uous Wavelet transform (CWT).

5.4.4 Continuous Time Wavelet Transform (CWT) Analysis

A ‘wavelet’ implies a small wave of finite duration and finite energy, which is
correlated with the signal to obtain the wavelet coefficients [124]. The reference
wavelet is known as the mother wavelet, and the coefficients are evaluated for
the entire range of dilation and translation factors [123]. Initially the mother
wavelet is shifted (translated) continually along the time scale for evaluating
the set of coefficients at all instants of time. In the next phase, the wavelet
is dilated for a different width – also normalized to contain the same amount
of energy as the mother wavelet – and the process is repeated for the entire
signal. The wavelet coefficients are real numbers usually shown by the intensity
of a chosen color, against a two dimensional plane with y-axis representing
the dilation (scaling factor) of the wavelet, and the x-axis, its translation
(shift along the time axis). Thus the wavelet transform plot (scalogram) can
be seen as a color pattern against a two dimensional plane. In the CWT the
wavelet coefficients are evaluated for infinitesimally small shifts of translation
as well as scale factors. That is, the color intensity distribution in the scalogram
pattern contains information about the location of the ‘event’ occurring in the
time domain [125–127]. Thus the color patterns in the scalogram can be useful
in highlighting the abnormalities and is specific to different types of diseases.

For a given wavelet ψa,b (t), the coefficients are evaluated using Eq. given
below.

W (a, b) ≡
∞∫

−∞
f(t)

1√|a|ψ
∗
(

t − b

a

)
dt (5.19)

where ψ∗
(

t − b

a

)
= ψ∗

a,b (t); a → scale factor; b → translation factor

The scalogram patterns thus obtained also depend on the wavelet chosen
for analysis. Bio-signals usually exhibit self similarity patterns in their distri-
bution, and a wavelet which is akin to its fractal shape would yield the best
results in terms of clarity and distinction of patterns.

5.5 Nonlinear Methods of Analysis

Recent developments in the theory of nonlinear dynamics have paved the way
for analyzing signals generated from nonlinear living systems [128, 129]. It is
now generally recognized that these nonlinear techniques are able to describe
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the processes generated by biological systems in a more effective way. The tech-
nique has been extended here to study various cardiac arrhythmias. The pa-
rameters like correlation dimension (CD), largest Lyapunov exponent (LLE),
SD1/SD2 of Poincare plot, approximate entropy (ApEn), Hurst exponent,
fractal dimension, α slope of detrended fluctuation analysis and recurrence
plots.

5.5.1 Capacity Dimension

The simplest method for measuring the dimension of a data set is to measure
its capacity dimension or box counting dimension [128]. In this method, the set
is covered with smaller elements of size e. The number of elements required
to cover the segment is inversely proportionate to the size of the element.
Thus for one-dimensional objects, N(e) = k

e , where e is the size of the square,
N(e) is the number of squares of that size required to cover the set, and k is
a constant. For an arbitrary set it is given by, N(e) = k

eD
. where D is the

dimension of the set. We can solve the formula for D, by taking the limit as
e → 0. This is the capacity method of estimating D. Then D will be given by

Dcap = lim
e→0

log (N (e))
log (1/e)

(5.20)

5.5.2 Correlation Dimension

The phase space plot is a plot, in which, X-axis represents the heart-rate X[n]
and the Y-axis represents the heart-rate after a delay X[n+delay]. The choice
of an appropriate delay is calculated using the minimal mutual information
technique [130, 131]. Figure 5.6 shows the typical phase space plot of a nor-
mal subject. The phase space plot shows unique spread for various cardiac
disorders [46].

Correlation Dimension is one of the most widely used measures of Frac-
tal Dimension. Here we adapt the algorithm proposed by Grassberger and
Procaccia [132]. The idea is to construct a function C(r) that is the probabil-
ity that two arbitrary points on the orbit are closer together than r. This is
done by calculating the separation between every pair of N data points and
sorting them into bins of width dr proportionate to r. A correlation dimension
can be calculated using the distances between each pair of points in the set
of N number of points, s(i, j) = |Xi − Xj |

A correlation function, C(r), is then calculated using, C(r) = 1
N2 × (Num-

ber of pairs of (i, j) with s(i, j)〈r). C(r) has been found to follow a power law
similar to the one seen in the capacity dimension: C(r) = krD. Therefore, we
can find Dcorr with estimation techniques derived from the formula:

Dcorr = lim
r→0

log (C (r))
log (r)

(5.21)
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5.5.3 Lyapunov Exponent

To discriminate between chaotic dynamics and periodic signals Lyapunov
exponent (λ) are often used. It is a measure of the rate at which the tra-
jectories separate one from other [129,133]. The trajectories of chaotic signals
in phase space follow typical patterns. Closely spaced trajectories converge
and diverge exponentially, relative to each other. For dynamical systems, sen-
sitivity to initial conditions is quantified by the Lyapunov exponent (λ). They
characterize the average rate of divergence of these neighboring trajectories.
A negative exponent implies that the orbits approach a common fixed point.
A zero exponent means the orbits maintain their relative positions; they are
on a stable attractor. Finally, a positive exponent implies the orbits are on a
chaotic attractor.

For two points in a space X0 and X0 + Δx0, that are function of time and
each of which will generate an orbit in that space using some equations or
system of equations, then the separation between the two orbits Δx will also
be a function of time. This separation is also a function of the location of the
initial value and has the form Δx(X0, t). For chaotic data set, the function
Δx(X0, t) will behave erratically. The mean exponential rate of divergence of
two initially close orbits is characterized by:

λ = lim
1
t

t→α

ln
|Δx(X0,t)|
|ΔX0| (5.22)

The Lyapunov exponent “λ” is useful for distinguishing various orbits.
Largest Lyapunov Exponent (LLE) quantifies sensitivity of the system to

initial conditions and gives a measure of predictability. Presence of positive
Lyapunov exponent indicates chaos. Even though a m dimensional system
has m Lyapunov exponents, in most applications it is sufficient to compute
only the largest Lyapunov exponent (LLE). For heart rate variability analysis,
the method proposed by Rosenstien et al [10], can be used, which is robust
with data length. This method looks for nearest neighbor of each point in
phase-space and tracks their separation over certain time evolution. The LLE
is estimated using a least squares fit to “average” line and is defined by:

y(n) =
1

Δt
〈ln (di (n))〉 (5.23)

where di (n) is the distance between ith phase-space point and its nearest
neighbor at nth time step, and 〈.〉 denotes the average overall phase space
points. This last averaging step is the main feature that allows an accurate
evaluation of LLE even when we have a short and noisy data.

5.5.4 Hurst Exponent

The Hurst exponent is a measure that has been widely used to evaluate the
self-similarity and correlation properties of fractional Brownian noise, the time
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series produced by a fractional (fractal) Gaussian process. Hurst exponent is
used to evaluate the presence or absence of long-range dependence and its
degree in a time series. However, local trends (nonstationarities) are often
present in physiological data and may compromise the ability of some methods
to measure self-similarity. Hurst Exponent is the measure of the smoothness
of a fractal time series based on the asymptotic behavior of the rescaled range
of the process. In time series analysis of EEG, Hurst Exponent H is used by
Dangel et al [134] to characterize the non-stationary behavior of the sleep
EEG episodes. The Hurst exponent H is defined as,

H = log(R/S)/ log(T ), (5.24)

where T is the duration of the sample of data and R/S the corresponding
value of rescaled range. The above expression is obtained from the Hurst’s
generalized equation of time series that is also valid for Brownian motion.
If H = 0.5, the behavior of the time-series is similar to a random walk. If
H < 0.5, the time-series cover less “distance” than a random walk. But if
H > 0.5, the time-series covers more “distance” than a random walk. H is
related to the dimension D2 given by,

H = E + 1 − D2 (5.25)

Here, E is the Euclidean dimension.

5.5.5 Detrended Fluctuation Analysis

The concept of a fractal is most associated with geometrical objects satisfying
two criteria: self-similarity and fractal dimensionality. Self-similarity means
that an object is composed of sub-units and sub-sub-units on multiple levels
that statistically resemble the structure of the whole object. The second crite-
ria for fractal object is that it has a fractional dimension, also called fractal,
that can be defined to be any curve or surface that is independent of scale.
This concept of fractal structure can be extended to the analysis of heart rate
signals.

The Detrended Fluctuation Analysis (DFA) is used to quantify the fractal
scaling properties of short interval RR signals. This technique is a modification
of root-mean-square analysis of random walks applied to nonstationary sig-
nals [135]. The root-mean-square fluctuation of an integrated and detrended
time series is measured at different observation windows and plotted against
the size of the observation window on a log-log scale.

First, the R-R time series (of total length N) is integrated using the equa-
tion:

y(k) =
k∑

i=1

[RR(i) − RRavg] (5.26)
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where y(k) is the k th value of the integrated series, RR(i) is the ith inter
beat interval, and the RRavg is the average inter beat interval over the entire
series.

Then, the integrated time series is divided into windows of equal length, n.
In each window of length n, a least-squares line is fitted to the RR interval data
(representing the trend in that window). The y coordinate of the straight line
segments are denoted by yn(k). Next, we detrend the integrated time series,
yn(k), in each window. The root-mean-square fluctuation of this integrated
and detrended series is calculated using the equation:

F (n) =

√√√√1/N
N∑

k=1

[y(k) − yn(k)]2 (5.27)

This computation is repeated over all time scales (window sizes) to obtain
the relationship between F (n) and the window size n (i.e., the number of beats
in a window that is the size of the window of observation). In this study, the
box size is ranged from 4 to ∼ 300 beats. A box size larger than 300 beats
would give a less accurate fluctuation value because of finite length effects of
data [136].

Typically, F (n) will increase with window size. The fluctuation in small
windows are characterized by a scaling exponent (self-similarity factor), ∝,
representing the slope of the line relating log F (n) to log(n). Figure 5.5 shows
the DFA plot for the normal heart rate signal. In this method, a fractal like
signal results in a scaling exponent value of 1 (∝= 1). This value for white
Gaussian noise (totally random signal) will be 0.5, and a Brownian noise signal
with spectrum rapidly decreasing power in the higher frequencies results in
an exponent value of 1.5 [135]. The ∝ can be viewed as an indicator of the
“roughness” of the original time series: the larger the value of the ∝ the
smoother the time series. A good linear fit of the log F (n) to log(n) plot (DFA
plot) indicates F (n) is proportional to nα, where α is the single exponent
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Fig. 5.5. F (n) plotted against several box sizes, n, on a log-log scale
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describing the correlation properties of the entire range of heart rate data.
However in some cases, we found that the DFA plot was not strictly linear
but rather consisted of two distinct regions of different slopes separated at a
break point nbp [133]. This observation suggests there is a short range scaling
exponent, αs, over periods of 3 to nbp beats, and a long-range exponent, αl,
over long periods [133].

5.5.6 Entropies

Entropy is a thermodynamic quantity describing the amount of disorder in
the system. From an information theory perspective, the above concept of
entropy is generalized as the amount of information stored in a more general
probability distribution. First Shannon applied the concept of information or
logical entropy to the science of information theory and data communications.
Recently a number of different entropy estimators [137] have been applied to
quantify the complexity of the signal. Entropy estimators are broadly classified
into two categories-spectral entropies and embedding entropies. The spectral
entropies use the amplitude components of the power spectrum of the signal as
the probabilities in entropy calculations. In this topic the spectral entropies –
Shannon entropy, Renyi’s entropy are discussed. The embedding entropies use
the time series directly to estimate the entropy. Kolmogorov-Sinai entropy, ap-
proximate entropy and sample entropy are the embedding entropies discussed
here.

Spectral Entropy (SEN)

Spectral entropy (SEN) [138, 139] is the normalized form of Shannon’s
entropy. It quantifies the spectral complexity of the time series. A variety
of spectral transformations exist. Of these the Fourier transformation (FT) is
most probably the well-known transformation method from which the power
spectral density (PSD) can be obtained. The PSD is a function that repre-
sents the distribution of power as function of frequency. For each frequency,
the power level Pf obtained from Fourier Transform is summed and the total
power,

∑
Pf is calculated. Normalization of PSD with respect to the total

spectral power will yield a probability density function. Each frequency’s
power level is divided by the total power [pf = Pf

PT
;PT = Total Power],

yielding in the end the total;
∑

pf = 1. Entropy is computed by multiplying
the power in each frequency by the logarithm of the same power, pf × log(pf )
and multiplying the result by −1. Total entropy is the sum of entropy com-
puted over entire frequency range. Thus the spectral entropy is given by

SEN =
∑

f

pf log
(

1
pf

)
(5.28)

Heuristically the entropy has been interpreted as a measure of uncertainty
about the event at f . Thus entropy H may be used as a measure of system
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complexity. It measures the spread of data. Data with broad, flat probability
distribution have high entropy. Data with narrow, peaked distribution will
have low entropy. SEN is also a special case of a series of entropies termed
Renyi entropies REN(α).

Renyi’s Entropy

Renyi’s entropy [137,140] is given by

REN(α) = − α

1 − α

∑
log pα

k (α = 1) (5.29)

Embedding Entropies

The embedding entropies use the time series directly to estimate the entropy.
Kolmogorov-Sinai entropy, approximate entropy and sample entropy are the
embedding entropies discussed below.

Kolmogorov Sinai Entropy (K)

Entropy is determined from the embedded time series data by finding points
on the trajectory that are close together in phase space but which occurred
at different times (i.e., are not time correlated). These two points are then
followed into the future to observe how rapidly they move apart from one
another. The time it takes for point pairs to move apart is related to the
so-called Kolmogorov entropy [141], K, by

〈tdiv〉 = 2−Kt (5.30)

where 〈tdiv〉 is the average time for the pair to diverge apart and K is expressed
in bits per second.

The calculation of K from a time series typically starts from reconstruct-
ing the system’s trajectory in an embedding space. According to Grassberger
and Procaccia [132], K can be determined from the correlation function.
Cm(r,Nm) as

K = lim
r→0

lim
m→∞

1
τ

Cm(r,Nm)
Cm+1(r,Nm+1)

(5.31)

The correlation function Cm(r,Nm) indicates the probability that two
arbitrary points on the orbit are closer together than r. This is done by cal-
culating the separation between every pair of N data points and sorting them
into bins of width dr proportionate to r.

A correlation function, C(r), for the embedding dimension m is then
calculated using,

Cm(r,Nm) =
2

Nm(Nm − 1)

Nm∑
i=1

Nm∑
j=1
j �=i

Θ (r − ‖xi − xj‖) (5.32)
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where xi and xj are the points of the trajectory in the phase space, r is the
radial distance around each reference point xi, Θ → is the Heaviside function
and Nm = N −(m−1)τ is the number of points in the multidimensional state
space.

τ is called the delay time and m is the embedding dimension.
Entropy reflects how well one can predict the behavior of each respective

part of the trajectory from the other. Higher entropy indicates less predictabil-
ity and a closer approach to stochasticity.

Approximate Entropy (ApEn)

K-S entropy measure diverges to a value of infinity when the signal is con-
taminated by the slightest noise. Pincus [11] proposed Approximate Entropy
(ApEn) as a solution to these problems and successfully applied it to rela-
tively short and noisy data. ApEn is scale invariant and model independent
and discriminates time series for which clear future recognition is difficult.
ApEn detects the changes in underlying episodic behavior not reflected in
peak occurrences or amplitudes [142]. ApEn assigns a nonnegative number
to a time series, with larger values corresponding to more complexity or ir-
regularity in the data [11]. For N data points x(1), x(2), . . . , x(N), with an
embedding space of �m, the ApEn measure is given by

ApEn(m, r,N) =
1

N − m + 1

∑N−m+1

i=1
log Cm

i (r)

− 1
N − m

∑N−m

i=1
log Cm+1

i (r) (5.33)

where Cm
i (r) =

1
N − m + 1

N−m+1∑
j=1

Θ (r − ‖xi − xj‖) is the correlation inte-

gral. The values of m and r may be chosen based on the results of previous
studies by Pincus indicating good statistical validity for ApEn [143].

Sample Entropy (SampEn)

SampEn agreed with theory much more closely than ApEn over a broad range
of conditions. The improved accuracy of SampEn statistics make them useful
in the study of experimental clinical cardiovascular and other biological time
series [144]. Abnormal heart rate characteristics of reduced variability and
transient decelerations are present early in the course of neonatal sepsis. To
investigate the dynamics, SampEn, which is of less biased measure than the
popular ApEn was calculated [145]. They proposed more information on the
selection of parameters of the SampEn.

The basic idea of the SampEn is very similar to the ApEn, but there is a
small computational difference [145]. For the calculation of SampEn we first
take the original time series x[i], i = 1, . . . , N , and construct vector sequences
of size m, u[1] through u[N −m+1], defined by u[i] = {x[i], . . . , x[i+m−1]}.
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The vectors length m, is known as the embedded dimension. The constructed
vectors represent m consecutive x values commencing with the ith point. The
distance d(u[i],u[j]) between vectors u[i] and u[j] is defined as d(u[i],u[j]) =
max{|u(i + k) − u(j + k)|, 0 ≤ k ≤ m − 1} where k accounts for the vector
component index. The probability of finding another vector within distance
r from the template vector u[i] is estimated by

C ′m
i (r) = {the number of j, j = i, j ≤ N − m + 1, such that d [u(i), u(j)]

≤ r} / (N − m + 1)

Now we can determine

φ′m(r) = (N − m + 1)−1
N−m+1∑

i=1

C ′m
i (r) (5.34)

and
SampEn(m, r,N) = − ln

[
φ′m(r)/φ′m+1(r)

]
(5.35)

SampEn measures complexity of the signal in the same manner as ApEn.
However, the dependence on the parameters N and r is different. SampEn
decreases monotonically when r increases. In theory, SampEn does not depend
on N . In analyzing time series including < 200 data points, however, the
confidence interval of the results is unacceptably large. When r and N are
large, SampEn and ApEn give the same results.

5.5.7 Fractal Dimension (FD)

The term “fractal” was first introduced by Mandelbrot in 1983 [146]. A fractal
is a set of points that when looked at smaller scales, resembles the whole
set. The concept of fractal dimension (FD) that refers to a non-integer or
fractional dimension originates from fractal geometry. In traditional geometry,
the topological or Euclidean dimension of an object is known as the number of
directions each differential of the object occupies in space. This definition of
dimension works well for geometrical objects whose level of detail, complexity
or “space-filling” is the same. However, when considering two fractals of the
same topological dimension, their level of “space-filling” is different, and that
information is not given by the topological dimension. The FD emerges to
provide a measure of how much space an object occupies between Euclidean
dimensions. The FD of a waveform represents a powerful tool for transient
detection. This feature has been used in the analysis of ECG and EEG to
identify and distinguish specific states of physiologic function [147]. Many
algorithms are available to determine the FD of the waveform. In this work,
algorithms proposed by Higuchi and Katz are implemented for analysis of
ECG and EEG signals. FD can be calculated by using (1) Higuchi’s Algorithm,
(2) Katz’s algorithm.
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Higuchi’s Algorithm

Let us consider x(1), x(2), . . . , x(N) the time sequence to be analyzed. We
construct k new time series xk

mas : xk
m = {x(m), x(m + k), x(m + 2k), . . . ,

x (m +
[

N−m
k

]
k),
}

for m = 1, 2, . . ., k, where m indicates the initial time
value, and k indicates the discrete time interval between points, and �a� means
the integer part of a. For each of the k time series or curves xk

m, the length
Lm(k) is computed by,

Lm(k) =

	a
∑
i=1

|x(m + ik) − x(m + (i − 1)k)| (N − 1)

�a� k
(5.36)

where N is the total length of the data sequence x, (N − 1)/�a�k is a normal-
ization factor and a = N−m

k . An average length is computed as the mean of
the k lengths Lm(k) for m = 1, 2, . . . , k. This procedure is repeated for each
k ranging from 1 to kmax, obtaining an average length for each k. In the curve
of ln(Lm(k)) versus ln(1/k), the slope of the least-squares linear best fit is the
estimate of the fractal dimension (DHiguchi) [148].

Katz’s Algorithm

Using Katz’s method [149] the FD of a curve can be defined as,

DKatz =
log10(L)
log10(d)

(5.37)

where L is the total length of the curve or sum of distances between successive
points, and d is the diameter estimated as the distance between the first
point of the sequence and the point of the sequence that provides the farthest
distance. Mathematically, d can be expressed as d = max (‖x(1), x(i)‖).

Considering the distance between each point of the sequence and the first,
point i is the one that maximizes the distance with respect to the first point.
The FD compares the actual number of units that compose a curve with
the minimum number of units required to reproduce a pattern of the same
spatial extent. FDs computed in this fashion depend upon the measurement
units used. If the units are different, then so are the FDs. Katz’s approach
solves this problem by creating a general unit or yardstick: the average step
or average distance between successive points, a. Normalizing the distances
DKatz is then given by,

DKatz =
log10(L/a)
log10(d/a)

(5.38)

5.5.8 Recurrence Plots (RP)

Recurrence plots are graphical devices specially suited to detect hidden
dynamical patterns and nonlinearities in data. It is a visualization technique
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to detect the recurrence or correlations in the data. It is a graph which shows
all those times at which a state of the dynamical system recurs. In other
words, the RP reveals all the times when the phase space trajectory visits
roughly the same area in the phase space.

In practice, one chooses ri such that the ball of radius ri centered at Xi

in �d contains reasonable number of points Xj of the trajectory. One dots a
point at each (i, j) for which Xj is in the ball of radius ri centered at Xi. This
plot is called the recurrence plot.

RP is usually symmetric because the distance measure is symmetric. But
complete symmetry is obtained because ri = rj . The RP exhibits character-
istic large-scale and small-scale patterns.

As mentioned above, RPs provide a visual impression of the trajectory
of a dynamical system in phase space. Suppose that the time series {Xi}N

i=1

representing the trajectory of a system in phase space is given, with Xi ∈ �d.
The RP is based on the following matrix

�i,j = Θ (ε − ‖Xi − Xj‖) , i, j = 1, . . . , N (5.39)

where Θ (.) is the Heaviside function, ‖.‖ denotes a norm and ε is a predefined
threshold. We will use the maximum norm throughout this work. We obtain
a 2-dimensional NxN matrix, which is symmetric with respect to the main
diagonal i = j.

Structures in Recurrence Plots

The initial purpose of RPs is the visual inspection of higher dimensional phase
space trajectories. The view on RPs gives hints about the time evolution of
these trajectories. The advantage of RPs is that they can also be applied to
rather short and even nonstationary data.

The RPs exhibit characteristic large scale and small scale patterns. The
first patterns were denoted by Eckmann et al [150] as typology and the latter
as texture. The typology offers a global impression which can be characterized
as homogeneous, periodic, drift and disrupted.

Homogeneous RPs are typical of stationary and autonomous systems
in which relaxation times are short in comparison with the time spanned
by the RP. An example of such an RP is that of a random time series.

Oscillating systems have RPs with diagonal oriented, periodic recurrent
structures (diagonal lines, checkerboard structures). However, even for those
oscillating systems whose oscillations are not easily recognizable, the RPs can
be used in order to find their oscillations. The drift is caused by systems with
slowly varying parameters. Such slow (adiabatic) change brightens the RP’s
upper-left and lower-right corners. Abrupt changes in the dynamics as well
as extreme events cause white areas or bands in the RP. RPs offer an easy
possibility to find and to assess extreme and rare events by using the frequency
of their recurrences.
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Fig. 5.6. Recurrence plot of normal heart rate

The recurrence plot of normal heart rate is given in Fig. 5.6. For normal
cases, the RP has diagonal line and less squares indicating more variation
in the heart rate. Abnormalities like Complete Heart Block (CHB) and in
Ischemic/dilated cardiomyopathy cases, show more squares in the plot indi-
cating the inherent periodicity and the lower heart rate variation [151].

5.6 Requirements for Non-Linear Analysis

Specifics of the biological systems require modifications of standard nonlin-
ear dynamics algorithms. The main problems of the nonlinear analysis when
applying it to biological signals can be summarized as follows: (a) high level of
random noise in the biological data. The applied nonlinear dynamics methods
should be robust to the noise influence; (b) short experimental data sets due
to the low frequencies of the biological signals. Short realizations cause large
error bars in the estimation of the chaos parameters; (c) nonstationarity of the
biological systems, i.e., ECG have different modulations influenced by vari-
ous external factors with different characteristic times; (d) spatially extended
character of the system.
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5.6.1 Surrogate Data

It is necessary to check the data for the nonlinearity. One of the tests for
nonlinearity is the surrogate data test.

The method of using surrogate in nonlinear time series analysis was intro-
duced by Theiler et al [152] in 1992. Surrogate signal is produced by phase
randomizing the original data. It has similar spectral properties as of the given
data. The surrogate data sequence has the same mean, the same variance, the
same autocorrelation function and therefore the same power spectrum as the
original sequence, but phase relations are destroyed. In the case of data shuf-
fling the histograms of the surrogate sequence and the reference sequence are
identical. The random phase spectrum is generated by using any of the three
methods described below.

1. Random phase: here the complex phase values of the Fourier transformed
input signal are chosen randomly.

2. Phase shuffle: here the phase values of the original spectrum are used in
random order.

3. Data shuffle: here the phase values of the original spectrum are used in ran-
dom order and the sorted values of the surrogate sequence are substituted
by the corresponding sorted values of the reference sequence additionally.

The measured topological properties of the experimental time series are
then compared with that of the measured topological properties of the surro-
gate data sets. If both the experimental data and the surrogate data results
differ more than 50%, then it rejects the null hypothesis and indicates that
the experimental data contain nonlinear features.

5.7 Discussion

Statistical measures of variability are easy to compute and provide valuable
prognostic information about patients. Time domain measures are susceptible
to bias secondary to nonstationary signals. A potential confounding factor in
characterizing variability with standard deviation is the increase in baseline
heart rate that may accompany diminished HRV indices. The clinical sig-
nificance of this distinction is unclear, because the prognostic significance of
altered SDNN remains clinically useful. Another limitation of time domain
measures is that they do not reliably distinguish between distinct biological
signals. There are many potential examples of data series with identical means
and standard deviations but with very different underlying rhythms [153].
Therefore, additional, more sophisticated methods of variability analysis are
necessary to characterize and differentiate physiological signals. It is nonethe-
less encouraging that, using rather crude statistical measures of variability, it
is possible to derive clinically useful information.
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In order to derive a valid and meaningful analysis using a fast Fourier
transform and frequency domain analysis, the assumptions of stationarity
and periodicity are to be fulfilled. The signal must be periodic, namely it is
a signal that is comprised of oscillations repeating in time, with positive and
negative alterations [154]. In the interpretation of experimental data, periodic
behavior may or may not exist when evaluating alterations in spectral power
in response to intervention. The assumption of stationarity may also be vio-
lated with prolonged signal recording. Changes in posture, level of activity and
sleep patterns will alter the LF and HF components of spectral analysis [155].
Spectral analysis is more sensitive to the presence of artifact and/or ectopy
than time domain statistical methods. In addition, given that different types
of Holter monitors may yield altered LF signals [156], it is essential to ensure
that the sampling frequency of the monitor used to read QRS complexes does
not contribute to error in the variability analysis [157]. Thus, the performance
and interpretation of spectral analysis must incorporate these limitations. Rec-
ommendations based upon the stationarity assumption include the following:
short-term and long-term spectral analyses must be distinguished; long-term
spectral analyses are felt to represent averages of the alterations present in
shorter term recordings and may hide information; traditional statistical tests
should be used to test for stationarity when performing spectral analysis; and
physiological mechanisms that are known to influence HRV throughout the
period of recording must be controlled.

A nonlinear deterministic approach appears to be more appropriate to
describe more complex phenomena, showing that apparently erratic behav-
ior can be generated even by a simple deterministic system with nonlinear
structure [158, 159]. It is therefore not surprising that a specific subtype of
nonlinear dynamics, chaos theory and fractals, has recently been applied to
the study of HRV signal.

Approximate entropy is a measure and parameter that quantifies the reg-
ularity or predictability of time series data. This shows higher values for the
normal heart signals and will have smaller values for the cardiac abnormal
signals [46]. Detrended fluctuation analysis (DFA) quantifies fractal-like cor-
relation properties of the data [160]. The root-mean square fluctuation of the
integrated and detrended data are measured in observation box of various sizes
and then plotted against the size of the box [161]. The scaling exponent rep-
resents the slope of this line, which relates log(F(n)-fluctuation) to log(n-box
size). The short-term (F-fast) and long-term (S-slow) scaling exponents are
also calculated [162].

The CD is a measure of the complexity of the process being investigated.
It is calculated from the phase space plots and shows different range of values
for different cardiac diseases [46]. Another nonlinear dynamical parameter of
great importance is the Lyapunov exponent (LE), which quantifies the aver-
age growth of infinitesimally small errors in initial points. Chaotic processes
are characterized by one or more positive LEs, which means that the neigh-
boring points of trajectory in the phase space diverge. Converging processes
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are characterized by a Lyapunov spectrum of negative exponents. The LE is
a measure of predictability of the process, which quantifies the exponential
divergence of initially close state-space trajectories.

The Hurst scaling exponent (H) characterizes the shape of self-similar
signals and ranges from 0 to 1. A self-similar signal with H ≈ 0 resembles
white noise with spiky oscillations. A signal with H ≈ 0.5 shows brownian
noise-like oscillations, whereas signals with H ≈ 1 exhibit smooth oscillations.
Similarly, Fractal Dimension allows us to measure the degree of complexity
by evaluating how fast our measurements increase or decrease as our scale
becomes larger or smaller. These values will be higher for the normal subjects
and small for the abnormal subjects due to reduced or rhythmic variation.

Several investigators have stressed the importance of non-linear techniques
such as fractal dimension (FD) and approximate entropy (ApEn) to analyze
HR time series, as these series are essentially non-linear in nature [163, 164].
There are several ways to determine FD, which measures the space-filling
propensity and complexity of the time series [165]. Acharya et al have ex-
plained all the different types of linear and non-linear techniques, available
for the analysis of heart rate signals [166].

Slowly varying heart rate diseases like, CHB, Ischemic/dilated cardiomy-
opathy have more number of squares in the RP. This is due to the inher-
ent periodicity of the time series. The RP show more patches of colors in
cardiac diseases, where the heart rate signal is varying rapidly [151]. Censi
et al performed a quantitative study of coupling patterns between respiration
and spontaneous rhythms of heart rate and blood pressure variability signals
by using the Recurrence Quantification Analysis (RQA) [167]. They applied
RQA to both simulated and experimental data obtained in control breath-
ing at three different frequencies (0.25, 0.20, and 0.13 Hz) from ten normal
subjects. RP concept was used to detect the life threatening arrhythmias like
ventricular tachycardias [168].

Jamsek et al [169] used bispectral analysis to study the coupling between
cardiac and respiratory activity. Witte et al [170] too studied the coupling
between cardiac and respiratory activity but this research was on neonatal
subjects. Pinhas et al [171] have used the bispectrum to analyze the coupling
between blood pressure (BP) and HRV in heart transplant patients.

5.8 Conclusion

The science of analyzing biological signals has undergone tremendous growth
over the past decade, with the development of advanced computational meth-
ods that characterize the variation, oscillation, complexity and regularity of
signals. These methods were developed in response to theoretical limitations
of the others; however, all appear to have clinical significance. There is no
consensus that any single technique is the single best means of characterizing
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and differentiating biological signals; rather, investigators agree that multi-
ple techniques should be performed simultaneously to facilitate comparison
between methods, techniques and studies. Variability analysis represents a
novel means to evaluate and treat individual patients, suggesting a shift from
epidemiological analytical investigation to continuous individualized variabil-
ity analysis. The existing literatures show that, the nonlinear parameters are
more effective in analyzing the cardiac health of the subjects.
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Data Fusion of Multimodal Cardiovascular
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Computer technology has an important role in structuring biological systems.
The explosive growth on high performance computing techniques in recent
years with regard to the development of good and accurate models of bio-
logical systems has contributed significantly to the new approaches on the
modeling transient behavior of biological system. Data Fusion is the process
of combining data from several sources, inputs from sensors with information
from other sensors, information processing blocks, data bases or knowledge
bases into unified representational format [1, 2]. A data fusion system must
identify when data represents different views of the same object, when data is
redundant, and when mismatch occurs between data items. Data fusion deals
with the synergistic combination of information made available by different
measurement sensors, information sources and decision makers. Thus, sensor
fusion is concerned with distributed detection, sensor registration, data asso-
ciation, state estimation, target identification, decision fusion, user interface
and database management [3]. Various techniques involved in fusion are least
square method, Bayesian method, fuzzy logic, neural network and so on, but
they lack information on how they are applied [4,5]. Attempts have been made
to relate these fusion techniques with fusion tasks in the fusion architecture
framework. Data fusion [3, 6] architecture has gone through various develop-
mental phases and gradually has evolved into two techniques, the rule-based
decision-making and fuzzy logic decision-making [7].

Multiple sensor systems were originally motivated by their applications in
military surveillance but are now being employed in a wide range of applica-
tions [8–11]. Location of a moving object (such as an aircraft) using radar can
be taken as an example [12]. Even tough data fusion methods were developed
primarily for military applications, many non-military applications including
in the area of biomedical engineering are emerging. They include applications
to condition monitoring, monitor of machines, robotics and medicine [13–20].
A typical application in medicine is the detection of patient status based on the
data obtained from the recording of multi channel electrocardiogram (ECG),
arterial blood pressure (ABP) and respiration. Using of multimodal data can
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improve disease detection in various ways. In the past, multisensor fusion for
arterial and ventricular activity detection in coronary care monitoring was
carried out. Alfredo et al [21] have presented multisensor and multisource
data fusion skills to improve atrial and ventricular activity detection in criti-
cal care environments. Fracisco et al [22] proposed a framework for fusion of
structured and unstructured data based on case based reasoning concept. A
novel approach for robust cardiac rhythm tracking based on data fusion has
been described by Thoraval et al [13]. They have reported that their approach
gives better detection of abnormal ventricular contractions. Hence, one can
expect better results with regard to diagnosis by fusion of biological signals
from various sources.

6.1 Approaches for Fusion

Patient monitoring systems are used in critical-care units (CCU) to detect,
characterize, and automatically generate alarms for each potential life-
threatening event. Data acquired about the patient consists of one or more
measurements from different types of data gathering devices, such as elec-
trocardiogram, blood pressure meters, transthoracic impedance and plethys-
mograph. After processing, this raw data is turned into information streams
containing multiple measurements of heart rate, respiratory rate, systolic
and diastolic blood pressure and SpO2 [23–29]. These measurements can be
fused to yield more accurate estimates of the actual patient parameters and
status information such as the detection of sensor failures [13]. This can aid
in the elimination of false-positive cases [4]. Fusion of multimodal data can
be modelled as multi-dimensional process.

Y(k) = [E(k)R(k)B(k)P(k)] (6.1)

where k denotes the discrete time index, while E(k), R(k), B(k), P(k) refer,
respectively to ECG, Respiratory, ABP, and PLETH channels in Eq. (6.1).

E(k) = (e(k), e(k + 1), e(k + 2), . . .. . .. . .) (6.2)
R(k) = (r(k), r(k + 1), r(k + 2), . . .. . .. . ..) (6.3)
B(k) = (b(k),b(k + 1),b(k + 2), . . .. . .. . .) (6.4)
P(k) = (p(k),p(k + 1),p(k + 2), . . .. . .. . .) (6.5)

In Eq. (6.2) e(k) refers to ECG data, at (k)th instant of time, r(k) refers
to respiratory data, b(k) refers to blood pressure data and p(k) refers to
plethysmograph data at kth instant of time respectively in Eqs. (6.3,6.4,6.5).

E(k) = [(e1(k), e1(k+1), e1(k+2), . . .. . .. . .), e2(k), e2(k+1), e2(k+2), . . .. . .. . .)]
(6.6)
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where e1(k), e2(k) are two parameters heart rate and change in heart rate
extracted from ECG signal E(k) at kth instant given in Eq. (6.6).

R(k) = [(r1(k), r1(k+1), r1(k+2), . . .. . .. . .), (r2(k), r2(k+1), r2(k+2), . . .. . .. . .)]
(6.7)

where r1(k), r2(k) are two parameters respiratory rate and change in respi-
ratory rate extracted from respiratory signal R(k) at kth instant given in
Eq. (6.7).

B(k) = [(b1(k),b1(k + 1),b1(k + 2), . . .. . .. . .),
(b2(k),b2(k + 1),b2(k + 2), . . .. . .. . .)
(b3(k),b3(k + 1),b3(k + 2), . . .. . .. . .)]

(6.8)

where b1(k),b2(k),b3(k) are three parameters systolic pressure, diastolic
and mean pressures extracted from blood pressure signal B(k) at kth instant
given in Eq. (6.8).

P(k) = [(p1(k),p1(k + 1),p1(k + 2), . . .. . .. . .)] (6.9)

where p1(k) is the parameter oxygen saturation extracted from plethysmo-
graph signal P(k) at kth instant and is given in Eq. (6.9)

Multiple measurements of the same data are considered competitive data.
For example, three measurements of heart rate must be fused to yield one
estimate of the actual heart rate of the patient. If one sensor fails or is erratic,
while the other two are very close, then the average of those two should be
used as the correct estimate. Thus competitive integration yields two outputs.
The first is the integrated data, in this case the heart rate. The second is status
information, such as information about an erratic or failed sensor.

When multi-modal data is fused, it is considered complementary integra-
tion, which is defined as the integration of overlapping (partial) data. The data
is partial because it only covers a certain aspect of the patient state. However,
it is overlapping because the different types of data change together, as patient
state changes. Complementary integration does not produce better estimates
of the patient parameters as competitive data does. However, it does yield
status information. The most obvious example is, if one type of sensor fails,
the others continue to function normally.

In the model developed (Fig. 6.1), there are two heart rate measurements,
one respiratory rate, blood pressure systolic, diastolic and mean pressures
and one SpO2 measurement. The relation between the two heart rate mea-
surements is competitive, and can thus be used to yield a more accurate
measurement and status information about the two sensors. The relationship
between the heart rate, respiratory rate and respiratory volume measurements
are complementary. Each of them partially cover the patient state, and can
be fused to yield status information about the sensors. For example, if heart
rate from lead 1, indicates zero but heart rate from lead 2 indicates some valid
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Fig. 6.1. Data Fusion Model of multi-modal signals

value, the ECG lead1 sensor has most likely failed. Similarly, the heart rate
may indicate that the patient’s heart has stopped beating, but the respiratory
rate may show normal breathing.

It is unlikely that the patient’s heart has stopped, and the heart rate sensor
has failed [13]. These are the ways in which data fusion can provide better
information to eliminate false-positive detections.

The rules used to create the heart rate status are as follows. If there is a
difference of more than 5% between the two heart rate measurements, or if the
status of the heart rate sensors differs, a “Heart rate discrepancy” is flagged.
Otherwise, the heart rate is set to the average of the two values. To create the
overall status, a tally is taken of the number of sensors that report a status of
OK. If they do not indicate OK, they may indicate SENSOR ERROR, which
indicates a hardware failure, NO DATA, which indicates that not enough
data has yet been acquired to calculate patient parameters, or STALE DATA
which indicates no new data has been received within a certain time period.
All of these results can be indicative of patient deterioration or sensor failures.
However, if the problems are consistent between sensors, they are more likely
to flag a problem with the patient rather than the sensors. The table on
sensor discrepancy and the sensors reporting OK is shown in the Table 6.1.
Parameters extracted from the multi-modal data are combined using rule
based approach and fuzzy reasoning methods.
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Table 6.1. Sensor discrepancies

Sensors reporting OK Message Returned

Four (all sensors OK) No sensor abnormalities detected
Three Sensor discrepancy (one sensor)
Two Sensor discrepancy (two sensors)
One Possible acute patient deterioration; Sensor dis-

crepancy (three sensor)
Zero (no sensors OK) Highly likely acute patient deterioration

6.2 Rule Based Approach

Set theory has been found to be at the center of universe for the modern
computing world. Every element in the world either belongs or doesn’t belong
to a set; either member or not a member of a set; either true or false. New rules
can be derived from existing knowledge by using the true or false statements.
Utilizing the information obtained from analyzing multimodal data, new rules
can be formulated for detecting critical conditions of the patient. Rules can be
developed such as: “If heart rate exceed 90 bpm” or “If respiratory rate exceeds
20” or “If mean Pressure has dropped by 20 bpm” and “Spo2 has decreased
below 95%” then patient is diagnosed with left ventricular failure. A rule-
based decision making system employs a series of Boolean result parameter
tests, combined together with a series of Boolean operators such as AND, OR
to indicate whether a particular condition is present or not.

There are many different categories of problems that could be detected by
the rule-based approach, such as:

• A drop in heart rate over time is indicative of cardiac problem
• A drop in blood pressure combined with a rise in heart rate indicates that

the heart is not pumping forcefully or low preload. The rise in heart rate
occurs as the body attempts to increase blood flow.

• A drop in SpO2 % indicates that oxygen content is reduced.
• Ventricular failures could be detected by a sudden change in heart rate to

a very high rate.

The percentage mentioned above are just approximate test values and the
clinician has choice of providing the accurate conditions and limits to the
Table 6.3 based upon his clinical experience and clinical literature.

Some life-threatening episodes can be detected by using the rules
documented in Table 6.2. These rules are not easily available in literature
and are assigned based on the discussions with experienced cardiac surgeons.
ECG, respiratory, blood pressure and plethysmograph signals were considered
for fusion in Table 6.2, however if more parameters such as pressure signals
from individual chamber of heart such as left atrium, pulmonary artery, right
atrium if fused along with oxygen saturation, a more specific diagnosis can
be made. Table 6.3 gives a general idea for fuzzification of parameters.
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Table 6.2. Fusion Rules for Cardiovascular Condition Diagnosis

Condition Constraints Typical Test Values

Left Ventricular
Failure

High Heart Rate HR > 90BPM and
High Respiratory Rate RR > 20 RPM/minute
Drop in Blood Pressure SBP < 80 mm/HG
Low Oxygen Saturation SpO2 < 95%

Right
Ventricular
Failure

High Heart Rate HR > 95BPM and
Very high Respiratory Rate RR > 25 RPM/minute
Less drop in Blood Pressure SBP < 110 mm/HG
Very Low Oxygen Saturation SpO2 < 90%

Pulmonary
Oedema

Very high Heart Rate HR > 120 BPM and
Very high Respiratory Rate RR > 25 RPM/minute
Large drop in Blood Pressure SBP < 80 mm/HG
Very Low Oxygen Saturation SpO2 < 90%

Tachycardia Very high Heart Rate HR > 120 BPM
Bradycardia Very low Heart Rate HR < 60 BPM

Table 6.3. Probabilistic rules assigned by the physician

(HR) (RR) (SBP) (SpO2) Failure

Single Constraint

1–1 HR > 150 ∈ all RR ∈ all SBP ∈ all SpO2 80%
1–2 110 < HR < 130 ∈ all RR ∈ all SBP ∈ all SpO2 50%
1–3 90 < HR < 110 ∈ all RR ∈ all SBP ∈ all SpO2 30%
1–4 80 < HR < 90 ∈ all RR ∈ all SBP ∈ all SpO2 10%

Double Constraints

2–1 110 < HR < 130 RR > 20 ∈ all SBP ∈ all SpO2 80%
2–2 90 < HR < 110 15 < RR < 20 ∈ all SBP ∈ all SpO2 50%
2–3 80 < HR < 90 10 < RR < 15 ∈ all SBP ∈ all SpO2 15%
. . . . . . . . . . . . . . . . . .

Triple Constraints

3–1 110 < HR < 130 RR > 20 SBP < 70 ∈ all SpO2 80%
3–2 90 < HR < 110 15 < RR < 20 70 < SBP < 80 ∈ all SpO2 60%
3–3 80 < HR < 90 10 < RR < 15 80 < SBP < 100 ∈ all SpO2 20%
. . . . . . . . . . . . . . . . . .

Four Constraints

4–1 110 < HR < 130 RR > 20 SBP < 70 SpO2 < 90% 85%
4–2 90 < HR < 110 15 < RR < 20 70 < SBP < 80 95% < SpO2 < 90% 70%
4–3 80 < HR < 90 10 < RR < 15 80 < SBP < 100 90% < SpO2 < 99% 25%
. . . . . . . . . . . . . . . . . .

6.3 Introduction to Fuzzy Based Decision Making

The world around us is very uncertain and unpredictable. No bivalent logic
(also called Boolean or binary logic or law of excluded middle) can possi-
bly solve real world problems without oversimplification. Many approximate
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reasoning (also called multi-valued, or continuous or fuzzy logic) methods have
been proposed and applied to real world problems [4]. Fuzzy logic allows the
representation of human decision and evaluation processes. In reality a crisp
rule for certain case cannot be defined. These rules are discrete points in the
continuum of possible cases and approximation is done between them. The
full scope of human thinking, creativity cannot be mimicked by fuzzy logic.
Solution can be derived for a given case by applying fuzzy logic techniques to
the rules that have been defined for similar cases.

Most of the medical books describe that normal heart rate is 72 beats
per minute, which doesn’t mean that a patient with 71 bpm has abnormally
low heart rate and a patient with 73 bpm has abnormally high heart rate.
Figure 6.2 gives an example of the ‘patients with high heart rate’ (dark area),
where the indicator function defines high heart rate as rates higher than
72 bpm. Figure 6.3 gives an example of a set, where certain elements can also
be “more-or-less” members. The shades of grey indicate the degree to which
the heart rate belongs to the set of high heart rate. This shades of grey which
makes the dark grey area in Fig. 6.2 look “fuzzy” and gave Fuzzy Logic its
name.
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In Fig. 6.3, each heart rate is associated with a certain degree to which it
matches the prototype for high heart rate. This degree is called the “degree of
membership” μHR(x) of the element x e X to the set high heart rate, where
X is set of all high heart rates and heart rate is called a base variable ‘x’ with
universe X. Different classes of events are specified, along with a membership
function.

Fuzzy set is an extension of regular set in which for each element there
is also a degree of membership associated with it. The degree of membership
can be any value between 0 and 1. An element, whose degree of membership
in a set is 0, doesn’t belong to that set at all. An element whose degree of
membership in a set is 1, belongs one hundred percent to that set. An element
whose degree of membership in a set is 0.8, belongs eighty percent to that
set and so on. Also an element can belong to more than one set to various
degrees of membership. This provides a powerful scheme for representation
of uncertainity. Thus this continuous or fuzzy logic includes conventional or
binary logic as a special case and extends beyond that.

6.4 Fuzzy Logic Approach

In a rule-based system, a Boolean response is assigned to a condition. Thus a
patient either has or does not have a certain condition. In contrast, a fuzzy-
logic system attempts to assign a probability that a patient has a certain
condition. Thus, a fuzzy-logic system may produce the response that a patient
is 70% likely to have a Left Ventricular Failure, but only 8% likely to be
having Pulmonary edema. This type of system has some advantages. Firstly,
it rids the system of rigid thresholds, such as HR > 90 bpm. A patient with
high respiratory rate may be having respiratory troubles without crossing
this threshold. In the rule-based system, this case would not be triggered. In
contrast, the fuzzy-logic system would assign it a probability almost as high
as for a patient with RR > 20. It is for this reason the system is denoted
fuzzy, as the boundaries become fuzzy rather than rigid. A second advantage
of fuzzy-logic is it can be used to prioritize tasks. If one patient has a high
probability of a serious state, while another patient has a lower probability of
a less serious state, limited resources can tend to the highest risk group first.
Fuzzy-logic is implemented using a decision function, as modeled in Fig. 6.4.

The inputs to the function are a set of patient parameters. The outputs are
the probabilities that different conditions are occurring. For example, condi-
tion 1, Left Ventricular Failure may have a severity or probability of 70% while
condition 2, Pulmonary edema, may have a probability of 5%. The challenge
in fuzzy-logic is to create the decision function, as it may be a complex mathe-
matical function. To partially automate the task, the method used is, for each
condition, to create a closed object in n-space based on the Boolean rules for
that condition, to fuzzify its boundaries, and finally to create a mathematical
function to correspond to the fuzzified object.
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6.4.1 Fuzzy-Logic Decision Function Created by Fuzzifying
Boolean Rules

This method performs a transformation of the Boolean rules to smoothen
their boundaries, creating a probabilistic region. The algorithm consists of
the following steps. (i) Quantize the patient parameters. For example, heart
rate is broken down into 18 steps of 10 BPM/step, blood pressure is broken
down into 10 steps of 10 mm/hg /step, oxygen saturation is broken down into
10 steps of 5% per step and respiratory rate is broken down into 10 steps
of 10/step. (ii) A 4-dimensional matrix is created with one quantized patient
parameter on each dimension. Each element in matrix is assigned a probability
Pr of either 100% or 0% based on the Boolean rules. (iii)A new 4-dimensional
matrix is created with the same axis as the first. Each element of matrix Pr

is fuzzified over window of size ‘w’ and assigned a probability Pf using the
Eq. 6.10

Pf [i][j][k][l] =
w∑

p=−w

w∑
q=−w

w∑
r=−w

w∑
s=−w

Pr[p][q][r][s]/d (6.10)

where d is given by Eq. 6.11, and p, q, r, s indicate the four patient parameters
and i, j, k, l indicate the dimension of first, second, third and fourth parameters
respectively.

d = [1 +
√

(p2 + q2 + r2 + s2)] (6.11)
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Pf (max) is the maximum value in Eq. (6.12)

PfI [i][j][k][l] = (Pf [i][j][k][l]/Pf (max))x100% (6.12)

Eq. 6.12 is used to normalize the probabilities Pf so that the highest proba-
bility is 100%.
Pf (max) is obtained after calculating all of the probabilities, Pf .

Currently, the algorithm is implemented in 4-space with four patient pa-
rameters and the fuzzification is based on the distances between parameters
over a four dimensional window of size ‘w’. It can be extended to more di-
mensions by considering ‘n’ parameters and fuzzification can be done over a
‘n’ dimensional window. In implementation, the fuzzification of probabilities
is not done over entire matrix but only over elements in the neighborhood of
window ‘w’. This is done to reduce computational time. Also, by reducing the
size of the neighborhood, the fuzzified boundaries become sharper.

6.4.2 Fuzzy-Logic Patient Deterioration Index

Life threatening events like Left Ventricular Failure, Pulmonary edema, and
Right Ventricular Failure are assigned with weights based on the risk factor.
Patient Deterioration Index is modeled as shown in the Fig. 6.5. Weights as-
signed to risk factors are given in Table 6.4. Patient deterioration index is
formulated to assess the criticality of the condition of the patient. It is based
on the fuzzy logic probabilities of three different critical conditions of the
heart. Patient Deterioration Index (μdi) is given by the Eq. 6.13.

Fuzzy probability

W1

P�2j
W2

P�3j
W3

Patient 
Deterioration 
Index

P�1j

Σ

Fig. 6.5. Patient Deterioration Index Function Structure

Table 6.4. Weights assigned to Cardiovascular Problems

Condition Risk Factor(Wk)

Left Ventricular Failure 0.40
Right Ventricular Failure 0.10
Pulmonary edema 0.50
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μdi(j) =
∑

k

WkP ′
kj (6.13)

Where k refers to the different life threatening problems (left ventricular fail-
ure, right ventricular failure and pulmonary edema) and P ′

kj is the corre-
sponding fuzzy logic probability. Patient deterioration index ranges between
0 and 1 where 0 indicates that patient has no deterioration and 1 indicates
maximum deterioration.

The weights (Wk) are assigned depending on the seriousness of the disease.
Among the four cardiac abnormalities, Pulmonary edema is considered to be
most critical and hence assigned a higher weight. Patient Deterioration Index
(μdi) value depends on the weights assigned in Table 6.4. Normal subjects
do not have any risk factors, so the weight assigned is 0. Fuzzy probability
(P ′

kj) will yield the percentage of the disorders in the subject considered. The
weighted sum of these probabilities will yield a single index, which indicates
the cardiac health state.

6.5 Patient States Diagnosis System Implementing Data
Fusion

Overview of the patient state diagnosis system using data fusion is shown in
Fig. 6.6. Data from specific coronary (CCU) events is required. Acquired data
undergoes signal processing and parameters are extracted. These parameters
are fused and patient’s condition is diagnosed. Patient data is acquired from
the Physiobank’s MIMIC database. Figure 6.7 shows the multi-modal data
from MIMIC Database.

The acquired data undergoes preliminary signal processing to extract pa-
tient parameters. Tompkins algorithm is used to detect ECG QRS complexes.
The signal is digitally bandpass filtered using cascaded integer high-pass and
low-pass filters. Differentiation is done to detect the slope of the ECG and to
exaggerate the QRS-complex. Then differentiated signal is squared to make
all data points positive and non-linear amplification of the output of the
derivative to emphasize the higher frequencies. QRS complexes are detected
using an upward and downward threshold called adaptive threshold. These
are calculated using running estimates of signal peak and noise peak. Thus
the thresholds are dynamically adjusted to improve detection.

Function used to calculate respiratory rate detects global peak, global
trough, local peak and local trough. The global peak and trough are defined
as the largest and smallest values over the range of the entire data. The
local peak and trough are the values of the largest and smallest pieces of data
until the respective local maximum or minimum is left. The respiratory rate is
extracted based on the number of respirations divided by time period between
local peaks in which the breaths occur. The respiratory volume is calculated
based on the assumption that the patient’s vital capacity (VC), that is, the
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Fig. 6.6. Overview of the Patient state diagnosis system using data fusion

difference between their total lung capacity and residual volume, is 5 litres.
It is further assumed that the difference between the global peak and trough
corresponds to the vital capacity.

ABP Peaks and troughs are detected based on the local maxima and local
minima. Lowest value is stored in the local trough and it is compared with the
next data. Minimum value of the data before a peak arrives gives the diastolic
and maximum value of the data before a trough arrives gives systolic pressures.
Systolic and diastolic pressures are calculated based on the calibrations given
in the header file of the data file. Plethysmograph signal is not calibrated and
cannot be used in isolation to determine O2 saturation. The text file found
in the same data directory contains the SpO2 measurements provided by the
pleth module.
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6.6 Results and Discussion

The parameters extracted from the multi-modal signals are used for decision-
making using data fusion techniques. The signal information is fused to yield
more accurate estimates of the actual patient status information such as the
detection of sensor failures, if it has occurred. Status information is based on
the fact that “if heart rate indicates the patient’s heart has stopped beating
but blood pressure signal shows the pressure signal, it is unlikely that the
patient’s heart has stopped, and more likely that the heart rate sensor (ECG)
has failed.” This can aid in the elimination of false-positive cases. Status
information can be found in lowest part of the Figs. 6.8 and 6.9. Figure. 6.8
indicates the sensor abnormalities as respiratory data is not available and
Fig. 6.9 shows that there are no sensor abnormalities detected.

Fuzzy-logic decision function created by fuzzifying Boolean rules is applied
to ECG, ABP, PLETH and respiratory signals derived from MIT-MIMIC
database. Parameters extracted from the signals are, heart rate, respiratory
rate, systolic blood pressure, diastolic blood pressure, mean blood pressure
and oxygen saturation. Four-dimensional matrix is formed based on the rule
based decision function using the parameters extracted from the signals for
each of the three abnormalities discussed below. Elements of the matrix are
fuzzified based on the fuzzy-logic decision function.

A program was written in Matlab to graph the rule-based and fuzzy-
logic distribution files. It reads the three-dimensional probabilities and graphs
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Fig. 6.8. Snapshot of the system showing the sensor discrepancy
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Fig. 6.9. Snapshot of the system showing the patient’s deteriorated state
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them in slices of a three-dimensional Cartesian graph. It is customized for
Left Ventricular Failure, Pulmonary edema and Right Ventricular Failure.
Based on the parameter values given in Table 6.1, three dimensional graphs
for rule-based and fuzzyfied distributions are shown in Fig. 6.10 and Fig. 6.11
respectively.

Figure 6.10 shows three dimensional graph for left ventricular failure.
Three main parameters mean pressure, respiratory rate and heart rate are
used to form a three dimensional matrix. Three dimensional graph is formed
based on the values of the rule-based matrix. Respiratory axis is divided into
10 slices of 5 respirations per minute each, heart rate axis is divided into 18
slices of 10 beats per minute and mean blood pressure axis is divided into
10 slices of 10 mm/hg. Red colored region indicates that patient has deterio-
rated based on the rules given in Table 6.1. Patient having heart rate higher
than 90 beats per minute and respiratory rate higher than 20 respirations per
minute and mean blood pressure lower than 80 mm/hg is diagnosed with left
ventricular failure. Figure 6.10 clearly shows the above three conditions and
patient’s state.

In a rule-based system, a Boolean response is assigned to a condition.
Thus a patient either has or does not have a certain condition. In contrast,
a fuzzy-logic system attempts to assign a probability that a patient has a
certain condition. Diagnosis made by physicians is not based only on crisp
rules. Patient having heart rate 89 beats per minute and respiratory rate
higher than 19 respirations per minute and mean blood pressure 85 mm/hg is
not considered as healthy condition by physician.
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# [Reprinted with permission from Kannathal N, Rajendra Acharya U, Ng, E. Y. K,
Lim Choo Min, Swamy Laxminarayan, “Cardiac health diagnosis using data fusion
of Cardiovascular and haemodynamic signals”, Computer methods and Programs
in Biomedicine, Sweden, 82(2), 2006, 87–96]

The proposed system performance in recognition and classification is eval-
uated by means of three performance indices viz. classification accuracy, sen-
sitivity, and specificity. The results are given in Table 6.5 and Table 6.6. From
the Table 6.6, it can be seen that the proposed system produces promising
results with more than 93% diagnostic accuracy. The system is evaluated to
have a sensitivity of more than 90% and specificity of more than 91%. The pro-
posed system is intended to aid physicians in ICU environment, where multi-
modal signals are monitored for long hours. It is not possible for the physician
to be attending the patient when the patients are subjected to long term con-
tinuous monitoring. The proposed system can give preliminary diagnostics in
monitoring the patient.

It has been shown that by combining data sources, better results can be
obtained with reduction in the number of false-positive cases. More important,
the introduction of fuzzy logic based decision-making improves the likelihood
of catching false negative cases that are close to the boundaries of the rule
based reasoning. An index called patient deterioration index has been calcu-
lated. Testing with limited data has been done and the system is found to
perform satisfactorily.
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Table 6.5. Results of correct classifications for different clinical classes

Record
No

Clinical Class Correct Classifications
Total TP TN

211 Respiratory Failure 1705 539 1166
212 CHF / Pulmonary edema 3065 831 2234
213 CHF / Pulmonary edema 4541 2048 2493
214 CHF / Pulmonary edema 2415 1351 1064
215 CHF / Pulmonary edema 2382 1466 916
216 Respiratory Failure 3017 1495 1522
218 Respiratory Failure 1723 782 941
219 Respiratory Failure 1942 797 1145

Table 6.6. Results of accuracy, sensitivity and specificity for different clinical classes

Record No Accuracy Sensitivity Specificity

211 94.41 93.74 94.72
212 93.33 94.22 93.01
213 95.22 90.74 99.24
214 93.42 91.35 96.20
215 94.11 92.26 97.24
216 93.38 93.50 93.26
218 93.19 91.14 94.95
219 95.57 91.71 98.45

6.7 Conclusion

This chapter presents a novel fusion system involving heterogeneous electro-
physiological and haemodynamic data for detection of patient states in CCU.
Accurate diagnosis of cardiac health using ECG alone is difficult. Hence we
have shown that by combining data sources, better results can be obtained
with reduction in the number of false-positive cases. And also, to evaluate the
severity of the cardiac abnormality, a parameter called patient deterioration
index has been proposed. Testing with limited data has been done and the
system is found to perform satisfactorily with a diagnostic accuracy of more
than 93%.
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Classification of Cardiac Patient States
Using Artificial Neural Networks

N. Kannathal, U. Rajendra Acharya, Lim Choo Min and Jasjit S. Suri

Bio-signals are essentially non-stationary signals; they display a fractal like
self-similarity. They may contain indicators of current disease, or even warn-
ings about impending diseases. The indicators may be present at all times
or may occur at random–in the time scale. However, to (study and) pin-
point anomalies in voluminous data collected over several hours is strenuous
and time consuming. Therefore, computer based analytical tools for in-depth
study and classification of data over day long intervals can be very useful in
diagnostics.

The electrocardiogram (ECG) belongs to the above category of bio-signals.
It displays an apparent periodicity (of about 60 to 80 bpm in a healthy adult),
but is not exactly periodic. The heart rate of a healthy individual is not a
constant even under serene conditions; it keeps on changing throughout the
day, which can be directly monitored from the ECG. Disease and affliction
do influence the heart rate, and therefore, the pattern and the range of heart
rate variability would contain important information about the robustness
of health, type of disease etc. Therefore, classification based on the spread
and pattern of this parameter can provide useful insight about the type and
intensity of the affliction.

Many researchers have suggested various techniques including non-conven-
tional approaches like engineering diagnostic techniques for determining
patient conditions. Literature in this area reveals that experimentation is
being done for applying artificial intelligence approaches [1] and neural
networks [2, 3] for automatic ECG analysis. The work by Mark et al [3],
shows that the neural network techniques namely, back propagation (BP)
and self organizing map (SOM) are used for classification purposes. The mul-
timodal cardiovascular data was used as input to the neural network. Other
approaches like Bayesian and heuristic approaches [4] and Markov models [5]
were also experimented for classification purposes. Ischemic episode detection
using artificial neural network trained with isolated ST-T segments have been
developed by Frenkel et al [6].
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Mark and Janson [7] have used multimodal cardiovascular signals from
IMPROVE data library recorded from 60 patients to classify the ICU patient
states using neural networks. The IMPROVE data library contains typical
disorders of oxygen delivery which are found as Hypovolaemia, Cardiac Failure
(CF), Sepsis (High Blood Flow State-HBFS) and Gas exchange availability.
Based on this, using neural network techniques such as back propagation
(BP) and self organizing maps (SOM) patient states are identified as Cardiac
Failure (CF), High Blood Flow State (HBFS), neither HBFS nor CF. Adaptive
Resonant Theory (ART) has been applied to a variety of domains ranging
from medical applications, such as classifying ECG patterns [8], to associative
memory and semantic data processing.

Barro et al, [9] have used multichannel adaptive resonance theory (MART)
to classify the ECG patterns. Implementation results show that this classi-
fier can classify normal and ventricular beats with an accuracy of more than
90%. Olmez [10] on his work on classification of ECG waveforms has detected
4 types such as normal beat, left bundle branch block beat, premature ven-
tricular contraction and paced beat using Restricted Coulomb Energy (RCE)
neural networks and genetic algorithms and obtained a classification accuracy
of more than 94%.

Several studies have presented the performance of neural network systems
for detection and recognition of abnormal ECG. The use of neural network
system in ECG signal analysis offers several advantages over conventional
techniques. The neural network can perform the necessary transformation and
clustering operations automatically and simultaneously and also the neural
network is able to recognize complex and nonlinear groups in the hyperspace.
This is a distinct advantage over many conventional techniques. However little
work has been devoted to deriving better parameters for reducing the size of
the network while maintaining good classification accuracy.

Neural networks, emerged from the field of cognitive engineering, can learn
to perform complex tasks. They are especially effective at recognizing patterns,
classifying data, and processing noisy signals. Neural networks are loosely
modeled on the networks of neurons in biological systems. Artificial neural
networks [11,12] are collections of mathematical models that emulate some of
the observed properties of biological nervous systems and draw on the analo-
gies of adaptive biological learning. An artificial neural network (ANN) is an
information-processing paradigm inspired by the way the densely intercon-
nected, parallel structure of the mammalian brain processes information. The
key element of the ANN paradigm is the novel structure of the information
processing system. It is composed of a large number of highly interconnected
processing elements that are analogous to neurons and are tied together with
weighted connections that are analogous to synapses.

Today ANNs are being applied to an increasing number of real world prob-
lems of considerable complexity. They are good pattern recognition engines
and robust classifiers, with the ability to generalize in making decisions about
imprecise input data. They offer ideal solutions to a variety of classification
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problems such as speech, character and signal recognition, as well as functional
prediction and system modeling, where the physical processes are not under-
stood or are highly complex. The advantage of ANNs lies in their resilience
against distortions in the input data and their capability of learning. They
are often good at solving problems that are too complex for conventional
technologies (For example, problems that do not have an algorithmic solution
or for which an algorithmic solution is too complex to be found). ANNs are
often well suited to problems that people are good at solving, but for which
traditional methods are not.

Neural networks are most suitable for situations that have no clear set of
rules or relationships. Because neural nets learn from experience, they can per-
form tasks that are difficult to describe precisely. Neural nets can classify com-
plex data. Applications range from medical diagnostics to financial forecasting
to process control [1–3,13–19]. There has been significant interest recently for
developing ANN application to solve biomedical problems such as assistance
in diagnosing dermatologic conditions, discrimination of various leukocytes in
blood, real-time drug interaction warning system, monitoring and managing
physiologic data during surgery and in ICU, drug infusion during surgery and
in ICU, mapping electromyography (EMG)-torque relation in joints, EMG
signal processing for prosthesis control and medical image analysis.

For the past few years lot of death cases reported are due to cardio vascu-
lar abnormalities. Early detection and subsequent treatment are essential
in helping millions of patients around the world. Automatic detection of
problems in the intensive care unit can efficiently help in prompt attention
and treatment, thus saving lives. Among the various cardiovascular signals
monitored and recorded from the intensive care patients, ECG plays the key
role in determining the state of the patient [20–25]. The ECG signal is the
electrical signal generated by the heart’s muscle measured on the skin surface
of the body.

Electrocardiography has a basic role in cardiology since it consists of effec-
tive simple noninvasive low cost procedures for the diagnosis of cardiac disor-
ders that have high epidemiological incidence and are very relevant for their
impact on patient life and social costs [26]. Pathological alterations observ-
able by ECG are cardiac rhythm disturbances (or arrhythmia), Dysfunction
of myocardial blood perfusion (or cardiac ischemia), Chronic alteration of the
mechanical structure of the heart [27]. Cardiac rhythm disturbances are con-
sidered to lead to life threatening conditions. Thus the abnormality detection
in intensive care patients is very essential and critical.

The present work deals with the application of ANN by using various
significant and relevant characteristic features from ECG for classifying int-
ensive care unit (ICU) patient states. In this work, the input feature set uses
morphological information, duration and complexity details of the ECG. The
performance of the three neural networks viz., back propagation algorithm
(BPA), self organizing map (SOM) and radial basis function (RBF) networks
have been studied.



190 N. Kannathal et al.

7.1 Neural Networks

An Artificial Neural Network (ANN) is an information processing paradigm
that is inspired by the way biological nervous systems, such as the brain,
process information. The key element of this paradigm is the novel struc-
ture of the information processing system. It is composed of a large number
of highly interconnected processing elements (neurons) working in unison to
solve specific problems. The characteristics of a artificial neural network are

• Adaptive learning: An ability to learn to do tasks based on the data given
for training or initial experience.

• Self-organization: An ANN can create its own organization or representa-
tion of the information it receives during learning time.

• Real time operation: ANN computations may be carried out in parallel,
and special hardware devices are being designed and manufactured to take
advantage of this capability.

In the human brain, a typical neuron (Fig. 7.1) collects signals from
others through a host of fine structures called dendrites. The neuron sends
out spikes of electrical activity through a long, thin stand known as an axon,
which splits into thousands of branches. At the end of each branch, a structure
called a synapse converts the activity from the axon into electrical effects
that inhibit or excite activity in the connected neurons. When a neuron re-
ceives excitatory input that is sufficiently large compared with its inhibitory
input, it sends a spike of electrical activity down its axon. Learning occurs by
changing the effectiveness of the synapses so that the influence of one neuron
on another changes. Artificial neural network is a model (Fig. 7.2) to simulate
these features.

The common type of artificial neural network consists of three groups, or
layers, of units: a layer of “input” units is connected to a layer of “hidden”
units, which is connected to a layer of “output” units. The activity of the
input units represents the raw information that is fed into the network. The
activity of each hidden unit is determined by the activities of the input units

Axon
Synapse

Dendrites

Fig. 7.1. A typical neuron
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Fig. 7.2. Neuron model

and the weights on the connections between the input and the hidden units.
The behavior of the output units depends on the activity of the hidden units
and the weights between the hidden and output units. The research on neural
networks has led to the development of different types of neural networks to
suit the purpose. In this chapter, back propagation networks, self organizing
maps networks and radial basis function networks are implemented as classi-
fiers.

7.2 Backpropagation Learning Algorithm

Learning algorithms are of two kinds: supervised and unsupervised. In the for-
mer, the system weights are randomly assigned at the beginning; and progres-
sively modified in the light of desired outputs for a set of training inputs. The
difference between the desired output and the actual output is calculated for
every input, and the weights are altered in proportion to the error factor. The
process is continued until the system error is reduced to an acceptable limit.

The modified weights correspond to the boundary between various classes,
and to draw this boundary accurately, the ANN requires a large training data
set which is evenly spread throughout the class domain. For quick and effective
training, it is desirable to feed the data from each class in a routine sequence,
so that the right message about the class boundaries is communicated to the
ANN.

The error backpropagation algorithm (BPA), aims at reducing the overall
system error to minimum. The weight increment is directed towards the min-
imum system error and therefore termed as ‘gradient descent’ algorithm [7].
There is no definite rule to select the step size for weight increment; but the
step length certainly has a bearing on the speed of convergence. It has been
observed that for good speed, the step size should neither be ‘too large’, nor
‘too small’. In the present case, an near optimum learning constant η = 0.9
(which controls the step size), is chosen by trial and error. Since weight incre-
ment is accomplished in small steps, the algorithm also bears the name ‘Delta
Rule’.
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The whole process of updating the weight matrix is a slow (in small incre-
mental steps) movement towards a global minima of system error function.
Sometimes, there may arise a possibility of the system entering a local min-
ima and unable to come out of it. To remedy such a possibility, the algorithm
incorporates a ‘momentum term’ into its update increment. The term is frac-
tion of increment of its previous step; this term tends to push the present
increment in the same direction as that of previous step. This term is no
guarantee against the algorithm getting stuck at the local minima, but helps
to get out of ‘small’ dips in the path.

In the backpropagation algorithm, the modifications are affected starting
from the last (output) layer, and progresses towards the input. The schematic
of the algorithm is shown in Fig. 7.3 and the weight increments are calculated
according to the formula listed in Eqs. (7.1) and (7.2). The BPA requires both
the activation function of the neuron and its (first) derivative to be of finite
magnitude and single valued. This is a powerful argument in favor of the
sigmoid function to be used in ANN of this kind.

The outputs of the hidden layer (Sj
h) and output layer (bk) are given by

the equations

Sj
h = f

(
n∑

i=1

wji
hSi − θj

h

)
(7.1)

bk = f

⎛
⎝ n∑

j=1

wkj
oSj

h − θk
o

⎞
⎠ (7.2)
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Fig. 7.3. The schematic of the backpropagation algorithm



7 Classification of Cardiac Patient States 193

where wji
h and wkj

o represent the weights corresponding to the hidden and
output layers respectively and θj

h and θk
o are the bias terms of hidden and

output layers respectively.
To calculate the kth component of the output error vector (ek) and hidden

layer error (ej) vector:

ek = bk (1 − bk) (dk − bk) (7.3)

ej = Sj
h
(
1 − Sj

h
) 4∑

k=1

wkjek (7.4)

where dk is the desired output.
The update equations of the output and hidden layers are given below:

wkj(new) = wkj + ηsj
hek (7.5)

wji(new) = wji + ηsiej (7.6)

The thresholds are adapted using the following equations:

θk
o(new) = θk

o + ηek (7.7)
θj

h(new) = θj
h + ηej (7.8)

It is obvious from Eqs. (7.5) and (7.6), that the updating of the hidden layer
is more computation intensive than the output layer. If there are more hidden
layers, the computation too progressively increases. For most practical cases a
single hidden layer network is adequate. However, a change in the number of
neurons in the hidden layer (n) can affect the sophistication of classification.
However, an increase in the number of hidden neurons may cause a delay in
the convergence of weights. In the present case, a trial and error approach is
adopted to fix the number of neurons in the hidden layer.

7.2 Self-Organizing Maps as Classifier

Self-Organizing Maps (SOM) are applied for classification of ECG signals
as these networks learn to detect regularities and correlation in their input
and adapt their future responses to that input accordingly. The neurons of
competitive networks learn to recognize groups of similar input vectors. Self-
organizing maps learn to recognize groups of similar input vectors in such
a way that neurons physically close together in the neuron layer respond to
similar input vectors [28].

Self-organizing maps learn to classify input vectors according to how they
are grouped in the input space. The neighboring neurons in the self-organizing
map learn to recognize neighboring sections of the input space. Thus self-
organizing maps learn both the distribution and topology of the input vectors
they are trained on.



194 N. Kannathal et al.

IW1,1

|| ndist || C
p

R 31

S13R

n1

S131

a1

S131

Self-organizing Map LayerInput

S1R
ni1 = − || iIW1,1 −  p ||

Fig. 7.4. Self-Organizing Map architecture

7.2.1 Architecture

The architecture for the self-organizing maps network [24] is shown in Fig. 7.4.
The ||ndist|| box in this figure accepts the input vector p and the input

weight matrix IW1,1, and produces a vector having S1 elements. The elements
are the negative of the distances between the input vector and vectors iIW1,1

formed from the rows of the input weight matrix. The net input n1 is com-
puted by finding the negative distance between input vector p and the weight
vectors. The maximum net input a neuron can have is 0. This occurs when the
input vector p equals that neuron’s weight vector. The competitive transfer
function accepts a net input vector for a layer and returns neuron outputs of
0 for all neurons except for the winner, the neuron associated with the most
positive element of net input n1. The winner’s output is 1. The neuron whose
weight vector is closest to the input vector has the least negative net input,
and therefore wins the competition to output a 1. Thus a self-organizing fea-
ture map network identifies the winning neuron i∗. The weights of the winning
neuron (a row of the input weight matrix) and all neurons within a certain
neighborhood of the winning neuron are updated using the Kohonen learning
rule.

Specifically, weights of all neurons i ∈ Ni∗(d) are adjusted as follows.

iw(q) = iw(q − 1) + α(p(q) − iw(q − 1)) (7.9)

The neighborhood Ni∗(d) contains the indices for all of the neurons that lie
within a radius of the winning neuron i∗ and is given by

Ni(d) = {j,dij ≤ d.} (7.10)

Thus, when a vector p is presented, the weights of the winning neuron and
its close neighbors will move towards p. Consequently, after many presenta-
tions, neighboring neurons would have completely learned vectors similar to
each other.
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7.2.2 Training

In a self-organizing network, learning occurs one vector at a time. First the
network identifies the winning neuron. Then the weights of the winning neu-
ron, and the other neurons in its neighborhood, are moved closer to the input
vector at each learning step. The winning neuron’s weights are altered pro-
portional to the learning rate. The weights of neurons in its neighborhood
are altered proportional to half the learning rate. The learning rate and the
neighborhood distance are used to determine which neurons are in the winning
neuron’s neighborhood altered during two training phases (ordering phase and
tuning phase).

Ordering Phase of Training

The number of steps for this phase is given by the parameter ordering phase
steps. The neighborhood distance starts as the maximum distance between
two neurons, and decreases to the tuning neighborhood distance specified. The
learning rate starts at the given ordering phase learning rate and decreases
until it reaches the given tuning phase learning rate. As the neighborhood
distance and learning rate decrease over this phase, the neuron’s of the network
will typically order themselves in the input space with the same topology
which they are ordered physically.

Tuning Phase of Training

Tuning phase lasts for the rest of training period. The neighborhood dis-
tance stays at the tuning neighborhood distance. The learning rate continues
to decrease from the tuning phase learning rate, but very slowly. The small
neighborhood and slowly decreasing learning rate, fine tune the network, while
keeping the ordering learnt in the previous phase stable. The number of epochs
for the tuning part of training should be much larger than the number of steps
in the ordering phase, because the tuning phase usually takes much longer.

The specific values of learning parameters used are

Ordering phase learning rate − 0.9
Ordering phase steps − 1000
Tuning phase learning rate − 0.02
Tuning phase neighborhood distance − 1

The weight change dw for a given neuron is calculated from the neuron’s
input p, activation a2, and learning rate μ:

dw = μ∗a2∗(p′ − w) (7.11)

where the activation a2 is found from the layer output a and neuron distances
D and the current neighborhood size and a2 is given by,



196 N. Kannathal et al.

a2(i, q) = 1, if a(i, q) = 1
= 0.5, if a(j, q) = 1 and D(i, j) <= nd (7.12)
= 0, otherwise.

The learning rate lr and neighborhood size ns are altered through two
phases: an ordering phase and a tuning phase.

The ordering phase lasts as many steps as denoted in ordering phase steps.
During this phase lr is adjusted from ordering phase learning rate down to
tuning phase learning rate and is adjusted from the maximum neuron distance
down to 1. It is during this phase that neuron weights are expected to order
themselves in the input space consistent with the associated neuron positions.

During the tuning phase μ decreases slowly from tuning phase learning
rate and nd is always set to tuning phase neighborhood distance. During this
phase the weights are expected to spread out relatively evenly over the input
space while retaining their topological order found during the ordering phase.

Thus, the neuron’s weight vectors initially take large steps all together
toward the area of input space where input vectors are occurring. Then as the
neighborhood size decreases to 1, the map tends to order itself topologically
over the presented input vectors. Once the neighborhood size is 1, the network
should be fairly well ordered and the learning rate is slowly decreased over a
longer period to give the neurons time to spread out evenly across the input
vectors.

The neurons of a self organizing map will order themselves with approxi-
mately equal distances between them, if input vectors appear with even prob-
ability throughout a section of the input space. Also, if input vectors occur
with varying frequency throughout the input space, the feature map layer will
tend to allocate neurons to an area in proportion to the frequency of input
vectors there. Thus self-organizing maps, while learning to categorize their
input, also learn both the topology and distribution of their input.

7.3 Radial Basis Function Networks as Classifiers

Radial basis function networks may require more neurons than the stan-
dard feed-forward networks [7]. They work best when training vectors
are more.

7.3.1 Radial Basis Functions

Neuron Model

The net input of a radial basis neuron is different from that of neurons in
back propagation and self-organizing networks. Here, the net input to the
radial basis transfer function is the vector distance between its weight vector
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w and the input vector p, multiplied by the bias b as shown in Fig. 7.5. The
architecture of the radial basis network [29] is shown in Fig. 7.6.

The transfer function for a radial basis neuron is:

radbas(n) = e−n2
(7.13)

The plot of the radial basis transfer function is shown in Fig. 7.7.
The radial basis function has a maximum value of 1 when its input is 0. As

the distance between w and p decreases, the output increases. Thus a radial
basis neuron acts as a detector, which produces 1 whenever the input p is
identical to its weight vector p.

The three techniques of neural network back propagation, self-organizing
maps and radial basis functions are implemented as classifiers for classify-
ing the cardiac abnormalities. Various characteristics features are extracted
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from the ECG signal (discussed in Chap. 2) and fed as input to these neural
networks for classification.

7.4 Overview of Cardiac Patients States Classification
System

The proposed approach for classification of ICU patients (mainly cardiac
patients) states involves preprocessing of the ECG signal, extraction of char-
acteristic features and classification using artificial neural network techniques.
The overview of the proposed approach is shown in Fig. 7.8. Features set ex-
traction methods are discussed in Chap. 2. Classification of ICU patient states
from the extracted feature set is implemented using three different types of
neural networks namely back propagation, self organizing maps and radial
basis function. A comparative evaluation of the results of the three ANN
techniques is performed. Using NN the patient states are classified into ten
classes namely normal sinus rhythm (NSR), ventricular bigeminy (VB), atrial
bigeminy (AB), pre-ventricular contraction (PVC), ventricular fibrillation
(VF), atrial fibrillation (AF), sinus bradycardia (SBR), ventricular tachycar-
dia (VT), supraventricular tachyarrhythmia (SVTA) and paced rhythm (PR).

The data for analysis is obtained from MIT-BIH Arrhythmia database.
The training data is formed using 685 datasets and test data with 660 datasets.
Details of training and test datasets are given in Table 7.1.

7.4.1 Implementation using Back Propagation

The feed forward neural network using back propagation algorithm and with
one input layer, one output layer and three hidden layers is implemented.
Input layer consists of thirteen nodes representing the thirteen features. The
output layer consists of six nodes to represent the six output classes. The
three hidden layers consist of thirteen, thirteen and six nodes respectively.
As mentioned earlier, the network is trained with 400 data sets and tested
with 400 data sets. The results are tabulated in Table 7.2. All classification
statistics are obtained on the mutually exclusive categories of true negatives
(TN), true positives (TP), false positives (FP) and false negatives (FN). The
four categories are defined as
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Table 7.1. Details of training and test data

Type Number of Number of test
training datasets datasets

NSR 75 67
VB 60 66
AB 65 67
PVC 70 70
VF 65 67
AF 65 63
SBR 75 70
VT 70 70
SVTA 65 60
PR 75 60

685 660
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Table 7.2. Classification results using BP network

Test TN TP FN FP %
data Classification
size Accuracy

NSR 67 64 – – 3 95.52
VB 66 – 62 4 – 93.94
AB 67 – 62 5 – 92.54
PVC 70 – 65 5 – 92.86
VF 67 – 62 5 – 92.54
AF 63 – 60 3 – 95.24
SBR 70 65 5 92.86
VT 70 65 5 92.86
SVTA 60 54 6 90.00
PR 60 – 54 6 – 90.00

660 64 549 44 3 92.88

TN - Normal beats classified as Normal.
TP - Abnormal beats classified in their respective classes.
FN - Abnormal beats classified as Normal.
FP - Normal beats classified as Abnormal.

Figure 7.9 shows the training graph. The performance characteristics of
the network are

Training Time : 2.96 secs
Convergence point : 591 epochs
Convergence point error : 0.1
Mean squared error : 0.01
Classification accuracy : 92.88%

7.4.2 Implementation using Self-Organizing Maps

A SOM is implemented with one input layer, one output layer and three hid-
den layers. The results obtained are presented in Table 7.3. The performance
characteristics are

Training Time : 14.56 secs
Training Epochs : 10000
Classification accuracy : 95.24%

7.4.3 Implementation using Radial Basis Functions

A probabilistic radial basis function network is implemented as a classifier.
The network topology is the same as for back propagation network. The results
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Fig. 7.9. Training graph of Back Propagation network

Table 7.3. Classification results using SOM network

Test TN TP FN FP %
data Classification
size Accuracy

NSR 67 65 – – 2 97.01
VB 66 – 62 4 – 93.94
AB 67 – 64 3 – 95.52
PVC 70 – 67 3 – 95.71
VF 67 – 63 4 – 94.03
AF 63 – 60 3 – 95.24
SBR 70 67 3 95.71
VT 70 69 1 98.57
SVTA 60 56 4 93.33
PR 60 – 57 3 – 95.00

660 65 565 28 2 95.45

obtained are presented in Table 7.4. The performance characteristics of the
network are,

Training Time : 2.64 secs
Classification accuracy : 96.67%
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Table 7.4. Classification results using RBF network

Test TN TP FN FP %
data Classification
size Accuracy

NSR 67 65 – – 2 97.01
VB 66 – 64 2 – 96.97
AB 67 – 64 3 – 95.52
PVC 70 – 67 3 – 95.71
VF 67 – 65 2 – 97.01
AF 63 – 62 1 – 98.41
SBR 70 67 3 95.71
VT 70 69 1 98.57
SVTA 60 58 2 96.67
PR 60 – 57 3 – 95.00

660 65 573 20 2 96.67

Table 7.5. Performance characteristics of Back Propagation network

Number Training Total Convergence Mean Classification
of training time number of Point squared accuracy
data set epochs error

200 3.82 800 748 0.212 82.00%
300 3.61 900 693 0.136 89.00%
400 3.38 800 632 0.023 93.00%
500 3.12 1000 611 0.011 95.50%
600 2.96 600 591 0.010 96.00%

7.5 Effect of Number of Training Data on Network
Performance

The performance characteristics results of back propagation network, SOM
network and RBF network with thirteen characteristic features as inputs are
tabulated in Tables 7.5–7.7 respectively.

From the results the effect of training data size on classification accuracy
and training time is studied. Figure 7.10 shows the graph drawn between clas-
sification accuracy and training data size.

From the graph it can be seen that for back propagation network the
classification accuracy increases rapidly as the training data size is increased.
From Table 7.5, we can see that for the current configuration of the network,
the input parameters, requires at least 600 epochs (datasets) to train the
network and the network performance stabilizes at 600 sets of input training
data. From Tables 7.6 and 7.7, it can be seen that the SOM and RBF networks
performance saturates at 500 sets of input training data. This emphasizes the
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Table 7.6. Performance characteristics of SOM network

Number of Training Total Convergence Mean Classification
training time number of Point squared accuracy
data set epochs error

200 12.62 10000 4000 0.12 90%
300 13.61 10000 5400 0.63 93%
400 13.41 10000 6000 0.014 95%
500 14.58 10000 7500 0.01 97%
600 14.56 10000 8400 0.01 97%

Table 7.7. Performance characteristics of RBF network

Number Training Classification
of training time accuracy

200 2.32 97.00%
300 2.41 98.00%
400 2.48 98.50%
500 2.56 99.00%
600 2.64 99.00%

Training data size vs Classification accuracy
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Fig. 7.10. Impact of training data size on classification accuracy

importance of training data size on the network performance. For comparative
evaluation of the three techniques of the neural networks, 600 training data
is chosen.
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The graph drawn in Fig. 7.11 shows the variation of training time with
respect to change in training data size. From the graph we can see that the
training time required by the SOM is more compared to the other techniques
of neural networks. The reason for this behavior is explained before. During
initial stages, for back propagation network the training time decreases. This
shows that the network learns faster with new input than when iterating with
previously used inputs.

7.6 Network Performance Analysis

The neural networks performance in recognition and classification is usually
evaluated by means of the following four performance indices. They are

• Classification accuracy,
• Sensitivity,
• Specificity and
• Positive predictive accuracy.

Let,

NC number of diagnostic classes
EA(i) number of classified positive events
EB(i) Total number of true positive events
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E
B

(i) Total number of true negative events
EAB(i) Number of classified true positive events
EAB(i) Number of classified true negative events

Then the performance indices are given as follows:
Classification accuracy indicates the accuracy of classification. It is a mea-

sure of true positive and true negative events. It is given by

Classification accuracy =
Number of correctly classified events

Total number of events

=

Nc∑
i=1

EAB(i) + EAB(i)

Nc∑
i=1

EB(i) +
Nc∑
i=1

E
B

(i)
(7.14)

Sensitivity indicates the rate of true positive events for class i. It is
given by

sensitivity =
Number of classified true positive events

Total number of true positive events

=

Nc∑
i=1

EAB(i)

Nc∑
i=1

EB(i)
(7.15)

Specificity is the measure of rate of true negative events for class i. It is
given as

specificity =
Number of classified true negative events

Total number of true negative events

=

Nc∑
i=1

EAB(i)

Nc∑
i=1

E
B

(i)
(7.16)

Positive predictive accuracy is the rate of true positive events among all
the classified events in class i.

positive predictive accuracy =
Number of classified true positive events

Total number of classified positive events

=

Nc∑
i=1

EAB(i)

Nc∑
i=1

EA(i)
(7.17)
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Higher values are desired for all the four indices. The performance para-
meter values are calculated for the networks. The performance of the three
networks is shown in Fig. 7.12.

From the results given in Sects. 7.4–7.6, it can be seen that the radial basis
function networks produced results with a classification accuracy of 99%. Clas-
sification accuracy of 97% and 96% is achieved when using self-organizing
networks and back propagation respectively. The performance of the self-
organizing network is moderate with performance indices better than back
propagation and lower than radial basis function networks. The sensitivity of
the self-organizing networks is lower than the back propagation and radial
basis function networks. Radial basis functions exhibited a high sensitivity of
about 99.3%. The radial basis functions produced more specific, accurate and
sensitive results for classification of cardiac health states compared to back
propagation and self-organizing maps.

7.7 Conclusion

The results and performance characteristics of the three neural network tech-
niques are compared and evaluated. From the results, the performance of the
radial basis functions is observed to be better compared to self-organizing
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maps and back propagation techniques and this is because of the inherent
ability of the probabilistic radial basis functions to act as classifiers. The ra-
dial basis function network requires pre classified teaching signals and the
number of the classes has to be specified explicitly. In case of self-organizing
maps, the network will group the input training set based on the correlation
of the features of the input signal. This is useful when the number of classes
is unknown or if the pre classified training set is unavailable. Self-organizing
maps requires more computational power during training as it has to group
the input set by itself. Back propagation network has simple network archi-
tecture and the computations required are reduced. The choice of network
to be used is a tradeoff between the performance, computational power and
teaching input.
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The Application of Autoregressive Modeling
in Cardiac Arrhythmia Classification

Dingfei Ge, Narayanan Srinivasan, S M Krishnan

8.1 Introduction

As discussed in previous chapters, automatic detection and classification of
rhythms in electrocardiogram (ECG) and heart rate signals play an impor-
tant role in diagnosis and treatment of critically ill patients. Due to the large
number of patients in ICU and the need for continuous observation, numer-
ous methods for cardiac arrhythmias classification have been proposed. In
fact, even small improvements to the reliability of such algorithms will save
many lives. Ventricular tachycardia (VT) and ventricular fibrillation (VF) are
life-threatening cardiac arrhythmias. Irreversible brain damage may occur in
two or three minutes if a serious rhythm is not treated [1]. Other arrhythmias
including premature ventricular contraction (PVC), atria premature contrac-
tion (APC) etc, are not so lethal, but are also important for diagnosing the
heart diseases. So quick and reliable automatic detection and classification of
these arrhythmias are crucial for physician to diagnose the cardiac diseases.

Various techniques for ECG arrhythmia classification have been proposed
such as knowledge-based systems with statistical methods [2], time sequenced
adaptive filter analysis [3], total least squares-based Prony modeling algorithm
[4], complexity measures [5, 6], Fourier transform [7, 8], modified sequential
detection algorithm [9], wavelets based method [10, 11], time domain based
algorithm [12], Lyapunov transform [13] and correction waveform analysis [14].
Generally, these techniques only classify two or three arrhythmias or have
significantly large processing times, and some are difficult to implement and
compute. Thus, there is a need for extending a particular technique for a large
number of arrhythmias and easy real-time implementation.

Cardiac arrhythmias using two intracardiac channels can be detected using
the correlation waveform analysis (CWA) [14]. CWA was used to detect mor-
phologic changes in the intracardiac electrogram, when compared to electro-
grams during sinus rhythm. Each electrogram had its respective template and
the templates were obtained by signal averaging the waveform from a passage
of sinus rhythm. The software trigger was used to align the template with
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the cycle being tested. A window size of N point was defined in each cycle.
The main objective of the direct ECG feature detection was to investigate the
number of ventricular conduction defect (VCD) categories that can be formed
by advanced cluster analysis methods to reduce the number of classification
parameters into a reasonably small set for a meaningful classification. The
second objective was to investigate the extent to which, the selected set of
repolarization parameters, would help in identification of distinct VCD sub-
groups. The study of detection of ECG features, show that the key features
of ECGs are QRS duration, T axis angle, T amplitude, QRS axis angle and
spatial angle. Typically, morphological features related to the P, QRS and ST
waves are used for ECG signal analysis [15].

A technique based on averaged threshold crossing intervals was proposed
for the detection of VT and VF based on heart rate measurements [16]. A
modified sequential detection algorithm was further proposed to improve the
accuracy of detecting VT and VF [9]. A Fourier transform based algorithm
has been proposed for the detection of supraventricular rhythms from ven-
tricular rhythms [17]. Changes in QRS complexes due to rhythm origination
and conduction path were observed with the Fourier transform, and three
kinds of rhythms were discriminated by a neural network. High sensitivity
and specificity values greater than 98% have been reported for discriminating
supraventricular rhythms from ventricular rhythms. However, supraventricu-
lar tachycardia (SVT) and VT were grouped together as ventricular rhythms.
A new algorithm based on complexity measures was proposed for the detection
of normal sinus rhythm (NSR), VT and VF [5, 6]. The algorithm was tested
for varying lengths of data and very high accuracy values were achieved for
data lengths of 7 seconds for classifying NSR, VT and VF. The algorithm was
suggested for real-time implementation in automatic external defibrillators.

A new approach for the discrimination of VF, VT and SVT has been
developed using a total least squares-based Prony modeling algorithm [4].
Two features, energy fractional factor (EFF) and predominant frequency (PF)
were derived from the total least squares-based Prony model. A two-stage
classification method was used, in which the EFF was used for discriminating
SVT from VT and VF in the first stage followed by using PF for further
separation of VF and VT in the second stage. A classification accuracy of
95.24%, 96.00% and 97.78% were reported for SVT, VF and VT respectively
for the Prony modeling algorithm. However, the total least squares-based
Prony modeling technique did not consider NSR, APC and PVC for feature
extraction and discrimination.

Autoregressive modeling (AR) has been used in various applications,
including classification of physiological signals like ECG, EEG, heart rate etc.
The advantage of AR modeling is its simplicity and is suitable for real-time
classification at the ICU or ambulatory monitoring. AR models are popu-
lar due to the linear form of the system, simultaneous equations involving
the unknown AR model parameters and the availability of efficient algorithm
for computing the solution [18, 19]. AR modeling has been used extensively
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to model heart rate variability (HRV) and for power spectrum estimation of
ECG and HRV signals [20–23]. Amplitude modulated sinusoidal signal model,
is a special case of the time-dependent AR model and have been applied to
modeling ECG signals [20]. Adaptive AR modeling with Kalman filtering has
also been used [23]. The parameters of the estimated time-varying model can
be used to calculate instantaneous measures of linear dependence. The use-
fulness of the procedures in the analysis of physiological signals is discussed
in two examples: First, in the analysis of respiratory movement, heart rate
fluctuation, and blood pressure, and second, in the analysis of multichannel
electroencephalogram (EEG) signals. Parameters extracted from AR model-
ing have been used for arrhythmia classification in conjunction with other
features [24]. Two AR coefficients, along with the mean-square value of the
QRS complex segments were utilized as features for classification of normal
and abnormal PVC, where the prediction order was only 2 and a fuzzy adap-
tive resonance theory mapping (ARTMAP) was used for classification. The
best result of PVC correct detection was 92% under the ratios of the training
data size and testing data size was 2 to 4 [24]. AR modeling was adapted for
extracting good features from ECG signals, thus enabling the discrimination
of certain ECG arrhythmias [25].

In this chapter, the simple AR modeling technique is proposed to classify
six types of cardiac arrhythmias namely, NSR, APC, PVC, SVT, VT and
VF. Quadratic discriminant function (QDF) based classification algorithm
was performed in various stages. Two hundred sample patterns each from the
six classes were selected for classification in this study. A training data set
of 60 sample patterns each from the six known classes were used. A QDF
classifier was to be trained with the training data set and tested with the
remaining data. In addition, the AR modeling technique can be utilized for
ECG data compression and can be subsequently used for classification and
diagnosis in telemedicine system. Thus, AR modeling is especially suitable for
arrhythmia classification and diagnosis in telemedicine system.

8.2 Methods

The methodologies are described in this section. The data used in the analysis
was preprocessed to remove the noise before AR modeling. The signal-to-
noise ratio, minimum description length principle was used to evaluate the
AR model order. AR coefficients and the other two features extracted from
amplitude distribution of modeling error were utilized to represent ECGs and
classified by QDF-based classification.

8.2.1 Preprocessing

The data in the analysis and classification was obtained from MIT-BIH data-
base. The NSR, PVC and APC from the MIT-BIH arrhythmias database were
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sampled at 360 Hz, the VT and VF from the MIT-BIH ventricular arrhythmia
database were sampled at 250 Hz, and the SVT from MIT-BIH supraventricu-
lar arrhythmia database were sampled at 128 Hz. Two hundred segments each
from NSR, APC, PVC, VT, VF and SVT were included in the data set. The
ECG signals in the current study were re-sampled in order that all the data
used in the analysis had a sampling frequency of 250 Hz.

Prior to modeling, the ECG signals used in this study, has been filtered
to remove the noise including respiration, baseline drift and wandering etc.
A notch filter with cut off frequency of 0.4 Hz with a linear phase characteristic
based on the frequency of 250 Hz was used. Thus, the drift caused by respi-
ration at about 0.2 Hz is sufficiently removed. The other noise caused by the
motion from the electrode is also minimized. The data was then filtered to
eliminate the power line interference using a 50-Hz notch filter.

The R peaks of the ECGs were detected using Tompkin’s algorithm [26].
RR intervals in APC are shorter than NSR, the RR intervals in VF and VT
are much shorter than normal. In current study, the sample size of the various
segments are 1.2 seconds. 0.4 seconds duration before R peak and 0.8 seconds
after R peak were picked for modeling. It is adequate to capture most of the
information from a particular cardiac cycle.

8.2.2 AR Modeling

The six classes of ECG signals with a sampling frequency of 250 Hz were
utilized for AR modeling after filtering. A general AR model of order P can
be expressed as [18,19]

HR(n) =
P∑

k=2

HR(n − k + 1)ai(k) + e(n) (8.1)

where HR(n) represents ECG time series, e(n) represents unknown, zero mean
white noise, which is called modeling error, ai represents the AR model coef-
ficients.

It is a crucial issue to determine the model order, which best fits the data
when constructing an AR model. The model order P means that P past data
samples are needed, in order to predict the present value of the data. The
model was estimated from 300 points of data (1.2 seconds) from the ECG
segments in this chapter. The model order selection was performed on the six
types of ECG signals, namely NSR, APC, PVC, VT, VF and SVT. Various
model orders were pre-selected to estimate the model order. Burg’s algorithm
was used to compute the AR coefficients [18,19]. In order to evaluate the AR
model order, the criteria used in the research were the signal-to-noise (SNR)
ratio, minimum description length (MDL), and sensitivity of MDL (SMDL

P ).
The signal-to-noise (SNR) ratio was computed using [20]
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SNR = 10 log

N∑
i=1

(HR (i))2

N∑
i=1

(
HR (i) − HR̃ (i)

)2
(8.2)

where HR(i) and HR̃(i) are the original and simulated signals at the ith
instant, and N is the length of the modeled signals.

The minimum description length (MDL) is given by [27,28]

MDL = (N − P ) ln σ2
n + P ln(N − P ) (8.3)

where σ2
n is the variance of white noise e(n).

The sensitivity of MDL(SMDL
P ) is represented as

SMDL
P =

∣∣∣∣ΔMDL/MDL

ΔP/P

∣∣∣∣ (8.4)

where ΔMDL is the change of MDL corresponding to AR model order change
ΔP , ΔP is equal to 1 in this study, and the SMDL

P reflects the sensitivity of
MDL with ΔP .

8.2.3 ECG Feature Extraction for Classification

Besides AR coefficients, the other two features n1 and n2 obtained from zero
mean white noise e(n)(n = P + 1, P + 2, . . . , N) were used to classify cardiac
arrhythmias in this chapter. The algorithm to generate n1 and n2 are described
as: (i) select a threshold value th, th = C × max(|e(n)|), C is a positive
value which needs to be determined. (ii) Compute e1 and e2: e1 is the number
of the amplitude |e(n)| more than th within one signal segment, and e2 is the
one less than th within the same signal segment. Thus, the feature vector used
as the ECG feature is x = [a2, a3, . . ., ap+1, n1, n2] in this chapter.

8.2.4 QDF-based Classification

The ECG features described as above were utilized to classify the cardiac
arrhythmias. The various cardiac arrhythmias have been classified by a stage-
by-stage QDF-based algorithm. The QDF is given by [29]

yi = β0 +
d∑

k=1

βkxk + 2
d−1∑
m=1

d∑
n=m+1

βmnxmxn + εi (8.5)

and the matrix form is
yi = Xiβ + εi (8.6)

where x = [x1, x2, . . ., xd] represents an ECG feature vector, yi is an observed
response, εi is the QDF error; Xi is a (d(d+3)/2+1)-dimensional row vector,
ß is a (d(d + 3)/2 + 1)-dimensional column vector, that is
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Xi = [1, x1, x2, . . ., xd, x
2
1, x

2
2, . . ., x

2
d, 2x1x2, 2x1x3. . ., 2x1xd, 2x2x3, 2x2x4, . . .,

2x2xd, . . ., 2xd−1xd]
ß = [ß0, ß1, ß2, . . .ßd, ß11, ß22, . . ., ßdd, ß12, ß13, . . ., ß1d, ß23, ß24, . . ., ß2d, . . .,

ß(d−1)d]T

The ECG feature vector of a particular ECG segment was mapped to a re-
sponse (1 or −1). Assume the total number of the ECG segments used for
training at a particular stage is D. The following equation can be given

Ỹ = Aβ + E (8.7)

where Ỹ = [y1, y2, . . ., yD]T is a D-dimensional column vector of the observed
responses, and made up of “1” and “−1”, which correspond to different classes
respectively, A = [X1, X2, . . ., XD]T is a D × (d(d + 3)1/2 + 1) matrix, E =
[ε1, ε2, . . ., εD]T is a D-dimensional column vector of the error.

The least squares estimator is given by

β = (AT A)−1AT Ỹ (8.8)

Quadratic discriminant function of the classifier is

Y I = Xiβ (8.9)

Quadratic discriminant function based classification was performed in stages
to differentiate between the normal ECG signals and the various cardiac ar-
rhythmias. The classification algorithm including the groupings, membership
and decision-making criteria in every stage are shown in Table 8.1. During
the training phase, the estimator β was computed using the training data set
from the known classes of ECG segments. The feature vector x’s and the pre-
viously estimated β were used to compute the correct response at a particular

Table 8.1. The QDF-based classification algorithm

Stage 1 Stage 2 Stage 3

Groups Member

ship

Decision-

making

Groups Member

ship

Decision-

making

Groups Member

ship

Decision-

making

NSR,APC,

PVC,SVT
1 Y 1 > 0

NSR,APC,

PVC
1 Y 3 > 0

APC,NSR 1 Y 4 > 0

PVC,NSR −1 Y 4 < 0

SVT −1 Y 3 < 0

VT 1 Y 3 > 0

VT,VF −1 Y 1 < 0 VF −1 Y 3 < 0

Stage 4

Groups Member

ship

Decision-

making

NSR 1 Y5 > 0

APC −1 Y5 < 0

NSR 1 Y6 > 0

PVC −1 Y6 < 0
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stage of classification during the testing phase. To perform the stage-by-stage
classification, Euclidean center distance measure between the different classes
was used to determine the groupings of classes at each stage. The feature vec-
tor x = [a2, a3, . . ., ap+1, n1, n2] of a particular ECG segment was mapped to
a response (1 or −1) in every stage of classification. In the current chapter,
the observation matrix A = [X1, X2, . . ., XD]T was constructed according to
the above mentioned method using AR coefficients and the features n1 and
n2 of all the ECG segments are selected for training. The elements of vector
Ỹ were assigned values 1 or −1 depending on the member-ship of an ECG
segment to a corresponding class or group. The estimator β was computed at
each stage of classification based on the selected training sets. During testing,
the output response (Y1 in stage 1, Y2 in stage 2, etc) was computed by
the equation (8.9) using the features and the previously estimated β at each
stage. A threshold value of zero was used to classify the output response at
a particular stage. Sixty samples from each class were used for training and
the remaining was used for testing in the classification phase. The training
sets were randomly selected. The average sensitivity and specificity were com-
puted for all the classes for measuring the performance of the classification.
The sensitivity and specificity were defined as follows, respectively [30].

Sensitivity = (TE − FN)/TE (8.10)
Specificity = (TE − FP )/TE (8.11)

where TE represents the total number of events, FN represents false negative,
and FP represents false positive.

8.3 Results

The six different types of ECG signals from the MIT-BIH database were used
for AR modeling. The ECG features were extracted from these ECG signals
using AR modeling technique, and the classification was performed using
the QDF-based classification algorithm. The AR modeling and classification
results is given below.

8.3.1 AR Modeling and Feature Extraction Results

The SNR, MDL and SMDL
P were used as criteria to evaluate the performance

of the AR model with different model orders. The SNR was calculated to
be from 16.73 dB to 28.63 dB. Figure 8.1 shows a graph of variation of SNR
as a function of AR model order P . It can seen from the graph that, the
SNR decreases initially with the model order P , and remains almost constant
for model order greater than or equal to three. Similarly, Fig. 8.2 shows the
MDL criterion for AR model order selection. In addition, one can also see
from Fig. 8.3 that the AR model becomes less sensitive to model order P , for



216 D. Ge et al.

++++
++

+
NSR
PVC
APC
VF
VT
SVT

1 2 3 4 5 6 7 8 9 10
AR Order

30

25

20

15

S
N

R
 (

dB
)

Fig. 8.1. SNR for various AR model orders

PVC
APC
NSR
VT
VF
SVT

Model order P

0 1 2 3 4 5 6 7 8
−50

−45

−40

−35

−30

−25

M
D

L

Fig. 8.2. MDL for various AR model orders

P more than three. However, the AR model of order four was selected for
extracting the features. If the order of the model increases, the number of the
AR coefficients and computation will increase. The AR model of order 4 was
chosen.
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The parameters computed using this model order were good enough to
achieve a good SNR and were found to be sensitive enough to differentiate
the six types of ECG signals. The original NSR, APC, PVC, SVT, VT and VF
segments as well as the modeled segments are shown in (Figures) Figs. 8.4–8.9.
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The ECG features were extracted by applying AR process of order 4 to the
ECG signals. The features n1 and n2 were extracted under the AR model of
order 4. The distribution of error amplitudes for six different classes is shown
in Fig. 8.10. In the current case, the positive value C = 0.25 was found to be
the best selection to obtain good features n1 and n2. Thus, six-dimensional
feature vectors comprising of 4 AR coefficients and n1 and n2 were used to
represent an ECG segment in this chapter.
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The results were consistent with other studies on the selection of model
order for AR modeling. AR modeling has been used for compression and it
has been found that the increase in accuracy by increasing the order of the
predictor is negligible, for the predictors of order higher than 3 [25]. The mean
feature values for different types of ECG signals, used in the current study
are shown in Table 8.2.
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8.3.2 Classification Results

Six types of ECGs namely, NSR, APC, PVC, SVT, VT, and VF were con-
sidered for classification. Classification was performed using a QDF-based
classifier, which was applied in various stages. Table 8.1 shows the stage-by-
stage QDF-based classification algorithm for classifying various ECG signals.
It is a multiple dichotomy of six classes of samples. The Euclidean center dis-
tance between these classes were computed for determining the groupings of
classes at each stage. Table 8.3 shows the values of the Euclidean center dis-
tance. One can see that APC/NSR/PVC, VT/VF and SVT form one group
respectively due to small values of the Euclidean center distance within the
same group and large values between different groups. Therefore, VT/VF was
separated from APC/NSR/PVC and SVT in stage one (Y1). The member-
ship of VT/VF was defined as “−1”, and the membership of APC/NSR/PVC
and SVT was defined as “+1”. The least squares estimator ß was computed
from equation of (8.8). The output response Y 1 was computed from equation
(8.9). The value of Y 1 was used to determine the classes. Similarly, in the
second stage (Y 2), VT and VF were differentiated. In the third stage (Y 3),
SVT was distinguished from NSR, APC and PVC. In the later stages (Y 4,
Y 5 and Y 6), NSR, APV and PVC were distinguished from each other and
classified. Sixty cases each from the six classes were selected randomly, to es-
timate ß in training phase, and the remaining were used for testing in testing
phase. The classification results on test data are given in Table 8.4 and 8.5.
Table 8.4 shows classification results for a sample training set. Table 8.5 shows
the performance of classification for the various classes, which were averaged
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Fig. 8.10. Distribution of modeling error amplitude for the six classes

Table 8.2. Mean feature values

Classes a2 A3 a4 a5 n1 n2

SVT −2.7678 3.1868 −1.8599 0.4745 23.8259 24.0149
NSR −2.1800 1.4756 −0.1027 −0.1684 32.995 50.9000
APC −2.3384 1.8392 −0.3817 −0.0970 37.3850 52.9750
PVC −2.2706 2.1637 −1.3440 0.4665 24.1050 33.3100
VT −1.4278 0.0799 0.3746 −0.0181 63.8650 73.6550
VF −1.7282 0.4099 0.5037 −0.1703 60.3550 73.8550
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Table 8.3. The Euclidean center distance between the classes

Classes SVT NSR APC PVC VF VT

SVT 0 38.095 41.306 19.335 70.212 71.948
NSR 38.095 0 04.8803 19.770 35.738 38.386
APC 41.306 04.8803 0 23.757 31.093 33.665
PVC 19.335 19.770 23.757 0 54.453 56.717
VF 70.212 35.738 31.093 54.453 0 3.5495
VT 71.948 38.386 33.665 56.717 3.5495 0

Table 8.4. QDF-based classification results for a sample training set

Testing
data set

Classification results

Classes SVT NSR APC PVC VF VT

140 SVT 137 0 1 2 0 0
140 NSR 0 135 3 1 0 1
140 APC 1 8 131 0 0 0
140 PVC 2 4 0 133 0 1
140 VF 0 0 0 1 135 4
140 VT 0 0 0 0 4 136

Table 8.5. Performance of QDF-based classification

Classes SVT NSR APC PVC VF VT

Specificity 97.86% 91.42% 97.14% 97.14% 97.14% 95.71%
Sensitivity 97.86% 96.42% 93.50% 95.0% 96.42% 97.10%

over 20 runs and each run has different training and testing data sets. The
classification accuracy for SVT, NSR, APC, PVC, VF and VT were 97.86%,
96.42%, 93.50%, 95.00%, 96.42% and 97.10%, respectively.

8.4 Discussion

The objective of this study is to model the ECG signals for extracting classi-
fiable features using the simpler AR model. Different values of AR modeling
orders were tested for the ECG signals. The modeling results show that AR
order of 4 was sufficient to model the ECG signals for the purpose of classifi-
cation of the selected arrhythmias. It has been suggested that increasing the
model order would not reduce the AR modeling error implying that a linear
predictor order of two is sufficient for fast cardiac arrhythmia detection [25].
However, our experimental results show that an AR model, with the order
less than 4 might not be suitable for ECG signals under all conditions. Thus,
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the AR model of order four was selected for extracting the features in order
that more detail information can be incorporated into the model order that
might be missing from a lower order model.

The four AR coefficients as well as feature n1 and n2 extracted from the
amplitude distribution of the modeling error were used to classify the ECG
beats into normal and five selected abnormal ECGs. A stage-by-stage QDF
based classification algorithm was used to distinguish between the different
types of arrhythmias under consideration in this chapter. The classification
results show that AR modeling can be used to classify various cardiac ar-
rhythmias. The current study classifies six types of ECG arrhythmias, and
some of the proposed techniques use only a smaller numbers of arrhythmias
than current study. The normal and abnormal PVC conditions were classified
using fuzzy ARTMAP technique [24]. A time sequenced adaptive filter has
been proposed for VT and VF alone [3]. A real time discrimination algorithm
with a Fourier-transform neural network has been proposed to distinguish
between superventricular rhythms and ventricular rhythms in which PVC
and VT were lumped together as belonging to a single class of ventricular
rhythms [7]. Three classes including NSR, VT and VF have been classified
using the complexity measure-based technique [5, 6]. A QRS feature based-
algorithm for decimated ECG data using artificial neural networks has been
proposed that include various types of beats including APC and PVC, but
they do not include the life threatening conditions like VT and VF [31]. The
Prony modeling technique has been used to classify SVT, VT and VF, but
their study does not include episodes from normal, APC or PVC [4].

The classification results achieved using the proposed method are compa-
rable to the recently published results and to those studies that involve fewer
classes on the classification of cardiac arrhythmias. An accuracy of detecting
SVT, VT and VF were 95.24%, 96% and 97.78% using the total least squares-
based prony modeling technique [4]. Two AR coefficients and the mean-square
value of QRS complex segment were utilized as features for the classification
of PVC and NSR using a fuzzy ARTMAP classifier with sensitivity of 97%
and specificity of 99% were achieved [24]. Accuracy of 93% and 96% has been
reported for VT and VF respectively, using a modified sequential probability
ratio test algorithm [9].

In this study, the fixed sample size of the various segments used for AR
modeling was 1.2 seconds, and it was 3 to 7 seconds and 5 to 9 seconds for the
complexity measure-based technique [5] and the prony modeling technique [4],
respectively. The algorithms are easy to implement and the AR coefficients can
be easily computed. Preprocessing involves the detection of R peaks for which
a number of available techniques can be implemented for real-time processing.
A detailed comparison of computation times has not been performed, how-
ever, it can be noted that computing the AR coefficients is simpler than the
proposed measures for arrhythmia recognition.

The generalization capabilities of the AR model and the classification
algorithms can be refined by applying the proposed approach to a larger data
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set. Further work is in progress to extend the proposed approach for classifica-
tion for other types of cardiac arrhythmias. AR modeling is a linear modeling
technique and might not necessarily be suitable for ECG signals under all
conditions. Further work can be done to extend the current work to nonlinear
parametric models that can capture better the non-linear and non-stationary
nature of the ECG. And also, one can try to increase the number of ECG leads
to extract better classifiable ECG features using multivariate autoregressive
(MAR) modeling.

In addition to their utility in classification and diagnosis, AR coefficients
can also be used for the ECG data compression. AR modeling can be used in
a low cost, high performance, simple portable telemedicine ECG system with
an additional of diagnostic capability of compression.

Importantly, care must be taken while designing the filters in the pre-
processing phase in order to extract good classifiable ECG features. Our ex-
perimental results show the noises caused by the motion of the electrodes and
muscle tremor etc. may affect the performance of the arrhythmias classifi-
cation.

8.5 Conclusion

The AR modeling technique and QDF based classifier can be used to classify
cardiac arrhythmias effectively in critically ill patients, and aid in the diagnosis
of heart disease. It is also suitable for real-time implementations and can be
used for compression.
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Classification of Cardiac Abnormalities
Using Heart Rate Signals: A Comparative
Study
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Lim Choo Min and Jos A.E. Spaan

The electrocardiogram (ECG) is the most important biosignal used by
cardiologists for diagnostic purposes. The ECG signal provides key infor-
mation about the electrical activity of the heart. Continuous ECG mon-
itoring permits observation of cardiac variations over an extended period
of time, either at the bedside or when patients are ambulatory, providing
more information to physicians. Thus, continuous monitoring increases the
understanding of patients’ circumstances and allows more reliable diagnosis
of cardiac abnormalities. Detection of abnormal ECG signals is a critical step
in administering aid to patients. Often, patients are hooked up to cardiac
monitors in hospital continuously. This requires continuous monitoring by the
physicians. Due to the large number of patients in intensive care units and
the need for continuous observation of them, several methods for automated
arrhythmia detection have been developed in the past few decades to simplify
the monitoring task. These include Bayesian [1] and heuristic approaches [2],
expert systems [3], Markov models [4], self-organizing map [5], and Artificial
Neural Networks (ANNs) [6].

Ham et al, have classified the ECG signal into two classes normal and PVC
using fuzzy adaptive resonance theory mapping (ARTMAP) neural network
with more than 99% specificity and 97% sensitivity [7]. Recently, Ozbay et
al, have used multi-layered perceptron (MLP) with backpropagation training
algorithm, and a new fuzzy clustering NN architecture (FCNN) for early diag-
nosis of ten different types of cardiac arrhythmia [8]. Their test results suggest
that a new proposed FCNN architecture can generalize better than ordinary
MLP architecture and also learn better and faster.

A new fuzzy Kohonen network, which overcomes the shortcomings of the
classical algorithm, is presented to classify three cardiac arrhythmia (atrial
fibrillation, ventricular fibrillation, and ventricular tachycardia) [9]. The pro-
posed algorithm has achieved high accuracy (more than 97%) and is com-
putationally fast in detection. A three RR-interval sliding window is used
to classify the cardiac arrhythmia into four categories of beats (normal, pre-
mature ventricular contractions, ventricular flutter/fibrillation and 2 degrees
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heart block) was proposed [10]. This method indicates high performance: 98%
accuracy for arrhythmic beat classification and 94% accuracy for arrhythmic
episode detection and classification.

A novel method for detecting ventricular premature contraction (VPC)
from the holter system was proposed using wavelet transform (WT) and fuzzy
neural network (FNN) [11]. The major advantage of this method is to reuse
information that is used during QRS detection, a necessary step for most ECG
classification algorithm, for VPC detection. The method classifies the VPC
correctly, with an accuracy of 99.79%. ECG arrhythmia classification into
five different classes using principal component analysis was proposed [12].
Hebbian neural networks are used for computing the principal components
of an ECG signal. An average value for classification sensitivity and positive
predictivity were found to be 98.1% and 94.7% respectively. A number of
neural network architectures were designed and compared with their ability
to classify six different heart conditions [13]. Among different architectures,
a proposed multi-stage network named NET BST showed the highest recog-
nition rate of around 93%. Therefore, this network proved to be suitable in
ECG signal diagnosis. Khadra et al [14] have classified life threatening cardiac
arrhythmias using wavelet transforms. Later, Al-Fahoum et al [15], have com-
bined wavelet transformation and radial basis neural networks for classifying
cardiac arrhythmias.

Acharya et al, have explained all the different types of linear, frequency and
non-linear techniques, available for the analysis of heart rate signals [16]. They
have also have classified the cardiac abnormality into eight different classes
using neural network and fuzzy equivalence relations with an accuracy of more
than 80% [17]. A neuro-fuzzy classifier called Fuzzy-Gaussian Neural Network
(FGNN) was used to recognize the ECG signals for Ischemic Heart Disease
(IHD) diagnosis [18]. The proposed ECG processing cascade had two main
stages: (a) feature extraction from the QRST zone of ECG signals using either
the Principal Component Analysis (PCA) or the Discrete Cosine Transform
(DCT); (b) pattern classification for IHD diagnosis using the FGNN. This
method classifies the IHD with an accuracy of almost 100%.

Features are extracted from higher order statistics and the Hermite char-
acterization of QRS complex of the registered electrocardiogram (ECG)
waveform. These features are fed to support vector machine (SVM) for the
reliable heart beat recognition [19]. The reliable recognition and adequate elec-
trical shock therapy of life-threatening cardiac states depend on the electro-
cardiogram (ECG) descriptors which were used by the defibrillator-embedded
automatic arrhythmia analysis algorithms using twelve parameters [20]. The
accuracy for the noise contaminated non-shockable and shockable signals
exceeded 93%. Kannathal et al, have used an adaptive neuro-fuzzy network
to classify heart abnormalities in ten different cardiac states with an accuracy
level of more than 94% using heart rate signals [21]. Two different classifiers,
decision-tree algorithm based on inductive learning from a training set and
a fuzzy rule-based classifier for the identification of premature ventricular
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contractions (PVCs) in surface ECGs was studied [22]. The decision-tree
algorithm showed a gross sensitivity of 85.3% and a positive predictivity of
85.2%. But the gross sensitivity of the fuzzy rule-based system and positive
predictivity were 81.3%, and 80.6% respectively. The AR coefficients obtained
from Burg’s method, were used to classify the cardiac arrhythmia into five
different classes using a generalized linear model (GLM) with an accuracy
of more than 93% [23]. Mohamed et al [24] have used nonlinear dynamical
modeling in ECG arrhythmia detection and classification.

The electrocardiogram (ECG) heartbeat recognition using classification
enhancible grey relational analysis (GRA) was proposed by Lin [25]. The
ECG beat recognition was divided into a sequence of stages, starting with
feature extraction and then according to characteristics to identify the car-
diac arrhythmias including the supraventricular ectopic beat, bundle branch
ectopic beat, and ventricular ectopic beat. Compared with artificial neural
network, the test results also showed high accuracy, good adaptability, and
faster processing time for the detection of heartbeat signals.

In this chapter, heart rate variability is used as the base signal for classifica-
tion of cardiac abnormalities into eight classes. The classification is performed
using artificial neural network, fuzzy equivalence relation and neuro-fuzzy
techniques and their performance is compared. Three parameters extracted
from the heart rate signals are used for classification.

9.1 Neural Network Classifier

The ANN used for classification is shown in Fig. 9.1 and Fig. 9.2. The working
of the BPA is explained in detail in Chap. 7. In the present case, an near
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optimum learning constant η = 0.9 (which controls the step size), is chosen
by trial and error [26, 27]. The input layer consists of nodes to accept data,
and the subsequent layers process the data using the activation function. The
output layer has three neurons, giving rise to an output domain of sixteen
possible classes. However, the network is trained to identify only eight classes
given by decoded binary outputs [000, 001, 010, 100, 011, 110, 101, 111].

9.2 Inputs to the Classifier

ECG data for the analysis and classification was obtained from MIT-BIH
arrhythmia database, MIT-BIH database. Various ECG segments were
selected from the databases for analysis. The data set included around 1000
segments each of normal ECGs, Preventricular Contraction (PVC), Complete
Heart Block (CHB), Sick Sinus Syndrome (SSS), Left Bundle Branch Block
(LBBB), Ischemic/Dilated Cardiomyopathy, Atrial Fibrillation, and Ventric-
ular Fibrillation. The sampling frequency of the data from the MIT-BIH
database is 360 Hz. Prior to analysis, the ECG signals were preprocessed
to remove noise due to power line interference, respiration, muscle tremors,
spikes etc., to detect the R peaks in the ECG signals. The R peaks of ECG
were detected using Tompkins’s algorithm [28, 29]. The ANN classifier is
fed by three parameters derived from the heart rate signal using Entropy,
Poincare plot geometry and detrended fluctuation analysis. These parameters
are discussed in Chap. 5 in detail.

The pattern of Poincare plots of HRV data, its position and ranges
of SD1/SD2 values are unique for particular type of cardiac abnormality.
SD1/SD2 is the ratio of short interval variation to the long interval variation.
This ratio is more in the case of PVC, AF, SSS and VF due to more variation
in the RR interval. But, this ratio falls (below normal) for the slowly varying
signals like CHB, Ischemic/dilated cardiomyopathy.

The fractal scaling (∝) for the normal subjects (healthy young) is closer
to 1, and this value falls in different ranges for various types of cardiac
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abnormalities. This slope is very low for very highly varying signals like PVC,
LBBB, AF and VF. But for rhythmically varying signals like SSS, CHB
and Ischemic/Dilated cardiomyopathy this value is slightly higher (com-
parable to 1).

The spectral entropy, is the measure of the disorder in the heart rate signal.
It is a measure, quantifying the regularity and complexity of time series. It has
higher value in the case of normal subjects and this value will have smaller
value for abnormal (SSS, CHB, Ischemic/Dilated cardiomyopathy, VF etc)
subjects, indicating smaller variability in the beat to beat.

9.3 Surrogate Data

The purpose of surrogate data is to test for any nonlinearity in the original
data [30]. To test if the attractor geometry and correlation dimension are
truly due to chaotic dynamics one must examine these characteristics for
surrogate data sets.

Nonlinear indexes such as α-slope are computed for several surrogate data
series. Their values are compared with that assumed by the nonlinear index
computed for the original index [30]. The demonstration of statistically sig-
nificant difference in α-slope between the original and surrogate data are in
keeping with the presence of nonlinear dynamics in the original data.

Surrogate data have Fourier decomposition with the same amplitudes as
the empirical data decomposition but with random phase components. This
is obtained from the Chaos Data Analyzer.

To test for a statistical significance of difference in original α-slope and
the surrogate data, 10 surrogate data series were generated to match each
original signal. Then it is subjected to Student t test distribution. We found
that, the surrogate data α-slope and original data α-slope, are distinct and
they differ by more than 50%. This rejects the null hypothesis and hence the
original data contain nonlinear features.

9.4 Fuzzy Classifier

A more efficient classifier is developed using Fuzzy Equivalence relation. The
process of classification involves obtaining a Fuzzy equivalence relation matrix
for each class of data, and then comparing a fresh input with each group for
classification [31].

The Fuzzy equivalence relation requires the properties of reflexivity,
symmetry and transitivity, to be satisfied. If it satisfies only the first
two – reflexivity and symmetry properties – it is termed as Fuzzy com-
patible relation. Though it is usually difficult to identify an equivalence
relation directly, it is possible to identify a compatible relation in terms of an
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appropriate ‘distance function’ of the Minkowski class. The general expression
used for the distance function (Minkowski class) is given below:

R(xi, xj) = 1 − δ

(
n∑

l=1

|xil − xjl|q
)1/q

(9.1)

where n → Total dimensionality of the input data point
l → Dimensionality index of the input data (1, 2,..n)
p → Size of the input data set
i, j → input index i, j ∈ [1..p]
q → distance function parameter
δ → Normalizing factor to ensure the resultant R(xi, xj) ∈ [0,1].

n represents the total dimensions of the data, each of which dimension refers
to the components of the input data. For example, from Table 9.1, the input
data (HRV Signal) is represented by three components, hence n = 3 is used.

The Minkowski relation can be evaluated for integer values of q; for q = 1,
the ‘distance function’ happens to be the Hamming distance; for q = 2, it is the
Euclidean distance etc. The normalizing factor δ is taken as the inverse of the
largest distance among the data pairs. As indicated above, for our purposes,
the input data (HRV signal) is represented using the three parameters used
for ANN classification earlier (Table 9.1). Thus the data has three components
(n = 3). The size of the training data set (defined by pkk ∈ [1..4]) is different
for each class i. The size of the entire data set is given by p. In the present
case, the Euclidean distance function of Minkowski class (q = 2) is used as the
basis to define mutual relation among the input data belonging to a particular
class. Thus Equation (9.1) reduces to:

R(xi, xj) = 1 − δ

(
3∑

l=1

|xil − xjl|2
)1/2

(9.2)

Table 9.1. Range of input parameters to ANN classification model

Class SD1/SD2 Spectral entropy ∝-slope

LBBB 0.7± 0.20 1.24±0.047 0.43±0.11
Normal 0.80±0.16 1.63±0.025 0.77±0.076
PVC 1.42±0.54 1.14±0.057 0.27±0.014
AF 2.98±1.56 1.2 ± 0.037 0.13±0.043
VF 1.13±0.47 1.06±0.003 0.34±0.022
Complete Heart Block 0.64±0.024 0.86±0.054 0.54±0.034
Isc./Dil.Cardiomyopathy 0.59±0.37 1.12±0.11 0.97±0.11
SSS 0.96±0.32 1.27±0.135 0.55±0.013
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Table 9.2. Results of Neural Network Classifier

Class No. of data No. of data Percentage (%) of
set used for set used for correct classification
Training testing (10,000 iterations)

LBBB 28 14 85.71
Normal 60 30 90
PVC 45 25 88
AF 30 20 85
VF 28 21 80.95
Complete Heart Block 28 21 80.95
Isc./Dil. Cardiomyopathy 30 18 83.33
SSS 30 18 88.88

The value of δ is taken to be equal to 1/n1/2, where n is the number dimen-
sionality of the input data points, which is three in our case. The result of the
above evaluation can be listed in the form of a symmetrical pxp matrix, which
satisfies both reflexivity and symmetry conditions. A compatibility relation
thus formed, is converted to an equivalence relation by performing the transi-
tive closure operation. The processing algorithm is described in the following
discussion. Firstly, a few definitions are in order. For a relation R, we write
R(u,v) if the pair <u, v> is a member of the set.

Given a relation R, its transitive closure R∗ can be determined as follows.
R is transitive if (a, b) ∈ R ∧ (b, c) ∈ R ∧ (a, c) ∈ R. We may add elements
to a relation R and create a new relation that is the transitive closure of R.
However, the procedure requires an iterative process. We find the transitive
closure by examining every pair of elements of R where the second element of
the first pair matches the first element of the second pair. That is, (a, b) ∈ R
and (b, c) ∈ R.

Transitivity requires that (a, c) must also be an element of R. If it is not,
then we must add it to the new relation that we are building into the transitive
closure. Let’s call the new relation R′. (Initially R′ = R and when the process
of adding edges is over R′ = R∗). After we have examined all such pairs of
members of R and added the required edges to R′ where needed we must then
begin the same process again. The resultant R∗ is the transitive closure of R.

After computing the transitive closure and having satisfied the properties
of reflexivity, symmetry and transitivity, the Fuzzy equivalence relation matrix
so obtained can now be used for classification of fresh data. The data to be
classified is appended to the already classified data and the Fuzzy Equivalence
Relation is found. At the end, the class to which the unknown data belongs
is the one with whom it has the maximum degree of closeness. The formal
algorithm is depicted in Fig. 9.3 and the detailed steps are shown in Table 9.3.
And the results of the classification are listed in Table 9.4.
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Read the classified data from input file and the
unclassified data from test file

Append unclassified data onto classified data.
Normalize the values attribute-wise

Find the transitive closure of the
compatibility matrix

Find the compatibility relation using distance
function of Minkowski dass

Assign classes to the unclassified data
by selecting the maximum degree of

closeness relative to the classified data

Fig. 9.3. Flowchart for Prediction using Fuzzy Equivalence Relation

9.5 Neuro-Fuzzy Classifier

The neuro-adaptive learning techniques provide a method for the fuzzy mod-
eling procedure to learn information about a data set, in order to compute the
membership function parameters that best allow the associated fuzzy infer-
ence system to track the given input/output data. This learning method works
similarly to that of neural networks. Using a given input/output data set, the
toolbox function adaptive neuro-fuzzy inference system (ANFIS) constructs
a fuzzy inference system (FIS) whose membership function parameters are
tuned (adjusted) using either a backpropagation algorithm alone, or in com-
bination with a least squares type of method. This allows the fuzzy systems to
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Table 9.3. Detailed Algorithm for Classifying using Fuzzy Equivalence Relations

Step Phase Description

1 Initialization 1.1 Read classified data from an input file
[input data]i,j[classes]k ← Buffer

i: 1 to m (number of data)
j: 1 to n (number of attributes)
k: 1 to i; where there are ‘o’ classes

1.2 Read unclassified data from test file
[unclassified]i,j ← Buffer

i: 1 to p (number of data)

j: 1 to n (number of attributes)
2 Pre-processing 2.1 Append unclassified data onto input data

[input data]l,j ← [input data]i,j ⇓ [unclassified data]k,j

l: 1 to (m + p)
i: m + 1 to m + p
k: 1 to p
j: 1 to n

2.2 Normalize the data matrix attribute wise selecting the maximum
in each attribute

[input data]l,j ← [input data]l,j

max{[input data]}|j
l: 1 to (m + p)
j: 1 to n

3 Compute the

Fuzzy
Equivalence
Relation

3.1 Find the Compatibility relation between the data using distance

function of Minkowski class

Rc(xi, xj) = 1 − δ

(
n∑

l=1

(xil − xjl)
2

)1/2

i, j: 1 to m + p

Where δ = 1/n1/2

3.2 Find the transitive closure of Rc using algorithm given below
1.2 .1. R′ = Rc ∪ (Rc • Rc)

∪ = Max operator
• = Max-Min composition

where R • R = rij = maxk min(rik, rkj)
i, j, k: 1 to m + p

3.2.2 If R′ = Rc then Stop. Else make Rc = R′ goto step 3.2.1.
3.2.3 Rt = R′; Rt is the Transitive closure matrix (m + p)× (m + p)

4 Prediction Beginning from row m + 1 search for the maximum membership
degree until column m and store the corresponding index in matrix
Max membership
[Max membership]i = max[Rt]i,j;

i: m + 1 to m + p
j: 1 to m

corresponding to each unclassified data the class to which it belongs
is given by [classes][Max membershipi]; i: 1 to p

# [Table 9.3 is reprinted with permission from U. Rajendra Acharya, P. Subbanna
Bhat, S.S. Iyengar, Ashok Rao, Sumeet Dua, “Classification of heart rate data
using Artificial Neural Networks and fuzzy equivalence relation”, Pattern Recog-
nition, January 2003, 36/1, 2003, 61–68]
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Table 9.4. Results of Fuzzy classifier

Class No. of data No. of data Percentage (%) of
set used for set used for correct classification
Training testing (10,000 iterations)

LBBB 28 18 88.88
Normal 60 40 92.5
PVC 45 30 90
AF 30 25 88
VF 28 25 84
Complete Heart Block 28 25 88
Isc./Dil. Cardiomyopathy 30 22 86.36
SSS 30 22 90.9

# [Table 9.4 is reprinted with permission from U. Rajendra Acharya, Ashwin Kumar,
P. Subbanna Bhat, Lim Choo Min, S.S. Iyengar, N. Kannathal, S.M. Krishnan,
“Classification of cardiac abnormalities using heart rate signals”, IFMBE Journal of
Medical & Biological Engineering & Computing Journal, UK, 42(3), 2004, 288–293]
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Fig. 9.4. ANFIS Network used for classification

learn from the data they are modeling. The network structure of the ANFIS is
similar to neural network. The inputs are fuzzified through input membership
functions. The initial and final (after training) input membership function
for the input (SD1/SD2) is shown in Fig. 9.5. During the training phase
the network converged at 100 epochs with a mean-squared-error of 0.009.
After training association rules in the form of if then rules are generated and
extracted. The initial and final (after rule extraction) decision surfaces are
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given in Fig. 9.6. The parameters associated with the membership functions
will change through the learning process. The computation of these parame-
ters (or their adjustment) is facilitated by a gradient vector, which provides a
measure of how well the fuzzy inference system is modeling the input/output
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data for a given set of parameters. ANFIS also constructs an input-output
mapping based on both human knowledge (in the form of fuzzy if-then rules)
and stipulated input-output data pairs.

The ANFIS described by Jang [32] is adopted for the cardiac disease clas-
sification purposes. The ANFIS network chosen is as shown in Fig. 9.4 with
a first-order Sugeno model. For each input, xi, five fuzzy sets, Uji, with the
corresponding membership functions, μji(xi), were chosen for i = 1 to 3 and
j = 1 to 5. Thus, the ANFIS network has a total of 125 fuzzy rules and one
output, F . The rule structure, for e.g, the nth rule is of the form:

If x1 is Ui1 and x2 is Uj2 and x3 is Uk3 then fn = di1x1 + dj2x2 + dk3x3 + dn

(9.3)

where (di1, dj2, dk3, dn) are adaptable parameters and n = k + 5(j − 1) + 25
(i − 1) for i, j, k = 1 to 5.

The membership functions have the form

μji(xi) =
{

1 +
[
(xi − cji)/aji

]2bji
}−1

(9.4)

where (aji, bji, cji) are adaptable parameters. The ANFIS output is given by

F =
125∑
n=1

fnwBn (9.5)

where
wBn =

wn

125∑
n=1

wn

(9.6)

wn = μi1(x1)μj2(x2)μk3(x3) and n = k + 5(j − 1) + 25(i − 1) for i, j, k = 1
to 5.

A diagnostic test investigates the statistical relationship between test
results and the presence of disease. For all diagnostic tests there are two
critical components that determine its accuracy: sensitivity and specificity.

9.6 Results

In this chapter, the heart rate signal of eight different types are classified using
neural classifier, fuzzy classifier and neuro-fuzzy classifier. Three features are
extracted from the heart rate signals namely, spectral entropy, SD1/SD2 and
∝-slope.

In the case of neural network, backpropogation learning algorithm (BPA)
is used for learning.

Table 9.1 shows the ranges of the three parameters used to feed as input to
the ANN. For the purpose of training and testing the classifier, a data base of
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Table 9.5. Results of ANFIS classifier

Class No. of data No. of data Percentage (%) of
set used for set used for correct classification
Training testing (10,000 iterations)

LBBB 28 24 91.67
Normal 60 29 100.00
PVC 45 27 96.67
AF 30 17 92.00
VF 28 18 96.00
Complete Heart Block 28 22 92.00
Isc./Dil. Cardiomyopathy 30 24 95.83
SSS 30 17 90.91

279 patient samples is divided into two sets – a training set of 167 arbitrarily
chosen samples and a test set of 45 samples (Table 9.2). The training consisted
of 10,000 iterations.

During the training phase, each output of the ANN is an analog value in
the range 0 → 1.0, whereas the ‘desired’ output is either 0 or 1.0. During the
recall phase, the output signal is approximated to binary levels by comparing
it with threshold value of 0.5. The mean square error of the ANN was set
to 0.0001.The percentage of correct classification ranges from 80% to 90%
(Table 9.2).

Fuzzy classifier works better than the neural network classifier (Table 9.4).
And this classification is further improved using neuro-fuzzy classifier
(Table 9.5). The classification efficiency will be more than 90% for all dis-
ease classes in the neuro-fuzzy classifier. The p-value can be obtained using
ANOVA (ANalysis Of VAriance between groups) test. ANOVA uses variances
to decide whether the means are different. This test uses the variation (vari-
ance) within the groups and translates into variation (i.e. differences) between
the groups, taking into account how many subjects there, in the groups.
If the observed differences are high then it is considered to be statistical
significant.

9.7 Discussion

The sensitivity of a test is the proportion of people with the disease who
have a positive test result. Higher the sensitivity will have greater detection
rate and lower false negative (FN) rate. The specificity of the test is the
proportion of people without the disease, who have a negative test. The higher
specificity indicate, the lower false positive rate and lower the proportion
of people with the disease, who will be unnecessarily worried or exposed to
unnecessary treatment. The positive predictive value (PPV) of a test is the
probability of a patient with a positive test actually having a disease. The
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Table 9.6. Results of sensitivity, specificity, positive predictive value, for all the
classes using neural network, fuzzy and ANFIS

Classifier TN TP FP FN Sensitivity Specificity Postive
Predictivite
Accuracy

ANN 27 119 3 21 85.00% 90.00% 97.54%
FUZZY 37 150 3 20 88.24% 92.50% 98.04%
ANFIS 29 139 0 10 93.29% 100.00% 100.00%

negative predictive value is the probability of a patient with a negative test
not having the disease. In our study, we have found the sensitivity of 93%,
specificity and positive predictive accuracy were more than 97% (Table 9.6).
Hence, it indicates that, these results are clinically significant.

The Neuro-Fuzzy classifier is superior than the neural network and fuzzy
classifiers. It yields correct classification of normal subjects and more than 95%
of correct classification for the VF, PVC and ischemic/dilated cardiomyoapthy
classes. Its sensitivity is about 93%, higher than the neural network and fuzzy
classifiers. Sensitivity is the ability to correctly detect the disease and speci-
ficity is the ability to avoid calling normal things as disease. The specificity
and positive predictive accuracy is 100% for all the classes indicating that, the
results are clinically significant. A perfect medical test would have 100% sen-
sitivity and 100% specificity. It would positively identify all the true cases of
disease, and it would never mislabel anything normal as disease. The sensitiv-
ity is less due to the presence of few false negatives (FN). These false negatives
can be decreased by choosing the better features for classification and as a
result the sensitivity can be further increased. The accuracy of the system can
further be increased by increasing the size and quality of the training set.

9.8 Conclusion

Heart rate variability (HRV) signal can be used as a reliable indicator of
heart diseases. In this chapter, the neural network classifier, the fuzzy clas-
sifier and neuro-fuzzy classifier are presented as diagnostic tools to aid the
physician in the analysis of heart diseases. Our results shown above indicate
that the classifiers presented are effective to the tune of more than 90% and
the neuro-fuzzy classifier works better than the other two classifiers. However,
these tools generally do not yield results with 100% accuracy. The accuracy
of the tools depend on several factors, such as the size and quality of the
training set, the rigor of the training imparted, and also parameters chosen
to represent the input.
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Storage and Transmission of Cardiac Data
with Medical Images

U. Rajendra Acharya, P. Subbanna Bhat, U. C. Niranjan, Sathish Kumar,
N. Kannathal, Lim Choo Min and Jasjit Suri

The landscape of healthcare delivery and medical data management has
significantly changed over the last years, as a result of the significant
advancements in information and communication technologies. Comple-
mentary and/or alternative solutions are needed to meet the new challenges,
especially regarding security of the widely distributed sensitive medical
information. Digital watermarking is a technique of hiding specific identifica-
tion data for copyright authentication.

The DICOM standard is one method to include demographic information,
such as patient information and X-ray exposure facilities, in image data. The
DICOM standard is a standard that can be used regularly to record demo-
graphic information onto the image data header section. Regarding DICOM
format images, information on patients and X-ray exposure facilities can be
obtained easily from them. On the other hand, general-purpose image for-
mats, such as the JPEG format, offer no standard that can be used regularly
to record demographic information onto the header section.

Digital watermark technologies [1–8] can be used to embed demographic
information in image data. Digital watermarking have several other uses,
such as fingerprinting, authentication, integrity verification purposes, content
labeling, usage control and content protection [9,10]. The efficient utilization
of bandwidth of communication channel and storage space can be achieved,
when the reduction in data size is done. Recently, Giakoumaki et al, have pre-
sented a review of research in the area of medical-oriented watermarking and
proposed a wavelet-based multiple watermarking scheme. This scheme aimed
to address critical health information management issues, including origin
and data authentication, protection of sensitive data, and image archiving and
retrieval [11]. Their experimental results on different medical imaging modal-
ities demonstrated the efficiency and transparency of the watermarking
scheme.

The digital watermarking technique is adapted in this chapter for
interleaving patient information with medical images, to reduce storage and
transmission overheads. The text data is encrypted before interleaving with
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images to ensure greater security. The graphical signals are compressed and
subsequently interleaved with the image. Differential pulse code modulation
and adaptive delta modulation techniques are employed for data compression
as well as encryption and results are tabulated for a specific example. Adverse
effects of channel induced random errors and burst errors on the text data
are countered by employing repetition code, Hamming code and R-S code
techniques.

10.1 Concept of Interleaving

With the present trend of using internet as a medium to transmit images and
patient data, it is of utmost importance to preserve authenticity of patient
information. Exchange of data between hospitals involves large amount of
vital patient information such as bio-signals, word documents and medical
images. Therefore, it requires efficient transmission and storage techniques
to cut down cost of health care. Interleaving one form of data such as 1-D
signal, or text file, over digital images can combine the advantages of data
security with efficient memory utilization [12]. In this present chapter, the
watermarking technique is adapted for interleaving text and graphical signals
with medical images (Fig. 10.1).

The watermarking techniques are divided into two basic categories:

• Spatial domain watermarking, in which the least significant bit (LSB) of
the image pixels are replaced with that of the watermark (authentication
text).

• Frequency domain watermarking, in which the image is first transformed
to the frequency domain by discrete fourier transform (DFT), discrete
cosine transform(DCT) and then the low frequency components are
modified to contain the authentication text [13,14]. Since high frequencies
will be lost by compression or scaling, the watermark signal is applied
to the lower frequencies or applied adaptively to frequencies that contain
important information of the original picture. Since watermarks applied
to the frequency domain will be dispersed over the entirety of the image
upon inverse transformation, this method is not susceptible to defeat by
cropping as in the spatial domain.

Many authors have proposed the schemes to protect the ownership rights
through the watermarking [12,15–19]. Swanson et al, have proposed the robust

Document/
Graphic file

Encryption Interleaved
image

nxn
Image

Fig. 10.1. Scheme for data storage
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data hiding techniques for images [20–22]. Many authors have implemented
adaptive watermarking in the DCT domain [23–26] and wavelet based water-
marking techniques [27–31].

10.2 The Interleaving Process

Figure 10.1 indicates the steps involved in interleaving an image with data
file. Before interleaving, the data is encrypted to enhance security [12]. Eight
bits are usually employed to indicate the grey level of image pixel, and the
LSB of each pixel is replaced by the text data. Thus the eight bits of ASCII
code replace the LSBs of eight consecutive pixels of the image. (If the data
file is a graphic signal having 16-bit word, 16 consecutive pixels are used for
interleaving a single word.) Since only the LSB of the pixel is chosen for data
interleaving, the resulting quality degradation of image is minimal. Depend-
ing upon the type of the signal, (text/graphic), three different encryption
algorithms are used [32].

10.3 Encryption of the Text File

A typical text data (patient record) is shown in Fig. 10.2(a). Before interleav-
ing, the document is encrypted by taking the logarithm of the ASCII codes.
The encryption algorithm can be mathematically stated as:

Te = (Log (To ∗ 2) ∗ 100) − 300 (10.1)

where, To → ASCII code of the original text (or graphics file)

Te → encrypted text

The encrypted data (Te) is rounded to the nearest integer for storing/
transmission. The decrypted text is obtained by,

T0 = exp
{

(Te + 300)
/

100 − log (2)
}

(10.2)

The encryption transform pairs given in Eqs. (10.1) and (10.2) yield exact
reconstruction, even when Te is rounded off to the nearest integer. Figure
10.2(b) shows the encrypted document corresponding to the file shown in
Fig. 10.2(a). It may be noted that both the files occupy the same amount of
memory space.
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THE MANIPAL HEART FOUNDATION 
MANIPAL

(a) (b)

Patient Ref. No: 87906574
Name of the doctor: Dr.Shyam
Name of the patient: Ms.Rani
Age: 50 years
Address: 5th cross,Udupi.
Case History:
Date of admission: 20.09.1997
Results: T wave inversion
Diagnosis: Suspected MI
Treatment:
Sublingual Nitroglycerin

ÔÅÁ Ì»ÍÆÐ»Ê ÅÁ»ÒÔ ÂÎÖÍ¿»ÔÆÎÍ
 Ì»ÍÆÐ»Ê

Ðãõëçïõ Òçè˜Íð¯¬a®œ¨¦a¤
Íãîç ðè õêç æðåõðó¯¿ó˜Óêùãî
Íãîç ðè õêç ñãõëçïõ¯Ìô˜Òãïë
»éç¯¦œ ùçãóô
»ææóçôô¯ ¦õê åóðôô”ÖæÈñë˜
¾ãôç Åëôõðóù¯
¿ãõç ðè ãæîëôôëðï ¯¡œ˜œ®˜?  ® ®a

ÒçôÈúõô¯ Ô ÷ãöç ëïöçóôëðï
¿ëãéïðôëô¯ ÓÈôñçåõçæ ÌÆ
Ôóçãõîçïõ¯
ÓÈäúëïéÈãú  Íëõóðéúùåçóëï

Fig. 10.2. Encryption of patient information: (a) Original patient information,
(b) Encrypted patient information

10.4 Encryption of the Graphic File

The Differential Pulse Code Modulation (DPCM) technique is effectively used
to reduce the dynamic range of the graphic signal. It is used here for encrypting
the heart rate signal. The differential error output (which is random and
uncorrelated) is used as the encrypted version of the original signal. The
DPCM is a predictive coding technique where in the present sample X(n)
in a signal is expressed as a sum of linearly weighted past sample X(n − 1)
and error signal e(n) [33].

X (n) = pX (n − 1) + e (n) (10.3)

The predictor coefficient p is determined by the least square technique, as

p = r (1) /r (0) (10.4)

where, r(m) =
N−1−m∑

n=0

X (n) X (n + m) (10.5)

The differential error e (n) is stored along with the first sample X (0)
and the linear predictor coefficient p. The heart rate signal X (n) can be
reconstructed from the error signal by auto-regression technique (Eq. 10.3).
Thus, the symbol pair p, X (0) forms the key for the encrypted heart rate
signal e (n). This quantified e (n) is interleaved with the LSB of image pixels.
As the dynamic range of the error signal e(n) is very small, the coding is done
with only 4 bits.

Figure 10.3(a) and 10.3(b) display the original and reconstructed heart
rate signals, while Fig. 10.3(c) shows the prediction error signal e (n).
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Fig. 10.3. Results of DPCM technique: (a) Original signal (b) Reconstructed signal
(c) Error signal

Adaptive Delta Modulation (ADM) is a DPCM scheme in which the error
signal e (n) is encoded into a single bit. This single bit, providing just two
options, is used to increase or decrease the estimate of X(n) denoted by X̂(n).
The amount of change is specified by the step length S(n), which is a multiple
of basic step size S0 and is determined adaptively. At the nth sample instant
the step length generated is related to the step length of the previous sampling
instant (Eq. 10.6).

S (n) = |S (n − 1)| .e (n) + S0.e (n) (10.6)

This step length is used to estimate X̂ (n) is shown below:

X̂ (n) = X̂ (n − 1) + S(n) (10.7)

The encrypted signal for storage/transmission is the error signal generated
by comparing the actual signal X (n) with its estimated value X̂ (n).

e (n) = +1 if X (n) > X̂ (n)
e (n) = −1 if X (n) < X̂ (n)

Here e (n) is a single bit and is interleaved with the LSB of the image
pixel. The original heart rate signal, reconstructed signal and error signal are
shown in Fig. 10.4(a), 10.4(b) and 10.4(c) respectively.

As can be seen from the results in DPCM and ADM, the error signal
is random and uncorrelated, and has no resemblance to the original heart
rate X (n). This property of e (n) is exploited by using the error signal as
encrypted version of X(n). In the case of ADM, e (n) is encoded using a
single bit, while in DPCM of e (n) requires 4 bits for encoding. Thus, one
sample of encrypted heart rate signal is interleaved into one pixel in case of
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Fig. 10.4. Results of ADM techniques: (a) Original signal (b) Reconstructed signal
(c) Error signal
#[Fig. 10.1, Fig. 10.2, Fig. 10.3, Fig. 10.4 are reprinted from Rajendra Acharya U,
Deepthi Anand, Subbanna Bhat P, Niranjan UC, “Compact storage of medical
images with patient information”, IEEE Transactions on Information Technology
in Biomedicine, 2001, vol.5(4), pp. 320–323]

ADM, while DPCM requires 4 pixels per sample. The reconstructed heart
rate signal, shown in Fig. 10.3(b) and Fig. 10.4(b), (regressive Eqs. (10.4) and
(10.5)) are good replica of the original signals.

10.5 Interleaving in DFT Domain

DFT magnitude is robust to translation or shift attacks in the domain
since cyclic translation of image in the spatial domain does not affect DFT
amplitude. DFT offers the possibility of interleaving either in the magnitude
or the phase of the DFT coefficients. The phase is far more important than
the magnitude of the DFT coefficients for the intelligibility of an image. Hence
the interleaving is done in the magnitude coefficients of the DFT coefficients.

All the DFT coefficients are not modified. The low frequency components
of the image are perceptually more significant ones and any modification of
them deteriorates the image fidelity. Therefore interleaving should not be
carried out in the low frequency region. The high frequency components are
less significant in terms of fidelity. Hence the compression techniques use this
property and suppress the high frequency coefficients first to reduce the size of
images. Hence the interleaving is done in the bandpass magnitude coefficients
of the DFT.
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10.6 Interleaving in DCT

Blocks of 8 × 8 pixels are selected in a raster fashion from the image to be
compressed. This forms the input to the encoder. Applying DCT to these
blocks transforms the image from spatial domain to frequency domain. The
DCT contains the DC coefficient, which measures the zero frequency, and 63
AC coefficients. The DCT coefficients are quantized according to perceptual
criteria. For interleaving, the LSB of each DCT coefficient is replaced by
the text data (after the quantization and zigzag encoding). The eight bits of
ASCII code in the text file will replace the LSBs of eight consecutive DCT
coefficients of the image from the middle frequency range onwards (from 32 to
63 coefficients) [34]. If the data file is a graphic signal having 16-bit word, 16
consecutive DCT coefficients are used for interleaving a single word. The LSB
is chosen for data interleaving because, the resulting degradation of image is
minimal. In the decoding side, the interleaved text or graphical signal can be
obtained by de-interleaving i.e., extracting the LSBs and concatenating the
same, before the inverse quantization, zigzag coding and inverse DCT.

10.7 Interleaving in Wavelet Domain

Wavelets are the functions defined over a finite interval and have average value
zero. The basic idea of the wavelet transform is to represent any arbitrary func-
tion f(t) as a superposition of a set of such wavelets or basis functions. These
basis functions are obtained from a single prototype wavelet called the mother
wavelet, by dilations or contractions (scaling) and translations (shifts). Besides
the usage of DCT in JPEG, a new compression technique called JPEG2000
uses Discrete Wavelet Transform. The blocking artifacts of DCT in JPEG are
noticeable and annoying. In wavelet based compression we get higher com-
pression and blocking artifacts can be avoided. The wavelet transform can
be implemented using filter banks [35]. The signal is decomposed into various
subbands and the octave-band decomposition is most widely used. Figure 10.5
shows three level octave band decomposition. The DWT gives three parts
of multiresolution representation and one part of multiresolution approxima-
tion [35]. It is similar to hierarchical subband system, where subbands are
logarithmically spaced in frequency. The subbands labelled LH1, HL1, HH1
of multiresolution representation represent the finest scale wavelet coefficients.
To obtain next coarser scale of the wavelet coefficients, the subband LL1 i.e.
multiresolution approximation is further decomposed and critically sub sam-
pled. One can perform three level decomposition of the image and embed
the text/graphic file information into high frequency region band (starting
from the 32nd coefficient to 64th coefficient). The text and graphic file can be
extracted from the DWT coefficients before the inverse quantization, inverse
zigzag coding and inverse discrete wavelet transform.
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Fig. 10.5. Scheme for DWT decomposition of an image
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Fig. 10.6. Result of interleaving text in the MRI image: (a) Original image (b) Inter-
leaved image

10.8 Evaluation of Results

The ASCII codes of the encrypted text shown in Fig. 10.2(b) are broken into
bits and interleaved into the pixels of MRI image (Fig. 10.6 (a); size: 196×260
pixels). The resulting image is shown in Fig. 10.6(b). The error signals en

obtained from DPCM and ADM (Fig. 10.3(c) and 10.4(c)), are interleaved
into the Angiogram and the Ultrasound images of Fig. 10.7(a) (size: 200 ×
265 pixels) and Fig. 10.8(a) (size: 270× 229 pixels). The resulting interleaved
images are shown in Fig. 10.7(b) and 10.8(b). The process affects only the
LSB of each pixel, which may cause a change in its brightness by 1 part in
256. As can be seen from these results, it does not affect the picture quality
significantly. The text and heart rate information are interleaved into all the
pixels of the image.



10 Storage and Transmission of Cardiac Data 253

(a) (b)

Fig. 10.7. Result of interleaving ADM error signal in the Ultrasound image:
(a) Original image (b) Interleaved image

(a) (b)

Fig. 10.8. Result of interleaving DPCM error signal in the Angiogram image:
(a) Original signal (b) Interleaved signal

Figure 10.9(a) and 10.9(b) show the intensity histograms of the original
and interleaved ultrasound images (with error signal of Fig. 10.4(c)). It can be
seen that the shape of the histogram bears resemblance to that of the original
image. The change in the population of pixels of a specific intensity is definite
in nature. For example, consider two pixels with grey scale values 0 and 1.
When interleaved, the 0 pixel may remain at 0 or change to 1. Similarly the 1
pixel may remain at 1 or change to 0. Thus there is a redistribution of pixels
0 and 1. Such redistribution occurs among all consecutive pairs of even and
odd pixels (such as 2 and 3, 4 and 5, and so on.) This pair-wise redistribution
of pixel values explains the resemblance between the original and modified
histograms.
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Fig. 10.9. Histogram of Ultrasound images: (a) Original image (b) Interleaved
image
#[Table 10.1, Fig. 10.6, Fig. 10.7, Fig. 10.8, Fig. 10.9 are reprinted with permission
from Rajendra Acharya U, Deepthi Anand, Subbanna Bhat P, Niranjan UC, “Com-
pact storage of medical images with patient information”, IEEE Transactions on
Information Technology in Biomedicine, 2001, vol.5(4), pp. 320–323]

A quantitative assessment of the method is obtained by evaluating the
normalized root mean square error (NRMSE) as defined below:

NRMSE (%) =

√√√√√√√√
U−1∑
Y =0

V −1∑
X=0

[f(x, y) − fw(x, y)]2

U−1∑
Y =0

V −1∑
X=0

[f(x, y)]2
× 100 (10.8)

where

U = Total number of columns
V = Total number of rows in the image
f(x.y) = The original pixel intensity
fw(x, y) = The modified (interleaved) pixel intensity

From the definition of the NRMSE, it is seen that, the maxima occurs when
the LSB of all the pixel values are altered. Then the equation for maximum
NRMSE becomes,

MNRMSE(%) =

√√√√√ (U ∗ V )
U−1∑
Y =0

V −1∑
X=0

[F (X,Y )]2
× 100 (10.9)

The technique is tested for different images and the NRMSE was found
to be less than 0.71 % for 8-bit encoded pixel intensity (Table 10.1). Secu-
rity of information can be further enhanced by choosing the position of the
interleaved bit according to a specific plan known only to the authorised users.
In order to assess its effect on reduced intensity images, the images were
converted to 128 intensity levels at a coding of 7 bits/pixel and interleaving
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Table 10.1. Results of interleaving data with image

Image Text DPCM ADM MNRMSE
(NRMSE %) (NRMSE %) (NRMSE %) (%)

MRI 0.70 0.70 0.69 1.24
Ultrasound 0.53 0.54 0.52 1.43
Angiogram 0.50 0.50 0.50 0.76

operation was carried out. The values of NRMSE for these reduced intensity
images doubled since the denominators of Eqs. (10.8) and (10.9) reduce by a
factor of two. The proposed technique of interleaving additional data into an
image can also be used for transmission purposes, wherein patient information
embedded in the medical image can be sent over communication channels, as
a single data entity.

10.9 Interleaving Error Correcting Codes

The transmission of interleaved data over noisy channels is examined using
standard simulation techniques [36, 37]. The noisy channel is modelled as a
simple Binary Symmetric Channel (BSC), where the probability of bit ‘1’ or
bit ‘0’ being altered into its complement is the same, say Pe. To simulate
this BSC, uniformly distributed random numbers in the range of 0 to 1 are
generated using the Linear Congruential Method. For each transmitted bit,
the corresponding random number generated is compared against Pe. If it is
less than Pe, that bit is inverted. Otherwise the bit is taken as it is. From
elementary probability theory it can be easily verified that Pe indeed gives
the probability of a bit being inverted in the course of transmission.

A noisy channel is also modelled by assuming zero mean Gaussian noise
with variance σ2. The decision regarding the received bit was assumed to
be taken by a ‘decision device’ whose threshold is set exactly between the
high and low levels (representing the bits ‘1’ and ‘0’). If the amplitude of the
noise sample added is so large that it takes the received signal amplitude to
the wrong side of the threshold, the decision device will make an incorrect
decision regarding the received bit [38].

The Gaussian noise can be simulated using the Box-Muller Algorithm [39].
A Gaussian random number generated by the Box-Muller algorithm is added
to each bit being transmitted and the resultant signal amplitude is compared
with the threshold to simulate the ‘decision device’. A decision regarding the
bit is then taken depending on whether the bit plus noise signal amplitude is
more or less than the threshold.

The major difference between the two approaches discussed above is that
in the first case, the statistical nature of the noise affecting the transmissions
is not considered, whereas in the second case, noise of a specific distribution is
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considered. The improvement in the reliability of signal transmission can be
demonstrated in both of these cases, by employing repetition codes or (7,4)
Hamming codes [36].

Burst error, which is likely to occur while retrieving stored data is modelled
as explained below. When a ‘burst’ strikes, a Poisson distributed random
number of data bits with a mean value α, gets inverted. The burst error
environment is simulated as follows: Uniformly distributed random numbers
in the range of 0 to 1 are generated using the Linear-congruential method. If
the generated number is less than P, where P is the probability that a burst
strikes the data, a Poisson distributed random number is generated with its
mean value α and a corresponding number of bits are inverted.

One of the best techniques to counter burst errors is to resort to interleav-
ing of data words. If the expected length of burst error (α) is large, the depth
of interleaving should be correspondingly large for satisfactory performance.
In the present work data words are interleaved to the depth of 4. Another
very effective way to counter burst errors is to resort to error control coding
techniques where the encoding is done on data symbols rather than on data
bits. The Reed Solomon (RS) codes are an example of such error control tech-
niques. In the (7,3) RS codes, which is employed here, the encoding is done
by adding four parity symbols to a group of three data symbols (each symbol
constitutes of three bits) resulting in a total of seven symbols. The (7,3) RS
code used in the present work, can correct up to 2 symbol errors in a block of
7 symbols.

Interleaved image data are tested against various types of transmission
impurities introduced by the channel. The robustness of the signal is improved
by the application of appropriate error correction coding techniques as men-
tioned in the previous section. As is expected, with an increase in Pe of the
BSC or the variance σ2 of the Gaussian noise, the signal quality deteriorates
at the receiving end. This is visible in the form of character loss or distortion in
the text data. Application of the repetition code or the (7,4) Hamming code
is seen to bring about a remarkable increase in the quality of the received
(interleaved) data.

To make a comparative study RS codes have also been employed in
a Gaussian noise corrupted channel. The relevant results are as shown in
Table 10.2.

From the results reported in Table 10.2, it can be seen that in a Gaussian
noise corrupted channel, the (7,4) Hamming code gives the best performance,
while the RS code, the poorest. Among the three coding schemes outlined
above, the repetition code consumes the maximum bandwidth, whereas the
(7,4) Hamming code demands the minimum. Figure 10.10 shows the result
of patient information (Fig. 10.2 (a)) with repetition code, corrupted with
Gaussian noise (σ2 = 0.09). A graph showing the loss of characters due to
noise is given in Fig. 10.11.

In the case of burst errors, both the strength and repetition rate of burst
can cause distortion in the received data. Interleaving of coded data can be
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Table 10.2. Comparison of various codes for Gaussian noise corrupted channel

Variance σ2 Characters Characters Characters
altered with altered with altered with

Repetition code (7,4) Hamming code (7,3) RS code

0.06 0 0 2
0.07 2 1 2
0.08 3 2 4
0.09 5 2 7

THE MANIPAL HEART FOUNDATION MANIPAL 

Patient Ref.No: 87906574
Name of the doctor: Dr.Shyam
Name of the patient: Ms.Rani
Age: 50 years
Address: 5th cross, Udupi.
Case History:
Date of admission: 20.09.1997
Results: T wave inversion
Diagnosis: Suspected MI
Treatment:
Sublingual Nitroglùcerin

Fig. 10.10. Result of patient information (Fig. 10.2(a)) with repetition code,
corrupted with Gaussian noise (σ2 = 0.09)
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effective in combating the ill effects of burst error. As mentioned earlier RS
codes can also be seen as an efficient technique to counter burst error. The
results are shown in Table 10.3 and Table 10.4. Graphical representations of
the results are given in Figs. 10.12 and 10.13 respectively.

Table 10.3. Characters altered due to burst noise (for α = 2)

Frequency of Characters altered with Characters
burst occurrence interleaving and depth-4 altered with
(P) in combination with (7,4) (7,3) RS code

Hamming code

0.005 4 0
0.007 5 0
0.01 7 0

Table 10.4. Characters altered for different values of P with α = 2

Frequency of burst Characters altered with Characters altered
occurrence (P) interleaving and depth-2 in with (7,3) RS

combination with (7,4) Code
Hamming code

0.03 0 3
0.04 2 4
0.05 6 5
0.06 9 6
0.07 10 13
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Fig. 10.12. Characters lost as a function of noise variance (interleaving depth = 4)
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These results show that for frequency of burst from .005 to .01, the RS code
gives an error free reception of the interleaved data, whereas in a similar envi-
ronment the (7,4) Hamming code (with interleaving depth = 4) gives poorer
performance. For higher values of P, the RS code performance deteriorates.

10.10 Discussion

With the present trend of using the Internet as a medium to transmit images
and patient data it is of utmost importance to preserve the authenticity of
patient information. The technique of ‘watermarking’ – interleaving text data
with images for copyright authentication – is adapted here to interleave pat-
ient data with medical images [39, 40]. Eight bits are usually employed to
indicate the grey level of image pixel, and the LSB is replaced by the ‘text’
information for identification [33]. Thus the LSB is ‘sacrificed’ for the purpose
of authentication, which is usually acceptable. Security of information can be
further enhanced by choosing the position of the interleaved bit according
to a specific plan known only to the authorized users. Transmission exposes
the data to noise, which results in the corruption of data. Therefore, different
error correcting codes/techniques are employed to make the data handling
more robust with respect to noise [36,39].

Transmission of cardiac data through a channel, and retrieval of stored
data from memory are prone to some kind of errors. The effect of random
noise, such as Gaussian noise, and burst errors on interleaved data are studied
using standard simulation techniques [39]. In the case of random noise and
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burst error, the impact on the picture information is tolerable, whereas the
loss of interleaved data is quite significant. However, encoding the data us-
ing suitable error correction techniques can reduce the impact of these errors
significantly. The situation can be further improved if the data is interleaved.
As the ‘burst’ length increases, the depth of interleaving too has to be in-
creased to get satisfactory performance. The results have been demonstrated
using repetition code, (7,4) Hamming code (with and without interleaving)
and the (7,3) RS code. It is observed that (7,4) Hamming code and the
repetition code give good results in a random error channel (corrupted by
Gaussian noise); whereas (7,4) Hamming code with interleaving and the (7,3)
RS codes give good results in a burst error environment. It is seen that (7,3)
RS codes give excellent performance for a range of frequency of burst occur-
rence ranging from 0.005 to 0.01. In the similar way, we can use these codes to
protect the graphical signals like electrocardiogram, heart rate signals etc dur-
ing transmission through the noisy channels.

10.11 Conclusion

A technique of interleaving patient information such as text documents and
physiological signals with medical images is presented for efficient storage.
Text files are encrypted using logarithmic technique and heart rate signals
are encrypted by DPCM and ADM techniques, prior to interleaving. The
technique is tested for different images and the NRMSE was found to be less
than 0.71% for 8 – bit encoded pixel intensity. Transmission of cardiac data
through a channel and retrieval of stored data from memory are prone to some
kind of errors. The effect of Gaussian noise on interleaved data is studied using
standard simulation techniques. Encoding the data using suitable error correc-
tion techniques can reduce the impact of these errors significantly. The results
have demonstrated that (7,4) Hamming code is more superior compared to
the repetition code in a random error channel (corrupted by Gaussian noise).
Various other type of error correcting codes can be interleaved to overcome
the effect of other type of noise.
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Assessment of Cardiac Function in Filling
& Systolic Ejection Phases: A Mathematical
and Clinical Evaluation

Liang Zhong, Dhanjoo N. Ghista, Eddie Y.K. Ng, Ru San Tan, Soo Teik
Lim and Terrance S.J. Chua

11.1 Introduction and Scope

The chapter is made up of three sections. The first section discusses various
works delineating indices of left ventricular (LV) function, namely the LV
myocardial contractile element’s shortening velocity (Vmax), end-systolic
pressure-volume relationship (ESPVR), ventricular preload-adjusted maximal
power and strain rate.

The second part deals with passive and active elastances (Ep and Ea), and
demonstrates how they contribute to left ventricular (LV) pressure dynamics,
as a response to volume changes during filling and ejection phases.

The third part deals with a new concept of cardiac contractility in the
form of the maximal circumferential wall stress normalized with respect to
LV pressure. This index can be employed noninvasively without requiring
monitoring of LV pressure. We have further shown that this (easy to compute
index) correlates well with the traditional index of dP/dtmax. Hence, it may
be employed as a substitute for dP/dtmax.

11.2 Known Characterization of Left Ventricular
Function

Heart failure is a leading cause of death in developed and developing countries.
This clinical syndrome may be a manifestation of filling abnormalities and/or
inadequate left ventricular (LV) myocardial contraction (due to myocardial
ischemia or infarct and/or electrical contraction abnormality). Cardiologists
have been using simple clinical measurements such as heart rate, ECG pat-
terns, blood pressure and ejection fraction to diagnose cardiac pathologies.
However, these measurements do not provide adequate insight into the heart’s
complex electro-mechanical machinery involved in its functional performance
and clinical syndromes. In this context, this chapterconstitutes a study of
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biomechanical mechanisms and phenomena of the heart function, leading to
the development of new indices of assessment of heart function and impairment.

In a bioengineering sense, the heart can be described as a blood pump and
its biomechanical behavior can be understood in terms of the time-varying
relationship between ventricular blood pressure and volume. For many years,
clinicians have used this relationship as a measure of cardiac function [1–14].
Concomitant with this approach (and resulting from these measurements) has
been the concept of LV myocardial stress and modulus [15–17], to characterize
both diastolic and systolic performance.

It is apparent that an understanding of LV functional mechanisms in terms
of its myocardial properties is important to characterize the underlying ven-
tricular pump function. Pressure and volume are the fundamental measur-
able physical variables, from which to derive and express these biomechanical
properties of the LV. This theme has been extensively incorporated clini-
cally [4, 18–21].

Characterizing the LV as a pump is not simple, as the LV action is a com-
plex phenomenon. It depends both on its myocardial properties and chamber
geometry, as well as on the preload (i.e., end-diastolic pressure) and afterload
(i.e., aortic pressure). Therefore, it is necessary to know the characteristics
of LV shape-dynamics and LV muscle contraction parameters during phys-
iological and pathological conditions, in order to characterize LV functional
performance. In an intact beating heart, it is difficult to measure these parame-
ters and to relate them with the different diseases. Hence, we need to develop
appropriate LV models, to characterize and simulate its in-vivo anatomy and
physiology as well as its sarcomere properties, and link them to its clinical
performance.

Analytical modeling will be necessary for such a quantitative understand-
ing of the cardiac function and dysfunction during both diastolic-filling and
ejection phases. In this regard, the primary objectives of this chapter are:
(i) develop time-dependent active-elastance and volume-dependent passive-
elastance model; (ii) develop a novel noninvasive determinable cardiac LV
contractility index, based on LV normalized wall stress with respect to LV
intracavitary pressure, and (iii) provide a preliminary validation for the
contractility indices developed in patients. Our work is intended to enable
comprehensive, convenient and reliable diagnosis of cardiac performance and
disorders, in terms of these functional model parameters.

11.2.1 Left Ventricular Diastolic Dysfunction Characterization

From a physiological point of view, the LV is an integrated electro-mechanical
muscle-pump system. The term diastole is interpreted as division, notch, or
separation between two contraction-relaxation cycles [22]. In this interpreta-
tion, its meanings is restricted to the passive properties of the LV [23]. LV
Diastole starts when active relaxation has been completed, and includes the
diastasis and the left atrial (LA) contraction phase. In the English medical
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literature, diastole is interpreted as “the dilatation or period of dilatation
of the LV, coinciding with the interval between the second and first heart
sounds” [18]. In this interpretation, it is that part of the cardiac cycle, which
starts with the isovolumic relaxation phase and ends with cessation of mitral
flow [24].

The functional properties of the LV during diastole have mostly been de-
scribed in terms of either the rate at which it relaxes in early diastole and its
stiffness, when it is fully relaxed in the later part of diastole. Hence, diastolic
dysfunction can be characterized by relaxation abnormalities (influenced by
ischemia, cardiomyopathy), decreased compliance (i.e., hypertrophy, myocar-
dial fibrosis) and abnormal high heart rate [25,26].

However, the filling pattern of the LV depends on a complex and con-
tinuous interaction of multiple factors, of which only some relate directly
to the diastolic properties of the LV itself. Other factors relate purely to
hemodynamic conditions imposed on the LV, including venous return, suc-
tion, resistance-to-filling and LA contraction and so on. Therefore, diastolic
dysfunction can be regarded as the result of diversity of physiologic abnor-
malities of myocardial relaxation and/or ventricular compliance. Signs and
symptoms of patients with diastolic dysfunction are related to decreased car-
diac output. To date, many diagnostic tools are available for the diagnosis
of diastolic function, based on echocardiography (i.e., e and a wave), cin-
eventriculography (for end-diastolic pressure-volume relationship) and MRI
(ratio of myocardial volume and intracavitary LV volume). None of the tests
however can diagnose diastolic dysfunction unambiguously. Hence, predictive
values based on each of these techniques and indices can only provide partial
information for the diagnosis of diastolic dysfunction.

11.2.2 Left Ventricular Systolic Dysfunction Assessment

In LV systolic function, the LV myocardium must generate adequate coordi-
nated contractile force to provide sufficient LV pressure to open the aortic
valve, and then contract and shorten the wall to pump an appropriate stroke
volume. This means systole is a process of converting chemical energy into me-
chanical energy, by means of actin-myosin crossbridges, for contraction. The
functional properties of the LV during systole have generally been described
in terms of contractility terms on different levels. Hence, systolic dysfunction
can be defined as the inability of the LV to adequately contract and eject the
requisite stroke volume, given a normal diastolic function.

‘How to intrinsically assess the systolic function of the LV’ has long been
the major problem in physiology and cardiology, and this problem remains yet
unsolved. The systolic function of the LV has been viewed at different levels
[27]. Way back in 1895, Frank characterized ventricular function in terms of
the pressure-volume diagram. In 1918, Starling first viewed the LV as a pump
to generate cardiac output (proportional to its filling) against an afterload.
The loss of cardiacinotropy (i.e., decreased contractility) causes a downward
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Fig. 11.1. (a) The Frank-Starling relationship showing the effects of systolic dys-
function on stroke volume and left ventricular end-diastolic pressure (LVEDP).
(b) Effects of left ventricular systolic dysfunction on left ventricular pressure-volume
loop

shift in the Frank-Starling curve (Fig. 11.1). This results in a decrease in stroke
volume and a compensatory rise in preload (i.e., end-diastolic volume, end-
diastolic pressure). The rise in preload is considered compensatory, because
it activates the Frank-Starling mechanism to help maintain stroke volume
despite decreased inotropy. Also the effects of a decreased inotropy on stroke
volume and end-diastolic volume are depicted in Fig. 11.1, using LV pressure-
volume loop. Hill [28] and Huxley [29, 30] investigated muscle contraction by
means of muscle force-velocity relationship at the micro-structural level (using
the cross-bridge theory). Thus, as also indicated by Suga [31], the systolic
function of the LV is a process of converting the actin-myosin cross-bridge
formation chemical energy into the mechanical energy during contraction.

11.3 Justification for Clinical Indices of Cardiac Function

The use of indices, mathematically derived from cardiac (pressure-volume)
data measurements, facilitates the monitoring and the follow-up of cardiac
function. In this section, we will discuss some of these indices.
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11.3.1 Indices Characterizing the “Passive” Ventricle

The LV end-diastolic pressure remains the most commonly used clinical para-
meter to describe the passive elastance of the ventricle. A higher-than-normal
filling pressure is considered as an index of LV dilatation, stiffness and sys-
tolic failure. This parameter is easily measured by catheterization. However,
elevated filling pressure does not distinguish between overfilling, venoconstric-
tion, absence of left atrial contraction or a changed compliance of the left
ventricle. Therefore, there is need to develop some other indices to describe
the passive property of the LV, especially during filling.

In this regard, chamber stiffness and myocardial stiffness have been inves-
tigated [32–36]. Chamber stiffness is derived from the relationship between
pressure and volume during diastole. The operational stiffness at any point
along a given pressure-volume curve is equal to the slope of a tangent drawn
on the curve at that point. Thus, the shape of the entire pressure-volume
relationship can be used to calculate the chamber stiffness during diastole
and systole. As shown in Fig. 11.2, the operating chamber stiffness changes
throughout the filling phase; stiffness (dP/dV) is less with a smaller volume
(point ‘a’) and greater with larger volume (point ‘b’).

Since diastolic pressure-volume data can be assumed by an exponential
relationship, the modulus of chamber stiffness (kc) can thus be derived as
the slope of the relationship between dP/dV and pressure [12,36]. When the
overall chamber stiffness increases, the pressure-volume curve shifts to the
left, the slope of the dP/dV versus pressure relation becomes steeper, and kc
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As the pressure-volume relation is assumed exponential, the relation between dP/dV
and pressure is linear; the slope of this relation represents the chamber stiffness
constant (kc)
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increases. In order to decrease complexity, Lisauskas et al [37] developed the
averaged passive ventricular diastolic stiffness from transmitral flow using a
simple equation (ΔP/ΔV )avg.

Corresponding with chamber stiffness, the myocardial muscle of the LV
behaves as an elastic material, developing a resisting force as it is stretched
by ventricular filling. The greater the change in muscle length (strain), the
greater the increase in the force (wall stress) that resists this deformation, and
the stiffer the myocardium becomes. Myocardial stiffness can be estimated by
examining the relation between LV wall stress and strain during diastole. At
any given strain throughout filling, myocardial stiffness is equal to the slope
(dσ/dε) of a tangent drawn to the stress-strain curve at that strain value.

Most investigators have considered the diastolic pressure-volume relation
and stress-strain relation as curvilinear and exponential; hence the relation-
ships between dP/dV versus pressure and between dσ/dε versus stress can be
comsidered to be linear (34). It is common practice to curve-fit diastolic P-V
or stress-strain data from minimum pressure (stress) to end diastole in expo-
nential or power form, and then use the exponent as an index of chamber or
myocardial stiffness. Such approaches have their limitations, because (1) the
exponent used is often LV size dependent and therefore not always suitable
for patient-to-patient comparisons, and (2) events that occur during the early
rapid filling suction phase are ignored in the analysis (35).

11.3.2 Indices Characterizing Contractility

So many cardiac models have dealt with the measurement of contractility
(12, 13, 38, 39, 40, 41, 42). Then what is the meaning of contractility? Con-
ceptually, cardiac contractility is the potential for contraction that cardiac
muscle possesses by virtue of the physic-cochemical environment of the mus-
cle cells, e.g., calcium handling and contractile proteins. It is what the muscle
(heart) is capable of doing (43). But it is impossible to measure the total
physic-cochemical environment of the LV muscle cells in order to measure
contractility. Thus, to define contractility for evaluating LV performance, one
needs an operational definition of contractility, as will be shown later on in
this chapter.

Vmax as a Measure of Cardiac Muscle Contractility

Based on the Hill’s theory on activated muscle, Sonnebblick (44, 45) has ex-
tended Hill’s theory on activated muscle to cardiac muscle. He suggested that
a hyperbolic relation exists between the velocity-of-shortening of the contrac-
tile element and the developed force based on the afterload. In particular,
the results indicate that Vmax (the contractile element shortening velocity at
zero load) is independent of the initial muscle length or preload, and seems
be represent a good contractility index.
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Fig. 11.3. Force (afterload)-velocity-of-shortening relationship

As shown in Fig. 11.3, as the afterload is reduced, the velocity of shortening
increases. When the afterload is zero, the velocity of shortening is maximum
(Vmax). However, Vmax does not depend on the length of the muscle from
which contraction is initiated (left part); Vmax (velocity at zero afterload) in-
creases with an increase in inotropic state (i.e., increased contractility), even
when the initial length (preload) is unchanged. The parameter Vmax is there-
fore proposed as a measure of contractility (46, 47).

Mirsky and Ghista (48) have given a summary review of the existing for-
mulae available for force-velocity analyses derived from animal experimental
studies, and have employed them for development of indices for the assess-
ment of heart muscle function. On the basis of this study, it may be seen
that Vmax is sensitive to relatively high preloads, and may not be a reliable
index of contractility. A more reliable parameter for assessing cardiac muscle
function can then be taken to be the traditional dP/dtmax index.

dP/dtmax as a Measure of Cardiac Contractility

The index dP/dt means the rate of development of the left ventricular in-
tracavitary pressure with respect to time. Figure 11.4 illustrates two separate
recordings of the ventricular intracavitary pressure wave as well as simultane-
ous value of dP/dt.

For the past three decades, dP/dtmax has been considered to be the most
sensitive ventricular index of inotropicity and the current “gold standard”
(49, 50). Unfortunately, the quantitative value of dP/dtmax is affected by
other factors such as preload and afterload. Therefore, it is often difficult to
use dP/dtmax as a measure of contractility in comparing ventricle from one
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Fig. 11.4. Simultaneous recordings of ventricular pressure and dP/dt. The upper
part shows results from a normal heart, and the below part shows results from a
heart stimulate by isoproterenol

person to another. For this reason, other quantitative measures have also been
used in attempts to assess cardiac contractility.

Emax as a Measure of Cardiac Contractility

Conceivably, LV pressure-volume relationship and elastance reflect LV con-
tractile function more accurately (3, 19, 20, 21, 51, 52, 53, 54). Suga and
Sagawa (51) formalized this concept as the time-varying elastance of the ven-
tricle, by defining elastance, E, as: E(t) = P (t)/(V (t) − Vd), where P (t) and
V (t) are ventricular pressure and volume that vary with time t, respectively.
Vd is the LV volume corresponding to zero LV pressure, obtained by drawing
a tangent to the pressure-volume curves at end-ejection, as shown in Fig. 11.5.

It has been shown by them that the end-systolic pressure volume (ESPV)
relationship, which is the loci of pressure and volume points at end-systole,
is insensitive to variations of both the end-diastolic volume (preload) and
the mean arterial pressure (afterload). ESPV relationship is usually a straight
line with a slope of Emax as the maximal elastance. Apparently, Emax remains
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Fig. 11.5. Defining the concept of ESPVR as a measure of LV contractility (corre-
sponding to zero pressure) is obtained by drawing a tangent to P-V curves at end
ejection, according to Suga [51]

essentially constant if the preload and afterload are allowed to vary within the
physiologic range, but is sensitive to inotropic agents and ischemia. Hence,
Emax has been proposed as a “load independent” index of contractility of the
ventricle (4, 55). However, the loading conditions do affect Emax, if ventricular
pressure and volume are made to vary over a wider range (56, 57). Under these
conditions, the ESPV relationship becomes curvilinear and concave towards
the volume axis. A simple calculation of the elastance of a ventricle for different
arterial loads reveals that its elastance changes and is load dependent. Hence,
derived indices such as Emax and ESPV relationship loose credibility for their
clinical applicability (57). Further, elastance measures also require cardiac
catheterization for measurement of pressure which further reduces their utility.

An additional limitation of Emax is that it is not easy to change afterload
and obtain multiple pressure-volume data points in a given subject, while
maintaining a constant contractility. Hence, it is impractical to use Emax

clinically for patient-specific LV catheterization-ventriculography data.

Preload-Adjusted Maximal Power as a Measure of Cardiac
Contractility

Preload-adjusted maximal power divided by end-diastolic volume squared, has
been shown to be relatively independent of preload, afterload and resistance
(58, 59). The maximal value of power is calculated by determining the in-
stantaneous values of pressure and flow, and obtaining their product during
ventricular ejection. In order to get an accurate value of power, it is necessary
to obtain the ventricular intracavitary pressure by catheterization. In fact, by
combining arterial pressure tracing and flow (measured as velocity) obtained
with continuous wave Doppler echocardiography through the aortic valve, it
is possible to acquire the data necessary for power estimation [60–62].
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Although preload-adjusted maximal power has these appealing character-
istics, there is still an important limitation to its use in clinical practice. This
limitation is mainly practical in nature, namely that a series of off-line and
time-consuming analyses (of pressure, volume and flow-rate) are necessary
to obtain it. Another limitation is that instead of ventricular intracavitary
pressure, the brachial arterial pressure is employed. Due to damping and res-
onance in the arterial waveform, peripheral pressure can be a poor estimate of
true ventricular intracavitary pressure. However, recently Lester et al. (2004)
found that preload-adjusted maximal power was not preload independent in
anesthetized humans [63], and this may be termed as a small limitation of
this power index.

Strain Rate as a Measure of Cardiac Contractility

Recently, with the advent of new technology, a noninvasive index characteriz-
ing contractility in terms of myocardial fiber strain rate, obtained by Tissue
Doppler echocardiography (TDE) and strain rate imaging (SRI), have been
proposed by Greenberg et al (41) and Costa et al (64), respectively. Myocar-
dial strain reflects the deformation of tissue in response to an applied force.
The first temporal derivative of strain, namely strain rate, is the velocity-
change in myocardial length. One limitation of TDE, however, is that regional
TDE velocities are affected by heart translation and tethering of adjacent myo-
cardial segments. The method of SRI has eliminated the tethering effect as a
tool for assessing segmental LV dysfunction, such as coronary disease.

Intra-Cardiac Blood-Flow Velocity and Pressure Distributions
Using Finite-Element Analysis

In general, LV dysfunction involves a number of interrelated events both in
systole and diastole. All of these events ultimately contribute to intra-LV flow
velocity and pressure gradients, which are the primary determinants of LV
performance. Hence, a detailed investigation of intra-ventricular flow patterns
(obtained by finite element analysis of blood flow within the LV) can provide
practical insight into how the LV is functioning in terms of the flow velocity
and pressure gradients within it; this can help to facilitate the diagnosis and
treatment of LV dysfunction. The early computational models developed in
the 70–80’s were confined to 2D flow patterns, pressure waveforms and tran-
simitral flow in simplified geometries [65]. On the other hand, Subbaraj and
Ghista [66] computed instantaneous distributions of intra-LV flow and differ-
ential pressure during the filling and ejection phases, and derived the pressure
gradient fields during diastolic and systolic phases.

A uniform pressure gradient towards the aortic outflow tract will con-
tribute to efficient pumping. On the other hand, a non-uniform pressure
gradient, caused by asynchronous myocardium contraction due to coronary
lesions or infarcts leads to poor pumping performance. Later on, these
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models have been improved to incorporate more realistic LV geometries and
fluid/ventricular wall interactions, in order to obtain velocity and pressure
distribution patterns in the LV, as well as the stress distributions within its
wall [67–70].

11.4 Passive and Active Elastances of the Left Ventricle

As an alternative to the P-V loop as a measure of LV function, a new approach
for quantifying ventricular performance is proposed. Herein, we have come up
with a new concept of dual passive and active elastances operating through-
out the cardiac cycle. The passive elastance (Ep) represents the LV pressure
response to LV volume change (i.e., to LV volume increase during LV filling
phase and to LV volume decrease during LV ejection phase). Additionally,
we have also defined active elastance (Ea) to represent the contraction of the
left ventricle due to its sarcomeric activation (and the development of force
between the sarcomere actin-myosin units) and relaxation (due to disengage-
ment of the actin-myosin units). The index Ep governs LV stiffness variation
due to volume increase during filling phase and due to volume decrease during
ejection phase, while Ea governs LV pressure increase due to LV myocardial
contraction.

Definition of Passive and Active Elastances of the LV

At the start of diastolic-filling phase, the LV decreasing pressure is the re-
sponse to LV Ea continuing to decrease due to the sarcomere continuing to
relax well into the filling phase. Thereafter, LV increamental pressure of the
supposedly passive LV is the response to the rapid inflow of blood (due to left
atrial contraction) and the corresponding increase in LV volume, along with
the associated increase in LV Ep. The corresponding governing differential
equation, relating LV pressure and volume, can be put down by referring to
our paper [12] for its derivation as:

M(dV̇ ) + d(EV ) = M(dV̇ ) + V dE + EdV = dPLV (11.1)

where t represents the time variable (s) from the start of filling phase;

V represents the volume of LV (ml) during the filling phase;
PLV represents pressure of the LV, in mmHg (hereafter symbolized by

P ) (mmHg);
M represents the inertia term =[LV wall-density (ρ)/(LV surface-

area/wall-thickness)] = ρh/4πR2 for a spherical LV model, in
mmHg/(ml/s2);

E represents LV elastance (mmHg/ml).
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Likewise during ejection, the LV pressure variation (dPLV ) is caused by
both Ea variation as well as Ep decrease (due to LV volume decrease). The
instantaneous time-varying ventricular elastance (E) is the sum of (i) the
volume-dependent passive elastance (Ep) and (ii) the active elastance (Ea)
due to the activation of the LV sarcomere. Hence,

E = Ea + Ep (11.2)

Together, they influence the LV pressure dynamics during the cardiac
cycle. We will now provide the expressions for Ep and Ea.

Expression for Passive Elastance (Ep) of the LV

The passive (unactivated) myocardium exhibits properties of an elastic ma-
terial, developing an increasing stress as strain increases, as occurs during
ventricular filling. The passive stress-strain relation of a myocardial muscle
strip is nonlinear, and follows an exponential relationship [34, 71, 72]. Like-
wise, the relation between LV passive pressure and volume is adopted to be
exponential, as:

P = P0e
zpV , (11.3)

so that,
Ep = (dP/dV ) = Ep0e

zpV (11.4)

where Ep0 is the passive elastance coefficient (= P0zp), zp is the passive elas-
tance exponent parameter, and V is the LV volume; its evaluation for a clinical
case is provided in a subsequent section. During the latter part of the dias-
tolic phase, we use equation (11.3) to fit the LV pressure-volume relation to
determine the corresponding parameters, P0 and zp (or Ep0 and zp), and to
hence obtain the passive elastance Ep.

Figure 11.7 displays the characteristics of the passive elastance Ep for a
patient, using left ventriculography data shown in Fig. 11.6 [12].

Expression for Active Elastance (Ea) of the LV

During isovolumic contraction, dV = 0. Hence dV̇ = 0, and Ep is constant
and equal to Eped (the value of Ep at end-diastole). As a result, the governing
equation (11.1) becomes V dE = dPLV , which can be discretized as:

Vi(Ei − Ei−1) = Vi[(Ea,i + Ep,i) − (Ea,i−1 + Ep,i−1)]
= Vi(Ea,i + Eped − Ea,i−1 − Eped)
= dPLV,i = Pi − Pi−1

Hence,

Ea,i =
(Pi − Pi−1)

Vi
+ Ea,i−1 (11.5)
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Fig. 11.6. (a) An example of a patient’s measured LV pressure and volume during
a cardiac cycle; t = 0–0.08s is the isovolumic contraction phase, t = 0.08s–0.32s
is the ejection phase, t = 0.32s–0.40s is the isovolumic relaxation phase, and
t = 0.40s–0.72s is the filling phase. (b) Points (21–36) constitute the filling phase,
points (1–5) constitute the isovolumic contraction phase, points (5–17) constitute
the ejection phase, and points (17–21) constitute the isovolumic relaxation phase.
Note that after point 21 (the start of LV filling), the LV pressure decreases; this
characterizes the ‘so-called’ LV suction effect

where i is a time instant during the isovolumic contraction and relaxation,
Vi and PLV,i are the monitored LV volume and pressure at this instant, and
Eped is the passive elastance at the end-diastolic phase.

During the ejection phase, the governing equation (11.1) can be discretized
as:

Ea,i =
(Pi − Pi−1) − M(V̇i − V̇i−1) − Vi(Ep,i − Ep,i−1) − Ep,i(Vi − Vi−1) + ViEa,i−1

2Vi − Vi−1

(11.6)



276 L. Zhong et al.

100 105 110 115 120 125 130 135 140 145 150
4

6

8

10

12

14

16

18

20

22

24

26

V (ml)

P
 (

m
m

H
g)

clinical data
curve fit
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data during filling phase. We obtain: Ep = 3.20 × 10−3e0.040V . The volume 100ml
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Also, during isovolumic relaxation, because dV = 0, dV̇ = 0 and Ep is
constant and equal to its end-systolic value of Epes. Hence, the governing
equation (11.1) again becomes V dE = dPLV , which can be represented as:

Vi[(Ea,i + Ep,i) − (Ea,i−1 + Ep,i−1)]
= Vi(Ea,i + Epes − Ea,i−1 − Epes) = dPLV,i = Pi − Pi−1

Therefore,

Ea,i =
Pi − Pi−1

Vi
+ Ea,i−1 (11.7)

where Epes is the passive elastance at the end of systole.
During the diastolic phase, the formula for computing active elastance is

the same as equation (11.6). Hence, from equation (11.5–11.7), we can calcu-
late the values of active elastance from LV pressure-volume data during the
cardiac cycle. After thereby calculating the values of active elastance (Ea),
we then adopt the following expression for Ea [12] (to represent the variation
of Ea during the cardiac cycle):

Ea = Ea0[1 − e
−
(

t

τC

)Zc
][e

−
(

(t − d)u(t − d)
τR

)ZR
] (11.8)
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where (i) t is measured from the start of isovolumic contraction, (ii) the pa-
rameter Ea0 is the active elastance coefficient; (iii) the time-coefficient (τC)
describes the rate of elastance rise during the contraction phase, while (τR)
describes the rate of elastance fall during the relaxation phase; (iv) the ex-
ponents “ZC” and “ZR” are parameters of the Ea curve during isovolumic
contraction and relaxation phases; (v) the parameter d is a time constant,
and (vi) u(t − d) is the unit step function, so that u(t − d) = 0 for t < d.

The computed values of the active elastance Ea during a cardiac cycle for
the same patient (whose data is shown in Fig. 11.6) are shown in Fig. 11.8.

How Ep and Ea Can Explain LV Pressure Volume Dynamics

(a) Pressure Dynamics During Filling Phase

The pressure variation during filling is a combination of pressure changes
due to the action of both active elastance (Ea) and passive elastance (Ep)
response to blood filling caused by LA contraction. In equation (11.1), by
neglecting the term (MdV̇ ) because it is small [12], the pressure dynamics is
expressed as:

Pi−Pi−1 = (Ep,i +Ea,i)(Vi−Vi−1)+Vi(Ea,i−Ea,i−1 +Ep,i−Ep,i−1) (11.9)
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Fig. 11.8. The calculated values of active elastance Ea during cardiac cycle are
shown dotted. Then using equation (11.8) to fit the calculated values, thereby obtain-
ing: Ea0 = 2.20mmHg/ml, τC = 0.17s;ZC = 1.96; d = 0.3s, τR = 0.12s;ZR = 0.96.
It is noted (from the figure) that active elastance Ea continues into the filling phase,
corresponding to our tacit assumption that LV myocardial contraction decreases
during filling
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By employing the monitored LV volume values and the computed values
of Ep and Ea, we can compute the values of LV pressure. In other words, if
we monitor the LV volume values, and if somehow the Ep and Ea functions
were known as intrinsic properties of the LV, then we could compute the LV
pressure variation from equation (11.9).

Figure 11.9 shows the pressure drops ΔPi are plotted from the start of
filling phase, i.e., from t = 0.42s.

(b) Pressure Dynamics During Ejection Phase

We can likewise determine the pressure variation during the ejection phase,
by neglecting the term (MdV̇ ) because it is small [12], as:

Pi−Pi−1 = (Ep,i+Ea,i)(Vi−Vi−1)+Vi(Ea,i−Ea,i−1+Ep,i−Ep,i−1) (11.10)

Let us take the calculated values of (Ep & Ea, Vi & Vi−1) during early
and late ejection, and compute the pressure drop (P7 − P6) and (P16 − P15),
as follows
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P7 − P6 = (Ep,7 + Ea,7)(V7 − V6) + V7(Ea,7 − Ea,6 + Ep,7 − Ep,6)
= 9mmHg (11.11)

P16 − P15 = (Ep,16 + Ea,16)(V16 − V15) + V16(Ea,16 − Ea,15 + Ep,16 − Ep,15)
= −4mmHg (11.12)

We note that the pressure difference (P7−P6) is positive, while the pressure
difference (P16 − P15) is negative.

In Fig. 11.9, these computed pressure differences (Pi − Pi−1) are plotted
for the entire cycle. This graph illustrates how (i) Ea increase (due to force
development in the myocardial sarcomere) and constant Ep during isovolumic
contraction contribute to LV pressure increase, (ii) Ea increase during ejection
(due to increase in sarcomeric force development) and Ep decrease (due to
blood volume decrease) contribute to LV pressure dynamics during ejection
phase, and (iii) Ea decrease and Ep increase (due to blood volume increase)
contribute to the pressure dynamics during the filling phase.

It is seen that, LV Ea develops at the start of isovolumic contraction,
becomes maximum some time during late ejection, and thereafter decreases
and becomes zero during diastolic filling. On the other hand, LV Ep starts
increasing after the initiation of LV filling as the LV volume increases. It
reaches its maximum value at the end-of-filling phase, remains constant during
isovolumic contraction, and thereafter decreases during ejection (as the LV
volume decreases). The generation (and increase) of Ea helps us to explain
the development of the LV pressure increase during isovolumic contraction,
while the decrease of Ea during diastole helps us to explain the decrease in LV
pressure during early filling to create LV suction of the blood (even before the
onset of left-atrial contraction). The incorporation of both Ep and Ea helps us
to explain the LV pressure changes during the filling and ejection phases [73].

11.5 LV dσ∗/dtmax as Noninvasive Contractility Index
Based on Wall-Normalized Stress

11.5.1 Background

The traditional index of LV contractility is dP/dtmax. However, this index
requires the measurement of LV pressure. Alternatively, dP/dtmax involves
LV pressure, which in turn is generated by LV wall stress. Hence, it is logical
that LV wall stress be employed as a contractility index. However, in order to
make it a noninvasive index, we normalize it with respect to LV pressure, in
the form of (d(σ/P )/dt)max.

11.5.2 Derivation of dσ∗/dtmax

During LV systole, LV wall stress is generated intrinsically by sarcomere
contraction, and results in the development of extrinsic LV pressure. LV wall
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stress is dependent on wall thickness, LV geometry, chamber pressure and
sarcomere contraction. Hence, it is rational to characteirze this normalized
LV wall stress as an intrinsic measure of myocardial contractility. We have
validated a new LV contractility index, dσ∗/dtmax, based on the maximum
rate of development of LV wall stress with respect to LV pressure [74].

The expression for normalized wall stress in a thick-walled LV spherical
model is given by:

σ∗ = σθ/P =
[
r3
i /r3

e + 1/2
1 − r3

i /r3
e

]
(11.13)

Based on cineventriculography measurements of LV volume (V) and myo-
cardial volume, we can express σ∗ as follows:

σ∗ = σθ/P =
(

3V

2Vm
+

1
2

)
(11.14)

dσ∗/dtmax =
∣∣∣∣d(σθ/P )

dt

∣∣∣∣
max

=
3

2Vm

∣∣∣∣
(

dV

dt

)∣∣∣∣
max

(11.15)

where P and V are the LV intracavitary pressure and volume, respectively,
Vm is myocardial volume, and σθ is the wall stress. It is noted that this index
requires the determination of LV volume and the myocardial volume.

11.5.3 Clinical Evaluation

Thirty subjects in this study were studied in a resting recumbent (base-
line) state, after premedication with 100–500 mg of sodium pentobarbital by
retrograde aortic catheterization. Angiography was performed by injecting
30–36 ml of 75% sodium diatrizoate into the LV at 10 to 12 ml/s. During ven-
triculography, left ventricular chamber pressure was measured by a pigtail
catheter and Statham P23Eb pressure transducer. From biplane angiocardio-
grams, it is seen that the orthogonal chamber diameters are nearly identi-
cal [75]. These findings are used to justify the use of single-plane cine tech-
niques, which allow for beat-to-beat analysis of the chamber dimensions.

For our study, monoplane cineangiocardiograms were recorded in a RAO
30◦ projection from a 9 in image intensifier using 35 mm film at 50 frames/s,
using INTEGRIS Allura 9 system at the Nation Heart Centre (NHC),
Singapore. Therefrom, automated analysis was carried out to calculate LV
volume and myocardial wall thickness. The LV data consists of measured
volume as well as the corresponding pressure (Fig. 11.6); this monitored pres-
sure is employed to compute the traditional contractility index dP/dtmax.
All measurements are corrected for geometric distortion due to the respective
recordings systems. All patients provided informed consent, and the relevant
institutional review board approved the protocol.

In the 30 clinical subjects studied, dσ∗/dtmax correlates well with the tra-
ditional and invasively determined dP/dtmax as well as with the computed
maximal active elastance Ea,max (Fig. 11.10). These data provide preliminary
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validation of the proposed contractility index dσ∗/dtmax, and may as an
effective clinical substitutive for dP/dtmax. Additionally, this index dσ∗/dtmax

has the dual advantage of requiring relatively simple computations, with no
requirement for invasive LV pressure measurement. It is to be noted that clini-
cal evaluation of dσ∗/dtmax only requires the monitoring of LV volume and
myocardial volume.

11.6 Concluding Remarks

An attempt has been made in this chapter to give a summary of the existing
indices available for assessing cardiac function in filling and systolic ejection
phases. This chapter deals with two major concepts. The first concept is that of
passive and active elastances. While Ep is related to LV stiffness, Ea is related
to LV myocardial contractility. We have shown how Ep and Ea can together
explain LV pressure variation during a cardiac cycle. The second concept is
that of a new contractility index in the form of LV maximal change rate of
normalized wall stress with respect to intracavitary pressure dσ∗/dtmax, which
can be viewed as a novel LV contractility indices.

In determining dσ∗/dtmax as a contractility index, we have assumed the
LV as a sphere which is not an accurate representation of the LV geometry.
A better representation of the LV geometry would be an ellipsoidal model. We
have in fact determined the normalized wall stress for an ellipsoidal shaped LV
model [76]; however this expression is relatively complex and not easy for clin-
ical employment. The spherical assumption underlying our dσ∗/dtmax index
can be justified on the basis of (i) this index correlating well with the tradi-
tional contractility index of dP/dtmax, (ii) its being obtainable noninvasively,
and (iii) its simplicity for clinical application.

We are of course admitting that the diagnostic indices proposed here have
not been applied extensively in the clinical situation. Hence, it is expected that
their extensive application along with their correlation with the histological
and pathological findings will help to incorporate them into clinical cardiology
practice.
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Arterial Wave Propagation and Reflection
at a Bifurcation Site

Dhanjoo N Ghista, Liang Zhong, Eddie Y.K Ng and Ru San Tan

In the circulatory system, the pulse wave travels along, with exchange of
energy between the flowing blood and the elastic vessel walls. In the aorta,
the pressure increases with left ventricular ejection, and blood flows through
it, as it dilates and relaxes (or contracts). The pulse wave travels, with this
interchange of energy through the system. In situations associated with arter-
ial stiffening (such as arteriosclerosis, which causes the arterial wall to become
stiffer), the speed of the pulse wave increases [1]. Hence, the state of the vessel
can be described by the pulse wave velocity (PWV) [2]. Pulse wave velocity
(PWV) describes how quickly a blood pressure pulse wave travels from one
point to another in the human body. The time difference between these two
locations is known as the pulse transit time (PTT).

In the circulatory system, wave travels along, with exchange of energy
between the flowing blood and the elastic vessel walls. In the aorta, the pres-
sure increases with left ventricular ejection, and blood flows through it, as it
dilates and relaxes (or contracts). The pulse wave travels, with this interchange
of energy through the system. In situations associated with arterial stiffening
(such as arteriosclerosis, which causes the arterial wall to become stiffer), the
speed of wave increases [1]. Hence, the state of the vessel can be described
by the pulse wave velocity (PWV) [2]. Pulse wave velocity (PWV) describes
how quickly a blood pressure pulse travels from one point to another in the
human body. The time difference between these two locations is known as the
pulse transit time (PTT). PWV is typically measured between the carotid
and the femoral artery [3]. The increased stiffness of the arterial wall serves
to increase PWV, because the energy of the blood pressure pulse cannot be
stored in an inflexible wall. Hence, PWV can be used as an index of arterial
distensibility [4]. In past years, a number of papers have been published on
the diagnosis of cardiovascular diseases and mortality risk prediction [5–9],
using PWV.

A pressure or flow waveform consists of forward and backward (or
reflected) waves. In the aorta, the forward pressure and flow waveform
comes from the heart, and the reflected wave comes from various locations
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in the arterial system (such as from bifurcations). The pulsatile pressure and
flow can thus be viewed as the sum of forward and reflected pulse wavefronts.
The relationship between blood pressure and wave reflections has long been
investigated, both theoretically and experimentally [10–15]. Traditionally,
reflection is believed to increase pressure (depending on its phase relative to
the forward propagating wave) and may cause hypertension. Hence, investi-
gators have suggested that reducing reflection should be a clinical goal for
the reducing systolic hypertension [16, 17]. However, based on Berger and
his colleagues’ work, depending on the phase difference between the forward-
propagating and reflected waves, reflection can even decrease stroke work and
mean arterial pressure [18–20].

Arterial stiffness is recognized as a major driver of cardiovascular disease.
An increase in arterial stiffness elevates systolic pulse pressure, as well as
left ventricular afterload and decreases coronary artery perfusion pressure.
These effects increase the risk of stroke, heart failure and myocardial infarction
[21,22]. Pulse wave velocity (PWV) is a well established technique for measur-
ing the arterial stiffness parameters (because PWV is a function of the arterial
wall elastic modulus), mostly at the carotid and femoral artery sites as well
as in the aorta, where it is convenient to monitor the arterial cross-sectional
changes as the pulse wave propagates past an arterial cross-section [23–27].
There are two types of arterial stiffness properties: (i) the arterial wall stress-
strain relationship or the elastic modulus (E) as a function of arterial wall
stress (σ), and (ii) arterial impedance z, the ratio of the amplitudes of the
pressure and flow-rate pulses, representing the incremental pressure pulse re-
sponse to the incremental flow-rate pulse.

This chapter provides the mathematically derivation of PWV, and the
analytical basis for determining these arterial elasticity parameters. We have
also provided herein, the concept of impedance and wave reflection. Based on
that, we have analyzed what occurs at an arterial bifurcation. We have shown
that the reflected wave can be either in phase or out of phase with the incident
wave, and hence either enhance or decrease the afterload on the left ventricle.

12.1 Analysis for Pulse Wave Propagation Velocity

In this section, we present the analysis for expressing the pulse wave velocity
(PWV) in terms of the arterial elastic properties and its geometrical dimen-
sions. We then present the manner in which the derived expression for PWV
can be employed in conjunction with in vivo measurements (of pulse wave
velocity and arterial diameters) to obtain the values of the arterial elasticity
parameters.

Figure 12.1 illustrates the arterial pressure-profile, the arterial wall dis-
placement and the intra-arterial flow-velocity profile due to the propagating
pressure and flow-rate pulse waves.
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Fig. 12.1. (a) Schematics of arterial pressure profile; (b) Schematics of arterial
wall displacement and flow-velocity profiles at a site during the passage of the pulse
wave; (c) Schematics of arterial flow profile; (d) Traveling pressure profile at two
sites Δx apart, at times t = 0 & Δt

Let us consider a segment of a circular, cylindrical, elastic vessel containing
blood, as an incompressible fluid. When the fluid in this tube is disturbed by
the pulse wave entering it at one place, the disturbance will be propagated as
a wave along the tube at a finite speed, denoted as the pulse wave velocity (or
PWV). The derivation of PWV will involve (i) governing equations of fluid-
flow, (ii) governing equations of the arterial-wall motion, (iii) macthing of fluid
velocity at the wall with the wall motion, and (iv) the constitute property of
the arterial wall.

In general, in response to a pressure pulse wave, u = f(x, r, t), we have
the averaged velocity u, given by:

u(x, t) = (1/A)

a+η∫
0

u(x, r, t)2πrdr (12.1)

The Conservation-of-mass Equation (refer Fig. 12.2):

−u · πa2 + πa2(u + ∂u/∂xdx) + (2πa · dx)uw = 0
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x dx
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wall displacement h(x,t) Uw, velocity of fluid at wall

u

η(x,t )

u + du = u + ∂u
∂x

dx

Fig. 12.2. Flow-velocity within an arterial element (of length dx)

F = A(DP )
F + ΔF = F + (∂F/ ∂x)dx
= [ΔP + (∂ΔP/ ∂x)dx]A

A

dx

M ∂u / ∂t = rA · dx∂u / ∂t

Fig. 12.3. Forces acting on a fluid element of length dx

Hence,
uw = −a/2(∂u/∂x) (12.2)

Note: @t = 0,Δp = 0, u = 0, because the wave has not arrived at site x.
Also, u (and the associated flow rate Δq) will propagate as a wave, in con-
junction with the pressure pulse (Δp) wave.

Momentum equations (refer fig. 12.3):
a) ΔF + M∂u/∂t = (∂F/∂x)dx + ρAdx∂u/∂t = 0
Hence, −∂F/∂x + m∂u/∂t = 0;
where m = fluid-element mass per unit length = M/dx = ρA, and A is

the cross-sectional area of the artery.
Since ∂F/∂x = A(∂Δp/∂x), we have

A∂Δp/∂x + ρA∂u/∂t = 0

and,
∂Δp/∂x = −ρ∂u/∂t (12.3)
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Fig. 12.4. Schematics of wall displacement and forces acting on a wall element

i.e. the pressure gradient = inertia force per unit volume.
b) ∂Δp/∂r = 0
Arterial wall motion equation:
From Fig. 12.4, the Equilibrium Equation is:

Δp(2a · dx) − 2 · Δσ(h · dx) − ρw2πa · hdxη̈ = 0

where η is the wall displacement.
If we take representative values for the aorta as: a = 1cm, h = 3mm,

η = 2mm, and η̈ = 2nm/s2, it can be shown that the inertia force term
(ρw2πahdxη̈) can be neglected, and hence we get1:

Δσ = Δp · a/h (12.4)

Arterial σ−ε relation (Fig. 12.5):

Δσ = E[(2π(a + η) − 2πa)/2πa] = Eη/a (12.5)

where E is the incremental modulus of elasticity.
η response to ΔP:
Combining Eqs. (12.4) & (12.5), we get

η = (a2/hE)Δp

1 Note: Strictly speaking we should have ∴ Δσ = ΔPa′/h′ where the deformed
internal radius a′ = a + η and the deformed wall thickness h′ = h −Δh
Then, by the virtue of the incompressibility condition 2πah = 2π(a + η)h′ =
2π(a + η)(h −Δh) we get: ηh = a(Δh), or Δh = ηh/a so, we have

Δσ = ΔP (a′/h′) = ΔP (a + η)/(h −Δh) = ΔP (a + η)/(h − (ηh/a))
= ΔP (a + η)a/h(a − η) ∼= ΔPa/h(∵ η � a)
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a
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Fig. 12.5. Arterial wall displacement

i.e.
η(x, t) = (a2/hE)Δp(x, t)

or,
η/a = (a/hE)Δp (12.6)

Kinematics-matching relations
At the wall, the wall-velocity η̇ must equal the fluid-velocity at the wall

(uw):
uw(x, t) = η̇(x, t) (12.7)

Integration of fluid and arterial-wall motion equations:
From Eqs. (12.2, 12.6 and 12.7), we get:

uw = −a/2∂u/∂x = (a2/hE)∂Δp/∂t (12.8)
∴ ∂u/∂x = (2a/hE) · ∂Δp/∂t (12.9)

Also, from Eq. (12.3)

−1/ρ∂Δp/∂x = ∂u/∂t (12.10)

Differentiating Eqs. (12.9 and 12.10) (with respect to t and x), as ∂
(12.9)/∂t − ∂ (12.10)/∂x, we obtain:

∂2Δp/∂x2 = [1/(Eh/2aρ)]∂2Δp/∂t2 (12.11)

and
∂2u/∂x2 = [1/(Eh/2aρ)]∂2u/∂t2 (12.12)
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Hence the pressure-pulse wave velocity (PWV) is given by:

c = (Eh/2aρ)1/2 (12.13)

In other words, Δp and u are propagating as waves. From Eqs. (12.6 &
12.13), we can also put down:

c = (Eh/2aρ)1/2 = ΔPa/2ηρ (12.14)

In other words, the PWV(= c) is (i) proportional to arterial elasticity (E)
and (h/a) or (ii) directly proportional to the magnitude of the pressure pulse
(ΔP ) and inversely proportional to (η/a).

For example, in a normal adult, whose E = 4.0 × 105N/m2, h=1.5 mm,
a = 1.15 cm, we get c = 4.96m/s. In an atherosclerotic patient whose
E = 4.0× 105N/m2, h = 1.5mm, a = 0.81 cm (due to 50% artery occlusion),
we get c = 5.91m/s. For an arteriosclerotic patient whose E = 8.0 × 105N/m2

(due to stiffer aortic artery), h = 1.5mm, a = 1.15 cm, we get c = 7.02m/s.
The schematic of pulse wave velocity in a normal subject, atherosclerotic sub-
ject and arteriosclerotic subject are shown in Fig. 12.6. Herein, representative
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Fig. 12.6. Schematics of pulse wave velocity in (a) normal subject, (b) atheroscle-
rotic subject and (c) arteriosclerotic subject
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values of aortic diameter and wall thickness are assumed based on the
echocardiography in clinical practice [28].

12.2 Depiction of Pulse Pressure Wave Propagation

We can represent the propagated pressure pulse solution to Eq. (12.11), as:

Δp(x, t) = A sin[2π(x − ct)/λ] + B sin[2π(x + ct)/λ] (12.15)

where the first term represents a right-propagating wave and the second term
represents a left-propagation wave. By substituting Eq. (12.15) in Eq. (12.11),
we can check that Eq. (12.11) is satisfied.

Refering to Fig. 12.7, if for a right propagation pulse wave, we have

f(x − ct) = A sin 2π(x − ct)/λ,

Then, f(x−ct) = A Sin2πx/λ at t = 0, when the UVW segment of the wave
has emerged into the arterial segment, and f(x − ct) = A Sin2π(x − ct1)/λ,

Location of pulse wave UVW f(x-ct) = Asin(2πx/λ), at t = 0 at its
entry into the arterial segment 

V

V

A

A

0

0

ΔP

ΔP

W

W

U

U

R

R

λλ/2

S

f(x-ct)=Asin(2π(x-ct1)/λ) at t=t1

ct1=x1
S

Q

P X

X

Fig. 12.7. Top: the ΔP wave-segment UVW (from x = 0 to λ/2) has entered the
arterial segment, while the ΔP wave segment RSU is the tail end of the diastolic
portion of the previous wave PQRSU (shown dotted). Bottom: the wave segment
UVW has traveled by x1(= ct1) distance to the right in time t1
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after an additional time t1, obtained by shifting the UVW segment by ct1
units to the right. (i.e. f(x − ct) represents a wave traveling at speed c from
t = 0 to t1). In other words, the wave segment UVW has moved to the right
by x1 = ct1. (i.e., in time t = x1/c = t1 (because c = x1/t1).

In Fig. 12.8 (top), the UVW wave has traveled further along a distance λ
in time T , i.e t = T = λ/c (where T is the time required by wave to travel λ).
In Fig. 12.8 (bottom), at t = 5T/4, the wave has traveled further to the right
by an additional amount = λ/4; note that at x = λ, Δp = −A

In Fig. 12.9, (i) At x = 0, the entered wave UV WXY = A Sin(2πct/λ)
is depicted in the top part of the figure; (ii) at x = λ, the wave UVWXY is
displayed in the bottom part of the figure.

12.3 Determination of Arterial Elasticity Parameters

In Fig. 12.10, let 〈P〉 be the mean pressure before the arrival of the pulse wave.
Then, the pulse wave ΔP arrives at the site.

Based on fig. 12.11, we have the relationship

σ =
〈P 〉a

h
, or

h

a
=

〈P 〉
σ

(12.16)

where 〈P〉 is the mean arterial pressure and σ is the arterial wall stress due
to 〈P 〉,

Location of pulse wave UVWXY f(x-ct) = Asin(2π(x-ct)/λ), at
 t =T= λ/c, from the time of its entry into the arterial segment 

Location of pulse wave UVWXY f(x-ct), at t=5T/4 from the time 
 of its entry into the arterial segment 
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Fig. 12.8. Locations of UVWXY pulse wave at t = T and 5T/4
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At x=0, the  wave UVWXY f(x-ct) = Asin(2π(x-ct)/λ), or Asin(2π(-ct)/λ)
 is depicted below

At x=λ, the  wave UVWXY is depicted below

A

−A

0

0

ΔP

ΔP

X

X

Y

Y

V

U

t

t

V

UT/4

T/2 3T/4

5T/4

7T/43T/2

W

W

Fig. 12.9. The wave A sin 2π(x−ct) displayed on the time scale at x = 0 and x = λ

dx

<P>

Fig. 12.10. The arterial tube prior to arrival of the pressure pulse

The arterial wall elasticity Et (as depicted by fig. 12.12) can be expressed as

Et = E0 + E1e
bσ (12.17)

where E0 is the residual elastic-modulus, and E and b are the constitutive
parameters of the artery.

By comparing the E and σ forms of our derived arterial modulus and stress
expressions (based on Eqs. 12.13 and 12.16), we note that if the values of the
deformed arterial dimensions and the corresponding pressures are known, both
the arterial modulus E and wall stress σ can be calculated. The experimen-
tal in-vitro arterial data of Simon et al [29] provides the values of pressure,
(a & h), and the pulse velocity c, as shown in Table 12.1, corresponding to three
different instants. Using these values, we compute, by means of Eq. (12.13)
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dx

s

s

s

s ha

<P>

Fig. 12.11. Relation between wall stress and internal pressure

2

E2

E

Et=Ers
b

E2

E1

E0

E1

s1

s2

s

seso

1

(a) (b)

Fig. 12.12. (a) Schematics of the arterial stress-strain curve, depicting the incre-
mental elastic modulus E = E1 and E2 corresponding to wall stresses σ1 and σ2; (b)
Schematics of E-σ property of an artery corresponding to Figure (a)

and (12.16), the arterial modulus E and stress σ, and hence the E against
σ curve in Fig. 12.13. By fitting Eq. (12.17) to this curve, we obtain the val-
ues of the constitutive parameters (E0, E and b), show in the Table 12.1. It
may be noted that this constitute property can be obtained noninvasively if
the diastolic pressure is obtained by cuff sphygmomanometry and the arterial
dimension are obtained by ultrasound.
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Table 12.1. Calculating elastic modulus (E) parameters from the experimental data
of Simon et al [29]

c Diastolic a h σ E b E0 E1

(m/s) pressure (cm) (cm) (Pa) (Pa)
(mmHg) ×105 ×105

1 1.899 50 4.29 0.43 0.66 0.73 1.003× 10−4 5.63× 104 22.96
2 2.364 56 4.37 0.41 0.79 1.20
3 3.745 63 4.45 0.40 0.93 3.15

6
0.5

1

1.5

2

E
 (

P
a)

2.5

3

data

best fit

E = 22.96e1.003�10–4σ + 5.63�104

x 105

6.5 7 7.5

σ (Pa)

8 8.5 9

x 104

Fig. 12.13. The curve of arterial modulus (E) against arterial wall-stress (σ), as
obtained by Eqs. (12.13 & 12.16) from the experimental data of Simon et al [29]

12.4 Determination of Arterial Impedance from PWV
and Arterial Cross-Section Area

The arterial pulse waveform is derived from the complex interaction of the
left ventricular stroke volume, the physical properties of the arterial tree and
the characteristics of the fluid in the system [30]. The principal components
of blood pressure, flow rate (q) and velocity (u) comprise both a steady com-
ponent (mean arterial pressure & flow-rate) and a pulsatile component (pulse
pressure & flow-rate), schematically in Fig. 12.14 [31].
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Dp

< p >

t

Fig. 12.14. Schematics of an arterial pressure profile, showing 〈p〉 and ΔP

p = 〈p〉 + ΔP

q = 〈q〉 + Δq
(12.18)

The pulsatile component of pressure is determined by the pattern of left
ventricular ejection, the stroke volume and the compliance characteristics of
the arterial circulation [32]. Arterial compliance is defined as the change in
area or volume of an artery (or arterial bed) for a given change in pressure [33].
The pulse pressure for a given ventricular ejection and heart rate will depend
on arterial compliance, as well as the timing and magnitude of peripheral
pulse wave reflection.

Impedance, a term borrowed from electrical engineering theory, describes
the opposition to flow presented by a system. The impedance load of the
arterial tree can be quantified by analyzing pulse pressure-flow relationships,
produced through the effects of disease on the structural and functional
components of the arterial system [34, 35]. Input impedance relates simul-
taneously recorded pressure and flow waveforms under specific mathematical
conditions.

12.4.1 Peripheral Resistance (R)

We define

〈q〉 =
〈p〉
R

, where R =
8μL

πa4
= TPR (12.19)

With atherosclerosis, the arterial radius (a) decreases, and resistance (R)
increases. Hence for a given 〈q〉, 〈p〉 is increased.

12.4.2 Arterial Impedance (Z0)

a) We define Δq =
Δp

z0
, where
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across the cross-section
Dp

( Δp +  

dx

udx ) ;

rAdx(∂u / ∂ t)
∂Dp

∂x 
, average velocity

Fig. 12.15. Force equilibrium of a fluid element

z0(impedance) =
ρc

A
=

ρ

A

√
Eh

2aρ
(12.20)

For a given Δq,Δp is high if z0 (impedance) is high. In other words, the
impedance (z0) is a direct measure of arterial hardening or stiffness. We will
now derive Eq. (12.20).

For force equilibrium (as shown in Fig. 12.15):

−A
∂Δp

∂x
dx − ρAdx

∂u

∂t
= 0 (12.21)

Aρ
∂u

∂t
= −A

∂Δp

∂x
(12.22)

Now, Δq(x, t) = Au(x, t)

∴ ρ
∂Δq
∂t

= −A
∂Δp

∂x
(12.23)

As a consequence of the pulse wave velocity equation:

∂2Δp

∂x2
=

1
(Eh/2aρ)

∂2Δp

∂t2
=

1
c2

∂2Δp

∂t2

we can put down:
Δp = f1(x − ct) (12.24a)

Also, since
∂2Δq

∂x2
=

1
c2

∂2Δq

∂t2

we can put down:
Δq = φ1(x − ct) (12.24b)

For instance, we can have Δp = Δp1 sin
2π

λ
(x − ct), and

Δq = Δq1 sin
2π

λ
(x − ct)
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Upon substituting (12.24) in (12.23), we get:

−ρcφ′
1(x − ct) = −Af ′

1(x − ct) (12.25)

Integrating, we get
ρcφ1 = Af1 (12.26)

Hence, for right-propagating waves f(x− ct) and φ(x− ct), the impedance
is given by:

∴ z01 =
Δ�p

Δ�q
=

ρc

A
=

ρ

A

(
Eh

2aρ

)1/2

=
4ρ

π

(
Eh

2a5ρ

)1/2

(12.27)

Now, for a left-propagating wave Δp2 = f2(x + ct) and Δq2 = φ2(x + ct),
and we have −ρcφ2 = +Af2

Hence, for a left-traveling wave,

z02

(
=

ρc

A

)
= − f2

φ2
= −Δ

←
p 2

Δ
←
q 2

(12.28)

b) Implication: If the arterial stiffness E is high (as in arteriosclerosis),
then (as per Eqs. 12.20 & 12.27), both z0 and Δp will be high. Based on
Eqs. (12.19) & (12.27), (i) if a person smokes or has atherosclerosis, 〈p〉 will
be elevated (ii) if a person has hardened artery (arteriosclerosis), Δp will be
elevated. Note that R (in Eq. 12.19) is primarily affected by high μ and low a.
On the other hand, z0 is affected by high E as well as low a and high h.

Reiterating, for a right-propagating wave, in eqn. (24),

let Δp = f1 = Δp1 sin
2π

λ
(x − ct), and Δq = φ1 = Δq1 sin

2π

λ
(x − ct)

Then from Eq. (12.26)

ρcΔq1 sin
2π

λ
(x − ct) = AΔp1 sin

2π

λ
(x − ct) (12.29)

and hence
z01 =

ρc

A
=

Δp1

Δq1
(12.30)

For a left-propagating wave,

Δp = f2 = Δp2 sin
2π

λ
(x + ct), and Δq = φ2 = Δq2 sin

2π

λ
(x + ct)

Then from Eq. (12.23),

ρ
∂Δq

∂t
= −A

∂Δp

∂x
,
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we get:

2πρc

λ
Δq2 sin

2π

λ
(x + ct) = −A2π

λ
Δq2 sin

2π

λ
(x + ct) (12.31)

and hence,
ρcΔq2 = −AΔp2 (12.32)

so that,

z02 =
ρc

A
= −Δp2

Δq2
(12.33)

c) What about the constant of Integration in Eq. (12.26)
In general, we can put down:

ρc[φ(x − ct) + φ(0)] = A[f(x − ct) + f(0)] (12.34)

(i) If f(x − ct) = Δp1 sin
2π

λ
(x − ct), and φ(x − ct) = Δq1 sin

2π

λ
(x − ct)

then,
f(0) = 0, and also φ(0) = 0 (12.35)

(ii) If f(x − ct) = Δp1 cos
2π

λ
(x − ct) and φ(x − ct) = Δq1 cos

2π

λ
(x − ct)

then,
f(0) = Δp1 and φ(0) = Δq1 (12.36)

Hence, we have:

ρc[φ(x − ct) + Δq1] = A[f(x − ct) + Δp1]

or,

ρc

[
Δq1 cos

2π

λ
(x − ct) + Δq1

]
= A

[
Δp1 cos

2π

λ
(x − ct) + Δp1

]
(12.37)

i.e., ρcΔq + ρcΔq1 = AΔp + AΔp1

Hence, we can put down: ρcΔq = AΔp, for z0 =
Δp

Δq
=

ρc

A

and, ρcΔq1 = AΔp1, for z0 =
Δp1

Δq1
=

ρc

A
(12.38)

i.e., ρcφ(0) = Af(0)

So, either, φ(0) = f(0) = 0, based on equation (12.35) (12.39a)

Or, ρcφ(0) = Af(0), based on equation (12.38), for which z0 =
f(0)
φ(0)

=
ρc

A
(12.39b)
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d) The arterial pressure characteristics in normal, atherosclerosis and
arterioslcerosis states are depicted in Fig. 12.16.

Summarizing, we have 〈p〉 = R〈q〉; where R is the arteriolar bed resistance
and, Δp = Z0Δq; where Z0 is the arterial impedance. So in a hypertensive
person, we can reduce 〈p〉 by reducing R, and reduce Δp by reducing Z0 (or
increasing compliance), by appropriate medication.

Since,
〈p1〉
〈p2〉 =

R1

R2
,

if we want 〈p1〉 to be 0.8 〈p2〉, then R1 is also to be 0.8R2.

Since,
Δp1

Δp2
=

z01

z02
,

if we want Δp1 to be 0.8 Δp2, then z01 to be 0.8 z02.

12.5 Reflection at Arterial Bifurcation

a) Analysis:
Based on Fig. 12.17, we can put down:

Δp = Δp′ = Δp1
′ = Δp2

′ (12.40)

Δq′ = Δq1
′ + Δq2

′ =
Δp′

z01
′ +

Δp′

z02
′ = Δp′

(
1

z01
′ +

1
z02

′

)

=
2Δp′

z0
′ (if z01

′ = z02
′)

(12.41)

Also,
Δp = Δp1 + Δp2 = Δp′ = Δp1

′ = Δp2
′ (12.42)

P (mmHg)
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120

100

130

100

100

A:     normal :
<p>=100 mmHg

Δp=20 mmHg

B:         Atherosclerosis :
<p>=100 mmHg

Δp=20 mmHg

C:         Arteriosclerosis :
<p>=100 mmHg

Δp=30 mmHg

t

Fig. 12.16. Schematic of arterial pressure waveform under different situations: A:
normal; B: atherosclerosis, the artery is stiff (i.e., E is high in Eq. 12.20); C: arte-
riosclerosis, where there is vessel occlusion and high peripheral resistance (i.e. R is
high in Eq. 12.19)
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Dq = Dq1

Dp = Dp1 x = 0

Dp2

Dq2

Dq
1
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Dp
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Dq
2
�

Dp
2
�

Fig. 12.17. Schematics of pressure and flow at an arterial bifurcation

and,
Δq = Δq1 + Δq2 = Δq′ = Δq1

′ + Δq2
′ (12.43)

Hence, from Eq. (12.43),

Δp1

z0
− Δp2

z0
=

Δp′

z0
′ +

Δp′

z0
′ =

2Δp′

z0
′ (12.44)

Then, from Eqs. (12.44) & (12.42),

z0
′

z0
Δp1 − z0

′

z0
Δp2 = 2Δp′ = 2Δp1 + 2Δp2

or,

Δp1

(
z0

′

z0
− 2
)

= Δp2

(
z0

′

z0
+ 2
)

(12.45)

Let λ be defined as

z0

z0
′ =

(
E

E′ ×
h

h′

)0.5

×
(

a′

a

)2.5

. (12.46)

Then,
Δp2

Δp1
=

z0
′ − 2z0

z0
′ + 2z0

=
1 − 2λ

1 + 2λ
(12.47)

Let Rf (reflection coefficient) be defined as

Rf =
Δp2

Δp1
=

1 − 2λ

1 + 2λ
(12.48)
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b) Applications:

(i) So, for no reflection (as expected in nature), Δp2 = 0, and Rf = 0

i.e, λ =
z0

z0
′ = 0.5 (12.49)

i.e, λ =
(

E

E′ ×
h

h′

)0.5

×
(

a′

a

)2.5

= 0.5 (12.50)

Suppose
a′ = 0.75a. (12.51)

Then, if we can assume conservation of mass between the parent vessel
and its bifurcations, we will have

2πah = 2(2πa′h′) (12.52)

Hence, from Eqs. (12.51 & 12.52),

h

h′
= 2

a′

a
= 2 × (0.75) = 1.5 (12.53)

Then, from Eqs. (12.50, 12.51 and 12.53),

E
E′ =

0.25
(a′/a)5 × (h/h′)

(12.54)

Now since (a′/a)5 = 0.237 and h/h′ = 1.5, based on Eqs. (12.51 and 12.53),
Then, from Eq. (12.54),

E/E′ = 0.703 (12.55)

Hence, we have:
For Rf = 0,Δp2 = 0, or no reflection and λ = 0.5
i.e.,

λ = 0.5 means Δp2 = 0, and Rf = 0 (i.e., no reflection) (12.56)

(ii) For
λ < 0.5,Δp2 = RfΔp1, and 0 < Rf < 1 (12.57)

In this case, there is reflection with no phase change, i.e., an incident
expansion wave at a site will be superimposed by a reflected expansion wave
(of less magnitude) at that site.

Let us represent Eq. (12.57) by

A2 sin(x + ct) = RfA1 sin(x − ct); 0 < Rf < 1

and adopt Rf = 0.3, so that

A2 sin(x + ct) = 0.3A1 sin(x − ct)
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This means that the reflected pulse wave amplitude will add to the
amplitude of the incident wave, and increase the afterload on the LV.

(iii) For λ > 0.5, we have from Eq. (12.47), Δp2 = −RfΔq2; i.e., Rf < 0
Let Rf = −0.2, then,

A2 sin(x + ct) = −1
5
A1 sin(x − ct) =

1
5
A1 sin[(x − ct) − π], i.e.,A2 = −A1

5

This means that the reflected pulse wave will be 180◦ out of phase with
the incident way, and contribute to decreasing the amplitude of the combined
incident and reflected wave. This aspect has some important clinical inference.
It would be interesting to verify that for normal persons, (if a′ = 0.75a and
h = 1.5h′, as per Eqs. 12.51 and 12.53), then from Eq.??, by putting λ =
0.75, we get E/E′ = 0.703. These persons will be intrinsically normaltensive
persons. In other words, persons for whom λ < 0.5 (and say Rf = 0.3), will
be intrinsically hypertensive. On the other hand, persons, for whom λ > 0.5
(and say Rf = −0.2), will have intrinsically low blood pressure.

12.6 Conclusing Remarks

In this chapter, we have derived the governing equation for pulse wave velocity.
We have then depicted the locations of the pulse wave as it travels along
the artery. After that, we have defined the concepts of (i) total peripheral
resistance in Eq. (12.19) and of (ii) arterial impedance in Eq. (12.20). Lastly,
we have depicted what happens at an arterial bifurcation, and provided the
concept of wave reflection at a bifurcation, resulting in the reflected wave
being either in phase or 180◦ out of phase with the incident wave depending
on the ratio of modulus of the parent and the bifurcated vessels.

We have arrived at an interesting observation. It is shown that if the
reflected wave is in phase with the incident wave, then it will increase the
afterload on the heart. On the other hand, if the reflected wave is out of
phase with the incident wave, then it will decrease the afterload on the heart.
If we assume conservation of mass between the parent and daughter vessels,
we have shown that for E/E′ = 0.703, the afterload is minimized.
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ECG Signal Conditioning by Morphological
Filters

S.M. Krishnan, Kwoh Chee Keong, Sun Yan and Chan Kap Luk

Electrocardiography (ECG) signals are often contaminated by noise of diverse
forms: 50/60 Hz power line interference, motion artifact from the electrode-
skin interface, muscle activities [1, 2]. In addition, baseline drift caused by
the respiration, radio frequency surgical noise and motion of the subject [3],
degrades ECG signals significantly. Therefore, signal conditioning for base-
line correction and noise suppression is typically the first step in the analysis
of ECG signals. The objective of ECG signal conditioning is to produce an
output that can facilitate the subsequent processing, such as ECG episode
characterization for life-threatening arrhythmia recognition, or the charac-
teristic wave detection for non-life-threatening ECG signals. It is important
to minimize the distortion of the ECG signal caused by signal conditioning
algorithms before analysis tasks can be performed.

Conventionally used technique for noise suppression is band-pass filter-
ing [4–6]. However, band pass type of linear filtering techniques has a fixed
cut-off frequency which distorts the ST segment as well as the QRS com-
plex significantly. It is also not adaptive and hence cannot track the changing
characteristics of the time-varying ECG signals, which tend to vary quasi-
periodically, with each period corresponding to one heart beat. Recently,
adaptive filtering techniques have been developed for the purpose of noise
suppression in ECG signals. Most adaptive noise-removal methods [7–9] are
based on the least mean squares (LMS) principle or on the recursive least
squares (RLS) principle. They gradually reduce the mean squared error be-
tween the input signal and some reference signal. However, in some cases,
these techniques experience the problem of not being able to obtain a suitable
reference signal, which limits the wide application of this kind of approach.
Wavelet transform, being a very promising technique for joint time-frequency
analysis, provides an interesting solution to ECG signal conditioning [10,11].
By decomposing signals into the transform domains, a number of coefficients
at different scales can be obtained. By selecting suitable scales and disregard-
ing the coefficients below predefined thresholds, additive noise and baseline
drift can be separated from the ECG signal components. However, in this
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kind of techniques, the scales and the thresholds for the nonstationary base-
line correction and noise suppression cannot be selected adaptively.

Morphological operators have been widely used in the signal and image
processing fields because of their robust and adaptive performance in
extracting the shape information in addition to their simple and quick set
computation [12–15]. Chu and his collaborators used the combined opening
and closing operators for baseline correction and noise suppression of ECG
signals and good filtering performance was obtained [16]. However, the pro-
posed morphological filtering (MF) algorithm smoothes the sharp variations
of ECG signals, such as the R peak, the Q wave, the S wave, the onsets
and offsets of the P and T waves. This makes it difficult for the subsequent
processing to reliably detect the above mentioned characteristic waves. In this
chapter, a modified morphological filtering (MMF) algorithm is proposed for
baseline correction and noise suppression of ECG signals. For baseline correc-
tion, same operators are used in MF algorithm and the MMF algorithm. The
results for baseline correction using the MMF algorithm are compared with
those obtained by the wavelet filtering (WF) algorithm [17]. For noise sup-
pression, modified morphological operators are used in the MMF algorithm.
Compared with MF algorithm, a structuring element pair is used instead of
a single structuring element. Performance for noise suppression using these
two morphological techniques is compared. For noise suppression, the WF
algorithm is not used for comparison in this chapter because there are
some parameters needed to be selected empirically, making fair comparison
difficult. Noise reduction in ECG is accomplished applying filtering techniques.
However, such filtering may mutate the original wave making difficult the
interpretation of pathologies [18]. To overcome this problem an adaptive
neural method able to filter ECGs without causing the loss of important in-
formation is proposed. In 96% of the cases the signal processed by the network
is coherent with the original one within a coherence value of 0.92, whereas this
values for the morphological filter is 0.70. Moreover, the adaptability of the
neural method does not require estimating appropriate filter parameters for
each ECG segments. Clinically obtained electrocardiographic (ECG) signals
are often contaminated with different types of noise and baseline drifting
commonly occurs. A modified morphological filtering (MMF) technique is
used for signal conditioning in order to accomplish baseline correction and
noise suppression with minimum signal distortion [19]. Compared with exist-
ing methods for ECG signal conditioning, MMF performs well in terms of the
filtering characteristics, low signal distortion ratio, low computational burden
as well as good noise suppression ratio and baseline correction ratio.

This chapter is organized as follows. Mathematical background on morpho-
logical operators is introduced in Sect. 13.1. The proposed algorithm scheme
for the conditioning of the ECG signal is described in Sect. 13.2. Section 13.3
covers the experimental results and discussions. Lastly, concluding remarks of
this chapter are given in Sect. 13.4.
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13.1 Mathematical Morphology Operators

Mathematical morphology (MM), which is based on sets operations, provides
an approach to the development of non-linear signal processing methods, in
which the shape information of a signal is incorporated [20]. In mathematical
morphology operations, the result of a set transformed by another set depends
on the shapes of the two sets involved. The shape information of a signal can be
extracted by using a structuring element to operate on the signal. Depending
on the shape characteristics of the signal that is to be extracted, a specific
structuring element has to be designed.

There are two basic morphological operators: erosion (Θ) and dilation (⊕).
Opening (◦) and closing (•) are derived operators defined in terms of erosion
and dilation. These operators are described in detail below with correspond-
ing mathematical expressions. Throughout this chapter, f(n), {n = 0, 1, . . . ,
N−1} denotes a discrete signal consisting N points, and B(m), {m = 0, 1, . . . ,
M − 1} is a symmetric structuring element of M points.

erosion : (fΘB)(n) = min
m=0,..M−1

{
f

(
n − M − 1

2
+ m

)
− B(m)

}
(13.1)

for n =
{

M − 1
2

, . . . , N − M + 1
2

}

Erosion is a ‘shrinking’ operator in which the values of fΘB are always less
than those of f

dilation : (f ⊕ B)(n) = min
m=0,..M−1

{
f

(
n − M − 1

2
+ m

)
− B(m)

}
(13.2)

for n =
{

M − 1
2

, . . . , N − M + 1
2

}

The dilation operation is an ‘expansion’ operation in which the values of f⊕B
are always greater than those of f .

opening : f◦B = f ΘB ⊕ B (13.3)

closing : f•B = f ⊕ B ΘB (13.4)

The opening of a data sequence can be interpreted as sliding structuring
element along the data sequence from beneath and the result is the highest
points reached by any part of the structuring element. Similarly, the closing
of a data sequence can be interpreted as sliding a ‘flipped-over’ version of
the structuring element along the data sequence from above and the result
is the set of lowest points reached by any part of the structuring element. In
most applications, opening is used to suppress peaks, while closing is used to
suppress pits.
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In Chu’s MF algorithm [16], the baseline correction and noise suppression
are performed as follows:

fb = fo ◦ Bo • Bc

f =
1
2
[(f − fb) ◦ B • B + (f − fb) • B ◦ B] (13.5)

where, fo is the original ECG signal, fb is the detected baseline drift, f is the
resultant signal after signal conditioning. Bo and Bc are structuring elements
for opening and closing, respectively. B is another structuring element for
opening and closing in noise suppression.

13.2 Proposed MMF Algorithm for ECG Signal
Conditioning

The proposed MMF algorithm, i.e., the morphological filtering algorithm with
modified opening and closing operators, for baseline correction and noise sup-
pression in the conditioning of the ECG signal, is shown in the Fig. 13.1.

ECG signal is conditioned through a sequence of opening and closing
operations. Based on the different characteristics of the baseline drift and
the noise contamination in the ECG signals, different structuring elements
and different morphological operators are used. For baseline correction, an
opening operator followed by a closing operator is defined; for noise suppres-
sion, modified opening and closing operators are used. They are described in
detail in the following subsections.

13.2.1 Baseline Correction

The correction of baseline is performed by removing the drift in background
from the original ECG signal. The signal is first opened by a structuring

Original Signal Input

Baseline Detection
Baseline Corrected Signal

Noise Suppression

ECG Signal after Conditioning

Baseline Drift Signal

Fig. 13.1. Block diagram for the proposed ECG signal conditioning algorithm
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element Bo, for removing peaks in the signal. Then the resultant waveform
with pits is removed by a closing operation using the other structuring element
Bc. Bo and Bc are selected as two horizontal line segments of zero amplitude,
but with different length. The final result is then an estimate of the baseline
drift fb, which is described by Eq. (13.6).

fb = fo ◦ Bo • Bc (13.6)

where, fb is the baseline drift signal, fo is the original signal. The correction of
the baseline is then done by subtracting fb from the original signal fo, which
is stated in Eq. (13.7).

fbc = fo − fb (13.7)

where fbc is the signal after baseline correction.
The reasons for using different lengths in Bc and Bo are as follows: The

baseline drift signal is estimated by removing the ECG signal from the test
signal. Hence, the construction of the structuring element for baseline correc-
tion depends on the duration (or width) of the characteristic wave and the
sample frequency (Fs Hz) of the ECG signal. If the width of a characteris-
tic wave is Tw sec, the number of samples of the wave is TwFs. In order to
extract the characteristic wave, the structuring element Bo should have a
length larger than TwFs. Since the subsequent closing operation is used to
remove the pit left by the opening operation, the length of the structuring
element Bc must be longer than the length of Bo. The width of the character-
istic wave in the ECG signal, such as the P wave, the T wave, and the QRS
complex, is generally less than 0.2s. Hence, Lo, the length of Bo, is selected
as 0.2Fs, and Lc, the length of Bc, is typically selected to be longer than Bo,
about 1.5Lo.

13.2.2 Noise Suppression

After baseline correction, noise suppression is performed by processing
the data through an opening and a closing operation concurrently, and
then the results are averaged. In this study, the opening and closing opera-
tions for noise suppression use a structuring element pair, Bpair, not a single
structuring element as in Chu’s MF algorithm shown in Eq. (13.5). Bpair is
defined as Bpair = {B1, B2}, where B1 = B2 i.e., different shape but the
same length. The sequence of B1 and B2 corresponds to the order of dilation
and erosion in the opening and closing operations. The process of signal
conditioning is illustrated in the following equation:

f =
1
2

(fbc • Bpair + fbc ◦ Bpair)

=
1
2
(fbc ⊕ B1 ΘB2 + fbc ΘB1 ⊕ B2) (13.8)
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where f is the resultant signal after noise suppression and fbc is the signal
after baseline correction. The Bpair is selected based on the usage and the
morphological properties of the ECG signal. B1 is selected to be a triangular
shape, and B2 is a line segment. A triangular structuring element is used
to retain the peaks and valleys of the characteristic waves, such as the QRS
complex, the P wave and T wave, while a short line segment structuring
element is used for removing noise in the ECG signal. In order to minimize
the distortion to the ECG signal, the length of B1 is selected to be same as
that of B2. Since the processing is discrete, the selection of the structuring
element length is related to the bandwidth of ECG signal, and the sampling
rate. Given that the sampling frequency is fixed, a shorter structuring element
can be used to reduce the distortion of the waveform. Based on the sample
frequency Fs, the lengths of B1 and B2 are selected as 5 sample units each in
this chapter, with values B1 = (0, 1, 5, 1, 0), B2 = (0, 0, 0, 0, 0).

Using the proposed structuring element pair, noise can be suppressed while
minimizing the smoothing of the significant peaks and valleys in the ECG
signal, which are essential for the subsequent reliable detection of the charac-
teristic waves.

13.2.3 Filtering Performance Evaluation

The performance of any filter is judged by the level of noise reduction it
achieves and on the signal distortion it causes. In this study, three parameters
are used for algorithm evaluation, namely, the baseline distortion ratio (BDR),
the noise distortion ratio (NDR), and the signal distortion ratio (SDR). They
are defined as follows.

BDR =
‖bo − b‖

‖b‖

NDR =
‖n0 − n‖

‖n‖

SDR =
‖d0 − d‖

‖d‖

(13.9)

where b is the baseline component in the original input signal, bo is
the detected baseline drift using one of the filtering algorithms, n is the noise
component in the original input signal, no is the detected noise, d is the
clean signal component in the input signal and do is the filtered signal. BDR
is defined for measuring the degree of baseline not being corrected. NDR is
defined for measuring the degree of noise not being suppressed, and SDR is de-
fined for measuring the degree of signal being distorted after the conditioning.
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13.3 Experimental Results and Discussion

In order to evaluate the proposed algorithm, a number of experiments were
performed using simulated data and known MIT-BIH arrhythmia database.
Experimental results for noise and baseline drift suppression using the pro-
posed mathematical morphology operators are presented and discussed in this
section. In addition, they are compared with those obtained using the WF
method.

13.3.1 Algorithm Testing Using Simulated Data

Experiments using simulated data were performed so that the proposed
algorithms could be tested in an absolutely controlled environment. The per-
formance of the algorithms could be evaluated by starting with a known signal,
corrupting it by adding noise and baseline drift, performing signal condition-
ing operations, obtaining the recovered signals and comparing the recovered
signal with the known signal. Then, BDR is used for evaluating the perfor-
mance of baseline correction by the MMF algorithm and the WF algorithm.
NDR and SDR are computed for evaluating the performance of noise
suppression by the MMF algorithm and the MF algorithm.

A noisy ECG signal can be modelled as:

S(n) = I(n) + N(n) + B(n) (13.10)

where S(n) is the corrupted ECG signal (discrete time series), I(n) is the
clean ECG signal generated from the simulator, N(n) is the noise component
and B(n) is the baseline drift.

In this study, clean ECG signal is generated from a PROPAQ encore ECG
simulator manufactured by Welch Allyn Protocol System Inc. Company.

Noise is modelled by a mixture of Gaussian noise according to [16], which
has a probability distribution function of:

N(n) = (1 − ε)G1

(
n

σ1

)
+ εG2

(
n

σ2

)
(13.11)

where G1 and G2 are the probability distribution functions of Gaussian ran-
dom variable. σ1 and σ2 are standard deviations of G1 and G2. σ2 is typically
much larger than σ1. As σ1 and σ2 increase, the noise amplitude increases.
ε is a weight, which controls the distribution of G1 and G2, the background
noise and the impulsive noise.

Baseline drift is simulated by adding a slanted line to a sinusoidal
signal [16]:

B(n) = B + m × n + A × cos
(
2π

n

N
+ φ

)
(13.12)

The period of the sinusoid N controls the severity of the baseline roll.
m controls the slope of the baseline drift, which can be represented as
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m = tan(θ), θ is the angle of slope. A controls the amplitude of upward or
downward drift. Using different values for φ allows different baseline drift se-
quences to be generated with similar characteristics. The bias term B is set
so that the sequence values do not get out of range.

Data Set 1

As shown in Fig. 13.2, the top four plots are the generated test data, which
include the following:

• clean signal: normal ECG time series generated from the simulator
• noise: ε = 0.2, σ1 = 0.1 and σ2 = 1
• baseline drift: m = 0.01, B = −0.6mV , and A = 0.2mV
• corrupted signal: clean signal corrupted with baseline drift and noise

Data Set 2

As shown in Fig. 13.3, the test data set includes the following:

• clean signal: ECG time series with abnormal beats generated from the
simulator

• ε mixture noise: ε = 0.1, σ1 = 0.15 and σ2 = 1.8
• baseline drift: m = 0.02, B = 0.0mV , and A = 0.8mV
• corrupted signal: clean signal corrupted with baseline drift and noise

Based on the test results of data sets 1 and 2 shown in Fig. 13.2 and
Fig. 13.3, the values of BDR for the WF algorithm and the MMF algorithm,
the NDR and SDR for the MF and MMF algorithms, are computed and listed
in the Tables 13.1–13.3 for comparison.

BDR is used to evaluate the performance of baseline correction by the WF
algorithm and the MMF algorithm. The smaller the value of BDR, the better
is the performance of baseline correction. The computational burden for the
WF algorithm is O(N log2 N) while for the MMF algorithm is O(MN), where
N is the length of the test signal and M is the length of structuring element.
Usually, M is far shorter than N . For baseline correction, M is larger than
log2 N , hence the computational burden of the WF algorithm is less than that
of the MMF algorithm. For noise suppression, M is much smaller than log2 N ,
hence the computational burden of the WF algorithm is larger than that of
the MMF algorithm. Because of this the WF algorithm is not compared with
the MMF algorithm in the following test of noise suppression and the problem
of setting empirical thresholds.

The value of NDR is computed for evaluating the performance of noise
suppression by the two morphological algorithms. The smaller the value of
NDR, the better is the performance of noise suppression. SDR is computed
to measure the degree of the clean signal being contaminated after signal
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Fig. 13.2. Results of data set 1: (a) simulated clean ECG signal (b) simulated noise
signal (c) simulated baseline drift signal (d) simulated contaminated ECG signal
(e) detected baseline drift by the WF algorithm (f) denoised signal by the MF
algorithm (g) detected baseline drift by the MMF algorithm (h) denoised signal by
the MMF algorithm
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(e) detected baseline drift by the WF algorithm (f) denoised signal by the MF
algorithm (g) detected baseline drift by the MMF algorithm (h) denoised signal by
the MMF algorithm
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Table 13.1. BDR for performance evaluation of baseline correction

Data set BDR values for
baseline correction

WF MMF/MF

Data set 1 0.1630 0.0164
Data set 2 0.1140 0.0101

Table 13.2. NDR for performance evaluation of noise suppression

Data set NDR values for noise
suppression

WF MMF/MF

Data set 1 0.2030 0.2144
Data set 2 0.2036 0.2097

Table 13.3. SDR for performance evaluation of signal conditioning

Data set SDR value before SDR values after conditioning

conditioning MF MMF

Data set 1 1.9562 0.1132 0.0612
Data set 2 1.8441 0.1065 0.0584

conditioning. The smaller the value of SDR, the better is the performance of
noise suppression.

In the simulated signal described by Eq. (13.10), two parts are included,
viz, the baseline drift described by Eq. (13.12) and the noise described by
Eq. (13.11). Simulations were conducted to evaluate the performance of all
these algorithms. For baseline correction, fixing θ = 0, the BDR values for the
WF algorithm and the MMF algorithm, as A varies from 0.2 to 1, are plotted
in Fig. 13.4(a). Fixing A = 0, the BDR values varied with the θ, from 15 to
75 are plotted in Fig. 13.4(b).

The results shown in Fig. 13.4 are consistent with the results obtained in
Data sets 1 and 2. The BDR values for the MMF algorithm are lower than
those for the WF algorithm. Hence, better performance of baseline correction
can be obtained by the proposed MMF algorithm than by the WF algorithm.

For noise suppression, defining K = σ2/σ1, fixing K = 10, σ1 = 0.1,
and allowing ε to vary from 0.1 to 0.5, the NDR values obtained by the
MF and the MMF algorithms are shown in Fig. 13.5(a). The SDR values
obtained by the MF and the MMF algorithms are shown in Fig. 13.6(a). Fixing
ε = 0.2, σ1 = 0.1 as K varies from 5 to 25, the NDR values obtained by the MF
and the MMF algorithms are shown in Fig. 13.5(b), the NDR values obtained
by the MF and the MMF algorithms are shown in Fig. 13.6(b).
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The results shown in Fig. 13.5 and Fig. 13.6 are also consistent with
those obtained in the above two cases (data sets 1 and 2). The NDR values
for the MF algorithm are slightly lower than those for the MMF algorithm.
Also, the SDR values obtained by the MMF algorithm are lower than those
obtained by the MF algorithm. The MMF algorithm achieves lower signal
distortion ratio by sacrificing the noise reduction ratio.

The following conclusions can be drawn from the results so far:

• For baseline correction, the MMF algorithm works better than the WF
algorithm.

• For noise suppression, the MF is a little better than MMF algorithm.
However, the MF algorithm distorts the clean ECG signal more than the
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MMF algorithm does. The MMF algorithm retains the significant singular
points by sacrificing the noise reduction ratio. Since the significant singular
points are very important in the subsequent ECG analysis steps, the MMF
algorithm is preferred.

13.3.2 Algorithm Testing Using MIT-BIH Arrhythmia Database

Selected ECG data from MIT-BIH arrhythmia database were used to evaluate
the performance of the proposed algorithm. Comparative results using MF and
MMF algorithms are given. Each set of data was digitized at 360Hz from a
single patient using “lead II”. Figure 13.7 shows a signal exhibiting bursts of
baseline wander (record 31).

The signal conditioning results of record 31 are shown in Fig. 13.7. The
plot (a) shows the original ECG signal; (b) shows the signal after baseline
correction; (c) is the denoised signal obtained by MF algorithm; and (d) is
the denoised signal obtained by the proposed MMF algorithm. Figure 13.8
shows another example of ECG signal conditioning. As shown in Fig. 13.7
and Fig. 13.8, good performance of baseline correction can be observed.
The characteristic waves in the ECG signal are shown to be greatly smoothed
in (c), the plot of the noise suppression results obtained by the MF algorithm.
In (d), the plot of the result obtained by the MMF algorithm, the significant
variations in the characteristic waves can be retained well.

Selected ECG time series with over 5000 QRS complexes were tested
for detecting the QRS complex using a peak-valley-extractor defined using
MM operators proposed in [21]. The correct detection rate (CDR) of the
QRS complexes is used to evaluate the performance of different conditioning
techniques. The values of CDR for the original signal without conditioning,
the signals conditioned using Chu’s MF algorithm and the proposed MMF
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algorithm, were computed respectively and compared. The comparative re-
sults are reported in Table 13.4.

Compared with the MF algorithm, better detection performance using the
proposed MMF algorithm has been observed as shown in Table 13.4. There-
fore, as an ECG conditioning algorithm, MMF is preferable.

13.4 Conclusion

In conclusion, a morphological filtering algorithm using modified morpholog-
ical operators, called the MMF, is proposed for baseline correction and noise
suppression in ECG signals. By using a structuring element pair in closing
and opening operations, significant variations in ECG signal can be retained
and the corresponding computational burden is lessened. The MMF algo-
rithm can retain the significant variations in the ECG signal, which is more
important for subsequent processing, such as the ECG episode characteriza-
tion, and the characteristic wave detection. The performance of the proposed
algorithm was evaluated by using simulated signals and clinically acquired
ECG data from a standard set. A comparison of the correct detection rate of
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Table 13.4. The comparison of CDR for three algorithms

without with conditioning
conditioning MF MMF

CDR 96.7% 98.9% 99.4%

the QRS complexes for the original signal, for the signal after conditioning
using MF algorithm as well as using the proposed MMF algorithm, shows
that the proposed MMF algorithm is more suitable for the conditioning of
the ECG signal, after considering the requirement of subsequent processing.
Subsequent to filtering and preprocessing, novel features are extracted from
cardiovascular signals for arrhythmia recognition.
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14

Multivariate Analysis for Cardiovascular
and Respiratory Signals

Narayanan Srinivasan and S.M. Krishnan

The previous chapters on analysis focused on individual signals like ECG,
ABP and HRV signals. It is important to analyse the relationship between
cardiovascular and respiratory signals to understand various abnormalities.
The current chapter looks at the interaction between cardiovascular and res-
piratory signals using multivariate analysis. Since the time of the earliest
measurements of arterial blood pressure (ABP) and of the electrical activity
of the heart (ECG) it was noticed that signals of cardiovascular origin,
though almost periodical, were characterized by slight cycle-by-cycle varia-
tions (oscillations) in both amplitude and time duration. With the develop-
ment of ABP recording techniques, it was noticed that wave amplitude
variations had different cyclical patterns not only synchronous with breath-
ing activity but also with longer periods of about 10–20 beat duration, which
are frequently referred to as Mayer waves [2]. Respiratory system influence
is either considered a source of ABP variability inducing a reflex respiratory
sinus arrhythmia [3] or a source of a direct modulation of the sinus node [4].
The contributions to cardiovascular variability may be various and change in
different experimental conditions [5].

The analysis of biological signals often requires the comparison of multiple
recordings which are differently affected by the same oscillation sources [6,7].
Parametric spectral analysis [8, 9] permits only the recognition and quantifi-
cation of the oscillatory components in the single signals [1]; on the contrary,
multivariate (MV) parametric identification [10–12], provides further infor-
mation about the casual interactions among the signals [13,14] and about the
cross-spectral patterns [15]. However, studies have been made mostly to the
analysis of single-channel signals. Therefore, in order to investigate the interac-
tions between the cardiopulmonary variable signals, a model of multi-channel
series that is able to consider multiple inputs simultaneously is needed.

There is a general class of multivariate dynamic adjustment (MDA) models,
which includes monovariate autoregressive (AR), multivariate autoregressive
(MAR)models.Kalli et al.used a black boxmethod to resolve the casual interac-
tions between the cardiovascular variability signals; multivariate autoregressive
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(MAR) modelling [16]. The MAR model describes the composition of the signals
from each other via linear relationship. As a black-box model, the MAR model
requires no presumptions of the system structure. In the model identification,
standard techniques, like the multivariate Levinson algorithm [17] can be used.

Spectral analysis which characterizes the frequency content of the mea-
sured signals had been performed on the heart rate (or equivalently of heart
period) variability [15], and on other cardiovascular signals (mainly arte-
rial pressure). It has revealed the presence of spectral peaks which carry
information about the sympathovagal interaction that governs autonomic
cardiovascular control [18, 19].

The PSD analysis of the cardiovascular signals seems capable of contribut-
ing to the functional investigation into various pathophysiological states (e.g.,
hypertension, diabetes, etc) [20] or during patient treatment with drugs [15].
Furthermore, studies carried out on both animals and humans clearly indi-
cate the potential importance of this type of analysis for a quantitative eval-
uation of the role of the autonomic nervous system in the genesis of these
rhythms as clearly visible in the spectra (power and frequency of variability
components) [1, 9, 13]. Such an approach will improve knowledge of the com-
plex neural mechanisms which will provide an insight into the function of the
autonomic nervous system.

In the comprehension of the mechanisms involved in the regulation of the
cardiovascular function, the simultaneous observation of ABP and HR vari-
ability spectra reveals (under normal conditions) the presence of the 10-sec
rhythm(as well as respiratory rhythm) in both the signals [21–23]. Further-
more, animal experiments have indicated that they vary in power under par-
ticular experimental conditions, such as pharmacological neural blockade or
cardiac pacing, etc [24].

Parametric multivariate analysis of several cardiovascular variability sig-
nals is able not only to extract phase, coherence and gain relationships [25,26],
but also to assess the casual relationship between two or more signals [27].
The cross spectral analysis of ABP and HR variability signals and the study
of the relevant coherence and phase spectra could importantly contribute in
the description of the amount of power interchanged between the signals, of
the delays by which the rhythms propagate [3, 28, 29] and also of the role of
respiration.

The model developed in this chapter is based on the MAR model which is
driven by monovariate and uncorrelated autoregressive random inputs. The
MAR model is applied to clinical data. The parameters extracted from the
developed model are intended for the power spectral analysis and the spectral
parameters found may be sensitive enough to differentiate between normal
and pathological conditions, particularly for cardiac patients. Indices have
been proposed for the detection of cardiac abnormality.
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14.1 Method

The MAR model is a black-box method and thus requires no presumptions
of the system structure [27]. The model is able to describe the composition
of the signals from one another via linear relationships. A multichannel linear
system of m variables is represented as

X(k) = −
p∑

i=0

A(i)X(k − i) + E(k) (14.1)

The above equation represents the general MAR model of a stationary
discrete time m-variate process where X(k) ∈ Rm is the observed (multivari-
ate) measurement signal; and E(k) ∈ Rm is the (multivariate) disturbance
signal consisting of m white noise processes with Gaussian probability; k is
the sample number; and p is the order of the MAR model. Equation 14.1 may
be expressed in the matrix form:

A(q) X(k) = E(k) (14.2)

where A(q) ∈ Rmxm and q is the delay operator. A(q) can be represented as

A(q) = Im + A1q−1 + . . .. . .. . .. . . + Apq−p (14.3)

as well as in the matrix form:

A(q) =

⎡
⎢⎢⎢⎢⎢⎢⎣

a11(q) a12(q) · · · · · · a1m(q)
a21(q) a22(q) · · · · · · a2m(q)

...
...

. . .
...

...
...

. . .
...

am1(q) am2(q) · · · · · · amm(q)

⎤
⎥⎥⎥⎥⎥⎥⎦

(14.4)

where the entries akj are polynomials in the delay operator q−1. This poly-
nomial describes how old values of the output number j affect the output
number k.

Equation 14.1 shows that the MAR model can be considered as a one-step-
ahead prediction model, where the present value of the system output X(k)
is a linear combination of the p past values of X(k) and the prediction error
E(k). Thus, a MAR model describes a system where all the signals involved
explain themselves and each other via certain linear transfer functions defined
by A(q). The MAR model is very flexible as it enables interactions between
all the involved signals in any direction. Many criteria have been proposed as
objective functions for selection of the model order, p. An aid in the determi-
nation of the order of the multichannel AR model is the multichannel version
of the Akaike AIC criterion [27].
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14.2 Multichannel Spectral Analysis

The motivation for parametric models is the ability to achieve better PSD
estimators based upon the model than calculated by classical spectral estima-
tors. The goal of multichannel spectral analysis of m channels of data is the
estimation of the Hermitian PSD matrix. For a bivariate spectral estimation,
the Hermitian matrix P is given as

P (f) =
[
Pxx Pxy

Pyx Pyy

]
(14.5)

The diagonal elements are the single channel autospectral densities, Pxx

and the non-diagonal elements are the cross spectral densities, Pxy between
the two-channels. The complex dimensionless expression

ϕxy(f) =
Pxy(f)√

Pxx(f)Pyy(f)
(14.6)

is termed the coherence function which can be described in terms of the mag-
nitude squared coherence known as the k2 function

k2 = |φxy(f)|2 =
|Pxy(f)|2

Pxx(f)Pyy(f)
(14.7)

The magnitude of k2 function lies between 0 and 1 and the function may
be used to measure, as a function of frequency, the similarity between a pair
of signals.

The classical FFT-based methods for estimating the coherence function
suffer from an inherent bias towards an over-estimation of the k2 function.
The problem is more pronounced if the averaging process involved in these
methods is ignored. For signals of short duration, it is only possible to have
limited number of segments for averaging. Therefore, a bias in the k2 function
is inevitable, which results in an over estimation of the degree of coherence
between the two channels. As a result, the classical methods for multi-channel
spectral estimation are not capable of providing an efficient tool for this pur-
pose. In contrast, parametric methods are known to be capable of estimating
the coherence function without introducing bias into the resultant k2 function.

Indices for abnormality detection
New indices are proposed which are intended for the diagnosis of abnormal

state in cardiac patients. Early detection of signals of abnormality is crucial
in the assessment of a cardiac patient’s condition, as it may indicate the onset
of catastrophic physiologic events such as respiratory failure or even leading
to sudden cardiac death. Therefore, in such critical cases, a fast and accurate
analysis of the simultaneously recorded signals is required in order for prompt
action to be taken to save life. The indices proposed here are effective in
discriminating between normal and abnormal signals.
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These indices are obtained after spectral and cross-spectral analysis by
obtaining the fraction of power of the ECG, which is coherent (or not coher-
ent) with respiration (or ABP signal). The total power of the ECG which is
coherent with respiration is obtained by multiplying the autospectrum of the
ECG by the k2 function and integrating on the frequency axis. This first index
is termed as the ρ.

ρ = Σ
(

P11
∗ |P12(f)|2
P11(f)P22(f)

)
(14.8)

where P11 represents the autospectrum of the ECG, P22 represents the auto-
spectrum of the respiratory signal and P12 is the cross spectrum between the
two signals. ρ̄ is the power not coherent with respiratory signal obtained by
subtracting ρ from the autospectrum of the ECG.

ρ̄ = P11 − ρ (14.9)

Finally, the percentage of the ρ with respect to the total power of the ECG
is tabulated and defined as the Respiration Coherent Index (RCI).

RCI (%) = (ρ/P11)∗100 (14.10)

Similarly, the bivariate spectral analysis is also applied to the ECG-ABP
pair. The procedures stated above are repeated to obtain the total power of
the ECG which is coherent with ABP. This index is termed as the α

α = Σ
(

P11
∗ |P13(f)|2
P11(f)P33(f)

)
(14.11)

where P11 represents the autospectrum of the ECG, P33 represents the auto-
spectrum of the ABP and P12 is the cross spectrum between the two signals.
Then, ᾱ will be the power not coherent with ABP and is obtained as

ᾱ = P11 − α (14.12)

Lastly, the Pressure Coherent Index (PCI) is obtained as

PCI (%) = (α/P11)∗100 (14.13)

14.3 Results and Discussion

The three signals ECG, ABP and respiration, which are obtained from the
MIT-BIH database are used as inputs into the proposed MAR model. Cross
spectrum analysis is performed on the two selected signals via bivariate
spectral estimation. The various indices are obtained after spectral and cross
spectral analysis of the signals.
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14.3.1 ECG and ABP Signal Analysis

Normal Signals: Three consecutive peaks (equivalent to two R-R intervals) of
the ECG signal and the corresponding interval in the ABP signal is consid-
ered for analysis. Figure 14.1 shows the graph of the coherence (k2) function. It
can be seen that the relatively high values of the coherence function at higher
frequencies indicate a strong correlation between the two signals at higher
frequencies. However, at low frequencies, the coherence between the two sig-
nals is less. In other words, there is greater similarity between the two signals
at higher frequencies than at lower frequencies. The total ECG power coher-
ent with ABP is shown in Fig. 14.2. The total power of the ECG is highly
coherent to the ABP signal as indicated in Fig. 14.2, ρ and ρ values of 1800
and 48 are obtained with a PCI index value of 97.3%.
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Abnormal Signals: Similarly a three peaks interval of the abnormal ECG
signal and the corresponding ABP signal is extracted for the power spectrum
analysis. Figure 14.3 shows the coherence function after performing cross spec-
trum analysis between the two signals. Total ECG power coherent with ABP
under abnormal condition is shown in Fig. 14.4. The total power of the ECG
which is coherent with ABP is much lesser as indicated by the drop in ampli-
tude in the ρ graph.

In the normal signals, the total power coherent with ABP is very much
higher as indicated by the PCI index (97.3%). However, in the abnormal
signals the total power coherent with ABP is much lower, at only 46.9%.
Therefore, it can be concluded that the percentage of the autospectrum of the
ECG which is coherent with ABP decreases as the signals go into abnormality
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and increases during normal state. Hence the PCI index can also constitute
a quantitative mean for discriminating between normal and abnormal signals
in stable and unstable condition of the patient.

The above analysis is then performed on a range of data which is obtained
from a cardiac patient whose initial condition was stable but became unstable
at the end due to cardiac problem resulting in respiratory failure. The range
of PCI index for the signals under stable condition is between 90% and 97%.

The line graph is also obtained for the PCI index for transition period from
stable to unstable condition. There is a drop in the PCI index from above 90%
for normal stable signals to below 80% when the signals go into abnormality.
When the patient is in total unstable condition, the range of PCI index is
smaller than that of the RCI index for abnormal signals.

14.3.2 ECG and Respiratory Signal Analysis

Three consecutive peaks (equivalent to two R-R intervals) of the ECG sig-
nal and the corresponding interval in the respiratory signal is considered for
analysis each time. In this case also, the graph of the k2 function shows there
is greater similarity between the two signals at higher frequencies than at
lower frequencies.

Analysis similar to the one done previously for ABP signals has been
made and similar results have been obtained. In the normal signals, the total
power coherent with respiration is very much higher as indicated by the RCI
index (96%). However, in the abnormal signals the total power coherent with
respiration is very low, at only 35%. Therefore, it can be concluded that the
percentage of the autospectrum of the ECG which is coherent with respiration
decreases as the signals go into abnormality and increases during normal state.
Hence the RCI index can constitute a quantitative measure for discriminating
between normal and abnormal signals.

The above analysis is then performed on a range of data from a cardiac
patient whose initial condition was stable but became unstable towards the
end. The range of RCI index for the signals under stable condition is between
90% and 97%. In the transition period, there is a drop in the RCI index from
above 90% for normal stable signals to below 80% when the signals go into
abnormality. When the condition of the patient further deteriorates, the RCI
index falls from a high of 90% to a low of 2%.

14.4 Conclusion

ECG, blood pressure and respiratory signals can provide important infor-
mation on the pathophysiology of the cardiovascular regulatory mechanisms.
Spectral and cross-spectral analysis of these signals gives quantitative informa-
tion which can be of potential interest in clinical studies. This has been done
in this chapter using a methodology based upon multivariate autoregressive
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identification and parametric power spectral density estimation. Autospec-
tra and coherence, which completely characterize the physiological relations
between the signals in terms of exchanging powers and statistically consistent
phase relations, has been used to obtain useful indices. These indices, called
respiration coherence index and ABP coherence index, have been found very
useful in differentiating normal signals from abnormal ones and they act as a
fast and convenient tool for the purpose. The indices proposed have the advan-
tage of being automatically calculated on the PC in an ICU setup. Results on
a few test cases show that the multivariate autoregressive model developed is
able to differentiate accurately the condition of a patient in an ICU changing
from stable to unstable condition.

It is known that various systems involved in the generation of ECG, ABP
and respiration are interrelated and hence one can expect a good coherence
between these signals under normal conditions. The results obtained here
indicate that this coherence is somehow reduced when the condition of body
becomes abnormal. It will be interest to study the mechanisms leading to such
a decrease in coherence.
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15

Phase Space Analysis for Cardiovascular
Signals

S.M. Krishnan, D. Narayana Dutt, Y.W. Chan and V. Anantharaman

The previous chapters focused on the detection of a prevalent cardiac
arrhythmia, namely, PVC. The current chapter focuses on a nonlinear analy-
sis based technique that can be applied to detect abnormalities in various
biomedical signals including cardiovascular and respiratory signals. The main
focus of the chapter is on the analysis of cardiovascular signals. However, the
proposed analysis can be applied to other biomedical signals as well.

The cardiovascular system is a complex system that includes the heart
and blood vessels and signals like electrocardiogram (ECG), arterial blood
pressure (ABP) and heart rate variability (HRV) are known to reflect the
changes in the cardiovascular system. Hence, many attempts have been made
to analyze these signals and extract information about the cardiovascular sys-
tem. Most of the methods used are linear and it has been recognized that
nonlinear methods may be more suitable for analyzing signals that originate
from very complex nonlinear living systems [1]. Recent developments in non-
linear dynamics have provided various methods for the study of the complex
cardiovascular system [2]. It is now generally recognized that many processes
generated by the biological system can be described in an effective way by us-
ing the methods of nonlinear dynamics. The nonlinear dynamical techniques
are based on the concept of chaos, which was first introduced with applica-
tions to complicated dynamical systems in meteorology [43]. Since then they
have been applied to many areas including the area of medicine and biology
[44,45]. A particularly active area for the application of chaos theory has

been cardiology [42, 46, 47], where many aspects have been addressed includ-
ing whether chaos can be used to represent healthy or diseased state [48].

It is well known that the electrical activity of the heart, as manifested
in ECG, is a good diagnostic tool in detecting abnormal condition of the
heart. The concept of cardiac rhythm as a periodic oscillator is now being
changed to that of the output of a chaotic system [49]. It has been demon-
strated that externally stimulated cardiac tissue develops bifurcation pat-
terns like period doubling that are characteristic of nonlinear dynamic system
[50,51]. It has also been hypothesized that strictly periodic cardiac dynamics
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are accompanied by pathological states rather than healthy condition [52].
The theory of chaos has been used to detect some cardiac arrhythmia such as
ventricular fibrillation [53]. These developments have led to the idea that these
methods might be more effective in reflecting the normal as well as pathologi-
cal functioning of the heart and this in turn has stimulated increasing interest
in the application of nonlinear dynamics to the analysis of ECG signals [8].

It has been observed that the complex neural mechanisms controlling the
cardiovascular system generate different rhythms in heart rate. It has also
been recognized that some nonlinear processes are involved in the dynamics of
these signals. Effort has been made in determining nonlinear dynamical para-
meters, like correlation dimension, of ECG and HRV signals and it has been
shown that they are very useful indicators of pathologies [4,5]. Methods based
on chaos theory have been applied in tracking HRV signals and predicting
the onset of events such as Ventricular Tachycardia and detecting congestive
heart failure situations [3]. Nonlinear dynamical analysis of heart rate and
respiratory signals has been made so as to improve the understanding of the
underlying physiological processes of the autonomic nervous system [55].

With the recognition of significant relationship between the autonomic
nervous system and cardiovascular mortality, efforts for development of
autonomic activity have led to the use of HRV as one of the most promising
markers. The association of high risk of post-infarction mortality with re-
duced HRV was first shown by Wolf et. al., [56] and later Akselrod introduced
power spectral analysis of heart rate fluctuations to evaluate beat-to-beat
cardiovascular control [57]. HRV gained more clinical importance when it was
confirmed that HRV is a strong and independent predictor of mortality after
an acute myocardial infarction. Studies have been made regarding the chaotic-
ity of HRV signals [58] and nonlinear dynamical analysis of HRV has shown
promise in studying the status of human cardiac transplant recipients [59].

Another signal of importance is the blood pressure signal. It is known
that blood flow is brought about by pressure differences between the various
vascular regions and the resistance to flow depends on various factors like
vascular architecture, blood viscosity and neuronal control. Hence, one can
expect to get a reliable evaluation of the cardiovascular control by studying
the ABP signal. It is a sensitive marker of a variety of autonomic disorders [60].
While some work on the application of the nonlinear dynamical techniques
to ECG and HRV signals are reported in literature, not much attention seem
to have been given to the application of the technique to ABP signals. Only
recently some applications to ABP signals have been reported in literature
[61,62] and it has been shown that it provides additional insight [63].

The description of a non-linear dynamic system begins with the recons-
truction of its phase space trajectory [64]. The phase space of a dynamical
system is a mathematical space with orthogonal coordinate directions repres-
enting each of the vectors needed to specify the instantaneous state of the
system. Usually takens method of delays is used to construct an attractor of
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dynamical system in a multidimensional state space from only the knowledge
of a one-dimensional time sequence that describes the system behavior [65].

The objective of the present work is to develop a novel method of multi-
dimensional phase space technique using a weighted spatial filling index for
the analysis of cardiovascular signals. The new approach is based on the fact
that the distribution of points in phase space depends on the type (normal
or abnormal) of signal and it is quantified by calculating a weighted index in
multi-dimensional space for the assessment of cardiac dysfunction.

15.1 Method

Let the signal be represented by the coordinates of a pointX(k) in phase space.
Then the dynamical behavior of the signal is reconstructed by succession of
these points X(k) in the phase space. Phase space reconstructions are based
on the analysis of dynamic systems by delay maps. The vectors X(k) in the
multidimensional phase space are constructed by time delayed values of the
time series, which determine the coordinates of the phase space plot.

X(k) = {x(k), x(k+ τ), x(k+ iτ), . . . x (k+ (E− 1)τ)} k = 1, 2, . . . . . (N−E)
(15.1)

where X(k) is one point of the trajectory in the phase space at time k, x(k+iτ)
are the coordinates in the phase space corresponding to the time delayed
values of the time series, τ is the time delay between the points of the time
series considered and E is the embedding dimension, which is the number of
coordinates of the phase space plot. The attributes of the reconstructed phase
space plot depend on the choice of value of τ. One way to choose τ is to take
it as the time it takes the autocorrelation function of the data to decay to
1/e [55]. Another method is to take the first minimum in the graph of average
mutual information [66], which appears to be better since it considers the
nonlinear structure in the signal. It has been established using this method
that the value of 7 for τ is the best choice for ECG signals and 5 for HRV
signals [4].

From the given signal x(1), x(2) . . . x(n), a matrix A is obtained as

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x(1) x(1 + τ) . . . . x(1 + (E − 1)τ)
x(2) x(2 + τ) . . . . x(2 + (E − 1)τ)
· · ·

·
· · ·

·
· · ·

x(m) x(m + τ) . . . . x(n)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(15.2)
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where E is the number of dimensions and m is related to n by the equation:

m = n − (E − 1)τ (15.3)

By plotting column 2 of matrix A against column 1 (for the case E = 2),
the phase space plot for two dimensions is obtained.⎡

⎢⎢⎣
x(1) x(1 + τ)
x(2) x(2 + τ)
· ·

x(m) x(n)

⎤
⎥⎥⎦ (15.4)

Similarly, the first three columns of matrix A represent a phase space plot
in three dimensions. Now, a normalized matrix B is obtained by dividing each
element of A by q where

q = max |x(k)| 1 ≤ k ≤ n (15.5)

The matrix B(in two dimensions) is hence represented as⎡
⎢⎢⎣

x(1)/q x(1 + τ)/q
x(2)/q x(2 + τ)/q

· ·
x(m)/q x(n)/q

⎤
⎥⎥⎦ (15.6)

In two dimensions, the phase space plot corresponding to the normalized
matrix spans from −1 to +1 on either axis. The phase space area is now
divided into small square areas of size R × R, where R is chosen such that
2/R is an integer. Then the number of grids in the normalized phase space is
N = 2/R. A matrix C is now obtained with its elements c(i, j) equal to the
number of phase space points falling in a grid g(i, j). The matrix C is called
the phase space matrix and its elements are divided by M , where

M =
N∑

i,j=1

c(i, j) (15.7)

This division yields P (i, j), the probability of a phase space point falling in
a grid g(i, j). A matrix R is now formed by squaring each element of P to get
r(i, j) as the elements of R. The sum of elements of matrix R is calculated as

S =
N∑

i,j=1

r(i, j) (15.8)

The spatial filling index η is defined as:

η = S/N2 (15.9)

Now the value of η is used to quantify the degree of variability in the test
signals.
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15.2 Extension to Higher Dimension

For higher dimensions, the equations have to be modified to accommodate
spatial coordinates of higher dimensions. For example, in the third dimension
the Eqs. (15.7), (15.8) and (15.9) are modified as:

M =
N∑

i,j,k=1

c(i, j, k) (15.10)

S =
N∑

i,j,k=1

r(i, j, k) (15.11)

η = S/N3 (15.12)

The modification in the equations is attributed to the change in the area to
cubes in the third dimension (hypercubes in higher dimensions) and the grid
g(i, j) becomes g(i, j, k). Subsequently, the spatial coordinates get extended
with increasing dimensions. The filling index η is a measure of non-zero ele-
ments in the matrix derived from the phase portraits. The parameter η shows
considerable differences in value for normal and abnormal signals and is there-
fore of interest.

15.3 Weighted Spatial Filling Index

The manner in which the phase space plot of a particular data occupies the
phase space depends on the condition under which the data is obtained. If
the data is obtained from a normal subject, then the phase space plot of
this normal data is expected to be distributed in phase space in a particular
fashion. The distribution is different for an abnormal data obtained from a
cardiac patient. Since the spatial filling index η quantifies the distribution
of points in phase space, it can be effectively used to distinguish abnormal
signals from normal ones. A suitable range is established by studying the
phase plots of various normal and abnormal signals. This range isolates a
domain of the phase space that encompasses phase points corresponding to
the abnormalities of the time signal. By giving suitable weights to these phase
space points, the abnormality of the signal can be magnified and reflected in
the spatial filling index. This weighted spatial filling index has been used to
get better detection of abnormality in patients with cardiac abnormalities.
Computation of this weighted index in higher dimensions is found to improve
identification of cardiac dysfunction.

The phase space region is divided into small hypercubes and the number
c(i, j, k) of phase space points falling in each hypercube are weighted by a factor
which has different distribution functions in the phase space region for differ-
ent signals. The normalized sum of weighted [c(i, j, k)]2 is used as a weighted
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spatial filling index in higher dimension to discriminate between normal and
abnormal signals. Once the range of the normal signal is established, uniform
weightage of the entire phase space does not serve to enhance the difference
in index values between the normal and abnormal signals. By giving weights,
this disparity becomes explicit. For example, by giving a high weight to signal
values outside the normal range and a lower weight to values in the normal
range, the index value for an abnormal signal would be higher. Along the same
lines, by giving a lower weight to signal values outside the normal range and
a higher weight to values in the normal range, the index value is expected to
be higher for the normal signals. Either approach is acceptable for analysis.

15.4 Results and Discussion

15.4.1 ECG Signals

The plot of electrical activity of the heart is obtained in multidimensional
phase space using Takens method of delays. Phase space plots of normal and
abnormal ECG signals are shown in Fig. 15.1 and Fig. 15.2 respectively. It may
be observed that the distribution of phase space points of the abnormal signal
is clearly different from that of the normal signal. The range for application
of weights is established by a comparative study of phase plots of normal
and abnormal signals. The concentration of signal values occurs in different
regions of the phase space for different signals.

For the range highlighted in Fig. 15.1 and Fig. 15.2, the normal signal has
very few signal points outside the range as opposed to the abnormal signal
which has more signal values outside the range. By giving a lower weight
outside the range compared to the weight inside the range, the two signals
show differences in weighted spatial index which can be used for abnormality
detection.
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Fig. 15.3(a). Normal ECG signal and the corresponding phase space plot
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Fig. 15.3(b). Abnormal ECG signal and the corresponding phase space plot

The proposed technique was applied to a number of different signals, both
normal and abnormal. Some of the normal and abnormal signals used in the
analysis, along with their two dimensional phase space plots are shown in the
Figs. 15.3–15.5. Signal 1 shown in Fig. 15.3 is a normal signal while Signals B
and C shown in Fig. 15.4 and Fig. 15.5 are abnormal signals. The unweighted
spatial filling index for these signals is shown in Table 15.1.
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Signal 6 Phase Space Plot of Signal 6
0.1 1

0.8

0.6

0.4

0.2

0

−0.2

−0.4

−0.6

−0.8

−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

0

−0.1
−0.2
−0.3
−0.4
−0.5

−0.6
−0.7

−0.8
0 200 400 600 800 1000 1200

Fig. 15.4. Abnormal ECG Signal and its Phase Space Plot

0

5

0

5

0

5

Dimension

A
ve

 %
 d

iff
er

en
ce

.5.5.5 .5
0

Fig. 15.5. Variation in Percentage Difference of weighted η with Dimension

Table 15.1. Weighted and unweighted spatial filling index for ECG signals

η Signal l Signal B Signal C

Unweighted 0.4702 0.2083 0.1601

Weighted 46.750 10.1329 7.9228

The method of applying different weights to the signal in different ranges
gave promising results that can be used to assess the abnormalities. Giving
a higher weight for the signal in the normal range and lower weight outside
the range helps in differentiating abnormal signals from normal ones. This
is evident from Table 15.1 that shows that the weighted spatial filling index
for an abnormal signal is much lower than that for a normal signal. The
percentage change is more for weighted η than unweighted η showing that
the weighted index is a better measure of abnormality than unweighted one.

The extension of the spatial filling index into higher dimensions was exp-
lored with consistent results. The spatial filling index was calculated for var-
ious higher dimensions and the index was observed to have different values
for abnormal and normal signals. As the dimension increases, the trend in the
change in spatial filling index was different for normal and abnormal signals.
The percentage change in spatial filling index for abnormal signals was found
to be higher than that for normal signals on approaching higher dimensions.
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Table 15.2. Trend of weighted η for normal ECG signals

Dimension Signal 1 Signal 2 Signal 3

2 49.0590 43.2541 41.9745
3 43.1829 38.3366 37.8043
4 38.4410 33.7945 34.3735
5 33.9529 29.6211 31.3529
6 30.0019 25.8763 28.3439

Table 15.3. Trend of weighted η for abnormal ECG signals

Dimension Signal 4 Signal 5 Signal 6

2 17.7258 11.4759 35.4476
3 12.1316 4.4173 25.5638
4 9.1967 1.7769 20.0569
5 7.1645 0.7525 15.3428
6 5.3257 0.3792 12.2710

Tables 15.2 and 15.3 show the trend of weighted η for normal and abnormal
signals for various dimensions and it may be observed that a better distinc-
tion between normal and abnormal signals can be obtained with increase in
dimension.

The average percentage change in weighted spatial index from the second
to the sixth dimension is calculated with reference to the weighted η in the
second dimension. This average change was found to be 38% for normal signals
and 72% for abnormal signals. The difference in the weighted spatial filling
index between normal and abnormal signals increases for higher dimensions
of the phase space as shown in Fig. 15.5.

Data obtained from a patient in the ICU was used to test the technique
developed. Figure 15.6 shows the recording of the ECG signal. It can be seen
that the patient’s condition has deteriorated with time, which is expected
to be reflected in the phase space plots and the value of the spatial filling
index. The normal and the abnormal recordings have different phase space
distributions and hence give different values of the spatial filling index. It can
be seen from Fig. 15.7 that there is a drop in the value of the weighted spatial
filling index that reflects the deterioration in the patient’s condition.

15.4.2 HRV and ABP Signals

Besides the ECG signal, other signals like the heart rate variability and blood
pressure signals were also analyzed using the same technique. The HRV signals
required for the analysis were derived from the ECG signal. The peaks in
an ECG are determined by setting a threshold for the signal strength above
which signal values are compared consecutively to determine the highest signal
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value. Once the peaks are established, their indices are used for calculation of
variability. Using a value of τ = 5, the algorithm was applied on derived HRV
signals with similar results. The derived HRV signals and the corresponding
two dimensional phase space plots are shown in Fig. 15.8 and Fig. 15.9.

The effect of increase in dimensions is favourable on the value of the wei-
ghted η parameter. With increase in dimensions, the difference in η between
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Table 15.4. Difference in weighted η between normal and abnormal HRV signals

Dimension Normal Abnormal % change

2 20.18 23.58 17%
3 19.00 23.28 23%
4 17.92 22.98 28%
5 16.88 22.70 34%
6 15.86 22.41 40%

Table 15.5. Difference in weighted η between normal and abnormal ABP signals

Dimension Normal Abnormal Change(%)

2 172.4844 224.4463 30%
3 94.9698 135.9043 43%
4 60.5892 88.5284 46%
5 39.1325 58.9844 51%
6 25.5556 41.5321 63%

normal and abnormal signals increases, thus making it easy to detect ab-
normality in the signal. Table 15.4 shows the variation of the difference in
weighted spatial filling index between normal and abnormal HRV signals,
with increase in dimensions. It can be noticed that the percentage change is
more for higher dimensions and hence better results may be expected with
increase in dimension.

These techniques were also explored on arterial blood pressure signals
(ABP). The effects of increase in dimension are shown in Table 15.5. It can be
seen from the table that the difference in spatial index between normal and
abnormal signals increases with increase in dimension.

15.4.3 Graphical Representation in Higher Dimensions

A method to represent the information of the third dimension in a 2D plot is
achieved through the use of colour as a dimension. Each colour pixel signifies
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a value, which reflects the signal value in the third dimension. This represen-
tation has the same features as the 3D plot, in the sense that the values of the
three dimensions are featured. The use of colour as a dimension introduces
novelty in the sense that abnormality is easily visible to the naked eye. For
example, the number of red pixels in the plot of an abnormal signal may be
much more than that in the normal one and hence the distribution of colour
pixels can be used in abnormality detection.

It has been shown earlier that the difference between normal and abnormal
signals increases with the dimension of analysis. Graphical analysis limits the
number of dimensions to three. However, the fourth dimension can be repre-
sented by colour as well. For the case of a Premature Ventricular Contraction
(PVC), the proportion of high wavelength pixels to the total pixels is found
to be greater than in the normal ECG. Other abnormality specific scans can
be implemented to check for major cardiac arrhythmia.

15.5 Conclusion

Considering heart as a nonlinear complex system and processing various car-
diovascular signals like ECG, HRV and ABP seems to provide very useful
information for detection of abnormalities in the condition of the heart than
is possible by conventional means. In this chapter, a new multidimensional
phase space analysis of these cardiovascular signals using weighted spatial fill-
ing index has been proposed for detecting cardiac dysfunction. The successful
analysis of planar vector-cardiographic loops in various planes suggests that
phase space technique could be a promising approach. The proposed tech-
nique introduces a new quantitative measure, called weighted spatial filling
index, and our finding show that this measure is very useful in differentiating
abnormal cardiovascular signals from normal ones. It was also found that the
percentage change in the weighted index with dimension is larger for abnor-
mal signals than for normal ones, thus showing its use in the detection of
abnormality. It should be noted that evaluation of the proposed technique on
a larger data set is required for ensuring the efficacy of the technique. It is
hoped that the graphical representation along with its corresponding analyt-
ical index proposed here will find potential applications in computer analysis
of cardiac patients’ status in intensive care units.
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Linear, Non-Linear and Wavelet Analysis
of Cardiac Health Using Heart Rate Signals

U. Rajendra Acharya, N. Kannathal, Lim Choo Min and Jasjit S. Suri

Heart rate variability (HRV) study refers to the characterization and
measurement of changes in heart rate. Disease and affliction influence the
heart rate, and therefore, the pattern and range of heart rate variability
(HRV) contain important information about the robustness of health and
type of disease. Classification based on features that capture the spread
and pattern of this parameter can provide useful insight about the type
and intensity of the affliction.

There are two main approaches for analysis: time domain analysis of HRV
for standard deviation of normal to normal intervals (SDNN); and frequency
domain analysis for power spectrum density (PSD). By 1991, frequency
domain measures, based on the fast Fourier transform or similar mathematical
analyses, had been applied to 24-hour Holter recordings, with seemingly even
better results [1]. Large datasets of Holter recordings began to be collected,
especially by the group at St. George’s in London who developed their own
geometric measures of HRV that could be applied to Holter recordings without
the requirement of painstaking and exacting characterization of all interbeat
intervals [2]. By the mid-90’s, there were a number of studies verifying the
predictive value of HRV in various cardiac patient populations, and the Task
Force of the European Society of Cardiology and the North American Society
of Pacing and Electrophysiology had issued a set of formal recommendations
for the measurement and clinical uses of HRV [3]. The analysis tools derived
from time and frequency domains were the main focus of that report, but in
recent years new developments flourished in the field of nonlinear dynamics
and deterministic chaos [4–12].

In 1982 Kobayashi and Musha have reported on the frequency dependence
of the HRV power spectrum a in normal young man [13]. In 1995, CK Peng and
colleagues proposed a novel non-linear measure of HRV called the short-term
fractal scaling exponent [14]. Unlike many of the other proposed non-linear
measures, this new measure was relatively straightforward to compute and
not hampered by any mathematical assumptions.
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A nonlinear deterministic approach appears to be more appropriate to
describe more complex phenomena, showing that apparently erratic behav-
ior can be generated even by a simple deterministic system with nonlinear
structure [15,16].

It is therefore not surprising that a specific subtype of nonlinear dynam-
ics, chaos theory and fractals, has recently been applied to the study of HRV
signal. Initially it was assumed that chaotic fluctuations could explain cardiac
electrical activity during atrial or ventricular fibrillation. Later, it was pro-
posed that the fluctuations of heartbeats during normal sinus rhythm could
be partially attributed to deterministic chaos and that a decrease in this type
of nonlinear variability could be observed in different cardiovascular diseases
and before ventricular fibrillation [3, 15,16].

The importance of the biological time series analysis, which exhibits typi-
cally complex dynamics, has long been recognized in the area of non-linear
analysis. Several features of these approaches have been proposed to detect
the hidden important dynamical properties of the physiological phenomenon.
As the statistical characteristics of biological signals often change with time
and are typically both highly irregular and non-stationary in many cases, such
analysis is complicated. The nonlinear dynamical techniques are based on the
concept of chaos and it has been applied to many areas including the areas
of medicine and biology [17–20]. The theory of chaos has been used to de-
tect the cardiac arrhythmia such as ventricular fibrillation [21]. Efforts have
been made in determining nonlinear parameters like correlation dimension for
pathological signals and it has been shown that they are useful indicators of
pathologies. Methods based on chaos theory have been applied in tracking
HRV signals and predicting the onset events such as Ventricular Tachycardia
and congestive heart failure situations [22]. A novel method based on phase
space technique to distinguish normal and abnormal cases has been proposed
for cardiovascular signals [23]. The technique has been extended here to iden-
tify the abnormalities of different types.

A complex system like cardiovascular system is not linear in nature and by
considering it as a nonlinear system can lead to better understanding of the
system dynamics. Recent studies have also stressed the importance of nonlin-
ear techniques to study HRV in both health and disease. The progress made in
this field using measures of chaos has attracted scientific community applying
these tools in studying physiological systems, and HRV is no exception. There
have been several methods of estimating invariants from nonlinear dynami-
cal systems reported in the literature. Fell et al and Radhakrishna et al have
tried the nonlinear analysis of ECG and HRV signals respectively [24,25]. Also,
Paul et al showed that coordinated mechanical activity in the heart during
ventricular fibrillation may be made visible in the surface ECG using wavelet
transform [26]. Sun et al [27] have proposed an arrhythmia detection tech-
nique using nonlinear techniques by taking ECG as the base signal. Khadra
et al [28] have proposed a classification of life-threatening cardiac arrhythmias
using wavelet transforms. Later, Al-Fahoum et al [29], have combined wavelet
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transformation and radial basis neural networks for classifying life-threatening
cardiac arrhythmias. Then, Mohamed et al [30] have studied features based on
nonlinear dynamical modeling in ECG arrhythmia detection and classification.
Acharya et al, have explained all the different types of linear and non-linear
techniques, available for the analysis of heart rate signals [31]. They have also
classified the HRV signals using ANN and Fuzzy equivalence relation into four
groups [19]. Dingfie et al have classified cardiac arrhythmia into six classes
using autoregressive modeling [32].

Power spectral analysis of beat-to-beat heart rate variability (HRV) has
provided a useful means of understanding the interplay between autonomic
and cardiovascular functionality. Mager et al, have developed an algorithm
that utilizes continuous wavelet transform (CWT) parameters as inputs to
Kohonen’s self-organizing map (SOM), for providing a method of clustering
subjects with similar wavelet transform signatures [33]. Maja et al, have ana-
lyzed human blood flow in the time-frequency domain, and used the wavelet
transform (Morlet) which gives good time resolution for high frequency
components and good frequency resolution for low-frequency components [34].
Recently, continuous wavelet transform (using Morlet wavelet as mother
wavelet) for different cardiac arrhythmias was proposed [35]. Hisa et al, have
used Morlet mother wavelet to evaluate the performance of frequency power
spectrum during QRS in intraventricular conduction abnormalities (IVCA)
[36]. They have observed that there is reduction of the low frequency power in
IVCA and the increased power and number of peaks in high frequency range
in IVCA with MI.

This chapter uses the heart rate variability as the base signal for the linear,
frequency, nonlinear and wavelet analysis. Eight different classes have been
analyzed in this chapter and the range of linear, frequency and nonlinear
parameters are tabulated below.

16.1 Data Used for Analysis

ECG data for the analysis was obtained from MIT-BIH arrhythmia database.
Prior to recording, the ECG signals were processed to remove noise due to
power line interference, respiration, muscle tremors, spikes etc. The R peaks of
ECG were detected using Tompkins’s algorithm [37]. The number of dataset
chosen for each of the eight classes is given in Table 16.1. Each dataset consists

Table 16.1. Number of subjects in various groups

Type Normal PVC CHB SSS LBBB Ischemic/ AF VF
Dilated

Number of
datasets

60 60 20 20 40 20 35 45
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of around 10,000 samples and the sampling frequency of the data is 360 Hz.
The interval between two successive QRS complexes is defined as the RR
interval (tr−r seconds) and the heart rate (beats per minute) is given as:

HR = 60/tr−r (16.1)

A brief description of the eight different kinds of cardiac states are
discussed in Chapter 1.

16.2 Methods Used for Analysis

The heart rate is analyzed in the time domain, in frequency domain, using
nonlinear parameters and wavelet transformation. Its detailed analysis is given
below.

16.2.1 Time Domain Analysis

Six standard measures are SDNN, SENN, SDSD, RMSSD, pNN50% and HRV
triangular index [3] are used for this work. The results of the time domain
analysis are tabulated in Table 16.2.

16.2.2 Frequency Domain Analysis

Frequency domain analysis is carried out using AR (Autoregressive) method
for this work. The Burg method is used to get the AR model parameter. In
this work the order of the AR model is taken as p = 16 [38–40].

Table 16.2. Range of statistical parameters for various classes

TYPE NSR PVC LBBB AF VF CHB SSS ISCH- p
EMIC value

SDNN 28.7± 432.± 30.6± 254.85± 22.4± 81.4± 274.85± 103.2± 0.051
msec 25.32 8.91 11.48 57.48 14.066 49.47 74.69 151.79
SENN 4.11± 55.6± 3.92± 20.8± 1.71± 2.7± 10.51± 3.73± 0.082
msec 4.01 18.66 0.70 004.29 1.10 1.62 3.26 5.46
SDSD 32.2± 714± 32.8± 467.9± 31.0± 99.9± 369.08± 3.73± 0.071
msec 24.5 156.1 6.17 155.65 22.23 67.95 87.7 5.46
RMSSD 31.9± 708± 32.5± 466.4± 30.9± 99.8± 368.81± 140.7± 0.052

msec 24.2 152.0 6.17 155.21 22.17 67.92 87.62 24.62
pNN50 7.01± 40.8± 4.41± 48.4± 7.52± 12.5± 35.1± 2.48± 0.071

% 11.6 18.14 2.18 0.73 13.03 14.8 10.3 3.83
TINN 5.34± 9.33± 7.53± 5.21± 7.02± 2.49± 14.57± 4.57± 0.034

3.13 3.25 2.55 0.47 2.13 0.53 4.13 1.69
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16.2.3 Nonlinear Methods of Analysis

The nonlinear parameters like correlation dimension (CD), largest Lyapunov
exponent (LLE), Hurst exponent (H), SD1/SD2 of Poincare plot, approximate
entropy (ApEn), fractal dimension, and α slope of detrended fluctuation
analysis have been used in this study.

16.3 Results

The result of statistical analysis, frequency domain analysis, and nonlinear
analysis of the heart rate variability for various types of cardiac abnormalities
are listed in Tables 16.2–16.4 (p < 0.09) respectively.

The statistical parameters SDNN, SENN, SDSD, RMSSD, pNN50% and
TINN have bigger value for the classes like PVC, SSS, and AF due to
higher RR variation. And for the slowly varying signal like CHB, LBBB and
Ischemic/dilated cardiomyopathy, these parameters will be lesser because of
the smaller RR variation.

In the frequency domain, ratio of low frequency to the high frequency is
high for the complete heart block (CHB) and Ischemic/Dilated cardiomyopa-
thy abnormalities are high, because the RR variation is very small. This RR
variation will be more (as compared to the normal) in the case of left bundle
branch block (LBBB), atrial fibrillation (AF), sick sinus syndrome (SSS), Pre-
ventricular contraction (PVC) and ventricular fibrillation (VF). Hence, this
ratio will be more. So, for the abnormal cases, this ratio either decreases or
increases from the normal range.

In this chapter, we have evaluated non-linear parameters SD1/SD2, ApEn,
LLE, α slope, CD, H, FD, for the analysis of various cardiac abnormalities.
And the results of these were subjected to ‘ANOVA’ test with more than 89%
confidence interval giving excellent ‘p’ values in all cases.

For the normal subjects shape of the plot is an ellipse and lies at the center
of the quadrant and this position and shape of the plot shifts depending on
the abnormality. The pattern of Poincare plots of HRV data, its position and
ranges of SD1/SD2 values are unique for particular type of cardiac abnormal-
ity. SD1/SD2 shows the ratio of short interval variation to the long interval

Table 16.3. Range of frequency domain parameters for various classes

TYPE NSR PVC LBBB AF VF CHB SSS ISCHEMIC p
value

LF/HF
0.86± 1.34± 0.24± 0.54± 0.28± 1.15± 0.41± 2.99± 0.072
0.33 0.53 0.17 0.56 0.19 0.34 0.21 1.21

#[Tables 16.1–16.3, are reprinted with permission from Rajendra Acharya U,
Kannathal N, S.M. Krishnan “Comprehensive analysis of cardiac health using heart
rate signals” Physiological Measurement Journal, UK, vol. 25, 2004, pp. 1130–1151]
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Table 16.4. Range of nonlinear parameters for various classes

TYPE NSR PVC LBBB AF VF CHB SSS ISCH- p
EMIC value

∝-slope
0.77± 0.27± 0.43± 0.13± 0.34± 0.54± 0.55± 0.97± 0.076
0.076 0.014 0.11 0.043 0.022 0.034 0.013 0.11

SD1/SD2
0.80± 1.42± 0.7± 2.98± 1.13± 0.64± 0.96± 0.59± 0.011
0.16 0.54 0.20 1.56 0.47 0.024 0.32 0.37

ApEn
1.75± 1.51± 1.47± 1.57± 1.09± 0.97± 1.57± 0.76± 0.065
0.077 0.091 0.137 0.23 0.173 0.15 0.097 0.065

CD
3.58± 2.29± 3.20± 2.58± 2.90± 2.72± 2.35± 3.30± 0.032
0.23 0.099 0.415 0.033 0.039 0.139 0.448 0.142

LLE
0.50± 0.62± 0.47± 0.56± 0.42± 0.17± 0.82± 0.193± 0.056
0.058 0.003 0.044 0.112 0.036 0.011 0.102 0.066

HE
0.611± 0.873± 0.643± 0.796± 0.706± 0.748± 0.821± 0.654± 0.081
0.019 0.032 0.011 0.043 0.021 0.011 0.023 0.021

DHiguchi 1.36± 1.19± 1.31± 1.21± 1.27± 1.24± 1.21± 1.32± 0.072
(FD1) 0.043 0.043 0.032 0.036 0.039 0.042 0.021 0.024
DKatz 1.58± 1.31± 1.53± 1.39± 1.46± 1.41± 1.36± 1.52± 0.046
(FD2) 0.016 0.019 0.021 0.023 0.021 0.033 0.011 0.017

variation. This ratio is more in the case of PVC, AF, SSS and VF due to more
variation in the RR interval. But, this ratio falls (below normal) for the slowly
varying signals like CHB, Ischemic/dilated cardiomyopathy.

The importance of ApEn lies in the fact that it is measure of the disorder in
the heart rate signal. It is a measure, quantifying the regularity and complexity
of time series. It has higher value in the case of normal and SSS subjects and
it falls as the RR variation decreases. Hence, the ApEn will have smaller value
for cardiac abnormal cases, indicating smaller variability in the beat to beat.
But, for SSS this RR variation will be higher than the normal subjects.

Largest Lyapunov exponent’s (LLE) quantify sensitivity of the system to
initial conditions and gives a measure of predictability. This value decreases
for slowly varying signals like CHB and Ischemic/dilated cardiomyopathy and
will be higher for the other cases as the variation of RR is more.

The fractal scaling (∝) for the normal subjects (healthy young) is closer
to 1, and this value falls in different ranges for various types of cardiac
abnormalities. This slope is low for highly varying signals like PVC, LBBB,
AF andVF. But for rhythmically varying signals like SSS, CHB and
Ischemic/Dilated cardiomyopathy this value is slightly higher (comparable
to 1).

The CD gives the measure of the spread of the phase space. This value is
high for the normal subjects (CD = 3.58 ± 0.23) due to the high variation in
the HR. This value gradually falls as the heart rate variability decreases. In the
case of PVC, SSS, AF and VF the variability is more. But these variations are
sometimes periodic or rhythmic. Hence, the CD value is lower than the normal
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subjects. These values are lower for CHB, Ischemic/dilated cardiomyopathy,
LBBB subjects due to reduced heart rate variability between consecutive heart
rate values.

The Hurst-exponent that characterizes the nonstationary behavior of the
signals is calculated. From Table 16.4 it can be seen there is clearly a neg-
ative correlation between the values of correlation dimension and Hurst
exponent. This is the expected behavior of a stochastic system with power-
law spectra, D2 = max (1-H2, M), where M is the embedding dimension.
Increase in the value of the Hurst exponent indicates less complexity and
more synchronization. The cardiac abnormalities like AF, SSS, VF, PVC,
CHB, Ischemic/dilated cardiomyopathy have slightly higher values as com-
pared to the normal heart rate. This is because of the presence of the inherent
rhythm in these heart rate data.

FD2 = 1.41 ± 0.033 slightly low value, indicating low variation in the
heart rate data. In Ischemic/Dilated cardiomyopathy, the variation between
the consecutive heart rates is low (FD1 = 1.32 ± 0.024 and FD2 = 1.52 ±
0.017). For Sick Sinus Syndrome – III (SSS – III), the FD is low (FD1 =
1.21 ± 0.021 and FD2 = 1.36 ± 0.017) indicating the inherent periodicity,
for Atrial Fibrillation (AF) has too much variation in the heart rate data
(FD1 = 1.21 ± 0.036 and FD2 = 1.39 ± 0.011). During Ectopic beat variation
in the heart rate is high (FD1 = 1.19 ± 0.043 and FD2 = 1.31 + −0.019).
And, for the Normal subjects have variation in their heart rates (FD1 =
1.36 + −0.043 and FD2 = 1.58 + −0.016). This value is high due to the high
variation in the heart rate. The FD for the subjects with LBBB (FD1 =
1.31 ± 0.032; FD2 = 1.53 ± 0.021) is slightly less then normal subjects. The
FD (FD1 = 1.27 ± 0.039; FD2 = 1.46 ± 0.021) for subjects with VF is high
due to high variability. But, however it is less than the normal subjects. For
normal subjects, the FD is high due to the variation being chaotic. And for
CHB and Ischemic/dilated cardiomyopathy, this FD decreases because the
R-R variation is low. And for AF and SSS, LBBB, VF this FD value falls
further, because the R-R variation becomes erratic or periodic respectively.

The resulting phase space plot and corresponding wavelet scalograms, for
various types of diseases are shown in Figs. 6.6–16.16. In the CWT plots
shown, white color indicates high value of (wavelet) coefficient and black
corresponds to low value. As can be seen in the figures, the patterns show
continuity in the patterns indicating a continuous variation of heart rate. For
Normal cases, the heart rate is continuously varying. Hence the phase space
plot is spread randomly at the center of the plot (Fig. 16.2). The CWT pattern
appears to be flowery and regular (Fig. 6.6). In the Ectopic beat abnormality;
there would be a sudden impulsive jump in the heart rate. This may be due
to a Pre-Ventricular beat in the ECG signal. This is indicated as a sudden
surge of radial white lines in the CWT plot (Fig. 6.6), and spikes (ectopic
beats) in the phase space plot (Fig. 16.4). The black patches indicate the
Bradycardia and the rest is normal. In the Atrial Fibrillation (AF), heart rate
signal records highly erratic variability; this is depicted as sudden changes in
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Fig. 16.1. CWT plot of normal heart rate

Fig. 16.2. Phase space plot of Normal subject CD = 3.58± 0.23

colors (Fig. 6.6). These abrupt changes in the heart rate are shown clearly
in the phase space plot by a big spread in the phase space plot (Fig. 16.6).
In Complete Heart Block (CHB) cases as the A V node fails to send elec-
trical signals rhythmically to the ventricles, the heart rate remains low. The
pattern is predominantly red (low coefficient value) with very little change
in color intensity (Fig. 6.6). The phase space plot reduces almost to a point,
indicating very little change with time (Fig. 16.8). In SSS – III (Sick Sinus
Syndrome – III, Bradycardia-Tachycardia) there is a continuous variation of
heart rate between Bradycardia and Tachycardia, which shows up by way of
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Fig. 16.3. CWT plot of ectopic beat

alternating patches of black (Brady) and colored (Tachy) patterns (Fig. 6.6).
The phase space plot spreads over a larger area (Fig. 16.10). In the case of Is-
chemic/Dilated cardiomyopathy, the ventricles are unable to pump out blood
to the normal degree. Here the heart rate variation is very small. Correspond-
ingly, the color variation too is gradual and periodic (Fig. 6.6). The resulting
phase space plot looks like a small spread in the phase space plot (Fig. 16.12).
Heart rate variation in LBBB is not as high as in normal subjects. Hence, the
CWT plot (Fig. 6.6), resembles that of the normal CWT. The phase space
plot is a spread smaller than the normal subjects (Fig. 16.14). The variation
of the heart rate in VF is high and rhythmic. The CWT plot of VF (Fig. 6.6)
resembles that of the Ischemic/Dilated cardiomyopathy indicating rhythm in
the heart rate. The resulting phase space plot is shown in Fig. 16.16 and it is
spread at the top corner of the plot due to the high heart rate values.

16.4 Discussions

Results of statistical, geometric, frequency domain, time-frequency and non-
linear parameters have been discussed in detail in the previous sections. Con-
ventionally, heart rate fluctuation has been assessed by calculating indices
based on statistical operations on RR intervals (means and variance). The
most widely used time domain indices are the average heart rate, SDNN and
RMSSD. All the time domain measure indices could be affected by artifacts
and outliers, and these measures therefore require data from which artifacts
and ectopic beats have been carefully eliminated.

Geometrical methods present RR intervals in geometric patterns and tri-
angular index. Poincare plots have been used to derive measures of heart rate
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Fig. 16.4. Phase space plot of subject with ectopic beat CD = 2.29± 0.099
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Fig. 16.5. CWT plot of AF heart rate

signals. This triangular index had a high correlation with the standard devi-
ation of all RR intervals, but it is highly insensitive to artifacts and ectopic
beats, because they are left outside the triangle.

Experience with frequency domain analysis over the past two decades
strongly suggests that it represents a unique, noninvasive tool for achieving a
more precise assessment of autonomic function in both the experimental and
clinical settings. Available studies indicate that the significance of the HF
component is far better understood than that of the lower frequency compo-
nents. Respiratory pattern also can significantly influence HF power. The use
of controlled breathing minimizes these problems, improves reproducibility of
test findings, and also facilitates quantitative comparisons. The situation with
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Fig. 16.6. Phase space plot of subject with AF CD = 2.58± 0.033
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Fig. 16.7. CWT plot of CHB heart rate

respect to LF power is more complicated because it is modulated by both sym-
pathetic and parasympathetic outflows as well as by other factors, including
baroreceptor activity. Therefore, LF analysis per se cannot afford a precise
delineation of the state of sympathetic activation. The meaningful determina-
tions of VLF and ULF power may be difficult because decrease in frequency
to such low levels are associated with an increasing propensity to violate the
rules governing power spectral determinations, violations that diminish relia-
bility despite the most sophisticated preprocessing. It is also noteworthy that
the reliability of spectral power determinations diminishes with decrease in
the power of the signal and of the signal-to-noise ratio.
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Fig. 16.8. Phase space plot of subject with CHB CD = 2.72± 0.139
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Fig. 16.9. CWT plot of SSS III heart rate

The wavelet transform has become a valuable analysis tool due to its ability
to elucidate simultaneously both spectral and temporal information within the
signal. This overcomes the basic shortcoming of Fourier analysis, which is that
the Fourier spectrum contains only globally averaged information, so leading
to location specific features in the signal being lost.

There is increasing evidence to suggest that the heart is not a peri-
odic oscillator under normal physiologic conditions [41], and the commonly
employed moment statistics of heart rate variability may not be able to de-
tect subtle, but important changes in heart rate time series. Therefore several
new analysis method of heart rate behavior, motivated by nonlinear dynamics
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Fig. 16.10. Phase space plot of subject with SSS III CD = 2.35± 0.448
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Fig. 16.11. CWT Poincare plot of Ischemic/Dilated Cardiomyopathy heart rate

and chaos theory, have been developed to quantify the dynamics of heart rate
fluctuations [41,42].

Heart rate ApEn has demonstrated the capacity to predict atrial
arrhythmias, including spontaneous [43] and postoperative atrial fibrillation
after cardiac surgery [44], and to differentiate ventricular arrhythmias [45].
Heart rate ApEn is decreased in infants with aborted sudden infant death
syndrome [46]; among adults, postoperative patients with ventricular dysfunc-
tion [47] and healthy individuals infused with endotoxin [48] exhibit reduced
heart rate ApEn.

The detrended fluctuation analysis technique is a measurement which
quantifies the presence or absence of fractal correlation properties and has
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Fig. 16.12. Phase space plot of subject with Ischemic/Dilated Cardiomyopathy
CD = 3.30± 0.142
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Fig. 16.13. CWT plot of LBBB heart rate

been validated for time series data [49]. It was developed to characterize fluc-
tuations on scales of all lengths. The self-similarity occurring over a large
range of time scales can be defined for a selected time scale with this method.
The fractal scaling (∝) for the normal subjects (healthy young) is closer
to 1, and this value falls in different ranges for various types of cardiac
abnormalities. This slope is very low for very highly varying signals like PVC,
LBBB, AF and VF. But for rhythmically varying signals like SSS, CHB and
Ischemic/Dilated cardiomyopathy this value is slightly higher (comparable
to 1) [20]. The Lyapunov exponent is a quantitative measure of separation of
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Fig. 16.14. Phase space plot of subject with LBBB CD = 3.20± 0.415
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Fig. 16.15. CWT plot of VF heart rate

the divergence of the trajectories from their initial close positions. The mag-
nitude of this exponent indicates the intensity of the chaotic system. This
value decreases for slowly varying signals like CHB and Ischemic/dilated car-
diomyopathy and will be higher for the other cases as the variation of RR is
more [20].

When the heart rate is steady and unchanging, the phase-space plot
reduces to a point, but otherwise, the trajectory spreads out to give some
patterns on the screen. The pattern that emerges can be interpreted for finer
details – such as whether the heart rate is periodic, chaotic, or random etc.
A Correlation Dimension factor is defined to obtain a quantitative measure
of the nature of trajectory of the phase space plot. It has higher values for
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Fig. 16.16. Phase space plot of subject with VF CD = 2.90± 0.039
#[Fig. 16.2, Fig. 16.4, Fig. 16.6, Fig. 16.8, Fig. 16.10, Fig. 16.12, Fig. 16.14, Fig. 16.16,
are reprinted from Rajendra Acharya U, Kannathal N, S.M.Krishnan “Comprehen-
sive analysis of cardiac health using heart rate signals” Physiological Measurement
Journal, UK, vol. 25, 2004, pp. 1130–1151]

normal heart rate signals and this value falls as the beat to beat variation
falls [20]. Hurst Exponent is the measure of the smoothness of a fractal time
series based on the asymptotic behavior of the rescaled range of the process.
The cardiac abnormalities like AF, SSS, VF, PVC, CHB, Ischemic/dilated
cardiomyopathy have slightly higher values as compared to the normal heart
rate. This is because of the presence of the inherent rhythm in these heart
rate data.

Nikhil Iyengar et al, have applied DFA to the normal heart rate variability
signal [50]. Recently, Echeverria et al [51], have applied detrended fluctuation
analysis to the normal and Congestive Heart Failure (CHF) subjects. Short
range correlation αs value is low in the abnormal signals. Similarly, the long
range correlation αl values are more for the normal signal indicating the frac-
talness in the data and this range decreases as the subject grows old. The α
slope and FD quantifies the variability in the heart rate data. This will have
high value for normal subjects and decreases in different ranges for the various
abnormalities.

16.5 Surrogate Data

The purpose of surrogate data is to test for any nonlinearity in the original
data. Nonlinear indices such as ApEn are computed for several surrogate data
series. Their values are compared with the nonlinear index computed for the
original index [52]. The demonstration of significant difference in nonlinear
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indices between the original and surrogate data are in keeping with the pres-
ence of nonlinear dynamics in the original data.

Surrogate data have Fourier decomposition with the same amplitudes as
the empirical data decomposition but with random phase components. This
is obtained using the Chaos Data Analyzer. 20 sets of surrogate data are
generated for each of the eight classes. ApEn is obtained for both the orig-
inal and surrogate data sets. We found that, the surrogate data ApEn and
original data ApEn, are different from each other by more than 50%. The
similar procedure is repeated for Correlation Dimension. The surrogate data
Correlation Dimension and original data Correlation Dimension are different
from each other by more than 58%. This rejects the null hypothesis and hence
the original data contain nonlinear features.

16.6 Conclusion

Heart rate variability (HRV) signal can be used as a reliable indicator of heart
diseases. Ever since the birth of ‘non linear science’ chaoticians of physiology,
biomedical engineering and theoretical biology are searching for meaningful
chaotic parameters in physiological processes. Here we have evaluated linear
parameters and nonlinear parameters: SD1/SD2, ApEn, scaling exponent, cor-
relation dimension and LLE. And the results of these were subjected to ‘t’
test with more than 90% confidence interval giving significant ‘p’ values in
all cases. The importance of ApEn lies in the fact that it is measure of disor-
der in the heart rate signal. For the more regular and predictable heart rate
values like complete heart block and ischemic/dilated cardiomyopathy type
of abnormalities, the lower is the ApEn. On the other hand for the normal
subjects where the heart rate is more random, ApEn has higher value. Hence
the ApEn is used to find the unpredictability of fluctuations in the heart rate
signals. This value decreases for the abnormal cardiac beats. ApEn for various
types of cardiac disorders are listed in this chapter. Similarly, Correlation Di-
mension, LLE, FD and the scaling exponent ∝ decreases as the R-R interval
decreases. In this work, we have proposed a set of ranges for these linear and
nonlinear parameters for various cardiac abnormalities.

A CWT scalogram of HRV signal can provide a visual pattern, which may
provide considerable insight into the nature and pattern of the disease. The
scalogram pattern is dependent upon the type of the wavelet used for analysis;
which is not examined in this chapter.
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Soft Tissue Biomechanics of the Left
Ventricular Myocardium

E.Y.K. Ng, Dhanjoo N. Ghista, Reginald C. Jegathese and Jian-Jun Shu

Large ventricular pumping and perfusion are interrelated. This chapter
presents a perspective of biomechanical modeling of fluid perfusion through
Left Ventricular (LV) myocardium, based on its fundamental constitutive
relations.

17.1 Introduction

Myocardial perfusion is the flow or forced passage of blood through the coro-
nary arteries to the heart myocardium. If cardiac pumping efficiency (contrac-
tility) increases, then cardiac output increases, and also myocardial perfusion
increases. Herein, we are presenting the biomechanics of the myocardium and
of its blood perfusion. In so doing, we have attempted to provide a quantita-
tive insight into the perfusion process, and of how the various parameters of
the process influence it, by means of fundamental processes and equations of
mass, momentum and energy balances.

There is a need for estimating how myocardial perfusion is influenced by
LV wall stress, because it has a direct bearing on LV pumping efficiency.
Myocardium is the functional (parenchymal) tissue that endows the heart
with its ability to pump blood. Coronary circulation is the supply to the
myocardium with its own network of vessels, the left and right coronary ar-
teries, which originate at the base of the aorta and branch out to encircle the
myocardium.

In this chapter the focus is on the application of porous medium theory
to myocardial perfusion. The flow of fluid through a porous medium depends
upon its permeability (and porosity), which in the case of the myocardium
also depends on the myocardial stress, due to intra-ventricular pressure. Since
these physical factors are strongly altered in disease states, models describing
the heart as a stressed porous material may shed some light on the etiology
of example heart failure. In such a model one has to analyze the combined
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continuous interaction of important parameters that relate to myocardial per-
fusion as compliance, contractility, resistance-to-filling, and resistance-to-flow.

Below, we first will review briefly the literature on soft tissue mechanics
and physiological aspects of myocardial perfusion. Then we will present a
model of myocardial perfusion based on flow through stressed porous media,
and use it to analyze myocardial perfusion.

17.2 Previous Research on Soft Tissue Biomechanics

It is a major challenge to include variations in LV myocardial contractility,
resistance and compliance simultaneously in one single model. Such a model is
needed since time varying elastance has a major effect on coronary perfusion
[1–3]. Many studies can be found focusing on certain specialized aspects, as
indicated in Fig. 17.1.

Figure 17.2 describes how the LV myocardial perfusion is interdependent
on those LV myocardial perfusion [4–6], calculation of pressure and flow dis-
tributions in the myocardium.

17.2.1 Model Developments for Analyzing Myocardial Perfusion

The major research approaches to myocardial perfusion can be summarized
in Table 17.1. The theory of flow through stressed porous medium was pre-
sented by Darcy [7], Biot [8], Fung [9, 10] and Hunter [11]. Mow et al [12]
have analyzed the soft tissue [13] behavior in an articular cartilage, cornea,
intervertebral disc tissues, based on a continuum (biphasic) mixture theory,
for stress and strain, flow and pressure inside soft tissues. Humphrey [14]

Contractility
Resistance−to−
Filling

Myocardial
Perfusion

Compliance Resistance−to−
Flow

Fig. 17.1. Specialized areas for analyzing myocardial (soft tissue) properties
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Compliance
Resistance−to−
Flow

Resistance−to−
FillingContractility

Myocardial
Perfusion

Fig. 17.2. Proposed integrated model for analyzing myocardial (soft tissue)
properties

Table 17.1. Problems related to Myocardial Perfusion

Problems addressed References

Continuum Mechanics Fung [10], Hunter [11], Humphrey [39]
Constitutive Law Criscione [24], Bischoff [16], Huyghe [15]
Soft Tissue mechanics Meroi [26], Almeida [40], Ehlers [41], Gu [13]
Elastic properties Oosterhout [17], Simon [42], Carcione [43]
Porous Media Parker [29], Naili [44]
Permeability Vaughn [14]
Fiber property Pao [34], Nielsen [35], Stevens [45], Prinzen [36]
Poroelasticity Coussy [33], Boer [30], Barry [31], Laible [46]
Myocardial Function McCulloch [47], Winslow [48]
Myocardium Equivalent Lipscomb [49]
Perfusion Mechanics Vankan [27], Schonbein [37]
Perfusion Validation Mazhari [50]
Myocardial Dysfunction Lemmon [38]
Intramyocardial pump model Bruinsma [20], Spaan [21]

has analyzed stresses and strains in soft biological tissues based on contin-
uum mechanics [15], taking into account the nonlinear elasticity of micro-
structural tissue [16,17]. The work by Kajiya et al presents the function and
the microcirculation of the coronary arteries [18,19]. Bruinsma et al [20] have
provided a model wherein intramural vascular compliance and microvascular
resistance are coupled to intramural pressure, in order to explain the perfu-
sion differences to the heart on the basis of the intramyocardial pump model
of Spaan et al [21]. Smith et al [22] have developed a model of the coro-
nary circulation based on realistic anatomical data [23]. Therein, coronary
blood flow and pressure distribution where calculated using Navier-Stokes
equations to solve the mass and momentum conservation within this vascu-
lar structure. Criscione et al [24] developed a constitutive framework for the
myocardium as a high-strain, parallel fibrous laminar structure, and analyzed
the stresses and strains in it, in terms of the partial derivative function of
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the strain energy. FEA of poroelasticity equations (based on Biot’s theory)
has been carried out by Ferronato et al [25], for analyzing low speed flow
through porous media [26]. Vanakn et al [27, 28] also analyzed blood perfu-
sion through biological tissues, using FEA, their consideration of Reynolds
number, Poisseuille-flow and extended Darcy’s law has allowed for regional
fluid flow analysis. For fluid flow through poroelastic deformable medium,
theoretical and experimental analyses have also been performed by Parker
et al [29].

A more recent survey carried out by de Boer [30] has emphasized the
fundamentals of the porous media theory, where as Barry et al [31, 32] have
analyzed flow-induced poroelastic deformation, using exact analytical models,
their assumptions include homogeneous, isotropic and constant permeability,
with stress being linearly dependent on the strain. The deformation of the
porous tissue material is governed by elasticity theory, wherein the internal
body force is due to the pressure gradient of the fluid. Naturally, poroelsticity
of soft tissues [33] and fiber property [34–36] are important factors in influenc-
ing perfusion. In summary, the analysis of perfusion mechanics [37] provides
an aid to the myocardial function and dysfunction [38].

17.2.2 Myocardial Material Properties and Their Influence
on Perfusion

Figures 17.3 and 17.4 show the myocardium in a cross-section of the heart,
with structural details [51]. The coronary artery blood supply is the entry con-
dition for the myocardium whereas the venous return is the exit condition.
The physiological parameters such as stroke volume, cardiac output, end dias-
tolic volume, cardiac index, ejection fraction, LV wall stress and work together
influence the LV pumping efficiency and myocardial perfusion [52].

The Young’s modulus for biological tissue varies with the stress acting
on it, in contrast to engineering materials wherein it remains constant.

Sinus Node

AV Node

Bundle of HIS

Right Bundle Branch

Atrium

Left 
Bundle
Branch

Myocardium

Ventricles

Fig. 17.3. Myocardium in the cross-section of the heart [44]
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Fig. 17.4. Myocardium and detailed view in a cross-section of the heart [51]

By studying the morphological, structural and mechanical properties of soft
tissues, the mechanical stresses in the myocardium can be analyzed. The stiff-
ness (stress vs. strain) property of the myocardium varies throughout the
cardiac cycle, but in a pressure load dependent manner. The challenge is to
formulate the effective moduli of porous media based on strain energy consid-
erations. In this regard the reader can refer to the classical introduction by
Fung [9] in the 1980’s on the material properties of living biological tissue.

In a recent study, Kakavas and Anifantis [53], indicated some of the crit-
ical parameters influencing the material properties of porous media, includ-
ing micromechanical morphology, matrix material behavior, and the applied
load range. The different material properties vary from linear elastic to in-
compressible hyper elastic. In another such study by Naili et al [44, 54, 55],
consideration was given to the incompressible solid and fluid phases for ana-
lyzing the poroelastic behavior and micro structural parameters of deformable
poroelastic medium, with specific applications for soft biological tissues like
myocardium. Also, more extensive analysis on poroelastic behavior have been
carried out by DiSilvestro et al [55], based on theory of mixtures applied to
multiphase continuum. The use of poroelastic FEM [46] has enabled estima-
tion of soft tissue material properties as a function of displacement or strain.

Accurate material property simulation [56] and identification [57] can
enable perfusion analyses on poroelastic tissues [58] during active and passive
states [59–61]. Bischoff et al [16] developed a constitutive model to charac-
terize the material properties exhibiting hyper elastic orthotropic mechanical
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behavior, and compared the theoretical results with experimental values for
uniaxial and biaxial test conditions. In summary, the material properties of
the myocardium and its dynamic stiffness properties are factors that influence
perfusion.

McCulloch et al [47] have analyzed the transmural stress and strain dis-
tributions and its effect on myocardial blood flow, ischemia and hypertro-
phy; therein, the need for three-dimensional strain distributions to completely
describe the regional mechanics of myocardium has been emphasized. The
importance of fibrous-sheet microstructure of myocardium has also been
presented by Stevens et al [45] based on anatomically accurate FEMs; their
focus was on fiber and sheet orientation of the myocardium. The optimized
fiber orientations in the free wall, half-way between the apex and base, vary
from approximately −60 degrees to 90 degrees, with the mid-wall fibers close
to circumferential. The sheet orientations varied from −45 degrees at the
subendocardium to −135 degrees at the subepicardium relative to a radically
oriented vector. The transmural stress distributions were found to be within
physiological range, when fiber and sheet orientation was optimized to mini-
mize the stress.

Ehlers et al [41] have concentrated on the relation between finite dynamic
equations based on Biot’s theory and the concept of volume fractions. The
variation in perfusion in these models occurs due to the effects of resistive
forces, pressure gradient [62] and stresses affecting contractility [63], exten-
sional and torsional strains [64]. In their work, Reza et al [63] modeled the
stress tensor as the sum of active and passive stresses, based on the fiber
coordinates. The active force generation was based on steady-state length-
dependent tension developed in the fiber. The passive stresses were defined
using an exponential strain-energy function. Figure 17.5 presents the distribu-
tion of stress in a thick-walled cylindrical model of the LV. This figure provides
evidence as to why myocardial permeability is minimal in the endocardium
and myocardial infarcts occur on the inner wall.

A significant contribution by Almeida et al [40, 65] has been the imple-
mentation and testing of a biphasic soft tissues with a transversely isotropic
hyper-elastic solid phase, in their work, to solve the nonlinear biphasic gov-
erning equations, including the effect of strain-dependent permeability and
a hyper-elastic transversely isotropic solid phase under finite deformation,
the mixed-penalty and velocity-pressure FEM formulations have been used.
Lipscomb et al [49] have done interesting research by developing a myocar-
dial tissue equivalent, by combining quantitative analysis of mechanical and
biological properties, the feasibility of their methodology has been demon-
strated from the results of the contraction experiments. In order to understand
the structure-function relationship of the complex behavior of soft biological
tissues, a visual exploration tool has been simulated by Winslow et al [48].



17 Biomechanics of the Left Ventricular Myocardium 383

stress

stress

strain
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Fig. 17.5. Non-uniform strain and stress distribution in a thick-walled blood vessel.
Stress and strain are higher in the inner wall than outer wall [9]

17.2.3 Myocardial Continuum Mechanics Approach for Analyzing
Perfusion

Earlier works on continuum mechanics, initiated by Humphrey [39], focused
on the behavior of soft tissue based on theories of elasticity, porous media and
porous mixtures. The basic conservation laws by Darcy [7] and Biot [8] have
defined the theory of deformation for a porous viscoelastic anisotropic solid.
In earlier works of Seagrave [88], Fung [9] and Mow [12], some progress was
made but in a very problem specific way. Humphrey [89] has attempted to
provide some in-depth analysis to address a more general approach.

The theoretical importance of active contractile forces, during the growing
stage of cardiovascular system, has been indicted by Taber [90, 91] and is
characterized by growth, volumetric changes , remodeling, and morphogenesis.
The theory of porous media was further extended by Huyghe et al [15,92] to
analyze the fluid and structure interaction between tissue stress and blood
perfusion in the cardiac muscle, for which they applied a FE model.

The relation between ventricular wall stress distribution, and coro-
nary blood flow [93] in cardiac hypertrophy has been analyzed by Costa
et al [94]. Their analysis focused on large elastic deformations of ventri-
cular myocardium, using three-dimensional FEM based studies on cylin-
drical and spherical coordinates. In other work by Costa et al [95] prolate
spherical coordinates were used to analyze a fully converged non-symmetric
three-dimensional higher-order FE model of the passive LV. Their main
emphasis was how to use high-order cubic Hemite interpolation functions to
improve computational efficiency and accuracy of numerical stress and strain
solutions.
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Table 17.2. Numerical methods for the analysis of myocardium

Main Objective Problems addressed References

Mathematical
Model

Flow Amini [96], Perktold [97]

Numerical
Method

Poroelasticity Mercer [98], Barry [31,32], Rappitsch
[99], Ng [5,6]

Finite Element
Analysis

Finite Strain Costa [94, 95], Levenston [106], Ng
[100]
Gallagher [101], Vankan [28], Kwan
[102]
Laible [46], Simon [104]

Error Analysis Soft tissue mechanics Waldman [107], Afif [108], Donzelli
[109]

Table 17.2 presents the works on mathematical models [96, 97], numeri-
cal methods [98, 99], finite element analysis [91, 101, 102] and error analy-
sis. The study based on porohyperelastic constitutive theory, using Eulerian
and Lagrangian forms of description, has been carried out by Simon et al
[42,103–105] using Finite Element Method (FEM). An augmented Lagrangian
formulation to enforce the saturation and incompressibility constraint-related
to soft biological tissue has been used by Levenston et al [106]. Also pointed
out are errors during measurement of strain distribution affect stresses and
myocardial properties [107–109].

We also need to mention the numerical method proposed by Hon et al [110],
using a simple meshless collocation algorithm to approximate the solution of
the governing system of continuity, momentum and constitutive equations for
the triphasic model. The macroscopic characteristics of the heart structure has
been analyzed by Masood et al [111] to study LV contractility and function,
with transmural gradient of perfusion observed across the heart wall.

Humphrey’s work [39] on theoretical framework and characteristics of
soft tissues, based on continuum biomechanics (finite elasticity, membrane
theory, viscoelasticity, mixture theory, growth and remodeling and thermo-
mechanics). Specifically, the paper has dealt with solid-fluid coupling, to study
the elasto-dynamics of an intracranial secular aneurism, distended by a pul-
satile blood pressure while surrounded by cerebrospinal fluid.

17.2.4 LV Diagnostics

When we discuss the LV, the question of LV diagnostic methods naturally
arises. The importance of non-invasive diagnostic methods has been analyzed
extensively in the books developed by Ghista et al [66, 67]. These works deal
with (i) cardiac assessment technology, involving echocardiography, dyysler
echocardiography, apexcardiography, and phonocardiography, and (ii) diag-
nostic processes, involving mathematical modeling of ECG-based diagnosis,
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compartmental analysis of the circulatory system by radio cardiogram, infor-
mation calculus in non-dimensional parametric characterization of pulse-wave
propagation, and indices for characterizing LV pumping efficiency.

In the work by Senda [71], a non-invasive method of measuring LV con-
tractility in terms of max (dp/dt) of the LV by Doppler echocardiography
has been used. A new index of cardiac contractility proposed is given by,
max(dp/dt) = ρc max(du/dt), where ρ is the blood density, c the pulse wave
velocity and u the flow velocity in the aorta. This method relies on imag-
ing technologies and provides a reasonable approximation, of data obtained
from in-situ experiments. Xiao et al [72] developed a computational method
providing the relationship between arterial pressure and flow velocity. When
applied to the aorta, it can indirectly provide a measure of LV contractility.
The key parameters in their method were characteristic length, wall stiffness,
heart rate, peak LV elasticity, end diastolic volume, and systemic vascular
resistance.

The movement of soft tissue and fluid occurs simultaneously in the LV,
and that complicated the resulting cardiac fluid dynamics, as indicated as a
major problem by McQueen et al [73]. The unsteady behavior of biological
fluid, [74–77] in blood vessels [78,79] occurs during stages such as LV ejection
[80, 81]. Simulation models [82, 83] and computational models [84] allow one
to analyze the fluid dynamics [85] and fluid-structure interaction [86] behavior.
Many studies have been carried out for the analysis of fluid inside LV chamber,
but very few on the perfusion phenomena based on porous material theory.

The responses of the tissue forces and the physiological conditions dur-
ing LV diastolic function have been analyzed by Lemmon et al [87]. They
have solved the fluid mass and momentum conservation equations, using semi-
implicit method for pressure equations. They have developed a computational
model for the analysis of the blood-tissue interaction, and applied it to the
analysis of thin-walled models of the heart. They have adopted an implicit
moving boundary method for fluid-structure simulation of the interaction of
the blood and cardiac structures in a beating heart.

17.2.5 Muscle Perfusion Modeling

Regional perfusion [50] varies over the different regions and with diastolic
time fraction, and is further altered by disease processes such as myocardial
infarction and ischemia [112–115]. For load acting on a tissue, an earlier study
by Donkelaar [116] has shown the relation between perfusion and tissue pres-
sure during contraction on skeletal muscle. A similar behavior in myocardial
tissue has been analyzed and observed with the adoption of vascular water-
fall theory [117], demonstrating rise in local venous resistance when intra-
muscular pressure exceeds the local intravascular pressure. This theory was
somewhat challenged by the intramyocardial pump model, which explained
that the intramural vascular volume never reached a steady state within a
heart beat [21].



386 E.Y.K. Ng et al.

In order to quantify and visualize [118–120] myocardial regions at risk,
Halman et al [120] presented a model relating myocardial perfusion to func-
tion; this involves combination of cardiac data obtained by tomographic and
angiographic methods. The use of computer graphics in model-based and
image-based methods may be very helpful in these types of studies, especially
when it comes to patient specific modeling [122–125,128].

The ventricular wall stress distribution, which is a principal factor govern-
ing myocardial properties [93] and coronary blood flow (and cardiac hypertro-
phy) has been analyzed by Costa et al [94]. Their analysis has involved large
elastic deformations of resting and active ventricular myocardium, using three-
dimensional FEM based on cylindrical and spherical coordinates. The analysis
has been carried out for incompressible, nonlinear elastic, fibrous anisotropic
materials, wherein the nonlinear mechanical properties of myocardium were
described by a hyperelastic strain energy function. The governing equations
were derived using general curvilinear coordinates, capable of handling cylin-
drical and spherical polar coordinates.

Another work by Costa et al [95] has used prolate spherical coordinates
to analyze a fully converged non-symmetric 3D high-order FE model of the
passive LV. Their main emphasis was to use high-order cubic Hermite in-
terpolation functions, to improve computational efficiency and accuracy of
numerical stress and strain solutions. Then, there is the work of Donkelaar
et al [116] who computed spatial fluid flow within a blood compartment driven
by a spatial gradient in fluid pressure. They found that during contraction
the organization of vessels in the skeletal muscle was important for capillary
perfusion.

Figure 17.6a shows the finite element mesh of the medial gastrocnemius
muscle. Therein, thin lines indicate contractile elements, thick lines represent
aponeurosis elements and dotted lines indicate the muscle fiber direction. The
arrows indicate the locations where the arterial (Pa = 15 kPa) and venous
(Pv = 0.6KPa) blood pressures are described. Figure 17.6b shows the capillary
flow through the muscle at rest (A, B) and during contraction (C, D) in
simulation SIM1 (A, C) and SIM2 (B, D). At rest perfusion is identical (A, B)
in capillary flow. During contraction, flow decreases in the distal muscle in
simulation SIM1 (C) but not in SIM2 (D). Figure 17.6c shows the pressure
distribution in skeletal muscle.

In Hron’s approach to the muscle tissue consists of muscle fibers and capil-
lary blood vessels aligned in one direction [126,127]. The extra-cellular matrix
and interstitial fluid are limited in their movements. The model was tested
by experiments of a muscle specimen with biaxial stretching, whereby per-
fusion occurs simultaneously through the capillaries. Figure 17.7a shows the
schematic view of this biaxial stretching experiment Fig. 17.7b presents the
undeformed and deformed configuration in two dimensions. Figure 17.7c and
Fig. 17.7d show the finite element grid of the solid and its fluid velocity field.
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Fig. 17.6. Perfusion analysis on skeletal muscle during contraction [116]

17.3 Integrative Model

We have developed an analytical model of the myocardium to analyze LV
perfusion mechanisms and distribution, and this model includes compliance,
contractility, resistance-to-filling, and resistance-to-flow. The model is based
on flow through a stressed porous medium, based on Darcy’s law for flow
through porous tissue.

To simulate a tissue in active and passive state, one needs to simulate for
both stressed condition (as a function of pressure force at either end) as well
as stress free condition due to the resistance to flow. The governing (Navier-
Stokes) equations, adapted for the analyses, are well established and being
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a. Perfusion geometry [58 ] b. Boundary conditions [58 ]
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Fig. 17.7. Perfusion through soft tissue capillaries consists of muscle fibers and
capillary blood vessels aligned in one direction [126]

widely used in soft tissue mechanics. Equations (17.1 to 17.8) consider the
phenomena of flow through a porous medium as well as its elastic proper-
ties. Table 17.3 summarizes the steps in analyzing the poroelastic solid-flow
interaction.

Continuity equation:

∇ • (φsus + φfuf ) = 0 (17.1)
φs + φf = 1 (17.2)

Momentum equations:

∇ • σs + bs = 0 (17.3)
∇ • σf + bf = 0 (17.4)

Constitutive equations:

σs = −φspI+ σ̃s (17.5)
σf = −φfpI (17.6)

Effective solid stress:
σ̃s = Bstr (Ts) I+ 2μses (17.7)
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Table 17.3. A Typical Flow Chart of Poroelastic Fluid-Structure Analysis

Darcy’s law:
�bs − �bf =

μf

κ
(φf�uf − φs�us) (17.8)

where the subscripts s and f refer to the incompressible, elastic solid phase and
incompressible, viscous fluid (blood) phases respectively; ∇: gradient operator;
φ: volumetric concentration; �u: velocity vector of solid; σ: partial stress; �b:
diffusive body force vector; p: hydrostatic pressure; I: identity tensor; σ̃s:
effective solid stress tensor; Bs: elastic bulk modulus; tr (•): trace operator
that yields first invariant of its tensorial argument; Ts: solid strain tensor; μs:

elastic shear modulus; es = Ts − 1
3
tr (Ts) I: deviatoric component of solid

strain tensor; μf : fluid dynamic viscosity; κ: permeability.
In our situation, we assume that φf >> φs (i.e. φf → 1, φs → 0). The Eqs.
(17.1) to (17.8) may be rewritten as:

Continuity equation:
∇ • �uf = 0 (17.9)
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Momentum equations:

∇ • σs +�bs = 0 (17.10)

∇ • σf +�bf = 0 (17.11)

Constitutive equations:

σs = σ̃s (17.12)
σf = −pI (17.13)

Effective solid stress:
σ̃s = Bstr (Ts) I+ 2μses (17.14)

Darcy’s law:
�uf =

κ

μf

(
�bs −�bf

)
(17.15)

Inserting Eqs. (17.10) to (17.13) into Eq. (17.15), the Darcy’s law becomes:

�uf = − κ

μf

(
∇p −�bs

)
(17.16)

or
�uf = − κ

μf
(∇p + ∇ • σ̃s) (17.17)

In Eq. (17.16), since the body force �bs is a field force (∇ × �bs = 0 in the
Eq. (17.21)), �bs can be rewritten as �bs = ρf∇Ω, where ρf is the fluid density
and Ω is the potential.

The above equations enable us to analyze the behavior of (i) incompress-
ible, elastic solid phase and (ii) incompressible, viscous fluid phase. The equa-
tions [127] can handle 2D and 3D geometric shapes as presented in Fig. 17.8.
The loadings and the boundary conditions have to be appropriately taken into
account. For analysis, the bulk blood velocity is given by Darcy’s law, under
the assumption that the pores are small and interconnected.

V = −κ

μ
(∇p − ρ∇Ω) (17.18)

where Ω – potential for body forces bi.

bi = ∂Ω
/

∂xi (17.19)

Rewriting V gives,

V = −κ

μ
ρg

(
∇
(

p

ρg

)
− 1

g
∇Ω

)
= −κρg

μ
∇φ (17.20)
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a) 2D rectangular model

c) 3D cuboid element

e) 3D bellow hemispherical model

[IN: Fluid Inlet; OUT: Fluid Outlet; P: LV chamber pressure]

b) 2D annular region

d) 3D annular ring element
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Fig. 17.8. Various LV myocardium perfusion models approximations with load
conditions (IN: blood inlet; OUT: blood outlet; P: LV chamber pressure)

The pressure-head is given as,

φ =
p

ρg
− Ω

g
(17.21)

Darcy’s law is generally expressed in terms of hydraulic conductivity,

C =
−κρg

μ
(17.22)

which gives (from Eqs. 17.20 to 17.22):

Vi = −C
∂φ

∂xi
(17.23)

For an incompressible blood, ∇ •V = 0, and the pressure-head φ satisfies

∇ • (C∇φ) = 0 (17.24)



392 E.Y.K. Ng et al.

Table 17.4. Parameters used for analysis of myocardium tissue [18]

Parameter description Value

Density 1000 kg/m3

Acceleration due to gravity (g) 9.81m/s2

Dynamic Viscosity (μ) 0.00015N.s.m−2

Permeability (k) 1× 10−15 m2

LV Wall Thickness (t) 10mm
Mean Inlet Pressure (pin) 100.0mmHg (13.3 kPa)
Mean Outlet Pressure (pout) 30.0mmHg (3.9 kPa)
Mean LV Chamber Pressure (p1) 10.0mmHg (1.3 kPa)

For an anisotropic medium,

Vi = −Cij
∂φ

∂xj
(17.25)

For this analysis, the last estimated value for Vi gives the velocity. Table 17.4
summarizes the parameters used for the analysis of myocardial tissue [18].

17.3.1 Analysis

The flow analysis of annular shaped LV model has been carried out by con-
sidering the inlet and outlet of blood flow at distant locations as well as at
adjacent locations. Figure 17.9a presents a LV wall segment cross-sectional
slice, with inlet and outlet of blood flow indicated. In a normal human heart,
there exists three arterial supplies (inlet) and three venous returns (outlet).
This can be modeled using three sets of inlet and outlet to match the physical
model. For our simulation purpose, we need to analyze only one sector of the
model, since the geometry exhibits symmetry. Two different sets of simula-
tions are conducted. In the first set of simulation, we perform both stress-free
and stressed boundary conditions with inlet and outlet as shown in Fig. 17.9b.
For the second set of simulation, we define a sector with input adjacent to the
output as shown in Figs. 17.9c and 17.9d.

Figure 17.10a shows the annular model and the numbering of boundary
conditions (BCs) with inlet and outlet at a distance. Figure 17.10b shows the
computed pressure distribution. Figures 17.11a and 17.11b depict the velocity
distribution and streamline pattern, for the model in Fig. 17.9b. In general,
the axial flow is dominant in the periphery of myocardial wall segment, but
the normal flow is significant in the locations near the inlet and outlet due
to the pressure variation effect at entry/exit. The pressure is uniform in the
middle region, but non-uniform near the inlet and outlet, which is consistent
with the velocity vector plots.

The geometry and numbering of BCs for the case with inlet adjacent
to outlet are included in Fig. 17.12a. Figure 17.12b shows the pressure
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Pin

Pin

Pout

Pout

(b)(a)

(d)(c)

Fig. 17.9. LV sectional myocardial perfusion models, with different locations of
inlet and outlet

distribution. Figure 17.13a shows the associated velocity distribution, and
Fig. 17.13b gives the velocity streamline plot. The pressure is uniform far
away from the entry/exit region, but non-uniform near inlet and outlet,
which is consistent with the velocity vector plots. The poroelastic behavior
as described above has been obtained using Darcy’s law for soft tissues.

17.3.2 Applications

A failing heart assisted by an artificial vasculature allows it to eject at normal
volumes, augmentates coronary perfusion, reduces wall tension, and improves
cardiac mechanical and metabolic parameters as compared to conventional
ventricular assist support. The porous models developed may be useful in
the future to predict these improvements. Visualization of 3-D perfusion in a
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Fig. 17.10. LV annular myocardial wall model (with inlet, pin = 100mmHg, and
outlet, pout = 30mmHg, at a distance), depicting pressure variation (kPa) inside
the segment

patient’s heart may be very helpful in clinical decision making. The construc-
tion of the LV as a mathematical FEM model, close to the shape of the actual
LV may be suitable for simulating the deformation of the heart during the
cardiac cycle. The results can be used to visualize the stress and strain across
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a. Velocity variation in annular model

b. Streamline pattern in annular model

Fig. 17.11. LV annular myocardial wall segment model having flow configuration
& conditions as in Fig. 17.10, a) velocity (max. vector of 0.9m/s), b) streamline

the LV myocardium and simulate the diseased condition of the heart. This
interactive virtual model is useful for wide range of simulation studies that
can help in fields such as clinical treatment planning, manufacture of artificial
hearts and to study heart diseases.
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Fig. 17.12. LV annular myocardial model (with inlet, pin = 100mmHg, and outlet,
pout = 30mmHg, adjacent to each other), depicting pressure variation (kPa) inside
the segment

17.4 Conclusion

In this chapter, a review has been provided of literature and methods directed
to understanding myocardial perfusion in porous materials. A specific biome-
chanical model has been derived to show a fluid perfusion through LV my-
ocardium, based on its fundamental constitutive relations. Some results of the
porous model have been presented to demonstrate the importance of location
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c. Velocity variation in annular model

d. Streamline pattern in annular model

Fig. 17.13. LV annular myocardial model having flow configuration & conditions
as in Fig. 17.12, a) velocity (max. vector of 0.88m/s), b) streamline

of inlet and outlet points to its vascular bed. This porous model has been
provided to analyze the effects of local stress and strain (Eqs. 17.7 & 17.14)
on perfusion of the capillary bed.

In order to improve on the benchmark of numerical methods one should
also include in the model analytical approaches to model elements as much
as possible. The challenge will be to account appropriately for true tissue
properties. We foresee that in the end such a model will be very useful not
only in understanding the biological heart but also engineered heart muscle.
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Wavelets and its Application in Cardiology

Jayachandran E S, Paul Joseph K

Wavelet theory is associated with building a model for a signal or a system
with a set of special signals called wavelets. Wavelets are “small waves” which
are oscillatory with fast decaying to zero in nature. Fourier Transform is a kind
of signal representation which makes use of infinitely supported sinusoidal
signals where the time localization of the signal is not achieved. Short Time
Fourier Transform (STFT) or a windowed Fourier Transform provides some
degree of localization in time, but the resolution is fixed. But wavelet trans-
form provides time and frequency localization at various levels. Here wavelets
are used to approximate a signal. Each element in a wavelet set is constructed
from a single function called the “mother wavelet”. Each element is a scaled
and translated version of the mother wavelet. Thus the given signal is broken
down into scaled and translated forms of wavelet, the process being called
wavelet decomposition or wavelet transformation [1–4]. The reconstruction of
the signal from the Wavelet transform is the Inverse Wavelet Transform.

Such an analysis and representation is useful in the processing of seismic
signals, image processing, signal compression, acoustics, control systems, bio-
signal analysis etc. where time localization is essential. This chapter deals with
a brief theory of the wavelet transforms and a few applications specific to the
analysis of ECG signals.

18.1 The Fourier Transform

For a signal f(t), a square integrable function i.e. f(t) ∈ L2(R), the Fourier
Transform (FT) is defined by

F(ω) =
∞
∫

−∞
f(t) e−jωt dt (18.1)

thus decomposing the signal into its frequency components. The inverse
relationship is
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f(t) = 1/2π
∞
∫

−∞
F(ω) e jωt dω (18.2)

Equation 18.2 can be interpreted as expressing f as a combination of harmonic
waves, e−jωt. Here we can achieve well localization in frequency. But we do
not have any information on the time at which a particular frequency com-
ponent appears. A windowed FT or STFT provides both time and frequency
localization. For example, a large value of the transform near a time ‘t’ and a
frequency ‘ω’ implies that the signal ‘f’ contains a large component frequency
‘ω’ near that time ‘t’.

18.2 Short Time Fourier Transform

For obtaining the frequency contents of a signal at some desired location in
time ‘b’, the given f(t) is windowed by multiplying with a suitable window
function w(t) shifted to exist near ‘b’. i.e. fw(t) = f(t) w(t-b). Then the FT is
taken [Fig. 18.1].

{STFTw f}(b, ζ) =
∞
∫

−∞
f(t) w∗

b,ζ(t)dt (18.3)

Where
wb,ζ(t) = w(t − b) e jζt

By changing ‘b’ we can slide the window to cover the entire signal. Thus the
frequency content of the signal at different localization in time ‘b’ can be
found. This is termed as ‘Running Window Fourier transform’.

Time (t)

Frequency (ω)

ζ1

ζ2

b1 b2

Fig. 18.1. Time – frequency localization
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The Inverse STFT can be expressed as

f(t) = 1/2π
∞
∫

−∞
ejζt dζ

∞
∫

−∞
{STFT} w∗(t − b) db (18.4)

If we impose the time-frequency localization in a time-frequency plane, we get
the plot as shown in Fig. 18.2.
See that the time window width is fixed and hence the resolution1.

18.3 Continuous Wavelet Transform (CWT)

In wavelet theory, the scaling and translation operators act simultaneously on
the mother wavelet function. (Affine operation). [The name wavelet, mean-
ing little wave, came from the study of short duration seismic acoustic wave
packets.] Performing affine operation on the mother wavelet creates a set of
scaled translated versions of original mother wavelet. This is called a wavelet
set. The mother wavelet is called the kernel of the wavelet transform.
The Continuous Wavelet Transform (CWT) of a function f(t) with respect to
a mother wavelet Ψ(t) is given by

[WΨf(t)](a,b) =
∞
∫
∞

f (t)(1/
√

a)Ψ∗((t − b)/a)dt = WΨf(a,b) ; a = 0 (18.5)

Here a function ‘f’ in ‘t’ is transformed into another function in ‘a’ and ‘b’.
A wavelet coefficient WΨ f(a,b) at a particular scale and translation represents
how well the signal ‘f’ and the scaled and translated mother wavelet match;
or the coefficient represents the “degree of correlation” between the functions
at a particular scale and translation.
The following conditions are to be satisfied for the function Ψ(t) to behave as
a wavelet.

Average value ∫ Ψ(t) dt = 0; C-1

∫ |Ψ (t)|2 dt = 0; energy signal; C-2

CΨ =
∞
∫

−∞
|Ψ(ω)|2/| ω| dω < ∞ C-3

�= 0 : admissibility condition for wavelet.

If we define Ψa,b (t) as the translated and scaled version of Ψ (t), then

Ψa,b (t) = (1/
√|a|) Ψ ((t − b)/a)

The multiplication with 1/
√| a | is to satisfy the second condition C-2. (Nor-

malizing — ‖Ψ‖ = 1)
So WΨ f(a,b) = 〈f(t), Ψa,b(t)〉 CWT as the inner product. The concept of
CWT is shown in figure below (Fig. 18.2).
1 ∗A function can not be limited in time and frequency simultaneously. The figure
of merit of a time-frequency window is its time frequency width product which is
bounded below by uncertainty principle, ΔtΔω ≥ 1/2.
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Scale a

Translation b
t

ω0

ω

Δω

Fig. 18.2. Time frequency tiling

18.3.1 The Inverse Continuous Wavelet Transform (ICWT)

The expression for ICWT is obtained from the resolution of identity given by

∞
∫

−∞
(1/a2)

∞
∫

−∞
〈f1(t), Ψa,b(t)〉〈Ψa,b(t), f2(t)〉 db da = CΨ〈 f1(t), f2(t)〉 (18.6)

where f1(t), f2(t), Ψ(t) ∈ L2(R) and Ψ(t) satisfies the admissibility condition.
Letting f1(t) = f(t) and f2(t) = δ(t-T) will yield the ICWT

f(t) = (CΨ)−1 ∫a−2 ∫ WΨf(t)(a,b)Ψa,b (t) db da (18.7)

Note that the CWT produces a 3 dimensional plot with a, b and WΨf on the
respective axes. It is a surface with ‘a’ and ‘b’ as independent variables.
The signal energy in the wavelet transform representation is given by

E(f) = (CΨ)−1 ∫a−2 ∫ | WΨ f(t)(a,b)|2 Ψa,b (t) db da (18.8)

18.4 Discrete Wavelet Transform (DWT)

In practice CWT is less often employed. Most of the computer implementa-
tions utilize the Discrete Wavelet Transform or DWT. Here the independent
variable ‘t’ of the function is not discretized; rather the transform variables ‘a’
and ‘b’ are discretized. The transform then is often referred to as Continuous
time wavelet series.
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The scaling parameter ‘a’ is discretized as a = pj, j ∈ Z. and p = 0.
If p = 2, it is called dyadic sampling.
Then the wavelet function will take the form

Ψj,k = 2−j/2 Ψ(2−j t − k) where k = 2−j b j, k ∈ Z (18.9)

Then the DWT will be a 2 dimensional sequence of numbers, W(j, k). The
time–scale resolution is shown in Fig. 18.2.

The size of each rectangle in the Fig. 18.2 is decided by a particular scaled
and translated wavelet. Each rectangle represents the simultaneous time–scale
resolution corresponding to each scaled and translated wavelet. For a fixed
scale, the resolution cell size is identical for all translations. For each block
along the frequency axis, the Q = ω0/Δω remains the same. Moving up in the
scale results in higher time resolution and poor frequency resolution. Going
down results in higher frequency resolution and poor time resolution. Also
each resolution cell represents a discrete wavelet coefficient in the wavelet
domain [1–4]. It is equivalent to decomposing the signal into different fre-
quency bands at different time intervals, by passing the signal through a bank
of constant Q filters.

18.5 Multi Resolution Analysis (MRA)

The Multi Resolution analysis (MRA) is the most important part of the the-
ory of wavelets. This forms the building blocks for the construction of scaling
functions and wavelet functions. Meyer and Mallat developed the idea of
MRA. Here the function consisting of slow and rapid variations is decom-
posed, level by level, (scaling) into an approximation part and a detailed
part. The approximation part is taken care off by the scaling function and
the detailed part is taken care off by the wavelet function. For achieving the
approximation, which is equivalent to a low pass action, we should have the
scaling function which should satisfy the requirement

∫ Φ(t) dt = c, a constant or c = 1; Φ(t) ∈ L2(R)

The approximation operation done by Φ(t) at various scales generates a nested
sequence of function spaces.

. . . . . . .V3 C V2 C V1 C V0 C V−1 . . . . . . . . . . . . . . . . . . . L2(R)

Where Vj: vector space of functions on L2(R).
Let Φ(t) and its integer translates Φ(t− k), k ∈ Z form a set of basis vectors
to span the linear space V0. Since Φ(t) has the low pass characteristics, Φ(2t)
and its integer translates Φ(2t − k), k ∈ Z form a set of basis vectors to
span the space V−1. Every vector in V0 now can be represented as a linear
combination of Φ(2t) and its translates.
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Φ(t) =
∑
k

ck Φ(2t − k) (18.10)

This is a 2 scale difference equation and is termed as a ‘refinement equation’
for the scaling function. Note that the function Φ(t) is represented as the
combination of its own scaled translates Φ(2t− k). The vectors in V−1 which
are orthogonal to the vectors in the approximation space V0 will lie in the
detail space W0. Obviously the vectors in W0 are generated by wavelet func-
tion Ψ(t) acting on V−1. Again since W0 C V−1, the wavelet function Ψ(t)
can be represented as a combination of the basis vectors of V−1.

Ψ(t) =
∑
k

dkΦ(2t − k) (18.11)

For an orthogonal wavelet decomposition,

V−1 = V0 + W0 (direct sum)

at the first decomposition level.

V0 = V1 + W1 (direct sum)

Generally
Vj−1 = Vj + Wj (direct sum)

and
Vj⊥Wj,

where Vj and Wj are the approximation and detail spaces at the jth decom-
position level.
If our signal space under consideration is V0, then after j levels of decompo-
sition,

V0 = Vj + Wj + Wj−1 + Wj−2 . . . . . . .. + W1 (direct sum)

This is usually pictorially represented as given below (Fig. 18.3).
Thus for an orthogonal wavelet system the following equations hold good.

〈Φ(t),Φ(t − k)〉 = δ0,k ie ∫ Φ(t)Φ(t − k) dt = δ0,k = 1, k = 00, k = 0 (18.12)
〈Φ(t),Ψ(t − k)〉 = 0 (18.13)
〈Ψ(t),Ψ(t − k)〉 = δ0,k (18.14)

Now consider equations 10 and 11. Since the decomposition to V0 from V−1 is
a low pass operation, the coefficients ck of the 2 scale difference equation (10)
should form a low pass filter. Similarly since the wavelet function represents
the detailed space, the coefficients dk of the 2 scale difference equation (11)
should form a high pass filter.



18 Wavelets and its Application in Cardiology 413

V0

V1 W1

V2 W2

Vj Wj

Fig. 18.3. Vector space decomposition of signal in space V0 with wavelet function
up to jth level. V1,V2, . . . ..Vj: approximation spaces; W1, W2, . . . Wj: detail spaces

From the orthogonality relations it can be shown that

|H(ω)|2 + | H(ω + π)|2 = 1 (18.15)
|G(ω)|2 + |G(ω + π)|2 = 1 (18.16)

where

H(ω) = 1/2
∑
k

ck e −jωk DTFT of sequence{ck}

G(ω) = 1/2
∑
k

dk e −jωk DTFT of sequence {dk}

These equations are the “power complementarity relations” in filter bank the-
ory [2].
The approximation ability of the wavelet system is still decided by the regu-
larity of the wavelet and scaling functions. In other words it depends on the
number of vanishing moments of the wavelet function.

∫ tkΨ(t) dt = 0; k vanishing moments. (18.17)

All these conditions and equations will form the basic requirement for the con-
struction of scaling and wavelet functions and the computation of the wavelet
transforms. Mallat algorithm provides one method for the computation of the
wavelet transform.
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The above mentioned method is for constructing orthogonal wavelet system.
There are semi orthogonal and bi-orthogonal systems which are very much
useful in specific applications.

18.6 Some Applications

ECG analysis usually involves the detection of QRS complex and determining
beat to beat time and frequency parameters. For clinical purposes it is also
usually required to detect T wave as in the case of QT interval analysis and
ST segment analysis. Detecting and separating these waves can be a difficult
task, especially in the case where the bandwidths of the QRS waves change
from beat to beat or overlap with the bandwidth of the T, or even P waves.
Furthermore the morphologies of the waves making up the ECG may differ
greatly from normal ECGs. Additionally noise may degrade the signal to such
a degree that it is difficult to distinguish the ECG. Furthermore, baseline
wander may make the detection of T waves and their offsets more difficult as
the spectrum of the baseline may overlap with that of the T waves. Most fre-
quency components of the baseline wander are usually below 0.5 Hz although
these may extend to even higher frequencies. The American Heart Association
(AHA) recommends that if a high-pass filter were used to remove the baseline
wander, the cut-off frequency of such filter should not exceed 0.05 Hz [15].
A filtering stage prior to the detection of the T wave and its offset does not
guarantee avoiding the spectrum of the baseline interfering with the spectrum
of the T waves, and in some cases also with that of broad P waves. Various
methods are being used for the analysis of ECG, wavelet being one among
them. Since Wavelet transform can give good time and frequency informa-
tion simultaneously, it provides a better tool for ECG analysis overcoming
the limitations of frequency analysis by filtering. More over the ability of the
wavelet to correlate or approximate with the ECG signal makes it extensively
useful in the morphological analysis of ECG. A properly selected wavelet can
produce wavelet transform coefficients at different scales corresponding to var-
ious frequency components of ECG.

The popular way of frequency analysis of the ECG signal has been the
Fourier transform usually performed by the fast Fourier transform (FFT)
algorithm. Since the wavelet transform (WT) uses wavelet functions that have
time-widths adapted to each frequency as window, it is believed to be better
than FFT for analyzing the time-frequency characteristics limited to QRS
waves [5–7]. Takeshi et al have developed a method based on the wavelet
transform for analyzing the frequency power spectrum during the QRS inter-
val of patients with abnormalities such as the myocardial infarction (MI),
the bundle branch block or the paced beat IVCA: intraventricular conduction
abnormalities with or without MI [8].

Vincet et al have compared the respective yields of Fourier and wavelet
transforms in analyzing heart rate variability during dynamic changes in
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autonomous nervous system balance induced by atropine and propranolol [9].
Fourier and wavelet transforms were applied to sequences of heart rate inter-
vals in six subjects receiving increasing doses of atropine and propranolol.
At the lowest doses of atropine administered, heart rate variability increased,
followed by a progressive decrease with higher doses. With the first dose of
propranolol, there was a significant increase in heart rate variability, which
progressively disappeared after the last dose. Wavelet transform gave sig-
nificantly better quantitative analysis of heart rate variability than Fourier
transform during autonomous nervous system adaptations induced by both
agents and provided novel temporally localized information.

Nicholas et al have used wavelet packet analysis in denoising the digital
recording of the heart sounds in the detection of the heart murmurs [10].
Cavitation is known to cause blood element damage and may introduce
gaseous emboli into the cerebral circulation, increasing the patient’s risk of
stroke. Discovering methods to reduce the intensity of cavitation induced by
mechanical heart valves (MHVs) has long been an area of interest. Wavelet
analysis approach for analyzing MHV cavitation is studied [11].

Reduction in overall heart rate variability (HRV) associated with aging is
determined by a decreased amplitude of heart rate oscillations at all frequency
levels, including high frequency (HF) oscillations attributed to respiratory
sinus arrhythmia, low frequency (LF) oscillations attributed to Meyer waves
and very low frequency (VLF) oscillations of an uncertain origin, presumably
linked among others to thermoregulation. Wavelet transform have been used
to find the age-related changes of heart rate variability within independent
frequency components [12].

Baseline wander elimination is considered as a classical problem. Behzad
et al, have presented a wavelet based search algorithm using the energy of
the signal in different scales to isolate baseline wander from ECG signal [13].
Myocardial infarction (MI) is known to elicit activation of the autonomic
nervous system. Reperfusion, induced by thrombolysis, is thus expected to
bring about a shift in the balance between the sympathetic and vagal systems,
according to the infarct location. In this study, time-dependent spectral analy-
sis of HRV using the wavelet transform was used for explaining the patterns
of cardiac rate control during reperfusion [14]. Some applications of wavelet
for ECG signal analysis is discussed in the following section very briefly.

18.6.1 Decomposition of ECG signal

Wavelet Transform (WT) is made use of to detect the QRS complexes and
their onsets as well as the T waves and their offsets by decomposing the ECG
into different frequency bands controlled by a scaling parameter and looking
for the presence of the QRS complexes/T waves appearing at certain frequen-
cies. The method used to implement the wavelet transform makes use of low
pass and high pass filter banks. (The mother wavelets used in ECG analysis
should tend to resemble the ECG’s Morphology). One method is to use a
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quadratic spline mother wavelet. This mother wavelet is then used to create
a set of wavelets which are constructed by scaling and translating the mother
wavelet. The wavelet transform used can be considered to be an analysis filter
as it breaks a signal down into various components, also termed detailed sig-
nals, by low-pass filtering the signal at four different frequency bands before
high-pass filtering the signal to obtain the detailed signals. These detailed sig-
nals can be analyzed or operated on, instead of the original signal. The wavelet
transform generates a series of maximum-minimum pairs associated with the
PQRST waves that are distinct and different from artifacts. The maximum-
minimum pairs vary for each ECG wave and also for each scale. Thresholds
are needed to determine whether a maximum-minimum pair corresponds to
a QRS complex or a T wave. Such detailed signals are represented by the
transformed ECG signal at scales 2 to 4. Scales 2 and 3 were found to char-
acterize the ECG signals well enough for the detection of the QRS complexes
and their onsets whereas scales 2 and 4 were used for the detection of the T
wave and its offset [15].

The ECG signal is discretised. The wavelet transform is computed by
Mallat algorithm. The discrete time wavelet transform maps discrete finite
energy sequences to a 2-D discrete grid of coefficients. A specific structure
can be implemented, where time dilation is accomplished by simply dropping
every other sample of the signal under analysis (down sampling) for every
stage in the wavelet decomposition. The signal is convolved with the impulse
response of the high-pass filter. The scale parameter controls the rate of decay
of the mother wavelet, i.e. controls the size of the “analysis window” dictated
by the mother wavelet thus specifying the required shape in the ECG at
specified time points. The following figure (Fig. 18.4) represents the algorithm
for wavelet decomposition.
A quadratic spline function is used by C Gamo et al [15] as the wavelet for
the analysis. Its frequency characteristics and the frequency response of the
corresponding filters are given below.

Ψ(ω) = i ω
sin4(ω/4)
(ω/4)4

H(ω) = ejω/2 cos2(ω/2)
G(ω) = 4 ejω/2 sin(ω/2)

With these equations the wavelet transform is computed for various scales
using Mallat Algorithm. The onset and offsets of the characteristic wave
patterns were identified by the modulus maxima and minima of WT at
corresponding points. This method detects Q, R, S and T waves. The time
localization property of the transform allows taking measurements on the ST,
QT intervals thus making analysis easy and correct.
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Fig. 18.4. Illustration of Mallat Algorithm

18.6.2 Detection of Myocardial Ischemia

Myocardial Ischemia is reflected in the ECG as the T wave amplitude changes
ST deviation and even alterations in the terminal portions of QRS complex
(Fig. 18.5). The most important ECG change associated with ischemia is the
ST segment elevation or depression with depression being most common. Also
this can be along with T wave amplitude changes and even T wave inversion.
A long term monitoring of ECG data (usually 24hrs.) is required for the analy-
sis of the ECG signal where automatic detection is proved useful. The wavelet
transform method of analysis can be used to find the various characteristic
points on ECG and enables to take measurements thus making the analysis
easy and consistent.
Ranjith et al [16] used a quadratic spline wavelet which resembles an ECG
to find the wavelet transform coefficients at different levels. From these
coefficients ECG characteristic points are found out. The characteristic
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Fig. 18.5. Block schematic of the process

Fig. 18.6. Maxima and minima of WT

point–wavelet transform relationship can simply be explained by a small
example. For the wave in the Fig. 18.6, WT value at a scale 21 is plotted.

The wave’s rising edge corresponds to a negative minima and the trailing
edge corresponds to a positive maxima. The moduli of these maxima and
minima corresponding to the same edge are named as modulus maxima line.

For detection of R peak, the modulus maxima pair is located for the lowest
scale (maximum resolution), by fixing a threshold for detection. The maxima
minima pairs for other scales are located within the neighbourhood of these
maxima minima pairs. If the amplitudes of these are consistent compared to
that for the lower scale or it is increasing then the corresponding modulus
maxima minima pair is treated as one that corresponds to a true R peak.
From the modulus maxima pair of the R wave the beginning and end of first
modulus maxima before and after the modulus maximum pair are detected
within a time window. These correspond to QRS onset and offset points.

For T and P waves, since they have low frequency, WT at a coarser scale
24 is used to locate. T wave is detected in a window after the R wave and P
wave in a window before the R wave.

The T wave creates a pair of modulus maxima with a different sign on WT
at scale 24 within a time window after the detected R peak. The onset, peak
and offset of P wave can also be detected in a window before the R peak.
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Fig. 18.7. ECG characteristic points

For detecting T wave, a reference level is created by drawing a line seg-
ment between 2 or more onsets of P waves (or offsets) on ECG characteristic
points (Fig. 18.7). The deviation of the ST segment from this reference line
is calculated. Relative amplitude of T wave from this reference line can also
be found out. With this information we can check for the occurrence of an
ischemic episode. The two performance indices for ST-T change detection
algorithm are i] ST sensitivity (STse), an estimate of the likelihood of detect-
ing an ischemic episode and ii] ST positive predictivity (ST + P), likelihood
that the detection is a true ischemia event. With these performance measures,
Ranjith et al. could conclude that the WT method was superior over the con-
ventional Fourier Transform methods in the event detection. But the method
suffered from the larger number of computations required compared to the
FT or ANN methods.

18.6.3 De-noising ECG

ECG signals extracted from the body will be contaminated with different
types of noise whose presence will prevent a true diagnosis. ECG signals can
be contaminated from motion artifacts, 50 Hz signal interference from power
lines and random white noise signals. The purpose of de-noising is to reduce
the noise level in the ECG signal and to prevent signal distortion. The ability
of WT to analyse a signal with time and frequency resolutions makes it an
efficient tool for noise removal. Agante et al suggested [17] a method for the
removal of the random noise and 50 Hz noise using wavelet transforms. After
the selection of a suitable wavelet the noise removal process involves a soft
thresholding operation on the coefficients of the ECG wavelet decomposition.

The wavelet decomposition is done by Mallat algorithm using a bank of
filters as explained in the previous sections. The soft thresholding method is
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usually applied to the detail components of the decomposition tree (Fig. 18.4).
The detail level bearing the noise will vary according to the noise type and
sampling frequency. For white noise, most part of the noise coefficients are
in the D1 level while the power line signals lie in the D3 level usually for a
500 Hz sampling rate. If the coefficient value is less than a threshold level it is
considered to be a noise coefficient and therefore set to zero. After applying
the soft thresholding operation the signal is reconstructed by climbing up the
decomposition tree.

White noise typically has a normal distribution with zero mean and vari-
ance σ2. A threshold value for this noise is given by [17] tn = σ

√
[2 log(n)]

where σ is the standard deviation and n is the signal strength. The efficiency
of the process is dependant on the signal pattern studied and the type of
wavelet used. Agante et al [17] have found that the bi-orthogonal wavelet
gave a better performance in denoising QR and QRS morphologies.

18.6.4 Classification of Arrhythmias

The loss of the natural rhythm of heart is called arrhythmia. There are more
than 60 arrhythmias being identified and used for the diagnosis. Hence an
automatic detection and classification prove useful. The feature extraction
properties of the wavelets can be utilized along with an ANN classifier to
identify some arrhythmias (Fig. 18.8).
Krishna et al [18] proposed a method for this and is given in the block
diagram below.

Wavelet coefficients were found out by computing the wavelet transform
for different scales. Most of the energy of the ECG signal lies between 0.5 Hz
and 40 Hz. The wavelet coefficients at various resolution levels corresponding
to this frequency range is selected for classification. Krishna et al [18] have
selected 23 DWT coefficients which were termed as feature vector.
The segment of ECG signal 100 ms before and 150 ms after R wave is con-
sidered for analysis. The feature vector is computed and given to the NN for
classification. A feed forward NN with 2 hidden layers is selected which used
sigmoid activation functions and trained with back propagation algorithm.

ECG
signal

Pre-
processing

Feature
selection

NN
Classifier

NN
Training

Arrhythmia
classification

DWT

Fig. 18.8. ECG arrhythmia classifier
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It is then tested to check the classification efficiency and the method is able
to identify 12 arrythmias with about 95% accuracy.

18.7 Conclusion

We have discussed few applications of wavelet transform in the analysis of
ECG morphology. The applications of wavelets in EMG and EEG analysis
along with ECG are emerging fast and diverse. A lot of research is going on in
the ECG and EEG data compression with wavelets. Continuous monitoring
of bio-signals requires huge memory spaces in the computers associated with
data storage. Wavelets are used for compressing the data by virtue of its
multi resolution analytical capability. Wavelets have got many applications
in medical image analysis and compression. Since even a minute variations in
ECG can be indicative of the overall health of a person, the analysis of ECG
never ends and wavelets can be an efficient tool for more exact analysis, thus
helping doctors in diagnosis and treatment.

References

1. Young, R.K. (1993): ‘Wavelet, Theory and Applications’, Kluwer academic
Publishers.

2. Vetterli, M., Kovasevic, J. (1995): ‘Wavelets and subband Coding’, Pentice Hall.
3. Goswami, Chan,(1999): ‘Fundamentals of Wavelets-Theory Algorithms and

applications’ Willey-interscience publications.
4. Cohen, A., Kovacevic, J. (1996): ‘Wavelet, A mathematical background’, Invited

paper, Proceedings of IEEE, 84(4), pp. 514–522.
5. Morlet, D., Peyrin, F., Desseigne, P., and Rubel, P. (1993): ‘Wavelet analysis of

high-resolution signal-averaged ECGs in postinfarction patients’, J Electrocar-
diol., 26, pp. 311–320.

6. Zenda, N., Tsutsumi, T., Sato, M., Takeyama, Y., Harumi, K., and Wei, D.
(2000): ‘Computer simulation of notches on initial part of QRS complex in pati-
ents with anterior myocardial infarction’, In 2000 Electrocardiology, Ambroggi,
L.D. (2001): ‘Casa Editrice Scientifica Internazionale’, Roma, pp. 117–120.

7. Shimojima, H., Tsutsumi, T., Yanagisawa, F., Komukai, M., Zenda, N.,
Higashi, Y., Takeyama, Y., Okamoto, Y. (2003): ‘Application of wavelet trans-
form for analysis of QRS complex in intraventricular conduction abnormalities’,
Inter J of Bioelectromag., 5(1), pp. 279–281.

8. Takeshi, T., Daisuke, W., Hisa, S., Yukei, H., and Yoichi, T. (2004): ‘Ana-
lyzing Time-Frequency Power Spectrum Limited in QRS Complex Based on
the Wavelet Transform’, International Journal of Bioelectromagnetism, 6(1),
pp. 1–5.

9. Vincent, P., Jean, M.G., Serge, M., Anestis, A., Thierry, B., Frédéric, R.,
Frédéric, C., Luc, Q., Jean, R.L., and Jean, C.B. (1999): ‘Wavelet transform
to quantify heart rate variability and to assess its instantaneous changes’,
J Appl Physiol., 86, pp. 1081–1091.



422 Jayachandran E S, et al.

10. Andrisevic, N., Ejaz, K., Rios-Gutierrez, F., and Alba-Flores, R. (2005): ‘Detec-
tion of Heart Murmurs Using Wavelet Analysis and Artificial Neural Networks’,
Journal of Biomechanical Engineering, 127(6), 899–904.

11. Herbertson, L.H., Reddy, V., Manning, K.B., and Welz, J.P. (2006): ‘Wavelet
Transforms in the Analysis of Mechanical Heart Valve Cavitation’, Journal of
Biomechanical Engineering, 128(2), pp. 217–222.

12. Vigo, D.E., Guinjoan, S.M., Scaramal, M., Siri, L.N., and Cardinali, D.P. (2005):
‘Wavelet transform shows age-related changes of heart rate variability within
independent frequency components’, Auton Neurosci., 123(1–2), pp. 94–100.

13. Mozaffary, B., and Tinati, M.A. (2004): ‘ECG Baseline Wander Elimination
using Wavelet Packets”, Transactions On Engineering, Computing And Tech-
nology, pp. 22–24.

14. Toledo, E., Gurevitz, O., Hod, H., Eldar,M., and Akselrod, S. (2003): ‘Wavelet
analysis of instantaneous heart rate: a study of autonomic control during throm-
bolysis’, Am J Physiol Regul Integr Comp Physiol., 284, pp. R1079–R1091.

15. Gamo, C., Gaydecki, P., Zaidi, A., and Fitzpatrick, A. (2000): ‘An implemen-
tation of wavelet transform for ecg analysis’, IEE International Conference on
‘Advances in Medical Signal and Information Processing, 476, pp. 32–40.

16. Ranjith, P., Baby, P.C., and Joseph, P. (2003): ‘ECG Analysis using
Wavelet Transforms-Application to Myocardial Ischemia’ , ITBM-RBM, 24(1),
pp. 44–47.

17. Agante, P.M., and Marques, J.P. (1999): ‘ECG noise filtering using wavelets with
soft thresholding methods’, IEEE Computers in Cardiology, 26, pp. 535–538.

18. Prasad, K.G., Sahambi, J.S. (2003): ‘Classification of ECG Arrhythmia using
MRA and Neural Networks’, TENCON 2003, Conference on Convergent Tech-
nologies for Asia Pacific Region, 1, pp. 227–231.



19

1/f Fluctuation of Heart Rate in Postoperative
and Brain-Dead Patients

Nakajima K, Tamura T, Sasaki K, Maekawa T

The power spectra of heart rate fluctuations in normal subjects show that
they are inversely proportional to the frequency [1] and are thus called 1/f
fluctuations. Such 1/f fluctuations are a well known phenomenon that occurs
when an electric current passes through a vacuum tube and a semiconductor.
In biology, 1/f fluctuations have been observed in cellular membranes [2],
brain waves [3], and during concentration modulation of action potentials
[4]. The l/f fluctuations of heart rate have been used as a novel index of
autonomic function and it provides a qualitative estimate of the state of the
cardiovascular control system.

Short-term analyses of power spectra such as the 256 beats of RR intervals
or during a 1 hour period have shown that low-frequency heart rate variabil-
ity (i.e., less than 0.1 Hz) is under both sympathetic and parasympathetic
nervous control, whereas higher frequency variability is under parasympa-
thetic control [5–9]. Recently, analyses of heart rate variability from 24-hour
electrocardiogram recordings are reported as development of digital holter
electrocardiograph [10–12].

Nonrandom heart rate variability has also been studied using long-term
monitoring. Such variability can be analyzed in two ways, by evaluating the
signal in the time or in the frequency domain. In the time domain, the heart
rate in normal subjects shows a sinusoidal rhythm called a circadian rhythm,
which has a period of 20 h to 28 h. However, spectra are more frequently
calculated in the frequency domain.

A few studies have analyzed the rhythms and fluctuations in postopera-
tive patients [13, 14]. In this study, the heart rates of patients who had been
admitted to an intensive care unit (ICU) were studied, and the variability
in both the time domain and frequency domain were analyzed and evalu-
ated to differentiate between survivors and no survivors, including brain-dead
patients [15].
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19.1 Data Acquistion

The 17 postoperative subjects chosen for this study included 2 brain-dead
patients who had required intensive care. The data analyzed are summarized
in Table 19.1. Of the patients, 9 were returned to the surgical wards, on
average 10.8 ± 4.6 (mean ± SD) days postoperatively, and 2 of the patients
were treated by hypothermia. Eight patients, 2 of whom had been brain dead,
died in the ICU at 20.8 ± 18.2 postoperative days. One patient with brain
death was hospitalized for more than 60 days. No patients required artificial
ventilation. For comparison with the parameters of the patients, the physical
parameters of a normal subject were also investigated. Informed consent was
obtained from the patients or their relatives and from the normal control
subject. The control subject was paid to participate in the study.

In the ICU, the electrocardiographic (ECG) results, blood pressures, and
body temperatures of the patients were recorded with a monitor (BMS-8500,
Nihon Koden, Tokyo, Japan). The heart rate was obtained from the R-R
interval of the ECG and calculated automatically by a monitor based on
R-wave triggering. The data were transferred to a workstation (CWS-8100,
Nihon Koden) and stored on a hard disk every minute, along with the
instantaneous heart rate value at each 1-minute interval. Data that spanned
periods of 6 to l2 days were selected and transferred to another workstation
and analyzed at 1-minute intervals. The data were collected from the sec-
ond postoperative day until one day before leaving the ICU, except for one
brain-dead patient, who was in the ICU for more than 60 days.

Acquisition of Control Data

The normal subject was a healthy student. He was admitted to the ICU
and stayed there for three consecutive days. During the day, he stayed in
bed, watched television, played video games, and engaged in conversation
with visitors and staff. His heart rate was measured by an electrocardiograph
system (BMS-8500, Nihon Koden).

Table 19.1. Patient Characteristics [15]

Subject by treatment Number Age, mean ± SD ICU stay, mean ± SD
outcome of patients (range in years) (range in days)

All surviving surgical 9 56.9± 17.3 10.8± 4.6
patients (20 to 74) (3 to 17)
Surgery plus hypothermia
treatment

2 53, 65 15, 17

Nonsurviving ICU patients 8 54.5± 14.5 20.8± 18.2
(28 to 69) (10 to 60)

Nonsurviving brain-dead
ICU patients

2 28, 32 60, 6
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19.2 Data Analysis

The main objective of this study was to determine whether the circadian
rhythm and the power spectrum of the heart rate can be used to distinguish
survivors from non-survivors. Cosine fitting was carried out to demonstrate
circadian cycles. Our hypothesis was that the frequency spectrum of the heart
rate in normal subjects and survivors would be the inverse of the power law
spectrum, that is, a 1/f-like spectrum, and that the non-survivors would show
a white-noise-like spectrum before death.

Data were analyzed as follows. The data lost during calibration and discon-
nection of the sensors for various treatments were edited, and linear interpola-
tion was attempted. To minimize the effect of transient artifacts, the moving
average of a triangular weighting function was used to smooth the data. A
triangular weighting function W was used to produce the following equation.
When the nth number of data was calculated, data from the previous and
proceeding 4-minute periods were summed with the weighted value

W (n) =
1
25

4∑
i=−4

(5 − |i|)X(n + i) (19.1)

where n is the nth number of data. The i represents previous and proceeding
data of n with a 1-minute interval. The time course of the heart rate during a
24 h period was displayed on a video terminal and printed out by the recorder.

In this study, interpretation of missing data was made over time intervals
of 5 to 30 minutes, with previous data used for interpolation. The interpolation
of data was different between patients since the terminal patient was relatively
stable and few data needed to be interpolated, while postoperative patients
for the first few days in the ICU often underwent examinations and treatments
so that interpolation of data was often required 3 to 5 times a day.

Cosine fitting of the heart rate time course was carried out for the normal
subject and one of the brain-dead patients using the following equation:

Y = M + A cos
(
2π

n

1440
− φ

)
(19.2)

where Y is the estimated value at data number n that corresponds to moni-
tored time. M is the MESOR, which is the midline estimation static of rhythm,
defined as the average value of the rhythmic function; A is the amplitude,
defined as one-half the peak-to-trough variation; 2π(n/1440) is the angular
frequency, which is 2π/τ where τ is the fitted period. In our case, the number
1440 represents the total data for 24 h with a 1-minute sampling interval. φ is
the acrophase (the approximated crest time) as a lag from a defined reference
time point (midnight of the first day of measurement). The MESOR, ampli-
tude, and acrophase were determined using the least squares method. The
simplex method was used to optimize the cosine function [16]. The estimates
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of amplitude and acraphase follow a bivariate normal distribution charac-
terized by an F statistic, and thus the 95% confidence limits for amplitude
and acrophase were obtained. The cosine fitting is applied to time series of
data anticipated to the period of 24 h in a normal subject. For the brain-dead
patient, the cosine curves differing in period length by 10 minutes were fit-
ted by the method of least squares to determine the most prominent rhythm
within the period domain from 12 h to 48 h. Fitted cosine curves that had
the greatest coefficient of determination were tested by analysis of variance
with a significance level under 0.05(p < 0.05). When the analysis of variance
showed that the fitting cosine curve was statistically significant, we selected
the values of MESOR, amplitude, and acrophase for the brain-dead patient.

Power spectral density of heart rate fluctuation was obtained as follows.

(1) Autocorrelation function was obtained from 1440 minutes law heart rate
data. It produced 720 points data.

(2) 1440 points data were obtained using the symmetry property of the au-
tocorrelation function.

(3) Fast Fourier transform of 1024 points was achieved for the 1440 points
data. First 1024 points were used from 1440 points, which means the time
of the first data was 0:00 o’clock.

The linear regression line between the log scale of the power spectral densities
and that of the frequencies was calculated, and the fluctuations related to
the frequency were evaluated from the slope of the linear regression line. The
power spectra were evaluated for periods of 1 and 6 to 12 days, depending on
the length of stay of a patient in the ICU.

19.3 Results

First, the results for the normal subject are presented, followed by those for the
postoperative patients who recovered or died in the ICU. The latter include
the results obtained from the two brain-dead patients.

Normal Subject

Figure 19.1 shows the heart rate time course and power spectrum on the sec-
ond and the third days of the study. The heart rate was higher during the
day than at night. The power spectra show the 1/f relationship. The time
domain data of the two successive days were fitted by a 24 h cosine curve,
which is a typical rhythm for a normal subject. Table 19.2 shows the results
of the cosinor analysis of the heart rate data. The daily cycle peak shown in
Fig. 19.2 that corresponded to 1.157× 10−5 Hz, that is 24 h, was insignificant,
but the 1/f relationship is clearly depicted.
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Fig. 19.1. Heart rate time courses (a) and power spectra (b) of a normal subject
on the second and the third days in the intensive care unit

Table 19.2. Circadian Rhythmic Aspects of Heart Rate in Normal and Brain-Dead
Patients [15]

MESOR
(mean± SE)a Amplitude(A)a Acrophase(φ)a

Normal subject 63.8± 0.6 16.0± 0.7 (15.2, 16.7) −238± 4◦(−234,−242)
Brain-dead subjects 102± 0.8 5.3± 0.2 (5.1, 5.5) −172± 5◦(−167,−177)

Units of MESOR and amplitude are in beats per minute; acrophase is given in
degrees with 15degrees = 1 h clock time as a negative value, a delay from local
midnight, as a reference. Numbers in parentheses are the 95% confidence limits for
amplitude and acrophase as derived by cosinor analysis using τ = 24h as the fitted
approximation.
a95% confidence limits.

Patients

Survivors

Figure 19.3a shows the heart rate time courses from the second to the sixth
postoperative days; the latter was 1 day before being retuned to the surgical
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Fig. 19.2. Heart rate power spectrum, calculated for two consecutive days (48 h),
of the normal subject [15]

ward for a postoperative patient who recovered. The heart rates including
high frequency fluctuation were unstable from the second to the fifth days,
but stabilized after the fifth day. The heart rate variation was approximately
25 beats/min. The power spectra (Fig. 19.3b) show the 1/f relationships with
frequencies lower than 10−3 Hz from the second to the sixth days. However,
from the second to the fourth days, the frequency components higher than
10−3 Hz showed broadband spectra, which corresponded to short-term varia-
tions in the heart rate. The total power spectrum for 6 consecutive days was
calculated. The heart rate showed 1/f relationships with frequencies lower
than 10−3 Hz, and a clear circadian peak (1.157 × 10−5 Hz) was observed.

Nonsurvivor

Figure 19.4 shows the results for a patient who died in the ICU on the 21st
postoperative day. Figure 19.4a shows the time courses of heart rate from the
second to fourth days and from the 18th to the 20th days (the latter was 1



19 1/f Fluctuation of Heart Rate in Postoperative 429

day before the patient died). The heart rates were unstable on both of these
days. The corresponding power spectra are shown in Fig. 19.4b. While the 1/f
relationship was discernible, on the 20th day the frequency was consistently
higher than 10−4 Hz, such that the frequency fluctuations were considered
to be random. The total power spectrum for 6 days was also calculated and
showed a 1/f relationship, with several spikes of approximately 10−5 Hz. A
large peak that corresponded to the daily cycle was also observed.

The 1-day time courses and power spectra of two brain-dead patients are
shown in the remaining figures. Figure 19.5 shows the heart rate time courses
from the 45th to the 47th and the 57th to the 59th days for a patient who
was pregnant and was treated to maintain intrauterine stability for growth of
the fetus. The data shown were obtained after the fetus had been delivered
by cesarean section. Her heart rate appeared to have a circadian rhythm. She
also had relatively high heart rates due to the continuous administration of
a catecholarnine. The cosine-fitted curve for the 57th and the 58th days is
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Fig. 19.3a. Heart rate time courses of a patient surviving on the 2nd and 6th
postoperative days in the intensive care unit
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Fig. 19.3b. Power spectra of a patient surviving on the 2nd and 6th postoperative
days in the intensive care unit

shown in Fig. 19.6, and the variable parameters are presented in Table 19.2.
A significant (p < 0.05) circadian rhythm was validated by the fit of a 24 h
cosine curve. In other words, the most prominent period of the rhythm was
24 h in this brain-dead patient. The comparison of circadian characteristics of
heart rate indicates a statistically significant difference between the normal
subject and brain-dead patient (p < 0.001). Compared with the normal sub-
ject the amplitude (A) was very small, with total heart rate variation being
around 10–11 beats/min. The difference in circadian amplitude and acrophase
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between the two groups was statistically significant (p < 0.001). The corres-
ponding power spectra are presented in Fig. 19.5b and show a 1/f relationship.
The power density and variation of each frequency were small compared with
those of the normal subject. In the total power spectra over a 12-day period,
the 1/f relationship was observed in a frequency band of 10−5 to 10−2 Hz
(Fig. 19.7). Figure 19.6 shows the Cosine 24h fitted heart rate curve for the
brain-dead patient described in the Fig. 19.5.

The heart rate time course data for the other brain-dead patient are shown
in Fig. 19.8a. The judgment of brain death was made on the fourth day, and
the patient died on the seventh day. The heart rate on the fourth day was
unstable due to artifacts and various treatments. The corresponding power
spectra are shown in Fig. 19.8b. The power spectrum on the fourth day was
relatively broad in the frequency range higher than 2 × 10−3 Hz. Despite the
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Fig. 19.4a. Heart rate time courses of a deceased (day 21) patient from the 2nd to
4th and from the 18th to 20th postoperative days in the intensive care unit
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Fig. 19.4b. Power spectra of a deceased (day 21) patient from the 2nd to 4th and
from the 18th to 20th postoperative days in the intensive care unit
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sympathetic and parasympathetic nerves having been severed, the 1/f rela-
tionship persisted. In the total power spectrum over 6 days, the 1/f relation-
ship and a peak that corresponded to a daily cycle were observed (Fig. 19.9).
The frequency fluctuations of this patient were larger than those in the other
brain-dead patient. Table 19.3 presents the mean and the dispersion parame-
ters of the 1/f slope for all patients, including the two brain-dead patients.
The 1/f slope values varied between 0.83 and 1.10.
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Fig. 19.5a. Heart rate time courses of a brain-dead patient from the 45th to 47th
day and from the 57th to 59th day in the intensive care unit [15]
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Fig. 19.5b. Power spectra of a brain-dead patient from the 45th to 47th day and
from the 57th to 59th day in the intensive care unit [15]
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Fig. 19.6. Cosine 24 h fitted heart rate curve for the brain-dead patient described
in the Fig. ?? legend [15]
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19.4 Discussion

Long-term heart rate fluctuations were observed in postoperative and brain-
dead patients. The slope of the regression line between log-frequency and log-
power demonstrated a 1/f relationship in all of the subjects studied, including
the two brain-dead patients. Although this type of study usually requires
that patients be classified according to specific disease groups, we focused
only on survivors versus nonsurvivors, without consideration of disease. We
concluded that surviving patients showed essentially a 1/f relationship, like
normal subjects in previous studies of ours and others [1, 17, 18]. In contrast,
nonsurvivors showed a white-noise-like power spectrum shortly before death.
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Fig. 19.8a. Heart rate time courses of a brain-dead patient from the 2nd to 6th days
in the intensive care unit
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Fig. 19.8b. Power spectra of a brain-dead patient from the 2nd to the 6th days in
the intensive care unit
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Fig. 19.9. Power spectrum of a consecutive six days

Table 19.3. 1/f Slope of ICU Patients [15]

Result Number of subjects 1/f Slope
Mean ± SD Range

Recovery 9 0.99± 0.07 0.83–1.10
Death 8 1.02± 0.03 0.98–1.10

There is no significant difference between two results of patient by t-test (p > 0.1).

In our study, data were obtained only at 1-minute intervals. Therefore, the
spectral peak corresponding to the heart beat and respiratory rate could not
be clearly visualized in the frequency domain. Further study is required using
beat-by-beat heart rate recordings to accomplish this.

The heart rate fluctuations that occurred in our postoperative patients
showed a 1/f relationship at frequencies lower than 10−3 Hz. No remarkable
differences were observed between the fluctuation patterns at a frequency
range lower than 10−3 Hz in the patients who returned to the ward and
those who were brain dead. Differences were seen in the amplitude of the
time domain and power density of the frequency domain between the normal
subject and the brain-dead patients. The heart rate variation in the normal
subject was approximately 32 beats/min between the day and night, whereas
in the brain-dead patients, it was around 10–11 beats/min. Several studies
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have shown less-distinct circadian variation as an index of mortality postin-
farction [7, 19]. Our results are consistent with their findings.

Random spectra in high-frequency regions constituted a critical clinical
sign. The slope of frequencies higher than 10−3 Hz differed according to the
patient’s condition. The frequency distribution in postoperative patients who
recovered showed a 1/f slope, whereas that of those who died in the ICU
formed broadband spectra, especially shortly before death. The broadband
spectrum on the fourth day, as shown in Fig. 19.7, produced results that
somewhat resembled those presented in Fig. 19.3. These results indicate that
the broadband spectrum is indicative of impending death.

In the stable condition, even in a brain-dead patient, the frequency domain
showed a 1/f slope. However, when the rhythm suddenly became uncontrol-
lable, the frequency distribution showed broadband, white-noise-like signals.
We carried out long-term analyses and only recorded heart rates every minute,
and it was therefore not possible to determine whether short-term heart rate
variations had occurred. The frequencies of 10−2 and 10−3 Hz corresponded
to cycles of 1.6 and 16.6 minutes, respectively. Changes in patient condition
were evident with rhythms lasting less than 20 minutes. Therefore, both long-
and short-term time domain analyses, corresponding to ultra- and very-low-
frequency power spectra, are important for fully ascertaining the condition of
a patient.

Myers et al [20] compared the ECG recordings of patients and normal
subjects. They concluded that the power spectra in the range of 0.15 to
0.50 Hz differed significantly between patients and normal subjects. Bigger
et al [7] studied the frequency heart rate variability and found the strongest
predictors of mortality were alterations in the ultra-law-frequency and very-
low-frequency power domain (<0.04Hz). They concluded that rhythms of
autonomic or greater period, rather than shorter ones indicative of sympa-
thetic and parasympathetic influence on the heart after myocardial infarc-
tion, were associated with mortality. Although low- and high-frequency power
spectra could not be calculated with our system, the present results indicate
the power spectra in the frequency range of ultra-low and very-law-frequency
power show different patterns in surviving and deceased patients.

In brain-dead patients, whose heart beats were controlled by intrinsic car-
diac automaticity without cerebral nervous system control, clear 1/f relation-
ships were observed. In brain-dead subjects in general, brain stem and spinal
cord reactions had disappeared. When circulation is maintained artificially
with a respirator and by medication, local spinal cord and sympathetic nerve
reactions persist, and the heart rate rhythm is maintained. Conci et al [21]
reported heart rate variability before and after brain-dead patients. Although
they evaluated short-term, 512 seconds data, heart rate fluctuations of before
and after brain-dead, their data supported our results of the 1/f relationship
in heart rate obtained in brain-death patients [15].

Although further investigations are required before definite conclusions
can be drawn, 1/f fluctuation appears to be a universal phenomenon that is
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independent of nervous activity control. The analysis of long-term heart rate
variability provides a more complete understanding of the cardiac regulatory
mechanisms in postoperative patients.

Circadian rhythms documented by the fit of a cosine function, and thus
the power spectrum of cosine function, showed a 1/f relationship. However,
we obtained a 1/f ( ranged from 0.83 to 1.10 in Table 19.3) relationship. The
reasons why power spectral density showed 1/f, not 1/f2, may be the result of
a smoothing effect due to physical treatments and infusion of nutrients and
secondary to the interpolation of missing data.
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Stress During Speech Therapy

Toshiyo Tamura, Ayako Maeda, Masaki Sekine, Yuji Higashi and
Toshiro Fujimoto

20.1 Speech Therapy

Speech therapists are specialists in the diagnosis and treatment of a variety
of speech, voice, and language disorders. They treat people who are unable
to make speech sounds or cannot make them clearly, such as those who
exhibit a stutter, fluency and rhythm problems, inappropriate pitch, a harsh
voice, and speech quality problems. The most widespread and obvious speech
disorder is stuttering, which is frequently caused by anxiety. The speech ther-
apist establishes a program of speech exercises to reduce the disability, and if
necessary, enlists the aid of a psychologist or psychiatrist. Other speech dis-
orders may result from hearing loss, stroke, cerebral palsy, mental disability,
or brain injury. Speech therapists keep careful records of the evaluation and
progress of patients, often developing and implementing individualized treat-
ment programs based on input from physicians, psychiatric social workers, and
psychologists. As speech disorders are usually related to neurological, psycho-
logical, and physical conditions, speech therapists can work as a member of a
team that might include other healthcare specialists, such as neurologists and
psychiatrists.

An important part of a speech therapist’s work is to counsel and support
individuals and families with regard to speech disorders and ways of coping
with the associated stress. Therapists also work with families to establish
treatment techniques for use at home and to assist in modifying behavior that
impedes communication. Although a speech therapist’s job is not physically
demanding, it requires patience and compassion, as progress may be slow and
halting. Speech therapy is a painstaking process that can be as rewarding as
it is frustrating. Tremendous attention to detail and sharp focus are necessary
in evaluating a patient’s progress. Overall, speech therapists must be able to
understand and empathize with the emotional strains and stresses attributable
to speech problems, from both the patient’s and family members’ perspectives.
Therapists must monitor patient progress, eliminate ineffective programs, and
introduce new, more effective programs. The most stressful task for patients is
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the speech therapy itself, and the therapist must understand the stress related
to the program [1,2].

In the present study, we investigated the stress experienced by patients
during a therapy program.

20.2 Heart Rate Variability and Stress

This study examined the heart rate variability (HRV) as a marker of both
dynamic and cumulative stress load, although the meaning of HRV has not
been completely defined. As a marker of dynamic load, HRV appears to be
sensitive and responsive to acute stress. Under laboratory conditions, mental
load, such as that produced by making complex decisions or receiving rehabili-
tation therapy, has been shown to lower HRV. As a marker of cumulative wear
and tear, HRV has been shown to decline with age, although the resting heart
rate does not change significantly with advancing age. The decline in HRV
has been attributed to a decrease in efferent vagal tone and reduced beta-
adrenergic responsiveness. By contrast, regular physical activity, which slows
the aging process, has been shown to raise HRV, presumably by increasing
vagal tone. The HRV has been assessed by manually calculating the mean
R-R interval and its standard deviation as measured on short-term (e.g.,
5 min) electrocardiograms; smaller standard deviations in the R-R interval
indicated lower HRV values.

Measurements assessed using frequency domain parameters are repre-
sented as milliseconds squared (ms2). Low frequencies (LF) of 0.04–0.15 Hz
reflect mixed sympathetic and parasympathetic activity, the latter being
prevalent during slow breathing. The normalized low frequency (LF norm) is
determined by applying a mathematical ratio to LF; LF norm reflects changes
in sympathetic activity (the flight-fright response). Mental stress increases LF
activity. High frequencies (HF) of 0.15–0.4 Hz reflect parasympathetic activity
and correspond to the time between two heartbeats (N-N variation) caused
by respiration, i.e., respiratory sinus arrhythmia. Deep, even breathing acti-
vates the parasympathetic system and increases the amplitude of HF. Mental
stress decreases HF activity. The normalized high frequency (HF norm) is
determined by applying a mathematical ratio to HF and reflects the change
in parasympathetic regulation. A high LF/HF ratio (normalized units) indi-
cates dominant sympathetic activity, whereas a low ratio indicates dominant
parasympathetic activity. After metal stress, a decrease in the ratio reflects a
change in parasympathetic regulation.

20.3 Calculating the RR Interval

The heart rate variability signal can be derived by monitoring the time inter-
val between successive R-R events. In this way, it differs fundamentally from a
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signal derived by sampling a continuous process and requires special consider-
ation before analysis. Although the HRV signal is a sequence of R-waves,
one strategy is to assume that there is an underlying continuous process
behind the events. With this approach, the R-wave events are considered
“snapshots” of the continuous process, and reconstruction techniques are used
for estimations. The advantage of this method is that the continuous process,
once derived, may be sampled equidistantly in time and analyzed using stan-
dard techniques. The drawback is the risk of adding spurious information to
the HRV measurements via the reconstruction algorithm. It is also unclear
whether there is a sound physiological basis for a heart rate signal defined for
all points in time.

In this study, we adopted an approach in which the HRV signal was defined
in terms of R-R intervals rather than sampled time. Thus, the HRV signal
was sampled equidistantly in terms of R-R intervals, not time, and could be
processed using methods that require equidistant samples. It is important to
note that the spectral content of such a signal refers to the “interval” power
spectra and not the conventional power spectra of a time-sampled process.

To apply an interval power spectral representation of the HRV, the data
must be sampled evenly at a known frequency. Many reports using spectral
analysis have failed to address this topic, and there is no universal method for
solving this problem. In the present study, we adopted a linear interpolation
technique to resample the HRV signal in preparation for spectral analysis.

20.4 Experimental Methods

20.4.1 Subjects

Seven subjects (age, 65 ± 11 years old; three males and four females) partic-
ipated in the therapy. The ethics committee of Fujimoto Hayasuzu Hospital
approved this experiment, and written informed consent was obtained from
each subject. The Table 20.1 summarizes the age, gender, symptoms, and num-
ber of months of therapy for each subject. The disability level of each subject

Table 20.1. Details of type and level of disorder, age, gender and duration of
therapy

Subject # Disorder Level Age Gender Therapy period (months)

1 Motor Mild 70 Male 24
2 Sensory Intermediate 71 Male 118
3 Motor Intermediate 55 Female 23
4 Sensory Intermediate 57 Male 5
5 Sensory Intermediate 64 Female 16
6 Sensory Severe 84 Female 11
7 Motor Severe 52 Female 22
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was judged against the impact that the communication difficulty had on the
person’s ability to communicate, in both understanding and expression, as
judged by the family/caregiver as well as by the subject. The level of disabil-
ity was severe in two subjects, intermediate in four, and mild in one.

20.4.2 Protocol

The subject sat resting for 3 min, and individual therapy lasted for 20–30 min
depending on the subject. Then the subject sat for 3 min after the therapy.
ECG monitoring began during the resting condition. The therapy followed
the general protocol used at our hospital and consisted of exercises involv-
ing naming, repetition, comprehension, and sentence completion; following
instructions; and conversations on topics of the subject’s choice. Communica-
tion methods were also included, but this was not the major focus of treat-
ment. A session began with simple tasks, progressed to more difficult tasks,
and ended with simple tasks.

20.5 Results

All seven subjects exhibited high LF/HF values during difficult tasks. They
sighed and made facial expressions that fit the LF/HF values. Figure 20.1
shows three typical LF/HF values. Six out of seven LF/HF values were
increased significantly. During the sessions, six of eight subjects had high
LF/HF values in the first and second halves of the session. One subject had
a higher LF/HF in the second half, and one showed relatively little change
throughout the session. Difficult exercises, including verbal fluency, naming,
and explanation, resulted in relatively high LF/HF values. The tendency was
unique for each patient.

20.6 Program with Relaxation

We assumed that intermittent relaxation would lead to a stress-free condition.
For comparison, two subjects, one with mild aphasia (Broca’s aphasia) and
one with severe aphasia (Wernicke’s aphasia), performed the exercise with
relaxation.

Broca’s aphasia patients is characterized by non-fluent speech, few words,
short sentences, and many pauses. Words are produced with great effort and
often sound distorted; prosody is flat and monopitched. This makes the speech
sound telegraphic in nature because of the deletion of factor words and dis-
turbances in word order. Moreover, the repetition of words and phrases is
impaired. However, auditory comprehension of conversational speech is rela-
tively intact. There is often an accompanying right hemiparesis involving the
face, arm, and leg.



20 Stress During Speech Therapy 447

Case A

verbal fluency

naming

explanation of picture card

6

5

4

3

2

1

0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 w

12
10

8

6

4

2

0
1 2 3

3 4 5 6 7 8 9 10
time (min)

LF
/H

F
LF

/H
F

LF
/H

F

time (min)

time (min)

11 12 13 14 15 16 17 18 19 20 21 22 23 24

4 5 6 7 8 9 10 11 12 13
6

5

4

3

2

1

0

Case B

Case C

R
est

R
est

Fig. 20.1. Three typical examples of LF/HF values in subjects during speech ther-
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Wernicke’s aphasia syndrome involves the loss of the abilities to compre-
hend spoken language, to read silently, and to write, as well as the distortion
of articulate speech. Hearing is intact. Speech may be fluent with a natural
language rhythm, but the result has neither understandable meaning nor syn-
tax. Despite the loss of comprehension, word memory is preserved, and words
are often chosen correctly. Alexia, agraphia, acalculia, and paraphasia are
frequently associated. The disorder is attributable to cortical lesions in the
posterior portion of the left first temporal convolution.

These two patients underwent therapy with and without relaxation. The
experiments were performed on 4 consecutive days, alternating daily between
programs without and with relaxation. The relaxation included deep breathing
and stretching of the trunk and neck.

Figures 20.2 and 20.3 show the relaxation effect in the subjects with mild
and severe aphasia, respectively, during the therapy program. In the subject
with mild aphasia, the LF/HF values changed daily and decreased after relax-
ation, as shown in the red circle. By contrast, the subject with severe aphasia
showed no significant change with relaxation; the stress level in the severe
aphasia patient may have been too great to allow relief.

The relationship between different aphasia and tendency of LF/HF is not
clear. We need further experiments to conduct the results.
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20.7 Conclusion

Speech therapy is used in aphasia patients after stroke. After their sudden
illness, the patients lose the ability to produce words and obviously suffer a
decline in the quality of life. The stress associated with speech therapy was
deceased in the mild aphasia subject by introducing intermittent relaxation.
Monitoring heart rate variability may be a useful method for monitoring a
patient’s condition. This must be verified by assessments in a larger number
of patients with severe aphasia.
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