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Abstract. This paper presents the development of a Bayesian Network
(BN) classifier for a medical application. Patient age classification is based
on statistical features extracted from electrocardiogram (ECG) signals. The
computed ECG features are converted to a discrete form to lower the di­
mensionality of the signal and to allow for conditional probabilities to be
calculated for the BN. Two methods of network discovery from data were
developed and compared: a greedy hill-climb search and a search method
based on evolutionary computing. The performance comparison of these
two methods for network structure discovery shows a large increase in
classification accuracy with the GA-evolved BN as measured by the area
under the curve of the Receiver Operating Characteristic curve.

Keywords: bayesian networks, evolutionary computing, genetic algo­
rithms, hybrid soft computing techniques, evolved bayesian network clas­
sifier.

1 Introduction

The human heart is a complex system that gives many clues about its sta­
bility in its electrocardiogram (ECG) signal. Many of these clues are diffi­
cult to discern due to the multitude of characteristics of the signal. In order
to compress these characteristics into more comprehensible components,
researchers have developed numerical quantifications that reflect certain
signal behaviors. Though there are many types of quantification, here re­
ferred to as signal features, it is often difficult to combine and assess them
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in a meaningful and useful way. A Bayesian Network (BN) is a relatively
new way of taking the data provided and using probabilistic correlations to
make predictions or assessments of class membership. The difficulty with
this type of classifier is that it needs large amounts of data to determine the
probabilities that populate the network. It is also difficult to formulate a re­
liable method to develop the structure of the network once the data is ob­
tained. One network structure discovery method is a greedy algorithm that
connects a new node to a node of interest only if an overall behavioral im­
provement is gained. This greedy addition of nodes can result in the algo­
rithm arriving at a local maximum; therefore, some perturbation must be
introduced to break from the local maximum to find the global optimum
[1]. The construction of Bayesian Networks using a Genetic Algorithm
(GA) instills randomness through the mutation and crossover operators it
uses to evolve the network structure. This allows intelligent model con­
struction without requiring an exhaustive search on all possible structure
combinations of nodes. This paper demonstrates the applicability of evolv­
ing a BN classifier to distinguish between two groups based on ECG fea­
tures derived from 21 to 43 year old and 68-85 year old healthy adults,
hereby referred to as young and old patient groups, respectively. If this
method can distinguish between the two patient groups, a more complex
classification problem, such as cardiac disease risk stratification, might be
attempted, yielding better accuracy than traditional methods for fusion of
multiple clinical measurements.

2 Signal Processing

ECG signals from 20 young and 20 old patients were downloaded from the
Fantasia database (available on www.physionet.org [2]). Figure 1 depicts
the block diagram of the signal processing that was performed. Figure 2
shows a typical ECG signal prior to preprocessing (top) and after (below).
The signals were then used to calculate the feature set, F, comprising the
following 12 feature measures, namely: energy, nonlinear energy, 4th

power, peak power, curve length, Hurst parameter, peak frequency, mean
frequency, median frequency, spectral entropy, Katz fractal dimension,
and Shannon entropy. The decomposition of the large ECG signals into
feature values reduces the dimensionality of the problem to a computation­
ally tractable level. In this process, signal information is encoded so that it
can be used for classification and prediction.

Patient's
ECG Signals

Binary
Data Set

Fig. 1. Feature Extraction System Diagram
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Fig. 2. Original ECG signal (top) and ECG signal (bottom) after preprocessing by
low-pass and high-pass filters.

For example, the energy of the signal can show the signal's tendency to
avoid the baseline; frequency based features reveal other characteristics of
the signal such as the region of maximal power density; fractal dimension
gives a measure of the self-similarity and complexity of the signal. Feature
values were discretized into binary form based on their value being above
or below a certain threshold. This threshold was set using a Receiver Op­
erating Characteristic (ROC) curve where a feature value is predictive of
the variable of interest, in this case, age.
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Fig. 3. ROC curve (left) created to determine the classification threshold set as the
maximum of the product of the sensitivity and specificity plot (right). The dia­
monds represent old while the circles represent young patients. The vertical line is
at the feature value of the threshold.

A location on the feature value continuum slightly greater than the maxi­
mum of the sensitivity times the specificity is used as the threshold. This is
depicted in Figure 3, showing the ROC on the left and the product of sensi­
tivity and specificity on the right. The diamonds represent old patients and
circles represent young patients, while the vertical line shows the chosen
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threshold for binary discretization. The technique described above culmi­
nates in class and feature information in the form of binary numbers. This
allows for easy computation of conditional probability tables for the
Bayesian Network.

3 Bayesian Networks

A conditional probability is the chance that some event, A, will occur
given another event, B, has happened and some dependence relationship
exists between A and B. In a graph, an arrow from B to A signifies the {B
influences A} dependence. This probability is denoted as P(A IB) where

PiA IB) = P(A,B) .
PCB) (1)

Bayes' theorem is the method of finding the converse probability of the
conditional,

PCB IA) = peA IB).P(B).
peA) (2)

This conditional relationship allows an investigator to gain probability
information about either A or B with the known outcome of the other. Now
imagine a complex problem with n binary variables where the relation­
ships among them are not clear for predicting one output variable. If all
variables were used in one combined joint distribution, the number of pos­
sible combinations of variables would be equal to (2n-l). If dependence re­
lationships between these variables could be determined in which variables
that are independent were removed, fewer nodes would be adjacent to the
node of interest. This makes the number of variable combinations decrease
significantly. Furthermore, variables that are directly conditional not to the
node of interest but to the parents of the node of interest can be related,
which allows a more robust system when dealing with missing data points.
This property of requiring less information based on pre-existing under­
standing of the system's variable dependencies is a major benefit of Bayes­
ian Networks [3]. The first BNs usually dealt with fairly well understood
principles and variable relationships. In many complex instances, a re­
searcher may have ample data for the variables of interest, but does not
know the relationships between those variables in order to create the net­
work. Hence, the network must be built in a computationally viable way
while still producing accurate conditional variable dependencies [1, 3].
Several researchers have tackled this problem, the most notable being
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Cooper and Herskovits who developed the K2 algorithm, a greedy-hill
climb algorithm [3]. This method starts with a graph and repetitively adds
nodes/edges to maximize a model-selection criterion,

(3)

where

• i, j, k are the indexes of the child node, of the parents of the child node,
and of the possible values of the child node, respectively,

• q is the number of different instantiations of parent nodes,
• r. is the number of values that the child node can assume,
• Sl is the number of times that the child node has the value of the k" index

value of the node, and
• a is the number of times that the parents and the child correlate posi­

tively in discrete cases.

This selection criterion is basically a measure of how well the given
graph correlates to the data. This method requires a dataset without any
gaps and a hierarchical causal ordering of nodes. This means that nodes
preceding a given node can cause it while nodes after can be a result of the
node. The K2 algorithm is somewhat flawed in that it can reach a local
maximum and terminate the search without finding the overall global
maximum [1, 3, 4]. Several methods for random restarts such as simulated
annealing and best-first search have been proposed to eliminate this prob­
lem. Nonetheless, these methods are more computationally expensive but
can improve the network's accuracy when dealing with large data sets [1].
A Genetic algorithm (GA) is another tool that can be used to build the de­
sired networks [5, 6, 7]. It begins with a sample population of randomly
selected network structures and their classification accuracy. Iteratively,
random crossovers and mutations of networks within a population are
tested and the most fit of the population is kept for future generations. As
generations pass, the population evolves leaving the fitter structures while
those performing poorly become extinct. This method is quite useful due
to the inherent randomness that alleviates the local maximum problem and
since the structure of the resulting network dynamic without regard to in­
dividual node-to-node fitness measures that have not been proven to be op­
timum or accurate [4].
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4 Method

To use a Bayesian Network in this problem, first, one must assume that
data correlation is equivalent to statistical dependence. We also must as­
sume that the data gathered accurately portrays the system, and with such a
small dataset, this can be a difficult idea to accept or cross validate. Two
different methods were used to build the Bayesian Network. The first is
similar to the basic K2 algorithm developed by Cooper and Herskovits. It
begins with the full set of nodes with no edges between them. By assessing
the utility of adding an edge between any of the given nodes, the edge with
the maximum K2 scoring utility is added. The score between nodes was
calculated using the Cooper-Herskovits scoring criterion mentioned in
Equation (3) [1, 3, 4]. The second BN structure discovery method tested
uses a GA. The variables coded in the GA as well as their ranges are the
following:

• p - The number of parents the node of interest has [between 2 and 7].
• pp - The number of parents each of the above p parents has [between 0

and 2].
• f - The feature that corresponds to each of the above nodes (one of the

12 features listed in section 2).

.- 14 Possible
Nodes

rll 7

p pp f

II 7 14

chromosome of length 291 -----1

Fig. 4. The chromosome of the GA encodes with integers the number of parents
and the feature which each node contains.

This chromosome information, shown in Figure 4, was coded as integers
with p being the first in the chromosome. Then, pp required 7 integers to
code allowing for each of the 7 possible parent nodes to have a different
number of parents itself. For instance, one node can have 2 parents, while
a neighboring node could have none. This allows for greater variability in
the possible structures being evaluated. The features, f, that correspond to
each of the nodes also had to account for all 21 possible node connections;
7 from the parents of the node of interest and up to 2 parents of each of
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them. This adds significantly to the size and complexity of the chromo­
some and slightly degrades the usefulness of the genetic algorithm cross­
overs and mutations due to some of the nucleotides being unused for the
structure. But, as seen in nature, many genes of an organism stay inactive
through its lifetime and are passed to further generations for later muta­
tions or crossovers to activate, so this is seen as safeguarding diversity and
consistent gene transmission, not a complexity drawback. To assess the
accuracy of a network with a small sample size, a leave-one-out approach
was used. This entails training the node probabilities on all but one of the
patients, and testing on the remaining patient. This type of k-fold cross
validation is done once for each of the patients yielding an average repre­
sentation of the quality of the network building method. In order to make
full use of the conditional relationship between the layers of the network,
any value in the testing set has a 10% chance of exclusion. This was re­
peated 50 times for every trained network allowing for a fairly diverse set
of testing for each network built. The metric used to determine the fitness
of the network structures is the area under the curve (AVC) of the ROC
curve. This is performed on the class membership probabilities output by
the age node the network is trying to predict. This gives a numeric value to
how well the network distinguishes between (classifies) the two groups.

5 Results

The network built using a greedy method similar to the K2 algorithm, per­
formed poorly. The resulting network took on the structure shown in Fig­
ure 5, with an overall AVC of 65%. This separation between the two
classes is not acceptable for medical applications.

Fig. 5. Bayesian network built from modified-K2 algorithm with an AVC of 65%.
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Roe plots for individual tests of the greedily built network are shown in
Figure 6. The left plot shows a case with fairly good separation while, test­
ing the same network with different missing data points, the right plot
shows a case that is hardly above random guessing. This is a measure of
how robust the network is to various missing data points: the greater the
variance in AVe given a constant graph, the less robust the network.

ROC Curve- AUC=O.7475
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Fig. 6. Two cases (left and right) of classification of old and young patients using
the network developed by the modified K2 algorithm.

The GA-evolved BN had much better results, having an AVe of 86.1%
after 100 generations. This is considered good separation. Figure 7 con­
tains the resulting network as well as the ROe curve for the resulting clas­
sification. Moreover, the resulting network is also much more robust, with
most overall testing sets having between 83% and 85% Ave.

1-Specificity

Fig. 7. Genetic algorithm evolved BN structure and the ROC curve of the age
group classification result.

6 Discussion

When comparing the two network discovery methods presented above, the
genetic algorithm developed a structure that had an overall higher accuracy
and was much more robust when presented with missing data points. The
networks themselves had similar composition of nodes. The GA-evolved
BN contained the extra node of mean frequency while removing both peak
frequency and spectral entropy, all being frequency measures that could
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have contained similar information. Both networks also had curve length,
Katz fractal dimension and mean or median frequency as a parent of the
node of interest.

Though this instance resulted in a similar number of nodes for both the
greedy and evolved networks, 9 and 8, respectively, the difference in the
number of connections or edges is significant, 13 and 8 respectively.
Fewer parents to the node of interest make the conditional probability table
more accurate and easier to build. For example, the greedily built network
has age with 7 binary parents, making the number of data combinations 27

_

1 or 127. This requires a lot of sample data to accurately assess probabili­
ties for each of these outcomes. The evolved network presents age with 3
parents, making a total of 7 possible data outcomes. This reduction in
needed data is very important if the network is to be used in practice and
save both funds and time through lower data collection.

7 Conclusion

This paper presents an age classification method based on the statistical
presence of ECG features analyzed in a Bayesian Network evolved using a
genetic algorithm. The comparison of a greedy hill-climb and the genetic
algorithm-based method for network structure discovery shows a large in­
crease in classification accuracy for the latter, as measured by the area un­
der the curve (AVC) of the Receiver Operating Characteristic (ROC)
curve.

Interesting results have come from a relatively small group of features.
For instance, curve length, Katz fractal dimension as well as Hurst
Parameter are highly correlated features and therefore repetitive. Future
improvements will incorporate more diverse features coming from several
differing domains e.g., wavelet, statistical, frequency, and nonlinear. With
more accurate feature selection, further improvements of classification ac­
curacy can be accomplished.

One of the drawbacks of this study has been the method for binary dis­
cretization used after feature extraction. Currently, the same set of data is
used in this threshold determination as for the test of the final network.
This is not preferred but due to a small sample size restriction. While this
small data set does not allow for expansion of the network into more than
binary variables, a 3-level discretized input variable set could also allow
further probabilistic differentiation between the classes. Overall, a larger
sample set could allow further improvements as well.

Further exploration of the encoding of the network structure should also
be performed. This could enable more meaningful crossover changes to
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occur, allowing for better overall evolution, and determining the best net­
work much more quickly and efficiently. Also, the fitness function should
penalize for overly complex graphs that make sufficient data collection
impossible. The next step is to move this technology toward use on a
medical problem with complex classification problems that would benefit
from feature exploitation in a Bayesian Network.

The medical community has relied on limited variable combination
methods for much too long, especially while there are advanced methods
of data mining and decision-making to be harnessed. The BN is an excel­
lent method for making decisions based on collected information. The only
difficulty is determining the structure of the network that gives the highest
possible accuracy. With a genetic algorithm evolving the network, it is not
only easy to implement, but, as it turned out, extremely accurate.
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