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Abstract. The main challenge in handwritten character recognition involves the
development of a method that can generate descriptions of the handwritten objects
in a short period of time. Genetic algorithm is probably the most efficient method
available for character recognition. In this paper a methodology for feature selec-
tion in unsupervised learning is proposed. It makes use of a multiobjective genetic
algorithm where the minimization of the number of features and a validity index
that measures the quality of clusters have been used to guide the search towards
the more discriminate features and the best number of clusters.

The proposed strategy is evaluated synthetic data sets and then it is applied to
Arabic handwritten characters recognition. Comprehensive experiments demon-
strate the feasibility and efficiency of the proposed methodology, and show that
Genetic Algorithm (GA) are applied here to improve the recognition speed as
well as the recognition accuracy.

Keywords. Arabic handwritten characters recognition, Genetic Algorithm (GA),
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1 Introduction

In areas of pattern recognition, features can be characterized as a way to
distinguish one class of objects from another in a more concise and mean-
ingful manner than is offered by the raw representations. Therefore, it is of
crucial importance to define meaningful features when we plan to develop
a good recognizer, although it has been known that a general solution has
not been found. In many cases, features are generally defined by hand
based on the experience and intuition of the designer.

Depending on problems given, there are a number and variety of fea-
tures can be defined in terms of extracting methods and ways of represen-
tation. In many practical applications, it is not unusual to encounter
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problems involving hundreds of features. The designer usually believes
that every feature is meaningful for at least some of the discriminations.
However, it has been observed in practice that, beyond certain point, the
inclusion of additional features leads to worse rather than better perform-
ance. Furthermore, including more features means simply increasing proc-
essing time. This apparent paradox presents a genuine and serious problem
for classifier design [5].

Arabic is a major world language spoken by 186 million people [6].
Very little research has gone into character recognition in Arabic due to
the difficulty of the task and lack of researchers interested in this field. As
the Arab world becomes increasingly computerized and mobile, and tech-
nology becomes increasingly ubiquitous, the need for a natural interface
becomes apparent.

Classification of Arabic handwritten characters, which has been a
typical example of pattern recognition, contains the same problem. Due to
diversity in ones written by a single person. In order to deal with such a
wide range of diversity existing in handwritings, recognizers often employ
several hundreds of features.

Approaches to circumvent the feature selection problem found in the
literature are: linear combination of feature vectors, principal component
analysis, simple selection based on the discrimination power of features
and sequential forward/backward selection. Because feature dimensions
are large enough, and the solution space has the characteristics of the
multi-modal function, the feature selection process takes a lot of time
when most of the above mentioned approaches are adopted, and a local op-
timum can be chosen as the solution, instead of the global one [10,12]

In this paper, we introduce a feature selection method, which can mini-
mize most of the problems can be found in the conventional approaches,
by applying genetic algorithms(GA) which recently received considerable
attention regarding their potential as an optimization technique for com-
plex problems. Genetic algorithms are stochastic search technique based
on the mechanism of natural selection and natural genetics.

In this paper we propose a methodology for feature selection in unsu-
pervised learning for handwritten Arabic characters recognition. It makes
use of the Genetic Algorithm (GA) proposed by Kim [4] which deals with
multi-objective optimization. The objective is to find a set of non dominant
solutions which contain the more discriminate features and the more perti-
nent number of clusters. We have used two criteria to guide the search:
minimization of the number of features and minimization of a validity in-
dex that measures the quality of clusters. A standard K-Means algorithm is
applied to form the given number of clusters based on the selected fea-
tures.
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Afterwards, it is applied to handwritten Arabic characters recognition in
order to optimize the character classifiers. Experimental results show the
efficiency of the proposed methodology

2 Genetic Algorithms

In this section we present a brief introduction about genetic algorithms.
[8].

The genetic algorithm is a model of machine learning which derives its
behavior from a metaphor of some of the mechanisms of evolution in na-
ture. This is done by the creation within a machine of a population of indi-
viduals represented by chromosomes, in essence a set of character strings
that are analogous to the base-4 chromosomes that we see in our own
DNA.

The individuals represent candidate solutions to the optimization
problem being solved. In genetic algorithms, the individuals are typically
represented by n-bit binary vectors. The resulting search space corresponds
to an n—dimensional boolean space. It is assumed that the quality of each
candidate solution can be evaluated using a fitness function.

Genetic algorithms use some form of fitness-dependent probabilistic se-
lection of individuals from the current population to produce individuals
for the next generation. The selected individuals are submitted to the ac-
tion of genetic operators to obtain new individuals that constitute the next
generation. Mutation and crossover are two of the most commonly used
operators that are used with genetic algorithms that represent individuals
as binary strings. Mutation operates on a single string and generally
changes a bit at random while crossover operates on two parent strings to
produce two offsprings. Other genetic representations require the use of
appropriate genetic operators.

The process of fitness-dependent selection and application of genetic
operators to generate successive generations of individuals is repeated
many times until a satisfactory solution is found. In practice, the perform-
ance of genetic algorithm depends on a number of factors including: the
choice of genetic representation and operators, the fitness function, the de-
tails of the fitness-dependent selection procedure, and the various user-
determined parameters such as population size, probability of application
of different genetic operators, etc. The specific choices made in the ex-
periments reported in this paper are summarized in Table 2, (see Figure 1)
depicts a GA cycle.
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Fig. 1. Genetic algorithm (GA) Cycle

The basic operation of the genetic algorithm is outlined as follows [1]:
begin
t<-0
initialize P(t)
while (not termination condition)
t<-t+1
select P(t) from p(t- 1)
crossover P(t)
mutate P(t)
evaluate P(t)
end
end
Since genetic algorithms were designed to efficiently search large
spaces, they have been used for a number of different application areas,
and genetic algorithms mainly deal with optimization problems. The appli-
cations include job scheduling, TSP (Traveling Salesman Problem), com-
munication network design image restoration, data clustering, and feature
selection for speaker identification, camera calibration [9], signature veri-
fication [9], medical diagnosis [11], facial modeling [2] and handwritten
recognition [4].

3 Recognition System

Figure 2 briefly shows the system flow of a general handwriting recog-
nizer. An input image is encoded for saving space and easier manipulation
in the subsequent steps. Several steps of preprocessing, such as noise re-
moval, slant correction, and smoothing are applied to the encoded image.
Defined features are extracted from the processed image and the recogni-
tion process is performed using the features [7].
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Fig. 2. Flow diagram of recognition system

Arabic handwritten character recognizer as shown in Figure 3 is used to
evaluate the effect of the proposed feature selection algorithm. The recog-
nizer has two phases (see Figure 3) training and testing.

Testing Data
Testing Phase
A
. Trainin, . Extpcted " Recognition
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Data Feagure Rate
h
Extacted[Feature
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4 .
Clustering Code-book
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Fig. 3. Arabic handwritten character recognition system

3.1. Feature Extracted Using Genetic Algorithm (GA)

In this subsection we present the choice of a representation for encoding
candidate solutions to be manipulated by the genetic algorithm. Each indi-
vidual in the population represents a candidate solution to the feature sub-
set selection problem. Let m be the total number of features available to
choose from to represent the patterns to be classifier (m = 74 in our case).
The individual (chromosome) is represented by a binary vector of dimen-
sion m. If a bit is a 1, it means that the corresponding feature is selected;
otherwise the feature is not selected. This is the simplest and most straight-
forward representation scheme [4].

Feature, dimensions of 74, are defined and extracted so to see how the
proposed feature extracted algorithm deals with features. The smaller set
of 74 consists of 2 global features — aspect ratio and stroke ratio of the en-
tire template, and 72 local features — distribution of the eight directional
slopes for each of 9 (3*3) sub images [3]. (See Figure 4).
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(b) (c)

Fig. 4. Feature set for Arabic character Dal (2): (a) Concavities, (b) 4-Freeman
directions (c) 8-Freeman directions

The feature extracted procedure based on Genetic Algorithm (GA).
Since we are representing a chromosome through a binary string, the op-
erator's mutation and crossover operates in the following way: Mutation
operates on a single string and generally changes a bit at random. Thus, a
string 11010 may, as a consequence of random mutation gets changed to
11110. Crossover on two parent strings to produce two offsprings. With a
randomly chosen crossover position 4, the two strings 01101 and 11000
yield the offspring 01100 and 11001 as a result of crossover.

3.2. Selection Mechanism

The selection mechanism is responsible for selecting the parent chromo-
some from the population and forming the mating pool. The selection
mechanism emulates the survival of the fittest mechanism in nature. It is
expected that a fitter chromosome receives a higher number of offsprings
and thus has a higher chance of surviving on the subsequent evolution
while the weaker chromosomes will eventually die.

In this work we are using the roulette wheel selection [4] which is one
of the most common and easy-to implement selection mechanism. Basi-
cally it works as follows: each chromosome in the population is associated
with a sector in a virtual wheel. According to the fitness value of the
chromosome, the sector will have a larger area when the corresponding
chromosome has a better fitness value while a lower fitness value will lead
to a smaller sector.
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3.3. Feature Selection Using Genetic Algorithm (GA)

The recognizer evaluates the selected features and returns the results to the
feature selection algorithm. The genetic algorithms evaluate the solution
based on the recognition result. The process is repeated until the termina-
tion condition is satisfied.

The feature selection procedure, based on the simple genetic algorithm
(SGA), is presented in this section. A chromosome is represented by a bit
string, (see Figure 5(a)), in the Figure 5(a), '1's in the string represent the
corresponding features are selected and '0's represent the corresponding
ones are not selected. Figure 5(b) shows the feature selection process. A
new generation is formed by selection some of the parents and offspring
according to the fitness value, and rejecting others so as to keep the popu-
lation size constant. Offspring are formed by either merging two chromo-
somes using a crossover process and modifying a chromosome using a mu-
tation process. Fitter chromosome have higher probability of being
selected. The recognizer evaluate the selected features and returns the re-
sults to the feature selection algorithm. The genetic algorithms evaluate the
solution based on the recognition result. The process is repeated until the
termination condition is satisfied.

1010101011110........ 10101101011

length of string = feature dimension

(2)

selected features

feature T recognition
selection(GA) ) (evaluation)

evaluation result

(b)

Fig. 5. (a) A chromosome (b) feature selection process

Distance between the centroid of a cluster and the feature is computed
using Eqn. (1), and it is modified to Eqn. (2) in order to consider the fea-
tures selected only:

p
Dist =z @i-y)’ (1)
=0
p
Dist =Y (xi—y)” when si= I )

1=0
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where, x, is the i-th feature extracted from testing data, y, is the i-th feature
of any cluster in the codebook, p is the number of features before the selec-
tion is performed, and s indicates whether the i-th feature is selected (1) or
not (0).

The computation complexity of the matching process in the recognition
module, is reduced as much as the number of features reduced, (p - q),
when q is the number of features selected. Reducing the feature dimension
is important in terms of improving recognition speed because it has been
known that the matching is the most time consuming process among the
modules in a recognizer and the number of matching is proportional to the
number of features being compared [11]. In addition, storage space re-
quired for the codebook is reduced (see Figure 6), where k is the number
of clusters.

Selected Feature Vector

_>| 10001111 00011010 I——

p-dimention q-dimension
/ \ / \
0.14 023 —— 0.32 0.14 0.32
0.24 0.51 =-=———— (.56 0.34 0.56
0.340.89 ——— 0.67 0.44 0.67
8
12} a
g g
£
<
; :
%
0.44 0.98 — 0.61 0.11 0.44 -~ 0.61
0.54 0.13 — 0.18 0.13 0.54 0.18
0.64 034 — 0.15 0.14 0.15 0.14
Code-book Reduced Code-book

Fig. 6. Reducing Coodebook space

3.3.1 Introducing Variable Weights

As a result of the feature selection process, the number of features is re-
duced and slight performance degradation could be expected. Therefore,
the feature selection method can be used for applications in which effi-
ciency in terms of both speed and space is important in spite of some de-
gree of degradation in recognition accuracy.

In this section, we use an approach to improve the recognition accu-
racy using the information collected while the feature selection is being
performed. In the approach we do not aim for reducing the feature dimen-
sion, but we build a weight matrix by observing bits in the chromosomes.
(see Figure 7 ) to show how to build the matrix using this approach. If,
while the genetic algorithms are being performed, a bit in a chromosome is
'l" (selected), the corresponding element in the matrix is increased by 1,
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otherwise no change occurs. After the feature selection process is com-
pleted, the matrix is normalized and used in recognition module. The equa-
tion used for computing distance between features of an input image and
the centroid of a cluster is changed from Eqn. (1) to Eqn. (3),

p
Dist = Z(IL’, — yi)z X 0y (3)
1=0

Where g, is i-th normalized weight. Even though there is no reduction
in the feature dimension in the approach, the weights reflect how often the
corresponding features are selected during the feature selection process,
and the weight is considered during the matching because more frequently
selected features can be regarded as more important ones than others.

([ 10101001 ——-- 10100111 |
| 10101001 -—~- - 10100111 |
i
Weight i
Matrix I
i
i
i
|_10101001 -~~~ 10100111
71324568 -—vm 12432674

Normalization |—- a1

Fig. 7. Building the weight matrix

4 Experimental Results

Arabic Character handwritten Recognizer working with features extracted
from image representation is used in the experiment. Handwritten Arabic
characters recognizer conducted on the Arabic handwriting of 5 independ-
ent writers images, 28 images (represent 28 Arabic characters ) are se-
lected for codebook generation, evaluation of the feature selection algo-
rithm, and performance measure of the recognizer with the selected
features in the testing phase, respectively.
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4.1 Feature Selection Using GA

Table 1 shows recognition accuracy of the Arabic Character handwritten
recognizer with selected features using the GA. In the table, feature
dimension of 74 represents the case that whole features are included with-
out reduction.

According to the results in the table, significant reduction in the
feature dimension, with trivial drop in the recognition accuracy, is
observed. Parameters chosen for the GA are summarized in Table 2.

Table 1. Recognition performance with various number of selected features

Feature Dim. 74 74(Var. weight)
Recognition Rate 95% 95.3%

Tab. 2. Parameters used in the GA

Parameters Value
Population Size 30
String length 74

Probability of Crossover 0.8

Probability of mutation 0.007
Selection method Roulette wheel
Number of generations 1000

Also The last column in Table 1 represents the recognition rate with the
variable weights obtained during the feature selection process. Variable
weights are assigned to all features when the distance is computed using
Eqgn. (3). Comparing the result with the original, assigning different weight
to each feature, depending on how often the feature is selected during the
feature selection process, improves the recognition rate.

5. Compare Genetic Algorithm Approach with Previous Works

Recognition approach (genetic approach) using in this work compared
with previous works according to the number of writers and the nature of
training samples used by the system (see Table 3). The system is required
to deal with as much writers as possible, training samples of each hand-
writing. The work presented by klassen [6] reports correct characters rec-
ognition using genetic Algorithm is an evolutionary machine learning
strategy that uses cross-overs and mutations to create a program of mathe-
matical operations on a data population to produce the “fittest” population.
Genetic Programming had a positive example average of 92% for the train-
ing set, 77% for the validation set, and 72% for the test set.
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Table 3. Comparison of performance and test conditions for recognition system
in recent studies.

Klassen,2001 | Genetic algorithm approach
Training Rate 92% 95%
Validation rate 77% 89%
Test rate 72% 85%
Writers 25 25
Classes 15 28

The results obtained in this research were very promising and identifica-
tion accuracy as high as 95% for the training set, 89% for the validation
set, and 85.3% for the test set. classifier has shown a good performance.

6 Conclusion

In this paper, a feature selection method based on genetic algorithms is
presented. The experimental results prove that feature selection using the
GA reduces 30-50% of features with trivial drop in recognition accuracy,
applying the variable weight obtained during the feature selection process
improves the recognition accuracy, and the feature selection is working
more effectively for features with larger dimension. The results obtained in
this research were very promising and identification accuracy as high as
95% for the training set, 89% for the validation set, and 85.3% for the test
set.
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