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To the memory of my parents



Preface

This book is, of course about complexity. The title of the book, as you may
recognize was motivated (excuse me for using this very mild expression) by
Daniel Dennett’s Consciousness Explained [130]. Dennett’s intention was to
explain consciousness as the emergent product of the interaction among con-
stituents having physical and neural character. The goal of this book is to
explain how various types of complexity emerge due to the interaction among
constituents. There are many questions to be answered, how to understand,
control, decompose, manage, predict the many-faced complexity. After teach-
ing this subject for several years I feel that the time has come to put the whole
story together.

The term “complex system” is a buzzword, but we certainly don’t have
a single definition for it. There are several predominant features of complex-
ity. Complex processes may show unpredictable behavior (which we still try
to predict somehow), may lead to uncontrolled explosion (such in case of
epilepsy, earthquake eruptions or stock market crashes). One of the charac-
teristic feature of simple systems is, that there is a single cause which implies
a single effect. For large class of complex systems it is true that effects are
fed back to modify causes. Biological cells belong to this class. Furthermore
they are open to material, energetic and information flow by interaction with
their environment, still they are organizationally closed units. Another aspect
of complexity is the question how collective phenomena emerge by some self-
organized mechanisms. Thomas Schelling’s model, which suggests that strong
racial prejudice is not needed to generate urban segregation, is paradigmatic.

There is a remarkable and unique statistical feature of certain complex
systems. Generally we expect that there is an average, (say, the average height
of people), and the deviation from this average is symmetric. Biologists have
found that the Gaussian distribution can be applied in many, many cases. In
a large number of social systems (but not only there) we see another type
of pattern, occasionally called as the 80/20 rule. About 80 percent of the
income is made by 20% of people, 80% (well, 70 or 85) of flights are landing
on twenty percent of the airports, while there are many small airports with
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a few flights per day. A large number of scientific papers are written by a
small number of scientists, and so on. Such kinds of phenomena, which don’t
really have a characteristic size, are described by an asymmetric (skew) so-
called power law distribution. The brilliant best-seller of Douglas Hofstadter
on Gödel, Escher and Bach published in 1979 emphasized self-reference and
loops, actually he calls a strange loop. Loops, specifically feedback loops were
studied by cybernetics, an abandoned scientific discipline, which emphasized
that effects may feed back to influence causes. Such kinds of systems, which are
characterized by “circular causality” certainly could be qualified to be called
as complex.

I would like to mention three books, which influenced the way of my writ-
ing. Heinz R. Pagels’ (1939–1988) posthumous book “The Dreams of Reason:
The Computer and the Rise of the Sciences of Complexity” [395], a very ex-
citing book about chaos, complexity, neural networks, cognitive science, and
philosophy of science. I think I remember the excitement I felt when I read at
least half of the book in the same breath in a trans-Atlantic flight, actually the
first time from Michigan to Europe, in the incredible fall of Eastern Europe
in 1989.

John Casti’s “Paradigms lost” [94] showed me that it is possible to men-
tion different fields in the same book from philosophy of science via molecular
biology and origin of life, theory of evolution, sociobiology, linguistics, cogni-
tive science, foundation of mathematics, to quantum physics and cosmology.
I have a somewhat overlapping list.

I learned from Michael Arbib’s “The Metaphorical Brain” [18] how to use
and not use mathematical formalism. Some pages of his book are filled with
equations, and then you may find fifty pages without any formulas. So, I
extracted the implicit message to be “Don’t be afraid to use math when it
helps to explain your ideas, and don’t be afraid to avoid mathematics when
you can convey your ideas without it.”

I have heard about the notions of complex systems, simulation methods,
and thinking in models in the late sixties from my undergraduate mentor, Pál
Benedek, and later had numerous conversation about the complexity of the
brain with János Szentágothai.

It happened that this has been my sixth year to teach complex systems and
related fields at Kalamazoo College for undergraduates. Kalamazoo College
was awarded by a Henry R. Luce Professorship, and I have had the privilege
to serve here to build a program about complex systems. I learned (hopefully)
a lot during these years, and the book grew up from my class notes. I benefited
very much from the interaction with my colleague Jan Tobochnik. We have
a mutual interest in understanding and making others understand problems,
many of them are related to complex systems.

Previously I taught a History of Complex Systems Research class at the
Department of History and Philosophy of Science at Eötvös University, Bu-
dapest (Hungary), when I served there as a Széchenyi professor, and the plan
of writing a book about complexity emerged in that period.
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Zalányi.
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1

Complex Systems: The Intellectual Landscape

1.1 The Century of Complexity?

“I think the next century will be the century of complexity.”
Stephen Hawking (Complexity Digest 2001/10, 5 March 2001.)

The term “complexity” became a buzzword in the last decade, or so. We
see that the science of complexity has roots both in natural and social sci-
ences. The term “complex” appears as an adjective in very different contexts.
“Complex structures”, “complex networks”, “complex processes”, “complex in-
formation processing”, “complex management”, etc.

One aspect of complexity is related to the structure of a system. In el-
ementary chemistry the most fundamental organization is the structure of
molecules, where the elements are atoms, and the relations are chemical bind-
ings between them. Biologists study structures at very different levels of hi-
erarchical organization, from molecular biology via the brain to population
dynamics. The neuronal network of the brain consists of neurons connected
by synapses (though extrasynaptic communications cannot be excluded). Food
webs describe the relationship among species: living creatures should eat other
living creatures to survive. An example of structures studied by psychologists
is the so-called semantic memory. Semantic memory describes abstract rela-
tionship among concepts; e.g., Cairo is the capital of Egypt. In our mind there
is a network of words connected by associations. Nodes of the networks are
concepts, they are connected by associations, which are the edges of a net-
work. Computer scientists adopt measures to characterize the static structural
complexity of software. Programs, containing more cycles, are supposed to be
more complex. The selective, functional and evolutionary advantage of the
hierarchically organized structures (composed of subsystems, again composed
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of their own subsystems, etc.) was emphasized by one of the pioneers of com-
plexity, Herbert Simon (1916–2001) [467].1

Structuralism was one of the most popular approaches (with a peak in the
nineteen sixties) in a bunch of social scientific disciplines, such as linguistics,
anthropology, ethnography, literary theory, etc. Its fundamental aim was to
describe the relationship among the elements in a system. A predominant
contribution to the initiation of the idea of structuralism was Ferdinand de
Saussure’s (1857-1913) approach, [128] who considered language, as a system
of its elements. Claude Levy Strauss, and his structural anthropology [313]
was motivated by structural linguistics. Interestingly, he was also influenced
by celebrated mathematical methods applied in cybernetics, and information
theory, which were flourished in the nineteen-forties and fifties. To analyze the
structure of social groups (first the native Bororo tribes in Brazil), he used the
terms“elementary and complex structures and even semi-complex structures”.

Another emblematic scientist, Jean Piaget (1896-1980), a Swiss psychol-
ogist, applied structuralism to mental development. The human mind (and
brain) is certainly an extremely complex structure. Piaget classified the child
development to four classes, the last one around 11 years is characterized with
the ability of abstract thinking. The transitions between the stages is driven
by errors. The accumulated errors require the reorganization of the cognitive
structure. Please note, that Piaget was concerned with development, so he
was interested not in static, but dynamic structures. Also, Piaget assumed
(and he was right), that knowledge is not only acquired from outside but con-
structed from inside. We shall return to this topic a few hundred pages later,
after we have discussed the structural, functional and dynamic complexity of
brain and mind.
1 There once was two watchmakers, named Hora and Tempus, who manufactured

very fine watches. Both of them were highly regarded, and the phones in their
workshops rang frequently. New customers were constantly calling them. How-
ever, Hora prospered while Tempus became poorer and poorer and finally lost his
shop. What was the reason?
The watches the men made consisted of about 1000 parts each. Tempus had so
constructed his that if he had one partially assembled and had to put it down –
to answer the phone, say – it immediately fell to pieces and had to be reassem-
bled from the elements. The better the customers liked his watches the more they
phoned him and the more difficult it became for him to find enough uninterrupted
time to finish a watch.
The watches Hora handled were no less complex than those of Tempus, but he had
designed them so that he could put together sub-assemblies of about ten elements
each. Ten of these subassemblies, again, could be put together into a larger sub-
assembly and a system of ten of the latter constituted the whole watch. Hence,
when Hora had to put down a partly assembled watch in order to answer the
phone, he lost only a small part of his work, and he assembled his watches in only
a fraction of the man-hours it took Tempus.
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The late mathematician of Yale University, Charles E. Rickart (1914–2002)
[430] carefully reviewed structuralism from the perspective of mathematics,
which“does not mean a formal mathematical treatment of the subject”. While
structuralism was an intellectually challenging, optimistic movement, it “has
often been criticized for being ahistorical and for favoring deterministic struc-
tural forces over the ability of individual people to act”. From Wikipedia.

The most important mathematical technique to represent the structural
relationship among the elements of natural and social systems is graph the-
ory. Graph theory offers a natural way to represent systems with individual
nodes and connection between nodes. Chemists use graphs to represent their
molecules, having the atoms as nodes, and chemical bonds as edges. To repre-
sent three-dimensional objects by two-dimensional graphs (in order to visual-
ize molecules on paper, blackboard and/or computer screen) some geometric
information (as distances, and angles) are sacrificed, while the topological in-
formation (i.e., the existence and non-existence of bonds between atoms) is
preserved. Graph theory proved to be very successful in analyzing structures
in many disciplines. There is a single mathematician, Frank Harary (1921–
2005) who, in addition to his contribution to the development of graph theory
itself, had papers on the application of graph theory to anthropology, biology,
chemistry, computer science, geography, linguistics, music, physics, political
science, psychology, social science. Harary investigated many problems which
are nowadays reanalyzed in terms of network theory.

Dynamical complexity is about temporal processes. Here is an arbitrary
list of related concepts: clockwork Universe, heat death, arrow of time, time
reversal, eternal recurrence, biological clock, heart beat, neural rhythmicity,
weather prediction, epilepsy, . . . . Irreversibility and periodicity are recurring
themes. There is no strict correlation between structural and dynamical com-
plexity. Robert May published a paper in 1976 in Nature with the title“Simple
mathematical models with very complicated dynamics” [334], which clearly
explained a mechanism of the emergence of chaos in simple mathematical
equations: models even with simple structure may lead to complicated dy-
namics.

The algorithmic information complexity (introduced by the legendary
mathematician Andrey Nikolaevich Kolmogorov (1903–1987) and extended
by Gregory Chaitin) of some computable object is the length (measured in
number of bits) of the shortest algorithm that can be used to compute it. So,
the shorter the algorithm, the simpler the object.

The notion of cognitive complexity has been related to personality theory
[272]. It has been used as a basis for discussion on the complexity of personal
constructions of the real world (and particularly of other people) in psychology.
People have mental models about their social environment. A subject should
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rate a number of people around her on a number of attributes, generally in
a bipolar axis. The complexity of the world view of a subject can be measured
by this test. A subject, who assigns to all their friends positive attributes and
to their enemies negative attributes would have a less complex, basically one-
dimensional mental model of their acquaintances. (S)he has only friends and
enemies. A subject with the ability to see people as a mixture of “good” and
“bad” characteristic properties has a higher “cognitive complexity”.

There are many more disciplines related to complexity issues: (such as, say
computational complexity, ecological complexity, economic complexity, orga-
nizational complexity, political complexity, social complexity), just to mention
some of them. Browsing the web you may see that almost all of them have
their journals, conferences, etc. So, it would be difficult to deny that complex-
ity theory has become very popular.

Roughly speaking we know that the big success stories of 20th century
science are related to the reductionist research strategy. Particle physics and
molecular biology were the most fortuitous disciplines, both apply predom-
inantly the reductionist research strategy. Reductionism is a coherent view,
which suggests that chemistry is based on physics, biology is based on chem-
istry, psychology on biology, and sociology on (bio)psychology. A more ex-
treme view claims that finally everything is “physical”, any aspect of life and
mind is basically a physical thing. Molecular biology emerged in search for the
structure of genes, and the application of the reductionist strategy implied big
progress in reducing genetics to molecular biology.

While the differences between the 20th century sciences and complexity
are significant, neither one has a hegemony. The former, including biology,
were dominated by mechanistic reductionism.

Mechanistic reductionism suggested, that the universe, including life, were
considered as “mechanisms”. Consequently, understanding any system re-
quired the application of the mental strategy of engineering: the whole system
should be reduced to its parts. Knowing the parts was thought to imply the
complete understanding of the whole.

The science of complexity suggests that while life is in accordance with
the laws of physics, physics cannot predict life. Therefore, in addition to re-
ductionism, a more complete understanding of complex dynamical systems
requires some holism. The (w)holistic approach is interested in organization
principles. One of the most important key concept of this approach is the no-
tion of “emergent properties”: system’s properties emerge from the interaction
of its parts. Holists like to tell, that the whole is somehow (?) greater than
the sum of its parts. In extreme form, holism not only denied that life can
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be understood by physical-chemical laws, but suggested the existence of some
“non-material agent”.

1.2 Characteristics of Simple and Complex Systems

1.2.1 System and Its Environment

Fig. 1.1. System and its environment.

A system is a delineated part of the universe which is distinguished from
the rest by a real or imaginary boundary (Fig. 1.1). The system approach inte-
grates the reductionist and the holistic approaches. There are closed systems
which are maintained by internal forces, and not influenced by external forces.
A piece of stone is an isolated system, and its shape is preserved by increasing
a force to threshold, when it might be subject to disintegration by rupture.
The properties of the stone can be studied by neglecting its interaction with
the environment.

The founder of the “General systems theory”, Ludwig von Bertalanffy
(1901–1972) emphasized that, as opposed to stones, and to other isolated
systems, the majority of biological and social systems are open systems. The
behavior of an isolated system is completely explainable from within. Living
structures, and other open systems, should be considered, as systems being in
permanent interaction with their environment to ensure normal performance.

Systems theory is always concerned about the boundary between a sys-
tem and its environment. It is clear where the boundary of a stone is. Also,
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we might intuitively expect that the chemical composition of a stone will
not change for tomorrow. But its temperature is influenced by the sunshine.
Roughly speaking a piece of stone is closed for material flow, but it is subject
to energy flow. The stone is not really an isolated system, since it has the
same temperature as its environment. They are in thermal equilibrium. More
precisely, the change in the temperature of the environment implies an energy
flow to equilibrate the temperature difference. Our temperature is not the
same as that of our environment, and our internal processes ensure to main-
tain the temperature difference. We are “open systems”, dynamic structures
maintained by permanent material, energetic and information flow with our
environment.

To give an appropriate description there are three concepts we should
know: a system, its environment and the interaction between them. So from
the perspective of system theory, we should know how to characterize the
state of the system, the properties of the universe, which affect the system
excluding the system itself , and the interactions/relationships between the
system and its environment.

1.2.2 Simple Systems

What are simple systems? Here are some characteristic properties of simple
systems:

• Single cause and single effect

• A small change in the cause implies a small change in the effects

• Predictability

Common sense thinking and problem solving often adopts the concept of
“single cause and a single effect”. It is probably not a very big exaggeration to
say that both the classical engineer’s and the medical doctor’s fundamental
approach was based on this concept. Common sense also suggests that small
changes in the cause imply small changes in the effect. It does not literally
mean (as sometimes is mentioned) that there is a linear relationship between
the cause and the effect, but it means that the system’s behavior will not be
surprising, its behavior is predictable. With a somewhat more technical termi-
nology, small changes in the parameters (or in the structure of the system) do
not qualitatively alter the system’s behavior, i.e., the system is “structurally
stable”.
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Intuitively it seems to be obvious that there are simpler and less simpler
patterns of binary strings. A very simple pattern is 01010101, which shows
biperiodicity. Assuming some“continuity hypothesis”, the behavior of the con-
tinuation of the pattern is predictable. It is not predictable, however, how to
continue a randomly generated string. There are patterns, which are not sim-
ple and not random.

Simple Versus Complex Systems and the Deborah Number

Marcus Reiner, the founding father of rheology defined a non-dimensional
number, the Deborah number D, as

D :=
time of relaxation
time of observation

. (1.1)

The difference between non-changing“solids”and flowing materials“fluids”
is then defined by the magnitude of D. If the time of observation is very large,
or, conversely, if the time of relaxation of the material under observation
is very small, you see the material flowing. On the other hand, if the time of
relaxation of the material is larger than your time of observation, the material,
for practical purpose is solid. The name resembles us to Prophetess Deborah
[425], who sang (even before Heraclitus’s “panta rei”) “The mountains flowed
before the Lord”. Deborah knew not only that everything flows. She also knew
that with the infinite observation time God can see the flowing of those objects
what the man in her short lifetime cannot see.

We may conclude that the complexity of a stone should increase with the
length of its observation.

1.2.3 Complex Systems

Here are some characteristic properties of complex systems:

• Circular causality, feedback loops, logical paradoxes and strange loops

• Small change in the cause implies dramatic effects

• Emergence and unpredictability



8 1 Complex Systems: The Intellectual Landscape

Circular Causality

Circular causality in essence is a sequence of causes and effects whereby the
explanation of a pattern leads back to the first cause and either confirms or
changes that first cause; Example: A causes B causes C that causes or modifies
A. The concept itself had a bad reputation in legitimate scientific circles, since
it was somehow related to use“vicious circles”in reasoning. It was reintroduced
to science by Cybernetics (see Sect. 2.2.2), emphasizing feedback. In a feedback
system there is no clear discrimination between “causes” and “effects”, since
the output influences the input.

Feedback

Feedback is a process whereby some proportion of the output signal of a sys-
tem is passed (fed back) to the input. So, the system itself contains a loop.
Feedback mechanisms fundamentally influence the dynamic behavior of a sys-
tem. Roughly speaking negative feedback reduces the error or deviation from
a goal state, therefore has stabilizing effects. Positive feedback which increases
the deviation from an initial state, has destabilizing effects. Natural, techno-
logical and social systems are full with feedback mechanisms (Fig. 1.2).

Fig. 1.2. Systems with feedback.

Systems with feedback loops are used by engineers (to serve them more
justice) to stabilize the operation of plants. They use sensors and actuators to
measure and control their system. The Greek Ktesibios, who lived in Alexan-
dria, revolutionized the measurement of time by building a water clock. To
achieve his goal he had to invent a regulator valve to maintain the level of the
water in a tank at a constant level. Maybe he was the first who consciously
used feedback control. (see later, such as Fig. 3.4). The toilet uses negative-
feedback to fill itself up with water when flushed. In this case an impairment
of the control system may show positive feedback, which implies non-required
overfill. A simple example of feedback inhibition is a connected thermostat-
heater system. A sensor detects the temperature, and when the temperature
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reaches a predetermined value, the thermostat signals the furnace to switch
off. When the temperature drops below an other predetermined value, the
furnace is turned back on.

For chemical reactions, positive feedback is related to the concept of auto-
catalysis. Autocatalytic reactions have a specific property: n components gen-
erate n+m components, m > 0. For such reactions there is a self-amplifying
mechanism between the concentration of a component and its velocity of for-
mation: the velocity is increasing function of its own concentration.

In the “simplest case” the velocity is proportional with the concentration.
“Simplest case” means that n = 1 and m = 1, so one component (molecules)
produces two molecules by using some other component A:

Linear autocatalysis:

A + X −−→ 2X, velocity = k[A][X ].

There are higher-order autocatalytic reactions, too. Quadratic auto-
catalysis:

A + 2X −−→ 3X, velocity = k[A][X ]2.

Chemists often use a different terminology. They (we) call “linear” auto-
catalysis as “quadratic” and “quadratic” autocatalysis as “cubic”, respectively
to reflect the the molecularity of the reaction. Two molecules collide in the
first case, three collide in the second.

There is a big qualitative difference in the behavior of the linear and the
quadratic autocatalytic system. The first reaction is just equivalent to the
model of population growth posited by Malthus more than two hundred years
ago. The assumption of the model is that the rate of the increase of the
population is proportional to the actual size of the population. The model
leads to exponential growth (Fig. 1.3). It means that in the limit of infinite
time the population size will be infinite. By modifying the assumption a little,2

and assuming that the encounter of two individuals is necessary to have a third
individual leads to super-exponential behavior, specifically to“explosion”. The
term“explosion”here means that during finite time period the population size
will be infinite (Fig. 1.3).

Autocatalytic reactions have an important role in getting so-called exotic
chemical behavior (as periodicity or deterministic aperiodicity (chaos) in the

2 Any models are based on assumptions. Model builders like to play the game to
study the effects of changes in the assumptions.
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Fig. 1.3. Exponential growth (linear autocatalysis) and explosion (quadratic auto-
catalysis). Left : linear scale. Right : logarithmic scale.

concentration, as it will be discussed later in several contexts. We shall return
to the difference between exponential and super-exponential dynamics in the
Sect. 9.3.6.

Biological networks use feedback in all hierarchical levels of the organi-
zation. Jacob and Monod outlined a network theory of genetic control in
prokaryotes (prokaryotes are simple cells, which don’t contain nucleus, while
eukaryotes do) in 1961 [357, 255]. The Operon model is the classical model
for the cellular metabolism, growth and differentiation (for the legacy and
historical analysis of this seminal work see [361]). Now there are detailed
mathematical models [576] which by taking into account the network struc-
ture of the lactose operon regulatory system (Fig. 1.4) are able to reflect the
fundamental bistable property of the system.

Bistability occurs in many natural, social and technological systems, when
a system is able to exist in either of two, so-called steady states, and when
there is an abrupt jump from one state to the other. Bistability is a property
of certain nonlinear systems, and such kinds of phenomena were demonstrated
and analyzed in different fields, such as from phase transition in physics to
jumps in the oil price and to interpretation of ambiguous figures, etc. We shall
return to this topic in Sect. 2.2.3. Abrupt jumps from one state to the other
were subjects of interdisciplinary studies, what we shall discuss later under
names of “phase transition”, “synergetics” and “catastrophe theory”.

A simple example for positive feedback in economics is the relationship
between income and consumption. By increasing income per capita there is
an increase in consumption. Increased consumption has of course a positive
effect in income (if nothing else changes, or “ceteris paribus” using a favorite
term of economists).

Interestingly, Brian Arthur, who took the lion’s share in popularizing com-
plex systems thinking in economics, and specifically to use positive feedback
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Fig. 1.4. Schematic representation of the lactose operon regulatory system. From
[576].

(or increasing return, using again the terminology of economists) [25] was
strongly influenced by the Monod-Jacob feedback model in molecular biol-
ogy, and the theoretical studies on autocatalytic reactions, which proved to
be important ingredients of producing oscillatory patterns in chemical and
biological systems.3

The sociologist Merton coined the term “Matthew effect” [351] as a mech-
anism for amplifying small social differences. He paraphrased the Gospel of
St. Matthew 25:294 to explain why and how already established scientists are
able to dramatically increase their resources compared to others.

The stability and occasionally abrupt change in governmental policies and
institutions can be explained by negative and positive feedback processes (see
Baumgartner and Jones 2002), [51]. Negative feedback processes ensure the
stability of institutions, while positive feedback, i.e., self-amplifying processes
3 “I started to read about enzyme reactions and the writings of Jacques Monod,

a French molecular biologist and Nobel Prize winner. He had written a book
called Chance and Necessity where small events could get magnified by positive
feedbacks and lead to different enzyme reaction paths. I began to realize that the
counterpart in economics to positive feedback was increasing returns. I started
reading the physics of positive feedback, and particularly the work of the German
Hermann Haken at Stuttgart and the Belgian Ilya Prigogine, a man I am very
fond of . . . ” http://www.dialogonleadership.org/Arthur-1999.html.

4 “To him who hath shall be given and from him who hath not, shall be take away
even what he hath”, from the parable of the three servants.
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may help to diffuse new ideas. The more politicians talk about an issue,
such as health-care system or prescription drug coverage, the more the public
will be concerned with it. Examples of actions implying stability: counter-
inflatory effects of the Federal Reserve, unemployment compensation, price
supports for farmers, etc. The political scientists Baumgartner and Jones cite
the mathematician-economist Brian Arthur to explain, that the “increasing
return” mechanism also operates in politics. (It is interesting to see the prop-
agation of ideas through disciplines: Arthur’s economic theory was motivated
by physical-chemical and biochemical models, while his economic models fer-
tilized thinking in political science.)

One mechanism of the decision-makers is based on mimicking others be-
havior, a strategy labeled as “go with the winner”. Nobel prize winner (2005)
Thomas Schelling [458] (go with him) set a celebrated model of segregation.
In his model there are two types (say, red and blue, or white and black) of
agents, who live in a two-dimensional grid. The agents may choose to remain
or to move to a free space. With the model it is possible to investigate the
effect of different rules. Schelling concluded that even without having a racist
attitude, a slight preference to live “among your owns” may lead global segre-
gation. Schelling models will be discussed in Sect. 4.7.1.

Schelling studied a variety of social phenomena, where the individual de-
cision was determined by the behavior of the others in the group. We are
ready to cross the street when the light is red, if others around us do the
same, we buy similar goods as our neighbors, and so on. Schelling intuitively
has foreseen that there are situations, which basically have two outcomes, i.e.,
they show bistability; adopting Schelling’s terminology, two macrobehaviors
(which emerged from the micromotivations of the individuals). Either all peo-
ple cross the street, (since the positive feedback among the people amplified
the action), or everybody decides to wait. Either everybody starts to applause
after a performance, or a weak applause decays very rapidly. Which of the two
possibilities will be realized, it is determined by the number of people involved.
If it is larger than a critical mass than (well, almost) everybody will do the
same.5

Logical Paradoxes

Logical paradoxes are also intimate ingredients of complexity. While this sub-
section will speak about paradoxes, first let’s discuss a case which turns out to
be non-paradoxical. The so-called liar paradox goes back to Epimenides, who

5 Phil Ball [40] enthusiastically popularizes how the concepts of physics can be used
to predict the collective behavior of a large group of people.
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lived in the sixth century BC. He wrote: A person from the island of Crete
asserts:

All Cretans are liars.

We can conclude that if he is telling the truth, then he is lying. One might
believe that if he is lying, then he is telling the truth. But the statement is not
paradoxical at all: if there has ever been a Cretan who made a true statement
then Epimenides’s sentence is simply false without implying its own truth.
This is a paradox only if Epimenides is the only Cretan.

A paradox may emerge if the sentence is self-referential : A man says that
he is lying. Is what he says true or false? The core of this paradox is:

This sentence is false.

A self-referential sentence talks about itself. Another form of the paradox is
when a single sentence is not self-referential, but it refers to the next sentence,
which refers back to the first one, in a controversial way:

The next sentence is false.
The preceding sentence is true.

Russel’s Barber Paradox:

In a small town, a barber cuts the hair of all people who do not
cut their own hair, and does not cut the hair of people who cut their
own hair. Does the barber cut his own hair? Suppose he does cut his
own hair. But by the second half of the first sentence, he does not cut
the hair of people who cut their own hair, including the barber himself.
Contradiction. Suppose he does not cut his own hair. Then by the first
half of the first sentence he does cut the hair of people who don’t cut
their own, including the barber himself. Contradiction.
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Strange Loops

Probably the (sorry, not too young) Reader will agree with me, that the most
popular (which certainly does not mean that the most extensively read) book
on complexity issues (though this terminology is hardly used in the book) is
Hofstadter’s Gödel, Escher, Bach: an Eternal Golden Braid [238]. The book is
about“Strange loops”. Strange loop is a sophisticated version of self-reference.
As Hofstadter says: “whenever, by moving upwards (or downwards) through
the levels of some hierarchical system, we unexpectedly find ourselves right
back where we started”. Escher’s famous Waterfall (Fig. 1.5) is an example for
strange loop: the water flows continuously down, still returns again to the top
of the waterfall. Our intuitive notion that water flows downhill is challenged.

Fig. 1.5. Escher’s Waterfall.

Hofstadter uses the strange loop as a paradigm to interpret paradoxes in
logic, and founds it as a main organizational principle (not his terminology)
not only in mathematics and computer science, but also in molecular biology,
cognitive science, and in political science.
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Feedback cycles, strange loops and iterative algorithms (recursions), are
elements leading to complexity. When I checked what Wikipedia writes about
it, and found a subsection about recursive humor, I laughed:

Recursion
See “Recursion”.

Recursive algorithms might lead to certain type of complex structures which
have the property of self-similarity (Fig. 1.6).

Fig. 1.6. Self-similarity: a property of (many) fractals in which the pattern of the
whole occurs in each part. Actually this is a Koch curve.

Small Changes Imply Dramatic Effects

The expression “butterfly effect” became well-known, even in the popular
culture. As we may read in http://www.anecdotage.com/index.php?aid=1358
(checked in June 16th, 2007):

Butterfly Effect

While working on a weather prediction problem one day in 1961,
Edward Lorenz, using a computer to model the weather with a system
of 12 basic equations, ran a program from the middle rather than the
beginning – and entered parameters to three decimal places, rather than
the normal six. Lorenz was surprised to see how differently the weather
patterns evolved. Such minute changes, he supposed, might be caused
by something as trivial as the beating of a butterfly’s wing. Lorenz had
discovered the so-called “butterfly effect”, and was soon embroiled in
chaos theory . . .
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We know its geographic variations:

• The flap of a Butterfly’s Wings in Brazil sets off a Tornado in Texas.

• A butterfly flapping its wings in Kansas could trigger a typhoon in Singa-
pore or a downpour on your summer party.

• A man sneezing in China may set people to shoveling snow in New York.

• A butterfly flaps its wings in Asia, the action may eventually alter the
course of a tornado in Kansas.

• A butterfly flapping its wings in Tokyo could cause a cyclone in the
Caribbean.

• A butterfly flapping its wings in South America can affect the weather in
Central Park.

• The possibility of large storm in New England may be caused by a butterfly
wing flap in China.

Edward Lorenz himself gave a lecture in a session on Global Atmospheric
Research Program of the meeting of the American Association for the Ad-
vancement of Science in 1972 with the title “Predictability: Does the Flap of
a Butterfly’s Wings in Brazil set off a Tornado in Texas?” Somewhat more
technically speaking he suggested that certain dynamical systems show “sen-
sitive dependence on initial conditions”, and small errors are subjects of dra-
matic amplification. Implicitly, the effect of a flap in the reality is similar to
a round-off error in his model.

The “butterfly effect” is at most a hypothesis, and it was certainly not
Lorenz’s intention to change it to a metaphor for the importance of small
event. It is used at least in metaphoric sense to explain stock market crashes,
but also political events (how the tiny change in the mind of the designer of
the ballot paper in Palm Beach for the US Presidential election in 2000 led to
the result, which finally was settled by the Supreme Court).

Dynamical systems that exhibit sensitive dependence on initial conditions
produce remarkably different solutions for two initial values that are close to
each other. Sensitive dependence on initial conditions is one of the properties
to exhibit chaotic behavior. In addition, at least one further implicit assump-
tion is that the system is bounded in some finite region, i.e., the system cannot
blow up. When one uses expanding dynamics, a way of pull-back of too much
expanded phase volume to some finite domain is necessary to get chaos. This
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property is also true for linear systems: dx/dt = ax, a > 0, the solutions are
written down by x(t) = x(0) exp(at), which means exponential separation of
the difference of two close initial points. This example is just an unbounded
expanding system. The complicated geometry behind the generation of chaos,
and the stretching and folding of trajectories leading to divergence will be
discussed in Sect. 3.6.2.

A large class of chaotic motions, which seem phenomenologically irregular,
lead to strange attractors as opposed to simpler motions, e.g., damped or
sustained oscillations which tends to simpler attractors, such as points, or
closed curves. Strange attractors have fractal structure. Fractals often (but
not always) are self-similar. Strange attractors have complex structure, but
sometimes even simple rules, simple algorithms (such as the logistic difference
equation, a very simple example of a first-order difference equation) may lead
to such kinds of patterns:

xn+1 = rxn(1− xn), x0 = ξ (1.2)

where r is the only parameter, and ξ is the starting point of the iteration.

The equation is recursive or iterative mapping: the result of the mapping
is fed back to the equation, producing a new result, i.e., a new xn, etc. What
is interesting, that depending on the value of the control parameter r, the
mapping leads to qualitatively very different results (Fig. 1.7). The general
form of the first-order iterative mappings is xn+1(r) = f(xn(r), r), x(0) = x0.

How sensitive are the solutions with respect to the control parameter r
and the initial value x0?

Bifurcations analysis seeks answer to the first question. More precisely,
it is used for studying the changes in the long term qualitative behavior of
the system. Chaos is related both in changes in the parameter value, and
sensitivity to the initial conditions as well. There are parameter windows where
chaos may occur, and a basic property of chaotic systems is the sensitive
dependence of the solution on initial conditions.

Chaos is a fundamentally important example what we might call dynamic
complexity. It became extremely popular in the 1980s. This was the period
when personal computers started to be used and simple (or not so simple)
equations were solved numerically and the results were visualized. In many
labs students and their teachers played with their computers and found that
visualization of scientific results is important and possible. For a black-and-
white version see Fig. 7.11 in Chap. 7.
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Fig. 1.7. For r = 2.8 the system shows a damping oscillatory approach to a fixed
point. For r = 3.3 there is a non-damping, self-sustained oscillation between two
points. For r = 3.8 there is a chaotic, irregular behavior. The right bottom part of
the figure shows the results of a somewhat longer simulation.

Emergence and Unpredictability

István Örkény: The meaning of life

If we string up a bunch of red hot peppers, we end up with a wreath
of red hot peppers. On the other hand, if we don’t string up a bunch
of red peppers, we will not end with a wreath of red hot peppers. The
peppers will be just as many, just as red as hot, but they will not be
a wreath of hot peppers.

Is it the string? No, it is not a string. The string, as we know is
a third-rate factor of little importance. What then?

Whoever falls to thinking about this and makes sure not to let his
thoughts stary from true path may come to discover many great truths.

István Örkény[391] , Hungarian writer, wrote among others grotesque
with the title “One Minute Stories”
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The problem of “emergence of complexity” has at least two different levels.
First, what parts of a system do together that they would not do by them-
selves. One molecule of H2O is not liquid, one neuron is not conscious, one
amino acid is certainly not alive, one sheep is not a herd, one soccer player
is not a team (well, eleven players are also not necessarily a team, as desper-
ate Hungarian soccer fans know these days, more than fifty years after the
great period of Ferenc Puskás and his teammates). How do system properties
arise from the properties of the parts connected? Sometimes system proper-
ties emerge due to the local interactions among the elements, without any
external command, so the mechanism is called self-organization. In other case
(say, soccer), some external stimulation might help (a little bit). But even the
best coach is unable to build a world champion team from a set of ungifted
players.

Second, there exists the question about the “evolution of complexity” oc-
curring in phylogenetic time scale. Theory of evolution suggests that there is
a mechanism called “natural selection” which explains the development of life
forms. While it does not predict precisely the future forms, as the theory is
sometimes criticized, Peter Medawar, a Nobel-prize winner biologist answered
the critics in 1973:

“. . . finds Darwinian theory still at fault from a strictly methodological point
of view. Darwinians have yet to produce a theory which makes specific pre-
dictions possible. I think the justice of this criticism really depends on how
specific the predictions have to be. Let us imagine, as is not improbable, that
a metabolic product which we shall call gorgonzolin of the mold Penicillium
gorgonzoli is a powerful antibiotic. From what one knows of the genetic sys-
tem of bacteria it is already quite possible to predict that if strains of strepto-
cocci or staphylococci are cultivated in sublethal concentrations of gorgonzolin
a new variant will eventually appear which is entirely resistant to the action
of gorgonzolin. It is true that gorgonzolin has not yet been discovered, but
a great many fungal antibiotics have been, and I predict that what has turned
out to be true of all of them would turn out to be true of gorgonzolin also.”
[345]

Interestingly, the lack of ability to predict does not imply qualms regarding
the relevance of a scientific discipline. While there is some progress in predict-
ing the onset of epileptic seizures, eruption of earthquakes and crash of stock
market, or at least it is possible to analyze the limits of predictability, (as we
shall discuss in Sect. 9.3.1) nobody claims that neuroscience, geophysics and
economics are not legitimate scientific disciplines.
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1.3 Connecting the Dots

The intention of our book is to explain complexity, by connecting the scattered
dots of concepts. The spirit of complex systems research can be understood
by analyzing the ideas, concepts and methods related to different disciplines.
While these disciplines sometimes cooperated and competed with others, in
other times they neglected each other.

Complex systems research certainly was not main stream during the in-
credible success of quantum physics, relativity theory and molecular biology
(and the 20th century physics and biology dramatically changed the world),
there were however several scientific disciplines which searched for “organiza-
tion principles”.

In Chap. 2 the history of complex systems research is reviewed. Berta-
lanffy’s systems theory was interested in finding common principles in differ-
ent disciplines, so he tried to revive the concept of the “unity of science”. He
suggested that to explain life phenomena theoretical biology should be based
on the notion of open systems. The founding fathers of the general systems
did not want to establish a “general theory of everything”, which would not
have any content. They hoped to integrate the different perspectives, and also
to analyze and synthesize different forms of complexity.

The birth, rise, and fall, or better saying, dissolution of cybernetics, the
science of “communication and control in animals and machines”, was about
the theory of the computers and brains. The mathematician Norbert Wiener,
and the neurophysiologist Warren McCulloch are the founding fathers of cy-
bernetics. It was an optimistic movement, with some overambitious goals. It
used many concepts, which became popular again related to both the sci-
ence of “complex adaptive systems” around the Santa Fe Institute, and to the
discipline of cognitive science.

Cybernetics is striking back now, and many of its ideas appear from brain
theory and cognitive science to complex systems theory, see Sect. 8.6.1.

In the nineteen seventies three disciplines, each of them with the goal of
being interdisciplinary and emphasizing “nonlinearity” became fashionable in
Europe. The connotation of the word “nonlinearity” was that “linear” is un-
interesting, and nonlinearity leads to different and nice patterns in time and
space. I think, three European schools, each of them had leaders with strong
personality, dominated the field. The theory of “dissipative structures” grew
out from non-equilibrium thermodynamics and was labeled with the name of
Ilya Prigogine, and his “Brussels school”. Hermann Haken (Stuttgart) used the
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term “synergetics” to deal with systems, where order is an emergent property
of macroscopic systems due to the interactions of elementary constituents.
“Catastrophe theory” is a mathematical theory for classifying abrupt qualita-
tive changes in the behavior of a system due to small changes in the circum-
stances. It emerged from the works of the French mathematician René Thom.
Thom’s approach was deeply deterministic, while the other two schools took
into account random effects and fluctuations to get ordered structures.

Chapter 3 is about the complexity of temporal patterns, i.e., about no-
tions, such as periodicity, reversibility, irreversibility and chaos. The concept
of time is strongly culture-dependent, and there is an evolution of the con-
cept from the ancient Mayan cyclic world view via the Newtonian clockwork
worldview and pessimistic view of the eventual heat death of the Universe to
the modern concept of irreversibility. Mechanical clocks not only measured the
passing time but served as the model of the eternal, periodically moving Uni-
verse. The collision between the “reversible” mechanics and the “irreversible”
thermodynamics led to the birth of statistical physics, which now seems to
be a very efficient conceptual and mathematical tool to understand collective
phenomena beyond the kingdom of strict physics. Nature and society is full
with periodic phenomena. A very popular model of oscillatory changes is the
Lotka-Volterra model. It explained, more precisely gave an insight into the
mechanism of the prey-predator dynamics. The model was able to describe
the periodic change of the quantity of “big” and “small” fishes in the Adriatic
sea, under the qualitative assumptions that the small fish has infinite resource
(say, plankton), the big fishes’ only food are small fishes, and there is a natural
decay of the big fishes. This toy model, and its generalizations, are popular
tools in modeling competitive and cooperative interactions, in biological, eco-
nomical and sociological context. One of the most important ingredients of
any theory of complex processes, as we mentioned earlier, is chaos theory.
Chaos theory was a big fashion, although as it is happens with any fashion,
its popularity is decaying. Chaotic phenomena are, in any case very impor-
tant, they give a unique insight to understand the mechanism of generating
a large class of unpredictable events. There are big universal questions: does
biological and even cosmical evolution has an irreversible direction, or are
there any arguments that they are cyclic phenomena?

Chapter 4 illustrates the scope of the dynamic world view, which grew out
from mechanics. As in the mechanics of mass points, the state of a point is
determined by coordinates, the composition vector of chemical components
determines the “chemical state”, a vector, which defines the quantities of the
different species. The temporal change of the state due to the interaction
among chemical components or among species is described by the laws of
chemical kinetics, and the laws of population dynamics, respectively. Such
kind of causal modeling approach helps to understand biological and social
processes as well, as biological pattern formation, propagation of epidemics



22 1 Complex Systems: The Intellectual Landscape

and ideas, evolutionary dynamics, opinion formation, attitude changes, busi-
ness cycle, etc.

Chapter 5 is about the role of deductive and inductive reasoning and strate-
gies in decomposing and constructing complex systems. Cybernetics and arti-
ficial intelligence is mentioned in terms of combining different reasoning strate-
gies through the contributions of two intellectual giants, John von Neumann
and Herbert Simon. Chapter 6 is about randomness. Biological variation was
dominated by the Gaussian distribution. Deviation from the average behavior
(which is in this case equivalent with the “most probable” state) is symmetric.
Deviation from average height is symmetric: roughly the same number of peo-
ple are shorter and taller than the average. Asymmetric (skew) distributions
have strongly different properties. The distribution of wealth of people is not
symmetric. There are much less people with large income than with a low one.
The popular 80–20 thumb rule says that 20% of the population owns 80% of
the wealth. There are a set of models, which lead to such kinds of skew dis-
tributions, such as lognormal distribution and power law distribution.

In many respects, complex structures are neither purely regular, deter-
ministic nor completely random structures. Chapter 7 is opened by discussing
structural complexity, and the ways of measuring it. Then self-organizing
mechanisms and algorithms are discussed, the interaction between determinis-
tic and random effects are specifically studied. Randomness and complexity in
artworks (of Jackson Pollock) are also discussed. Networks have many excel-
lent properties to represent natural, technological, social systems, so it is easy
to accept why network theory is so important in analyzing complex systems.
In addition to a brief review of its main concepts, a specific class of networks,
i.e., citation networks in technology, will be explained.

In colloquial sense we often say that the brain is the most complex struc-
ture. Chapter 8 discusses the brain-mind-computer trichotomy. Both the philo-
sophical and experimental backgrounds are briefly reviewed. Then the basic
principles of neural organization, and the frameworks of the fundamental com-
putational models are summarized. We argue that the tradition of cybernetics
combined with the perspective of complex systems theory offers a framework
of a brain-mind-computer theory.

Chapter 9 gives some more ideas on how to use complex systems in prac-
tice. The comparative analysis of equation-based and agent-based modeling
strategies is given. What we can hope now from game theory? Once it was
applied for analyzing political conflicts in terms of predicting the outcome of
possible strategies depending of the strategies of the other players, and later
was successfully applied to evolution. Evolutionary game theory offers causal
mechanisms for the emergence of cooperation and social norms. Complex sys-
tems theory, in accordance with the ambition of the elder days general systems
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theory is interested in finding similarities among the (un?)-predictability of
such kinds of phenomena, as epileptic seizure, eruption of earthquakes, and
stock market crashes.

In the final, tenth chapter it will be summarized how the ingredients of
complex systems contribute to explain complexity. We argue that complex
systems research offers a perspective to (well, not to bridge, but at least)
narrow the gap between science and the humanities. While the“Age of Reason”
is over, the author agrees with those who work on a new, “third culture”, and
believe that “bounded rationality” and the acceptance of our fallibility is the
only way for mankind to survive ourselves.



2

History of Complex Systems Research

2.1 Reductionist Success Stories Versus the Importance
of Organization Principles

There is no doubt that the superstars of 20th century science are in atomic
physics (including nuclear and particle physics) and molecular (if you wish
“particle”) biology. Both disciplines were driven by searching for the con-
stituents of the organized whole. The “take home message” of the lessons
from the history of science is that methodological reductionism, the analyt-
ical decomposition of structures to parts, should be completed by searching
for organizational principles, too.

2.1.1 Reductionism and Holism in Quantum Physics

Capsule history of early atomic physics

Early atomism assumed that matter is composed of indivisible and unchange-
able atoms. Later it turned out that atoms were made of even smaller build-
ing blocks. First, the existence of electrons were demonstrated, and the Mil-
likan experiment showed that its mass is very small. Since atoms have neutral
charge, positive particles should also exist. When it turned out that atoms
are composed of parts, models were constructed to describe the relationship
among these parts. A series of atom models were created for describing the
distribution of negative and positive charges. The interactions of newer and
newer data led to more and more refined models. In 1904 Thomson suggested
the “Plum Pudding Model”. Positively charged fluid was assumed to be the
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pudding, and electrons were scattered in this fluid. Ernest Rutherford’s (1871–
1937) experiments led to the idea of nucleus: mass and positive charge are
concentrated to very small place. Niels Bohr (1885–1962), a passionate soccer
player, adopted the quantum assumptions (1900) of Max Planck (1858–1947)
and Albert Einstein (1879–1955) and postulated in 1913 that electrons circu-
late around the nucleus without energy loss (radiation), and there are jumps
from one state to another with energy changes prescribed by the Planck-
Einstein formula. The quantum model of the atom takes into account the
particle-wave duality of the electrons suggested by de Broglie (1892–1987).
Based on this assumption the location of the electrons had a probability char-
acter. Erwin Schrődinger (1887–1961), while first tried to save the classical
world view, set wave equations for the motion of electrons (1925). Instead of
giving a precise, deterministic description of the motion of electrons around
the nucleus, a cloud of points were derived. Max Born(1882-1970) suggested
that the cloud should be interpreted as the probability of the electrons being
in a certain place.

There is a direct connection between atom physics and the science of com-
plexity, since Murray Gell-Mann has been working on both fields. Quarks (and
leptons) are supposed to be the most fundamental types of particle. Quarks
can not occur in isolation, the must be bound to another quark or antiquark.
This phenomenon is called quark confinement. Murray Gell-Mann got the No-
bel prize in 1969 for explaining the interaction of quarks by the theory called
quantum chronodynamics. Gell-Mann’s interest turned later to complex sys-
tems. He served as a founder of the Santa Fe Institute, and wrote a popular
book with the title “The Quark and the Jaguar: Adventures in the Simple and
the Complex” [197].

A Few Words About Quantum Mechanics

Inference phenomena measured by electron diffraction confirmed that elec-
trons may have a wave character, so the atoms are no longer seen as discrete
entities only, but they have also continuous wave nature. Quantum mechanics
solved this paradox: Werner Heisenberg (1901–1976) adopted a new formal-
ism and developed his famous uncertainty principle and quantum mechanics
proved to be an extremely successful discipline.

The uncertainty principle says, that one cannot assign full precision values
for certain pairs of observable variables, such as the position and momentum
(i.e., mass multiplied by velocity) of a single particle at the same time even in
theory, and gives a quantitative relationship for the measure of uncertainty:

ΔxΔp ≥ �

2
. (2.1)
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Here Δx and Δp are the uncertainty of the measurement of position and
momentum, respectively, � is the Planck constant divided by 2π.

The general implication of the relationship was that quantum mechanics
is inherently indeterministic.

Broadly speaking, quantum mechanics incorporates four classes of phe-
nomena that classical physics cannot account for: (i) the quantization (dis-
cretization) of certain physical quantities, (ii) wave-particle duality, (iii) the
uncertainty principle, and (iv) quantum entanglement.

Atomism Versus Holism in Physics

The concept of wave-particle duality challenged our naive view. The naive
view suggested that electrons, as other particles, are discrete, localized entities.
Since things we sense directly seem to be localized and discrete, one might
believe the elementary particles we do not sense directly are also localized and
discrete. The principle of local action prescribes that if A and B are spatially
distant things, then an external influence on A has no immediate effect on B.

Entanglement is one of the core concepts of current quantum physics, it
challenged the universal validity of the atomism, and basically implies the
separability of localized particles. In certain composite systems the state of
the individual components can not be separated, so it should be considered
as a holistic system.

The story goes back to the Einstein, Rosen and Podolsky (EPR) paradox,
and is related to the concept of locality. EPR showed that under certain
circumstances quantum mechanics violates locality. Since they did not believe
that this effect, which Einstein later called“spooky action at a distance”, could
really happen, they implied that quantum mechanics was incomplete.

David Bohm (1917–1994) suggested the “local hidden variable” theory. He
disproved von Neumann’s analysis about the impossibility of completing quan-
tum mechanics by introducing hidden variables. However, classical quantum
physics worked well and proved to be extremely useful for calculating the be-
havior of the physical systems, so the whole non-locality problem was left for
philosophers.

John Bell (1928–1990) following Bohm’s spirit, established an inequality,
which is valid under local realism but not under quantum mechanics. Basically
he suggested an experiment to decide whether or not hidden variables may
exist. The intrinsic non-locality of quantum mechanics has been demonstrated
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later by experiments, but there are still ongoing debates about the interpreta-
tion of these results. In any case, quantum mechanics put an end of atomism.
The material world is a whole, a whole, which is not made out of parts [414].
To put it in another way: there are objects which are not wholly decomposed
into more elementary parts.

As I learned from Péter Hraskó [242] in our first informal gathering
of ELMOHA, (ELmélet-MOdell-HAgyomány in Hungarian, Theory-Model-
Tradition in English): realism, locality, induction hypothesis cannot be true
together. More about to laymen see Chap. 7 “How real is the real world” in
John Casti’s Paradigm Lost [94] explains beautifully the story of the paradox
of quantum reality.

Emergence and organizational principles in quantum mechanics

In some theories of particle physics, even such basic structures as
mass, space, and time are viewed as emergent phenomena, arising from
more fundamental concepts such as the Higgs boson or strings. In some
interpretations of quantum mechanics, the perception of a deterministic
reality, in which all objects have a definite position, momentum, and
so forth, is actually an emergent phenomenon, with the true state of
matter being described instead by a wave-function which need not have
a single position or momentum.

http://en.wikipedia.org/wiki/Emergence (checked on 16 June 2007)

Hardcore physicists, [13, 207, 305, 120] stated that the wonderful elementary
laws of physics are not sufficient to explain emerging complexity. As Anderson
formulated: “the ability to reduce everything to simple fundamental laws does
not imply the ability to start from those laws and reconstruct the universe”.
Laughlin and Pines state that “emergent physical phenomena regulated by
higher organizing principles have a property, namely their insensitivity to mi-
croscopics, that is directly relevant to the broad question of what is knowable
in the deepest sense of the term”.

The debate about the indispensable role of organization principles to ex-
plain emerging complexity is not over. The reductionist method proved to be
very successful. Wolfenstein feels [566] that the fundamental emerging macro-
scopic patterns should be understood by the fundamental physical equations.
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Actually he might be right: “the solution may require a collaboration of reduc-
tionists and emergentists, if they can be persuaded to talk with one another”.

2.1.2 Reductionism and Complexity in Molecular Biology

Capsule History of Early Molecular Biology

From Mendel to the Double Helix

It is known that modern genetics started with Gregor Mendel’s (1823–1884)
experiments around 1865 which led him to the discovery of heritability. The
laws of heredity say that physical traits are determined by factors (what we
now call genes) passed on by both parents, and that these factors are passed in
a predictable pattern from one generation to the next. Mendel’s laws were re-
discovered around 1900 (at the same time when Planck assumed the quantum
hypothesis).

Max Delbrück (1906–1981) was a German physicist who moved to the
United States in 1937, where he started to study the basic rules of inheritance
in a simple organism (bacterial viruses, also called as bacteriophages, or more
shortly, phages). Since there were no direct methods for studying the chemi-
cal nature of the genes, Delbrück’s speculated about the atomic structure of
a gene, and explained mutation as a quantum jump, and also introduced the
standard experimental techniques. The question to be answered was how her-
itable information is stored in cells. Proteins, composed of 20 different amino
acids seemed to be much more likely candidates, than desoxyribonucleic acid
(DNA), a heteropolymer built of four types of monomers. Though DNA was
isolated even in the middle of nineteen century, it was only in 1944, when Os-
wald Avery found that chromosomes and genes are made of DNA. Delbrück
motivated one of the fathers of quantum mechanics, Schrödinger, to think
on the basis of life and inheritance [460]. He assumed that the gene is like
an aperiodic one-dimensional crystal. Linus Pauling (1901-1994) probably the
most influential chemist of the 20th century (who applied quantum mechanical
theory to explain chemical bonds) has already seen that the DNA had a heli-
cal structure. There is a (not so) controversial story that Rosalind Franklin’s
(1920-1958) data obtained by X-ray crystallography (and given out without
Franklin’s knowledge) played a critical role in the discovery what Watson
and Crick made. As everybody knows they suggested that DNA has a double
helix structure. They also adopted data which showed that among the four
nucleotides there are two pairs, adenine–thymine and guanine–cytosine, which
occur in equal proportions. This is called Chargaff’s rule. These data led them
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to the concept of base-pairing, which was the supportive pillar of their whole
argument.

Genetic Code

The problem of the genetic code was to find a relationship between DNA struc-
ture and protein structure. It turned out that tri-nucleotide units (codons)
code individual amino acids. There are 43 = 64 different codon combinations
and it was a surprise that many codons are redundant, and an amino acid
maybe coded by two or more codons. Though the genetic code shows some
variations, all the genetic codes used in living creatures on the Earth show
a remarkable similarity: the genetic code should have evolved in very early
times.

Central Dogma, Genetic Reductionism and Their Critique

The research program of “molecular biology” suggested that the replication,
transcription and translation of the genetic material should and could be ex-
plained by chemical mechanisms. Crick’s central dogma of molecular biology
stated that there was a unidirectional information flow from DNA via RNA
(ribonucleic acid) to proteins. First, in the process of replication the informa-
tion in the DNA is copied. Second, during transcription DNA codes for the
production of messenger RNA. In the third phase (processing) RNA migrates
from the cell nucleus to the cytoplasm. Fourth, messenger RNA carries coded
information via ribosomes for protein synthesis (translation). The schema of
the central dogma is:

DNA −→ RNA −→ protein

While the central dogma was enormously successful in discovering many de-
tailed chemical processes of life phenomena, philosophically it suggested, as
Crick himself wrote [114], that “the ultimate aim of the modern movement
in biology is to explain all biology in terms of physics and chemistry”. The
central dogma led to genetic determinism. While certain phenotypes can be
mapped to a single gene, the extreme form of genetic determinism, which prob-
ably nobody believes, would state that all phenotypes are purely genetically
determined. In ”Not in Our Genes” [437], Richard Lewontin, a controversial
combatant hero of genetics and evolutionary biology with Steve Rose and
Leon Kamin attacked genetic determinism. Another hero, Richard Dawkins
criticized the authors by accusing them of fighting with strawman [125]. The
general validity of the central dogma was challenged and falsified by Howard
Temin (1934-1994) who found that RNA can be copied to DNA by an enzyme,
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called reverse transcriptase [509]. The central dogma was modified:

DNA←→ RNA −→ protein

Temin’s and (a few others’) finding about reverse transcription might have
more dramatic consequences if the second step, the RNA −→ protein informa-
tion transfer, would be also reversible. The existence of such kind of reversibil-
ity would make the inheritance of acquired traits possible, i.e., the Lamarckian
mechanism. Since the second step is not reversible, Temin’s discovery did not
shake molecular biology. After about an eight year fight Temins discovery was
accepted, and it contributed to the success of genetic engineering.

Genetic determinism has lost its attraction as a unique explanation for
the appearance of specific phenotypic traits. After 50+ years of extensive
research in molecular biology, there is a very good understanding of the in-
tricate mechanisms that allow genes to be translated into proteins. However,
this knowledge has given us very little insight about the causal chains that
link genes to the morphological and other phenotypic traits of organisms [360].
Also, human diseases due to genetic disorders are the results of the interac-
tion of many gene products. One generally used method to understand the
performance of a complex genetic networks is the knockout technique. It is
often applied in mice, when a single gene is deleted. Occasionally there are
unexpected results: a gene that is assumed to be essential to a functions was
inactivated or removed, but the knockout might have no effect, or even a sur-
prising one. Knockout experiments implied disappointing results, partially due
to pleiotropy (i.e., when a single gene influences multiple phenotypic traits),
or gene redundancy (when multiple copies of the same gene can be found in
the genome).

Genetic reductionism, in particular, has been abandoned as a useful
explanatory scheme for understanding the phenotypic traits of complex
biological systems. Genes are increasingly studied today because they
are involved in the genetic program that unfolds during development
and embryogenesis rather than as agents responsible for the inheritance
of traits from parents to offspring.

M.H.V. Van Regenmortel:
Biological complexity emerges from the ashes

of genetic reductionism. See [532].
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From Reductionism to Systems Biology

As a reaction to something that some people might have seen as the“tyranny of
molecular biology”, the systems thinking has been revitalized in the last several
years. Systems thinking correctly states that while reductionist research strat-
egy was very successful, it underestimates the complexity of life. It is clear,
that decomposing, dissecting and analyzing constituents of a complex system
is indispensable and extremely important. Molecular biology achieved a lot
to uncover the structures of many chemical molecules and chemical reactions
among the molecules behind life processes. The typical molecular biologist’s
approach suggests that there is an “upward causation” from molecular states
to behavior. The complex systems perspective does not deny the fundamen-
tal results of molecular biology, but emphasizes other principles of biological
organization. Several of these principles will now be discussed briefly.

Downward Causation and Network Causality

“Downward causation” is a notion which suggests that higher level systems
influence lower level configurations. Classical molecular biology deals exclu-
sively with upward mechanisms of causation (from simple events to more
complicated ones) and neglects completely the explanatory role of downward
causation. Since we know that both molecules and genes form complicated
networks or feedback loops, it is difficult to defend the concept that there is
nothing else in science than a linear chain of elementary steps leading from
cause to effects [533]. The methodologically successful reductionism is never
complete, as Popper suggested: there is always some“residue”to be explained.

The concept of downward causation was offered as a philosophical per-
spective to the brain-mind problem. Specifically, Roger Sperry (1913–1994)
suggested that mental agents can influence the neural functioning [476, 477].
Sperry was criticized by stating that the postulate that physiological mech-
anisms of the brain are directly influenced by conscious processes is unclear
[142]. Alternatively, it was suggested by the Hungarian neuroscientist John
Szentágothai (1912–1994), that the nervous system can be considered as be-
ing open to various kinds of information, and that there would be no valid
scientific reason to deny the existence of downward causation, or more pre-
cisely, a two-way causal relationship between brain and mind [499].

Robustness

Biological systems show remarkable robustness, i.e., they maintain functional
performance and phenotypic stability both for external perturbation and in-
ternal fluctuations [486]. Robustness in biological systems at the cellular level
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is related to the celebrated concept of“homeostasis”1, what a biological system
should show in order to survive. The interplay between negative and positive
feedback is the mechanism of maintaining homeostatic robustness.

“There is no new thing under the sun”. The old – and many times well-
operating – concept of homeostasis [91] suggests that a certain state of the in-
ternal medium [56] is totally maintained. The notion of homeokinesis [249, 575]
was suggested to serve better than homeostasis as it captured the dynamics
of control mechanisms for the self-maintenance of organisms. As a compromise
between homeostasis and chaos, Tsuda et al. (1991) [525] assumed that biolog-
ical organisms keep a“homeochaotic”state to adapt dynamically to a variable
non-stationary environment. Homeochaos may play a role in evolutionary pro-
cesses: it was identified as the mechanism of the evolution of symbiosis ([250]);
the strong instability in low-dimensional chaos is smoothed out, and dynamic
stability is sustained in high-dimensional chaos.

David Krakauer from the Santa Fe Institute, and his close colleagues have
investigated the tradeoff between robustness and evolvability (see e.g., [298])
in a series of papers. Robustness is certainly a more vague concept than the
mathematically precisely defined notions of stability (stability of states, orbits
etc). Krakauer [297] gave a classification of different mechanisms for preserving
function. One of them is modularity.

Modularity

Cells as structural units form functionally separable modules [232]. Modules
have strong internal connections, and looser external connections to their en-
vironment. Cellular function should emerge from the molecular interactions
taking place in cells. These functions cannot be predicted by studying the
isolated components alone.2

Biochemical modules are composed of many types of molecules, such as
DNA, RNA, proteins, small molecules etc. Are modules real functional ele-
ments? They probably are. One way of verifying the existence of functional
modules in vivo is to reconstitute the structure/function in vitro. Certain mod-
ules, such as the ones responsible for DNA replication, protein synthesis and
1 Pubmed search showed 155498 results on 10 April 2006, 158002 on 10 June 2006;

and 172623 on 16 June 2007.
2 I have heard the old biochemist joke first in a lecture by the then leading Hungar-

ian biochemist, F. Bruno Straub. “Let’s imagine you have a simple radio set, you
disassemble it, you put in a mortar and pulverize it, than you take to chromatogra-
phy to see what components you find and even you may guess how much of them,
and then now, you are supposed to find out how a radio in fact works.”(thanks
to Jóska Lázár).
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glycolysis were successfully reconstituted. There are modules for which the re-
construction from purified components is difficult, for these one possible strat-
egy is to transplant the module into a different type of cell. The fundamental
module, which makes a cell excitable, i.e., ion channels and pumps necessary
to action potential generation, have been transplanted into non-excitable cells,
and made the cell excitable. So, this technique opens the possibility toward
synthetic biology. A third way is reconstitution in silico. A celebrated example
of this theoretical reconstruction is the mechanism of the signal (i.e., action po-
tential) generation and propagation in nerve cells. Hodgkin and Huxley in 1952
assumed that some phenomenological relationship for the voltage-dependent
conductance of the K+ and Na+ ions and described the dynamics by semi-
empirical equations. That time there was no information about the structure
and dynamics of ion channels which mediate the ion transport through the
cell membrane. Still, a phenomenological module was sufficient to predict the
signal generation.

Cellular modules are certainly not rigid, and there might be overlap be-
tween modules containing common components. A complete understanding
of a module requires the synthesis of phenomenological and molecular anal-
ysis. We learned from the experience of Herbert Simon’s watchmakers that
modularization has an evolutionary advantage.

Modules are key intermediate structures in the organizational hierarchy of
cells. It is known that some cellular components are conserved across species
while others evolve rapidly. Functional modules, i.e., integrated activity of
highly interacting cellular components carry out many biological functions,
and they may be conserved during evolution.

It seems to be clear that in spite of the enormous success of the reductionist
research strategy, biological function can very rarely be attributed to an in-
dividual molecule. Biological functions should be understood as the emergent
product of interactions among different types of molecules. Also, molecular
biology neglects the temporal aspects, the dynamic character of organization.

Systems biology emphasizes (i) the interactions among cell constituents
and (ii) the dynamic character of these interactions. Systems biology emerged
in the last several years and, partially unwittingly, returned to its predecessors,
systems theory and cybernetics. The history of these early disciplines will
briefly be reviewed soon, while for systems biology see Sect. 4.3.
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Table 2.1. Here is a somewhat arbitrary list of disciplines and their pioneers, who
contributed very much what we call now complex systems research. Game theory
will be discussed in Sects. 5.5 and 9.2.2.

Discipline Pioneers

Systems Theory von Bertalanffy

Cybernetics McCulloch, Wiener

Game Theory von Neumann

Theory of Dissipative Structures Prigogine

Synergetics Haken

Catastrophe Theory Thom

2.2 Ancestors of present day complex system research

2.2.1 Systems Theory

Systems theory was proposed by Ludwig von Bertalanffy (1901–1972), a bi-
ologist who worked on the basic principles of life and searched universal laws
of organization.

Basic Concepts of the Systems Approach

1. The System. A system is a whole that functions by virtue of the interaction
of its parts. A system is defined by its elements and the relationship among
these elements.

2. Analytic and Synthetic Methods. Systems approach integrates the analytic
and synthetic methods by taking into account the interaction of the system
with its environment.

3. Closed versus Open Systems.

a) Closed systems do not interact with other systems.

b) Open systems interact with other systems outside of themselves.
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“Living forms are not in being, they are happening, they are the
expression of a perpetual stream of matter and energy which passes
through the organism and at the same time constitutes it.”

Bertalanffy’s conceptual model of the living organism as an open
system has had revolutionary implications for behavioral and social
sciences.

Systems theory is interested in similarities and isomorphism, not in the
differences of various systems. The basic assumption is that physical, chemical,
biological and psychological systems are governed by the same fundamental
principles. The theory partially grew up from Bertalanffy’s own studies on
biological growth. According to his law of growth the temporal change of the
body mass of an animal can be described by the equation:

L(t) = Lmax − (Lmax − L(0)) exp(−kt), (2.2)

where L(t) is the actual mass, L(0) is the initial mass, and Lmax is an upper
limit to the growth.

Exponential growth can be detected, as he mentioned, in single bacterial
cells, in populations of bacteria of animals or humans, and in the progress of
scientific research measured by the number of publications, etc.

I think, the most important element in von Bertalanffy’s concept is that
he emphasized the necessity of organization principles to understand the
behavior of living organisms and social groups.

Bertalanffy worked first on theoretical biology in Vienna. While he opposed
the logical positivism of the Viennese Circle, he attended their meetings. After
his immigration to North America in 1950, he co-founded the Society for Gen-
eral Systems Research (SGSR) in 1956 among others with Kenneth Boulding.3

and Anatol Rapoport.4

3 Kenneth Boulding (1910–1993) suggested that economics should be investigated
within the framework of general systems, and in evolutionary context.

4 Anatol Rapoport applied mathematical models for biological and social phenom-
ena. He worked also in game theory, and won two competitions by his Tit-for-Tat
strategy (cooperate first, then respond with the opponent’s previous answer.) See
later in Sect. 9.2.2.
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Bertalanffy’s General System Theory:

“(1) There is a general tendency towards integration in the various
sciences, both natural and social.

(2) Such integration seems to be centered in a general theory of
systems.

(3) Such theory may be an important means of aiming at exact
theory in the nonphysical fields of science.

(4) Developing unifying principles running ‘vertically’ through the
universe of the individual sciences, this theory brings us nearer to the
goal of the unity of science.

(5) This can lead to a much-needed integration in scientific educa-
tion.”

2.2.2 Cybernetics

Warren McCulloch: The Real Pioneer of Interdisciplinarity

Warren McCulloch (1898–1969) was one of the Founding Fathers of the move-
ment and scientific discipline of cybernetics, who had a particular personality,
a very original individual, a polymath. He learned philosophy, became an MD,
and got education in mathematical physics and physiological psychology, as
well. McCulloch was an experimentalist, a theoretician, a premodern scien-
tist, a philosopher, and maybe a magician. The interest that shaped his work
and life was a question, as the title of one of his papers reflects: “What is the
number that a man may know it and a man that he may know a number?”
[340].

Between 1941 and 1952 (i.e., in the initial period and during the golden
age of cybernetics) he was at the Neuropsychiatric Institute of the Univer-
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sity of Illinois in Chicago. Than he moved to the Department of Electrical
Engineering at MIT, to work on brain circuits. The abbreviation EE of the
department, however, had a different meaning to him. McCulloch founded
a new field of study based on this intersection of the physical and the philo-
sophical. This field of study he called “experimental epistemology”, the study
of knowledge through neurophysiology. The goal was to explain how a neural
network produces ideas. (See Fig. 2.1.)

Fig. 2.1. McCulloch’s view.

His entire scientific activity was a big experiment to give a logic-based
physiological theory of knowledge. Assuming that (1) the brain performs log-
ical thinking (2) which is described by logic, the implication is that the oper-
ation of the brain could and should be described by logic.5

Style

The editors of the scientific journals of our age would have strong difficulties
and most likely repugnance for his essayistic writings. In these articles he
mixed physiology, logic, literature and psychiatry, and his personality was also
involved. Demokritos, Charles Pierce, Josiah Willard Gibbs, Rudolph Magnus,
Immanuel Kant, Sir Charles Sherrington, Clerk Maxwell: these names can be
found on a single page of a paper on analyzing the physics and metaphysics
of knowledge.

The McCulloch–Pitts (MCP) Model

In 1943 McCulloch and the prodigy Walter Pitts (1926–1969) published a pa-
per with the title “A Logical Calculus of the Ideas Immanent in Nervous
System”, which was probably the first experiment to describe the operation
5 McCulloch’s papers are collected with the title “Embodiments of Mind” [341].
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of the brain in terms of interacting neurons [342], for historical analysis see
[19, 2, 407].

The MCP model was basically established to capture the logical structure
of the nervous system. Therefore cellular physiological facts known even that
time were intentionally neglected.

The MCP networks are composed by multi-input (xi, i = 1, . . . , n) single
output (y) threshold elements. The state of one element (neuron) of a network
is determined by the following rule: y = 1, if the weighted sum of the inputs
is larger than a threshold, and y = 0, in any other case:

y =
{

1, if
∑

iwixi > Θ
0, otherwise. (2.3)

Such a rule describes the operation of all neurons of the network. The state of
the network is characterized at a fixed time point by a series of zeros and ones,
i.e., by a binary vector, where the dimension of the vector is equal with the
number of neurons of the network. The updating rule contains an arbitrary
factor: during one time step either the state of one single neuron or of the all
neurons can be modified. The former materialize asynchronous or serial, the
latter synchronous or parallel processing.

Obviously, the model contains neurobiological simplifications. The state is
binary, the time is discrete, the threshold and the wiring are fixed. Chemi-
cal and electrical interactions are neglected, glia cells are also not taken into
consideration. McCulloch and Pitts showed that a large enough number of
synchronously updated neurons connected by appropriate weights could per-
form many possible computations.

Since all Boolean functions can be calculated by loop-free (or feed-forward)
neuronal networks, and all finite automata can be simulated by neuronal net-
works (loops are permitted, i.e., recurrent networks), von Neumann adapted
the MCP model to the logical design of the computers. The problem of the
brain-computer analogy/disanalogy was a central issue of early cybernetics,
in a sense revived by the neurocomputing boom from the mid-eighties. More
precisely, the metaphor has two sides (“computational brain” versus “neural
computer”). There are several different roots of the early optimism related to
the power of the brain-computer analogy. We will review two of them. First,
both elementary computing units and neurons were characterized as digital
input-output devices, suggesting an analogy at even the elementary hardware
level. Second, the equivalence (more or less) had been demonstrated between
the mathematical model of the “control box” of a computer as represented
by the state-transition rules for a Turing machine, and of the nervous system
as represented by the McCulloch-Pitts model. Binary vectors of “0”s and “1”s
represented the state of the computer and of the brain, and their temporal
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behavior was described by the updating rule of these vectors. In his posthu-
mously published book The Computer and the Brain, John von Neumann [543]
emphasized the particular character of “neural mathematics”: “. . . The logics
and mathematics in the central nervous system, when viewed as languages,
must structurally be essentially different from those languages to which our
common experience refers. . . ”

The MCP model (i) introduced a formalism whose refinement and gener-
alization led to the notion of finite automata (an important concept in com-
putability theory); (ii) is a technique that inspired the notion of logic design
of computers; (iii) was used to build neural network models to connect neu-
ral structures and functions by dynamic models; (iv) offered the first modern
computational theory of brain and mind.

McCulloch served as the chairman of a series of conferences (1946-1953)
(sponsored by and named after the Macy Foundation), where at the beginning
the mathematician Norbert Wiener (1894–1964) also played an important role.
Cybernetics was very American. It was labeled (together with genetics) as
bourgeois pseudoscience in the Soviet Union of Stalin. (I find remarkable the
coincidence that there was only several days difference between Churchill’s
Iron Curtain speech in Fulton and the first Macy conference on cybernetics
(5 March, 8–9 March 1946). The last conference was held several weeks after
Stalin’s death. Interestingly, but not very surprisingly, after the decline of
cybernetics in the U.S it became popular in the Soviet scientific community.
Maybe it is not literally true, that cybernetics became a dirty word in the US,
but some people say, “well, it is nothing else but computer science”, others
somehow identify it with robotics.

Wiener: “A Misunderstood Hero of the Information Age”?

The same year the MCP model was published, another supporting pillar of
the emerging cybernetics appeared. The paper entitled “Behavior, Purpose
and Teleology” by Arturo Rosenblueth, Norbert Wiener, and Julian Bigelow
[443] gave the conceptual framework of goal-directed behavior both in tech-
nological and biological context. Looking back from now the paper is strange
in several respects. It was published in Philosophy of Science, did not con-
tain a single formula, figure or reference. In any case, the paper emphasized
that purposeful behavior can exist both in engineered and biological systems
without assuming the Aristotelean “final cause”. Purposeful behavior can be
explained by present causes, but the causation acts in a circular manner.

The general principles of feedback control were understood by engineers,
and autonomous control systems were used to replace human operators.
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Rosenblueth worked with Walter Cannon (who popularized the concept of
“homeostasis”), and he considered living processes as self-regulated ones.
Wiener and Bigelow were involved in developing antiaircraft guns by using
negative feedback control during the second world war.

Cybernetics, as a scientific discipline has been named by Wiener, in his
book “Cybernetics”, with the subtitle “Control and Communication in the
Animal and the Machine” [558]. While the physiologists already knew that the
involuntary (autonomous) nervous systems control Bernard’s“internal milieu”,
Wiener extended the concept suggesting that the voluntary nervous system
may control the environment by some feedback mechanisms. The theory of
goal-oriented behavior promised a new framework to understand the behavior
of animals, humans, and computers just under design and construction that
time.

Conway and Siegelman in their book (“Dark Hero of the Information Age.
In Search of Norbert Wiener, the Father of Cybernetics”) [110] analyzed how
Wiener’s dark personal history led to a break among the founding fathers of
cybernetics, followed by the dissolution of cybernetics into other disciplines.

Michael B. Marcus, a former student of Wiener put his supervisor’s whole
activity in a different context [328]. Wiener was a well-accepted mathemati-
cian, who worked on functional analysis and on the stochastic processes before
Kolmogorov gave its systematic formulation. Wiener studied a model of the
Brownian motion, a classical model if the theory of stochastic processes, which
is called now as the Wiener process. We also know the Wiener-Khintchine re-
lationship, which helps to analyze stationary stochastic processes. It connects
the temporal domain with the frequency domain, i.e., shows how to transform
the autocorrelation function of a stationary time series to power spectrum by
means of a Fourier transform. No doubt that Wiener was interested in philoso-
phy, mathematics, mathematical physics, biology and literature. Marcus says:
“There was nothing ‘dark’ about Norbert Wiener’s mathematics or morals”.

The Cybernetics Movement

The Macy conference series was organized to understand the feedback mecha-
nisms in biological, technological and social systems, by the aid of concepts like
circular causality and self-regulations. The conferences had interdisciplinary
character, and Wiener and von Neumann in particular made claims that their
theories and models would be of utility in economics and political science. It
is interesting to note that no economist or political scientist attended any of
the ten conferences. While cyberneticians spoke on behalf of physics, (well,
a strange physics, not a physics of matter and energy, but a physics of infor-
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mation, program, code, communication and control) there was no professional
physicist among them. Max Delbrück (who was trained, as we already know,
a hard core physicist, but was already working on applying physics to biol-
ogy) was invited, since von Neumann felt that the arising molecular genetics
will be interesting from mathematical point of view. Delbrück did not like the
conference, and never returned. As Jean-Pierre Dupuy [137] analyzes, it is one
of the most striking ironies in the history of science, that the big attempt of
molecular biology to reduce biology to physics happened by using the vocab-
ulary of the cyberneticians. “Cybernetics, it seems, has been condemned to
enjoy only posthumous revenge” ([137], pp. 78).

The main topics of the conferences were [137]:

• Applicability of a Logic Machine Model to both Brain and Computer

• Analogies between Organisms and Machines

• Information Theory

• Neuroses and Pathology of Mental Life

• Human and Social Communication

No doubt that cybernetics was an intellectually appealing, ambitious dis-
cipline, partially victim of its own ambition. But many of its tenets survived
under the names of other disciplines, and I think, cybernetics now strikes back.

Cybernetics: 50 Years After

0,1 Versus Symbol Manipulation

The members of the next generation following cyberneticians, mostly just their
students, shifted the emphasis from the structural approach to the functional
one. If you wish, they formulated the antithesis:“To put the scientific question,
we may paraphrase the title of a paper by Warren McCulloch [340]. As Newell
and Simon wrote [375]: What is a symbol, that intelligence may use it, and
intelligence, that it may use a symbol?”

Consequently, the pioneers of the artificial intelligence (AI) research sub-
stituted McCulloch and Pitts’ binary strings of zeros and ones by more general
symbols. Procedures on physical symbol systems were viewed the necessary
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and sufficient means for general (i.e natural and artificial) intelligent action.
While the symbolistic paradigm became predominant, the perspectives of the
cyberneticians and AI researchers did not separate immediately, but the de-
bate became very sharply related to the Perceptron battle.6 We shall tell more
about the story in Sect. 5.6.

Second-Order cybernetics: Autonomous System, Role of Observer,
Self-Referential Systems

It is easy to conceive that the movement of cybernetics was driven, at least
implicitly, by the grand utopia that Metaphysics, Logic, Psychology and Tech-
nology can be synthesized into a unified framework. While the keywords of the
early cybernetics (identified, say, with the first five meetings), were commu-
nication and control, the “second order cybernetics” (initiated by Heinz von
Foerster and Roger Ashby), considered that the observer and the observed are
the parts of the same system, and the result of the observation depends on
the nature of their interaction.

Heinz von Foerster (1911–2002), born and raised in Vienna, who was the
secretary of the last five Macy conferences. (He served between 1958-1975 as
a director of the very influential Biological Computer Laboratory at the Uni-
versity of Illinois at Urbana-Champaign). he constructed and defended the
concept of second-order cybernetics. As opposed to the new computer science
and control engineering, which became independent fields, the second order
cybernetics emphasized the concepts of autonomy, self-organization, cognition,
and the role of the observer in modeling a system. Cybernetic systems, such
as organisms and social systems are studied by an other cybernetic system,
namely by the observer. Von Foerster was a radical constructivist. According
to this view, knowledge about the external world is obtained by preparing
models on it. The observer constructs a model of the observed system, there-
fore their interactions should be understood ”by cybernetics of cybernetics”,
or “second-order” cybernetics. It is difficult to reconstruct the story, but it
might be true that a set of cyberneticians, who felt the irreducible complex-
ity of the system-observer interactions, abandoned to build and test formal
models, and used a verbal language using metaphors. They were the subjects

6 The Perceptron is a mathematical construction of an adaptive neural network
being able to learn and classify inputs. It was defined by Rosenblatt [442] by
adding to the MCP rule a learning rule by modifying synaptic weights. Minsky
and Papert proved in 1969 [353] that a single layer Perceptron cannot solve the
“exclusive OR” problem. Perceptrons were assumed to be able to classify only
linearly separable patterns. The implication of the critique was the serious re-
striction on funding neural network research. However, the critique is not valid
for multilayer neural networks.
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of well-founded critics for not studying specific phenomena [236]. Construc-
tivism is an important element of new cognitive systems, as we shall discuss
in Sect. 8.6.2.

Ross Ashby (1903-1972) [28, 29] (the latter has a freely downloadable elec-
tronic version) was probably first to use the term “self-organization”, and
contributed very much to cybernetics and system science. One of his main
conceptual achievements was to make a difference between an object, and
a system defined on an object ([29], p. 39):

Object Versus System:

“At this point we must be clear about how a ‘system’ is to be de-
fined. Our first impulse is to point at the pendulum and to say, the
system is that thing there. This method, however, has a fundamental
disadvantage: every material object contains no less than an infinity
of variables and therefore of possible systems. The real pendulum, for
instance, has not only length and position; it has also mass, temper-
ature, electric conductivity, crystalline structure, chemical impurities,
some radioactivity, velocity, reflecting power, tensile strength, a surface
film of moisture, bacterial contamination, an optical absorption, elas-
ticity, shape, specific gravity, and so on and on. Any suggestion that
we should study ‘all’ the facts is unrealistic, and actually the attempt
is never made. What is necessary is that we should pick out and study
the facts that are relevant to some main interest that is already given.
The system now means not a thing, but a list of variables.”

As Dupuy explains [137], cybernetics was built on the beliefs that

“1. Thinking is a form of computation. The computation involved is
not the mental operation of a human being who manipulates symbols in
applying rules, such as those of addition or multiplication; instead it is
what a particular class of machines do – machines technically referred
to as ‘algorithms’. By virtue of this, thinking comes within the domain
of the mechanical.

2. Physical laws can explain why and how nature – in certain of its
manifestations, not restricted exclusively to the human world – appears
to us to contain meaning, finality, directionality, and intentionality.”

([137], pp. 3–4)
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The mistakes of the cyberneticians led the next generation of thinkers to
ignore their work. The development of a scientific theory of brain and mind was
thus significantly delayed. The perspective of cybernetics now slowly returns.
We discuss this question after learning more about the arguably more complex
system, i.e., about the brain, in Sect. 8.6.1.

2.2.3 Nonlinear Science in Action: Theory of Dissipative
Structures, Synergetics and Catastrophe Theory

From the late 1960s nonlinear science propagated from math to applied sci-
ences. It culminated in the mid 1980s, when PCs appeared on the desk of each
young researcher. Nonlinear differential equations, iterative maps, stochastic
models, cellular automata, as models of many natural and social phenomena
started to be investigated. New visualization tools, color coded representa-
tions of the properties of the equations were used, and people adored to play
with it. Several schools competed with each other.

The theory of dissipative structures labeled with the name of Ilya Prigogine
and his “Brussels school” grew out from the thermodynamic theory of open
systems, and intended to describe the formation of (temporal, spatial and spa-
tiotemporal) patterns first in physico-chemical, later, more ambitiously as well
in biological and social systems. Synergetics was founded by Hermann Haken,
in Stuttgart, Germany. The goal has been to find general principles governing
self-organization of elements independently of their nature. A variety of disci-
plines such as physics (lasers, fluids, plasmas), meteorology, chemistry (pattern
formation by chemical reactions), biology (morphogenesis, brain, evolution
theory, motor coordination), computer sciences (synergetic computer), soci-
ology (e.g., regional migration), psychology and psychiatry were approached.
Haken’s synergetics grew up from his research in laser physics. Synergetics
extended the concept of phase transition (which is a jump-like change in some
variables) between so-called nonequilibrium structures. Somewhat earlier, in
Bur sur Yvette, (a suburb of Paris) René Thom established catastrophe theory.
One of his big goals was to explain the mathematical basis of morphogenesis
of biological organisms. Though the schools did not often refer to each others’
works, there is a big overlap in the phenomena they studied. The transitions
among different dynamical states are the common themes. While the theory of
dissipative structures and of synergetics used both deterministic and stochas-
tic models and emphasized the role of fluctuations in switching systems from
one state to another, catastrophe theory was purely deterministic.7

7 A stochastic version of catastrophe theory was elaborated by Cobb
[101]. Multistationarity in deterministic models might be associated (at
least approximately), to the multimodality of stationary (being continued)
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From Thermodynamics to the Theory of Dissipative Structures

Classical thermodynamics (better saying thermostatics)8 is interested in iso-
lated systems, i.e., systems without being influenced by flow of matter and/or
energy. The two basic laws of thermodynamics state that (1) energy is con-
served; (2) physical and chemical processes degrade energy. Following Sadi
Carnot9 the second law of thermodynamics was formulated by Clausius. He
defined a measure of irreversibility, called entropy. The second law is formu-
lated as

dS
dt
≥ 0 , (2.4)

where S is the entropy and t is time.

As Boltzmann pointed out in a series of discussions10 the second law has
probabilistic character. Boltzmann derived a relationship between entropy, i.e
a macroscopic quantity, and the micro states of matter. Entropy is the measure
of different configurations of micro states materializing the same macro state.
Macro states which could be related to more configurations are more probable,
so they occur in a closed system with a higher probability. This relationship
is given in his famous formula:

S = k logW , (2.5)

where k is the Boltzmann constant, and W is the thermodynamic probability
(i.e., number of possible configurations) of a macro state. The extension of
the theory for open systems required to define an internal entropy production
dSi/dt within the system, and dSe/dt, which characterizes the entropy flux
between the system and its environment. While dSi/dt ≥ 0 is postulated,
the entropy flux across the border remains unspecified. There is no reason to
exclude the possibility when it is negative and large, so

dS
dt

=
dSi

dt
+

dSe

dt
≤ 0 . (2.6)

(continued from Page 45) distributions or probability density functions. It is gen-
erally assumed that (i) the number of equilibrium points in the deterministic
model coincides with the number of extreme points of the density functions, (ii)
equilibrium points can be associated with the location of maxima of the density
functions; (iii) stable equilibrium points coincide with maxima, unstable equilib-
rium points coincided with minima of density functions. A change in the number
of equilibrium points corresponds to the change of the extreme points in the
density functions. See also Sect. 6.2.

8 Classical thermodynamics does NOT use the concept of time, it is a truly static
theory. Its history characterized by Clifford Truesdell as tragicomical [520].

9 Many members of the Carnot family (an old Burgundy bourgeoisie family) are
known from history of science and politics: http://www.carnot.org/ENGLISH/
carnot%20family.htm.

10 About the debates with Zermelo see Sect. 3.3.3.
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Disorder may be reducing in non-isolated systems. (Of course the total en-
tropy, that of the open system and of the environment, would not decrease.)
Energy flowing through the system makes it possible to produce “dissipa-
tive structures” in an open system, which is not possible in isolated systems.
Temporal structures (such as multiple steady states, limit cycle oscillation in
chemical systems), and spatial structures, such as spatial periodicity, waves
and fronts were studied first in physical-chemical systems, and occasionally in
social sciences as well. A specific model, i.e., the so-called Brusselator model of
an oscillatory chemical system showing limit cycle behavior will be presented
in Sect. 3.5.2. Here the internal process is described by nonlinear differen-
tial equations, but for the emergence of self-sustained oscillation continuous
interaction with the environment is also needed.

Synergetics

Synergetics has been interested in the extension of the theory of phase tran-
sition of equilibrium states (such as between e.g., liquid and gas phases) for
transitions among nonequilibrium stationary states. The characteristic vari-
able of the transition is called the order parameter [228].

The basic principles of synergetics are easily illustrated in light of the ex-
ample of Bénard convection (Fig. 2.2). In this case a liquid is heated from
below. Since there is a temperature difference between the bottom and top
surface, a macroscopic movement of the liquid begins in accordance with a spe-
cially ordered pattern. The molecules move in such a way that a rolling move-
ment within the liquid becomes identifiable. Because of the increase in tem-
perature, the liquid expands and the specific weight of the single molecules
decreases, which implies an upward movement of the liquid elements. Up until
a certain temperature, the upward movement can not overcome the internal
friction. The liquid remains, therefore, in a macroscopic resting condition.

The Slaving Principle

Probably the most important concept of synergetics is the “slaving principle” .
This principle connects the few numbers of macroscopic variables to the large
number of microscopic ones, and ensures that dynamics can be described
by a low-dimensional system. Of course, there is a bidirectional relationship
between the macroscopic and microscopic variables.
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Fig. 2.2. Bénard cell: an example for a beautiful self-organized spatial patterns.

“Phase Transition” in Chemical Systems

The Schlögl model of first-order phase transition is given by the reaction

A+ 2X
k+
1�

k−
1

3X, B +X
k+
2�

k−
2

C, (2.7)

where A,B and C are external components, i.e., a component that is held
at constant concentration. (This can experimentally be realized by a constant
supply from a reservoir).X is the only internal component. With the notation
a ≡ (k+

1 /k
−
1 )[A], k ≡ (k+

2 /k
−
1 )[B], b ≡ (k−2 /k

−
1 )[C] the deterministic model is

−dx(t)
dt

= x3 − ax2 + kx− b ≡ R(x). (2.8)

Without the loss of generality, (2.8) could be rewritten as

−dx(t)
dt

= x3 − λx− μ, (2.9)

since the quadratic term can always be eliminated. For the fixed points we
have the equation

−x3
eq + λxeq + μ = 0. (2.10)

The two-dimensional parameter space can separated into two regions by
the equation defining the only triple root:

−4λ3 + 27μ2 = 0 (2.11)

An analogy with the theory of phase transitions can be seen. The phases are
represented by the fixed points. The triple root may be associated with the
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“critical point”. Since the constitutive equation of the van der Waals gases is
also a third order polynomial, R(x) can be associated with the equation

P =
RT
V
− a1

V 2
+
a2

V 3
(2.12)

by making the following correspondences:

x↔ V −1, k ↔ RT , a↔ a1, b↔ p,

where V is the volume, p is the pressure, R is the Raoult constant and T is
the temperature.

The curve delimiting the two “phases” (i.e., the regimes, where there are
one and three solutions respectively) is shown in Fig. 2.3. Furthermore, Fig. 2.4
shows the dependence of the possible fixed points on one parameter, actually
on μ, while the other parameter, λ, is fixed. The curve has a characteristic
S-shape, which indicates the existence of multistationarity. More precisely, for
a value μ, μ1 ≤ μ ≤ μ2 there are three fixed points, two of them are stable,
and one unstable.

It is often mentioned that there is direction-dependent phenomenon, i.e
hysteresis. This is intended to mean that the jump from the regime of the“low”
fixed points to the regime of the “high” fixed points and the jump back from
the “high” regime to the “low” regime does not happen at the same parameter
values. The phenomenon should not be overemphasized, since the parameters

Fig. 2.3. The two-dimensional parameter space is classified into two regions (one
solution and three solutions).
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Fig. 2.4. Jumps from the regime of “low” stationary states to the regime of “high”
stationary states show a hysteresis.

don’t depend on time. It is more informative to say that a bistable system
can be used to classify the set (actually the interval) of the initial values. We
shall go back to this question soon with catastrophe theory.

Multistable Perception

Bistability is strongly related to multistable perception of ambiguous figures.
These figures have two interpretations, and the observer flip back and forth
between interpretations. The Necker cube is an old example of ambiguous
figures. Ambiguous patterns have common properties:

• A pattern can be perceived in two different ways.

• The time, while a perceived alternative, remains stable and is characteristic
for the pattern, but may vary from person to person.

• There is no reason to assume that the two alternatives have equal strengths.

• The patterns might be subject of bias. A biased pattern may be considered
as an incomplete ambiguous pattern. If the bias is stronger than a thresh-
old, no reversion occurs.

• This threshold may be direction-dependent, and hysteresis might occur.

• Random factors determine which alternative is realized first. Priming (i.e.,
the showing first a strongly biased alternative) influences the result of the
first perception.
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• There is a transient period (1–3 min) for reaching the stationary value of
the frequency of switching.

• Reversion can be influenced by conscious effort, but cannot be suppressed.

Discontinuous phase transition proved to be an appropriate model of
switching between alternative percepts. Hysteresis effect (which now should
be understood by looking at the figures subsequently, so real time, and his-
tory really matters - which is not (!) the case in strict bifurcation problems)
can be modeled by changes in the potential landscape. [301]. Ditzinger and
Haken introduced both a deterministic and a stochastic model [132, 133] for
describing the oscillation in the perception of ambiguous patterns. The basic
model assumes that there are two prototype patterns encoded by two linearly
independent vectors, where the components of a vector encode the different
features of a pattern. The state of the system is characterized by the percep-
tion amplitudes d1 and d2, and the dynamics of pattern recognition for the
case the two unbiased patterns are given as

ḋ1 = d1(λ1 −Ad1
2 −Bd2

2), (2.13)

ḋ2 = d2(λ2 −Bd1
2 −Ad1

2), (2.14)

where λ1 and λ2 are the “attention parameters”. If the attention parameters
are time-independent, the recall process (governed by an appropriate potential
function) leads to some fixed point attractor. However, we can assume time-
dependent attention parameters with the dynamics:

λ̇1 = a− bλ1 − cd1
2, (2.15)

λ̇2 = a− bλ2 − cd2
2. (2.16)

Then linear stability analysis shows that in a certain region of the param-
eters there are periodic solutions, so oscillation of the perception occur. The
model was extended for showing how oscillation of perception happens in the
presence of a bias. Change in the bias implies different potential functions (see
Fig. 2.5), which determine the recognition dynamics.

Catastrophe Theory

Catastrophe theory (CT) was fashionable in the 1970s and 1980s. It belongs
to dynamical systems theory, originated from the qualitative theory of differ-
ential equations, and it is not related to apocalyptic events. The French math-
ematician René Thom classified the sudden jumps (called “catastrophes”) in
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Fig. 2.5. Hysteresis effect modeled in the potential landscape. Based on Kruse et
al. [301] and Ditzinger and Haken [132].

the state of certain systems due to changes in the circumstances (parame-
ters). Actually when the number of variables is not larger than three, and the
number of control parameters are smaller than or equal to five, then with one
more restriction, i.e., when the dynamics is governed by a potential gradient,

ẋ(t, p) = f(x(t, p), p) = −∂V (x(t, p), p)
∂p

, x(0) = x0, (2.17)

there were only seven families of functions

p �→ stationary solution

(x and p denote the state vector and the parameter vector, respectively). The
negative sign in the equation reflects the physical convention: a particle is as-
sumed to move downhill in a potential well . The seven types of catastrophes
were given strange names (fold, cusp, swallowtail, butterfly, hyperbolic um-
bilic, elliptic umbilic and parabolic umbilic). Catastrophe landscapes demon-
strate that gradual and sudden changes in behavior occur in the same system
under different circumstances (i.e., changes in p).

There were two types of applications of CT. First, there were low-
dimensional equations, belonging to a class of gradient systems. The cubic
Schlögl equation is a simple example for cusp catastrophe. Defining the po-
tential function as

V = (x4)/4− λ/2x2 − μx (2.18)

and substituting to (2.17) leads to (2.9).
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Second, experimental data (or more often hypothetical data) were inter-
preted by CT. Applied catastrophe theory’s way of thinking is well represented
by the next example to model oil price.

A Catastrophe Theory-Based Oil Price Model

An example on how hypothetical data was interpreted by catastrophe theory
is illustrated on the example of oil-price modeling [569]. The tacit assump-
tion is that oil prices have either low or high values, there are two separated
regimes. Occasionally small changes in the circumstances imply jumps from
one regime to the other. Two control parameters were defined, and the gen-
eral cusp catastrophe with two control parameters were visualized in Fig. 2.6.
Then there is a story which tells us the possible scenarios of the jumps. (See
the caption of the figure.) The whole modeling procedure is intuitive rather
than technical.

Catastrophe Theory: Was the Baby Thrown out with the Bath Water?

Catastrophe theory became the victim of its large success and maybe of the
ambition of its pioneers (in addition to Thom, Christopher Zeeman, a British
mathematician popularized both the theory and applications [580]). Zahler
and Susmann [577] sharply criticized catastrophe theory, and most of its ap-
plications. They claimed that such kinds of modeling efforts should be re-
stricted to science and engineering, and has almost nothing to do with biol-
ogy and social sciences. While catastrophe theory disappeared from the field
of applications, the celebrated mathematician Vladimir Arnold contributed
to the deepening mathematical foundations of the theory [24]. The emotional
attitude behind the heated debate was certainly related to the methodolog-
ical discrepancies between natural and social science. However, the attack
was somewhat misdirected. First, Thom and Zeeman trained and worked as
mathematicians. Second, while it was true that some applications were over-
dimensionalized or not justified, the attack weakened the general position of
those who tried to use mathematical models in social sciences.

The Triumphant Nonlinear Dynamics: Books for Teaching

With the all the successes and misinterpretations, nonlinear dynamics, a spe-
cial branch of mathematics became an extensively used framework to un-
derstand, predict and control phenomena from condensed matter physics to
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Fig. 2.6. The latitude and longitude in this case represent the elasticity of de-
mand and level of competition in the crude oil market. The height of the landscape
represents the price of oil. The model illustrates situations involving monopoly,
oligopoly, and pure competition. The folded nature of the landscape surface sug-
gests the existence of conditions supporting high and low price ranges. Paths such
as (a → b → c → d → e) on the landscape surface illustrate how decreasing compe-
tition can lead to sudden increases in price. Paths such as (e → d → f → b → a)
reflect sudden price declines due to increasing competition as new suppliers enter
the market place. Increasing elasticity of demand can also lead to gradual changes
in price (paths e → h and e → g) under appropriate conditions. Adapted from
www.kkrva.se/Artiklar/003/woodcock.html .
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chemical reactions, from enzyme kinetics to population dynamics, from ecol-
ogy to evolution, from brain dynamics via personal psychology to sociody-
namics, and from economics back to astrophysics etc. There is no doubt, that
the heros of the last four decades contributed to these successes very much
by affecting people with theories and providing them with a forum on confer-
ences, in book series etc. One of the best textbooks was written by Strogatz
[491] and it is used in many courses on nonlinear dynamics. Another excellent
textbook that is also suitable for undergraduate teaching is Atlee Jackson’s
book [253]. Concerning the applications of nonlinear dynamics, two books pub-
lished in the late eighties dominated mathematical biology, Edelstein-Keshet’s
and Murray’s monographs [143, 368]. During the writing of this book another
textbook was published by Ellner and Guckenheimer [150] and I am sure it
will be popular too, since it helps to teach applied mathematics to motivated
biologists.

(Non)linear models of chemical reactions (both deterministic and stochas-
tic ones) were reviewed in our book written with János Tóth [164], while
theories and experiments grown up from the observation of oscillating concen-
tration patterns were reviewed in [152]. My experience is that Joshua Epstein’s
thin book [153] on transferring basic mathematical biological models (such as
of population dynamics and of epidemiology) to social problems (arms race,
combat, drug propagation, propagation of ideas, etc.) is first-rate. A set of pa-
pers on dynamical systems approach to social psychology was edited by [529].
The conceptual and mathematical framework of synergetics was applied to so-
ciodynamics [552], in particular e.g., for group dynamics, opinion formation,
urban evolution, etc.

The most general phenomena in nonlinear dynamical systems are the self-
sustained periodic behavior. Oscillations occur in all types of systems. Clocks,
pacemakers, rhythms, cycles are everywhere. But we also have to fact to relent-
less irreversibility. The dichotomy of irreversibility and periodicity is discussed
in the next chapter.
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From the Clockwork World View
to Irreversibility (and Back?)

3.1 Cyclic Universe Versus Linear Time Concept:
the Metaphysical Perspective

3.1.1 Cyclic Universe

The concept of an “eternal recurrence” may have always existed, and was
formulated in ancient Egypt. Recurrence was taught by the Pythagoreans: “If
one were to believe the Pythagoreans, with the result that the same individual
things will recur, then I shall be talking to you again sitting as you are now,
with this pointer in my hand, and everything else will be just as it is now.”
(Eudemus, Frag. 272 in [279]). The main idea is that the universe does not
have a final state and exhibits a periodic motion. Classical Greek and Roman
art and literature does not have much awareness of the past and future. They
emphasize the existence of eternal, time-independent values.

Buddhism has the notion called “sa.msaara”, the famed spinning of the
Wheel of Life or Birth-Death Cycle of Being, illustrated by Fig. 3.1.

The ancient Hindu religion also had a cyclic time concept, and a sophisti-
cated cosmology containing steps of endlessly repeating creation and reabsorp-
tion of the world. One of the attractive properties of the cyclic time concept,
or the notion of “eternal recurrence”, is that there is no need to explain the
beginning.

This idea seems to occur in the Old Testament. The writer of Ecclesiastes
1:9 says: “The thing that hath been, it is that which shall be; and that which
is done is that which shall be done: and there is no new thing under the sun.”



58 3 From the Clockwork World View to Irreversibility

Fig. 3.1. Wheel of life expresses the cyclic view of time and life of Buddhism. Based
on http://downloads.wisdompubs.org/website downloads/WheelofLife.jpg..

The eternal recurrence claims that history repeats itself, and it has been
one of Nietzsche’s most important thoughts. He argued that the universe
does not have a final state (goal); if there were such a final state it would
have reached it already. Interestingly, while Nietzsche analyzed the eternal re-
currence in metaphysical context, the French mathematician Henri Poincaré
proved a theorem on dynamical systems, called the “recurrence theorem”. The
theorem states that under certain conditions the state of a dynamical system
goes arbitrarily close to its initial state. (Stephen Brush, an excellent historian
of science addressed the hidden relationship between Nietzsche and Poincaré.
[80, 81].) The recurrence paradox (it is a paradox) seemed to be in contradic-
tion with the principle of irreversibility, see Sect. 3.3.3.

Nietzsche about Pythagoreans:

At bottom, indeed, that which was once possible could present itself
as a possibility for a second time only if the Pythagoreans were right in
believing that when the constellation of the heavenly bodies is repeated
the same things, down to the smallest event, must also be repeated
on earth: so that whenever the stars stand in a certain relation to
one another a Stoic again joins with an Epicurean to murder Caesar,
and when they stand in another relation Columbus will again discover
America.
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Nietzsche learned physics to support his metaphysical statement by phys-
ical arguments. If the number of energy centers are finite, even in the infinite
time and space, then the same configuration should repeat again and again, he
stated. While Nietzsche believed that his arguments were against the mech-
anistic world view, I think Brush is right and Nietzsche’s effort should be
interpreted as the qualitative anticipation of Poincaré’s recurrence theorem.

The preeminent Argentine writer Jorge Luis Borges (1899–1986) was fas-
cinated by the notion of cyclic time: “I eternally return to the theory of Eter-
nal Recurrence” [67]. He was, however, well informed about the revolution
in mathematics, and explains how George Cantor’s set theory destroys the
basis of Nietzsche theorem. Cantor, Borges’s Cantor, states that the number
of points in the Universe are entirely infinite, even as the number of points
in a single meter, or in a fragment of meter. The eternal recurrence has only
a small probability and this probability tends to zero.1

As it was mentioned earlier, the most attractive feature of cyclic universe
models is that they don’t have to explain the beginning. There is a recent ex-
citement and debate among the leading cosmologists about the cyclic universe
concept suggested several years ago, as it will be discussed in Sect. 3.8.

3.1.2 Linear Time Concepts

Linear time concepts are based on the view that there is a beginning followed
by some other events and there is an end. Past, present and future.

Zarathustra from ancient Persia may have initiated the appearance of the
linear time concept in the Western thinking. Judaism declared linear time
concepts and created historical thinking: events can be ordered in sequence,
from the beginning2 via the middle to the end. Christianity and Islam inherited
this view.

Our everyday perspective of time, i.e., remembering the past end expecting
the future is expressed in Fig. 3.2.

Linear time concepts have been reflected in the notion of an arrow of
time. Macroscopic physical processes are irreversible, and this irreversibility
is manifested by the thermodynamic arrow of time. Later in this chapter we
shall discuss how the founders of the laws of thermodynamics, mostly Ludwig

1 In a much more mythological way, Mircea Eliade analyzed the concept of eternal
recurrence in terms of history of religion [149].

2 “In the beginning gods created the heaven and the earth” Genesis 1:1.
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Fig. 3.2. Knowing the past and expecting the future. Adapted from [127].

Boltzmann, explained the macroscopical irreversibility of physical processes.
Two big Victorian narratives (Charles Darwin (1809–1882) and Karl Marx
(1818–1883) [123, 330]) stated the biological and historical arrow of time.3

The cosmological arrow of time describes the direction of the expansion of the
Universe, and the psychological arrow of time expresses that we feel ourselves
as travelers from the past to the future.

State space and attractors: a few remarks

It is comfortable to consider a state of a dynamical system as a point in
the state space. The dimension of the system is the number of independent
characteristic variables of the system. In certain situations the state of the
system converges to some fixed point. The convergence can be monotonous,
but a damped pendulum (showing less and less displacement from the resting
state) also tends to a fixed point. The physical reason of this convergence is dis-
sipation. Without dissipation a pendulum would not damp. Fixed points are
the simplest form of attractors. Closed curves also may serve as attractors,
called limit cycles. Nonlinear systems can possess these periodic attractors.
Trajectories that do not tend to point or periodic attractors are called strange
attractors and are associated with chaotic processes. Chaotic processes are
often labeled as causal but unpredictable, and they are considered as com-
plexity generators. These concepts will be explained in a more detailed way
later in this chapter.

3 Another famous “fixed-point theorem” (please, don’t take it literally. Such kind
of mathematical theorems give conditions for the existence of a fixed point) in
history was Fukuyama’s much debated book “The End of History and the Last
Man” [190].
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3.2 The Newtonian Clockwork Universe

3.2.1 The Mechanical Clock

Feedback Control in Ancient Water Clocks

Measuring the passage of time was first related to the apparent motion of
celestial bodies. A calendar is a system that gives names to hierarchical units
of time. While years, months and days have natural (physical, biological)
basis, the week cycle seems to have a cultural origin. Clocks typically measure
time intervals within a day. Sundials were calibrated based on the direction
of shadows, gradually melting wax also was able to measure the continuously
passing time. Water clocks showed the time by measuring the regular outflow
of water from a container to some scaled vessel. These outflow clocks were
called clepsydra (“water-thief”). Since the velocity of the outflow of the water
depends on the level of the water, some regulatory mechanism was necessary
to keep the level at constant value. Ktesibios revolutionized the measurement
of time when he invented a new water clock, where the flow of water was
held steady by a feedback-controlled water supply valve. The appearance of
feedback control in the ancient technologies was propagated by Otto Mayr
[335], and a mathematical analysis of the Ktesibios’ water clock (and also for
some mechanical clocks discussed later) was given in [311]. A reconstruction
of Ktesibios’ clock is shown in Fig. 3.3, while Fig. 3.4 explains the operation
of the feedback loops. The goal was to ensure that the flow of water into
a measuring vessel should happen with constant velocity, independently of
the volume of the water in the “upper” vessel.

The control system ensures that the (small) deviation form the steady flow
of the water (which actually implies the increase of the hm at constant speed)
decays exponentially to the steady state.

Mechanical Clock and Feedback Control: The “Verge-and-Foliot”
Escapement

In the second half of the 13th century a new technology appeared in Eng-
land, France and Italy: the mechanical clock. It showed time independently of
the season, the lengths of days etc. However, initially mechanical clocks had
disadvantages as well, since they were heavy and weight-driven. Also, they
were large, expensive, and in the beginning not very accurate. The real inno-
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Fig. 3.3. Reconstruction of Ktesibios’ clock. Adapted from [311].

Fig. 3.4. Block diagram from Ktesibios’ clock. hr is the reference level for the
canonical float in the feed vessel; hf is the actual level in the feed vessel; the α block
represents the relation between qi, the flow from the reservoir to the feed vessel and
the difference hr − hf . hm is the level of the float connected with the indicating
element; qo is the flow from the feed vessel to the measuring vessel, depending on
hf . The circles denote operators, + sums its two inputs, − negates its argument,

R

integrates, m is a monotonous function of the input. Finally,
√

represents Torri-

celli’s law: qo = kβ

p
hf . Modified from Fig. 2 of [311], using a somewhat different

convention than in control engineering.
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vative element in all mechanical clocks is the appearance of a new regulator,
a complicated mechanism called the escapement.4

The first escapement was the verge and foliot mechanism. The foliot is
a horizontal bar with weights on either end. It sits on a vertical rod, called
a verge. The verge has pallets to engage and release the main gear. Figure 3.5
shows the principle of the early clock escapement.

Fig. 3.5. Verge-and-foliot. Adapted from www.elytradesign.com/ari/html/
mechanicalclock.htm.

Conceptually, the verge-and-foliot escapement consists of two rotating
rigid bodies, which interact with collisions, and causes the rotatory move-
ment of the foliot to one direction, or to the opposite one, depending whether
the upper or lower palletes were hit. (The name “foliot” may be associated
to its “foolish” motion.) Though the name of the inventor is unknown, there
is a consensus that the construction was ingenious. While it was intuitively
plausible to use some smooth, continuous movement for measuring the time,

4 Joseph Needham (1900–1995) a legendary British biochemist, deeply interested in
Chinese scientific history, suggested [371, 372] that the escapement was invented
in China, already in the eighth century, and could be considered as the “missing
link” in the technological evolution of clocks between waterclocks and the Euro-
pean mechanical clock. However, the principle behind the European escapement
based on centrifugal force of a periodically moving object, seems to be unrelated
the Chinese implementation. David Landes, in his wonderful book about the rev-
olutionary role of clocks in making the modern world [304] labels the Chinese
contribution as a “magnificent dead end”.
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the designer of the verge-and-foliot escapement adopted an entirely different
approach. He did not try to ensure a constant speed of the falling weight.
Alternatively, the speed was increased or decreased due to the collision of the
pallet and gear tooth.

Using a somewhat different terminology, the continuous time was decom-
posed into discrete time intervals defined by time periods between individual
collisions between a pallet and a tooth of the crown gear. Escapement makes
the gears move forward in small discrete jumps. The measurement of time
is reduced to define a unit, and a counter to count the impacts (“ticks and
tocks”). From the point of view of dynamics, the speed of the clock depends
on the interaction of its components, and it could be considered as a veloc-
ity feedback control system [311]. While mechanics is generally considered as
a discipline dealing with smooth, continuous motions, the clock itself is a mix-
ture of continuous and discrete models.5 In any case, feedback control proved
to be an invisible thread in the history of technology [57].

Huygens’s Pendulum Clock, Feedback Control, Other Escapements

The dynamics of the verge-and-foliot was determined by the interaction of
its components. Based on Galileo’s discovery Christian Huygens (1629–1695)
realized a mechanism, where its period does not depend on interaction, but is
given (almost, but not entirely) by a pendulum. Actually it turned out that
Galileo’s discovery is valid only for small displacements of the pendulum, in
this case the approximation leads to harmonic oscillation (see Sect. 3.2.3),
while the basic interaction between pallets and gear teeth has been conserved.
Since the pendulum is damped, its energy loss should be compensated by this
interaction. Feedback control was necessary to establish the appropriate phase
of the energy transfer (the phase is important, just like when a child is pushed
on a swing).

A general equation of motion for a pendulum is

Iθ̈ = −Mg/l sin θ − Cθ̇ + T (θ). (3.1)

Here θ is the location of the pendulum (measured as the angular displace-
ment), I is the moment of inertia, l is the given length of the pendulum, g is
the acceleration due to gravity, C is the coefficient of friction. The three terms
of the rhs of the equation describe the restoring torque due to the gravity, the
5 A more appropriate mathematical framework of modeling the motion of the verge

and foliot escapement mechanism is the so-called impulsive differential equations.
The continuous differential equation describes the motion between impulses, an
impulse equation describes the jump to the impulse [449].
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loss due to friction, and the escapement torques, respectively [276]. To a fix
friction loss C and T (θ) drive function the θ(t), the pendulum exhibits an
oscillatory motion with constant amplitude and frequency.6

The verge and foliot escapement has been substituted by “anchor es-
capement” by William Clement and Robert Hooke (1635–1703), and later
an improved version (deadbeat escapement) by George Graham (1673–1751).
A pendulum-driven escape engaged and released gear teeth in the same plane
resulting in a reduction in the amplitude of the oscillation, and a strongly
improved accuracy (∼ 10 s per day). Anchor escapement established, what
is called recoil. While the escape wheel turned mostly in one direction, after
impact with the lever the escape wheel pushed it backwards (recoil). Graham
eliminated this recoil by his deadbeat escapement. Modern control technology
uses the deadbeat control, which means that the system is stabilized without
overshoot. Mark Headrick7 labels John Harrison (1693–1776), as the “most
brilliant horologist of all time”. He adopted grasshopper escapement, (the
term was given after the discovery, and characterizes the jump of the lever).
The interaction between the wheel and the lever has a minimal friction only.
Harrison, an autodidact, spent decades to build several clocks in a competi-
tion to determine longitude at sea, which was a serious problem of marine
navigation.8

Since the local times change in East–West direction, the knowledge of local
times in two different points could be used to calculate the longitude distance
between them. Sailors wanted to calculate it to navigate more precisely. The
Royal Observatory in Greenwich was built in 1675 as reference point. Harrison
spent his whole life to build a series of portable clocks with highly precise
regulators. Some of his inventions (such as bimetallic strip to compensate the
effects of temperature changes, and the caged-roller bearing to reduce friction
are still used today). By these and other inventions he proved that longitude
could be measured from a watch.

6 For a mathematical analysis of the Huygens’s clock see [55].
7 There is an excellent website (http://www.abbeyclock.com/escapement.html,

11 June 2006), Mark Headrick’s Horology Page, what I read to learn the mo-
tion of different escapements by looking their computer simulations.

8 Historical writings also might have self-similar structure. Chap. 9 of David Lan-
des’s “Revolution in time” – Clocks and the Making of the Modern World was
of my main source about Harrison, his clocks, and his fight to get the Longi-
tude Prize. He writes [304], pp. 150: “. . . I shall not go into the detail of this
mechanism, which interested readers can learn about consulting Gould’s classic
history. . . ” (Gould restored Harrison’s timekeepers).
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From the Clock to Clockwork Universe

Lewis Mumford (1895–1990) American historian of technology and science
said that the clock (and not the steam engine) was “the key machine of the
modern industrial age” [367]. From our perspective the interesting thing is
that the most fundamental device, which contributed to making the modern
world, and mechanistic world view, is basically a cybernetic device. While
it measures the continuous irreversible passing time, it is based on periodic
motion and on control processes. The mechanical clock contains a component,
which generates a time unit by a controlled repetitive process, and a counter,
keeping track the time increments. (The result should also be displayed, and
the position of clock hand is being used.) The mechanical clock is structurally
complex [93] but its behavior (at least in principle) is simple.9

Mechanical clocks were intended for signaling (probably used in monaster-
ies to alarm monks to pray). But they soon became models of the solar sys-
tem, too. The clock became the symbol of regularity and predictability, i.e.,
of the properties of dynamically simple systems. Nicholas Oresmus (Nicole
d’ Oresme) (1323–1382) saw the universe as a big mechanical clock created
and set by God. While the clockwork universe got its final form in Newtonian
mechanics, the mechanical clock became a symbol even earlier, soon after its
appearance.10

3.2.2 Kepler’s Integral Laws

“. . . My aim is to say that the machinery of the heavens is not like a divine
animal but like a clock (and anyone who believes a clock has a soul gives the
work the honor due to its maker)”11

As it is well known,12 Kepler searched for simple algebraic relations for
the motion of celestial bodies in defense of Copernicus’ heliocentric concept,
and derived his laws empirically from Tycho Brahe’s observations.
9 The somewhat chaotic nature of the clock was studied by [359] See Sect. 3.6.3.

10 The clockwork analogy was used by Descartes to describe the human body (ex-
cluding mental activity), so he was the one of the founders of the monistic mech-
anistic biology (and also the dualistic brain – mind theory). Darwinian evolution
theory sees natural selection as a The Blind Watchmaker, as the title of Dawkins
famous book tells [126].

11 Quotations by Johannes Kepler (1571–1630). http://www.gap-system.org/
˜history/Quotations/Kepler.html, 12 June 2006.

12 Arthur Koestler (1905-1983) (one of my heroes) wrote “The Sleepwalkers”, a very
enjoyable story about the formation of the modern world view of mathematical
physics [285].
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Kepler’s laws

1. Planets move around the Sun in orbits that are ellipses. The Sun’s
center of mass is at one of the two foci of the ellipse.

2. The planets move such that the line between the Sun and the planet
(i.e., the radius vector) sweeps out the equal areas in equal intervals
of time in any place of the orbit.

3. The square of the period of the orbit of a planet is proportional to
the cube of the mean distance from the Sun (semi-major axis).

In the first law Kepler corrected Copernicus’ hypothesis about the circular
motion of the planets. While the first two laws refer to the individual motion
of the planets, the third law makes connection between the motions of two
planets.

“But the principal thing is that these laws have reference to motion
as a whole, and not to the question of how there is developed from
one condition of motion of a system that which immediately follows it
in time. They are, in our phraseology of today, integral laws and not
differential laws.”

Einstein: “Isaac Newton”,
Smithsonian Annual Report, 1927

In Einstein’s remark the term “motion as whole”means that Kepler’s laws
describe the orbit globally. Kepler did not know the cause of the motions,
i.e., he was not able yet to predict the motion of a planet from its actual
position and velocity. To put it another way, there were no known local rules to
calculate the motion. Newton was able to derive (and slightly modify) Kepler’s
data-driven global, integral laws by deductive, local, differential rules.
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3.2.3 Newton’s Differential Laws, Hamilton Equations,
Conservative Oscillation, Dissipation

Galileo Galilei (1564–1642) initiated (by and large simultaneously with Francis
Bacon (1561–1626)) the application of controlled experiments. Galileo realized
that by combining mathematics and physics the motion of the terrestrial and
celestial bodies could be explained by the same theory. He realized that the
natural state of an object not influenced by an external force is its stationary
motion with a given velocity. (Specifically this velocity might be zero, so the
object might be in rest state, too). Objects naturally resist to change their
state of motion, and this resistance is called inertia.

Newton second law says that change in the v := dx/dt velocity (i.e., the
a := d2x2/dt2 acceleration) of a body with mass m is caused by force

F :=
dp
dt

=
d(mv)

dt
= m

d2x

dt2
= ma. (3.2)

Here F is the force, m is the mass of the body, x is its position, v is its velocity,
p is the momentum, and a is the acceleration. Galileo’s law, which is equivalent
to Newton’s first law, is a corollarium of the second law: a = 0↔ F = 0.

If forces are balanced, the acceleration is zero, so there is no change in the
velocity: F = constant → a = 0. Acceleration a(t) may be zero for a certain
type of motion, i.e., if v(t) 
= 0 (stationary motion), or in rest state, i.e., v = 0.

If there is a linear, (and velocity-independent) relationship between the
applied force and the displacement (deformation) of a body, the relationship
is expressed by Hooke’s law:

F (x, ẋ) := −kx, (3.3)

where k is the spring constant. By combining Newton’s second law and Hooke’s
law and adopting the notation (ω0

2 = k/m, we have

d2x

dt2
+ ω0

2x = 0. (3.4)

One form of the general solution is x(t) = A sin(ω0t + φ). This describes
the motion of a harmonic oscillation, with amplitude A and phase φ. These
two characteristic quantities of the oscillation are determined by the initial
conditions. A third quantity, the natural f frequency of the oscillator, is set
by the mass and the spring constant: f = ω0/(2π), and ω0 is the angular
frequency. The total energy (i.e., the sum of the (elastic) potential energy and
kinetic energy) has a constant value, it is a constant of motion. Harmonic
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oscillators are conservative oscillators: their properties are NOT determined
by the structure of the equation itself, but by the initial values.

Etotal := Ekin(p) + Epot(x) = (p2/2m+Kx2/2). (3.5)

Here Etotal is the total energy, i.e., the sum of the kinetic and potential energy.
The trajectories lie on the circle defined by (3.6).

Fig. 3.6. Harmonic oscillator is conservative. There is a constant of motion, a closed
curve in the state space.

Newton’s third law states that for each action there is an opposite and
equal action: forces are vectors, i.e., they have directions and magnitudes.
Newton supplemented his laws with the law of gravitation. The law of gravi-
tation is based on the assumption that particles interact with each other and
the force of interaction is directly proportional the product of their masses
and inversely proportional to the square of the distance between them. The
gravitational force between two particles with mass m1 and m2 respectively
is:

F = G
m1m2

r2
, where G is the gravitational constant. (3.6)

The Newtonian dynamics gave a unified mathematical model to describe
the motion of bodies both of the everyday life and of the sky. Orbits of planets
should be the result of the inertial and gravitational forces. The Newton equa-
tions supplemented with forces specified appropriately are able to predict the
motion of any body, knowing its actual coordinates and velocity. Newton was
able to calculate the motion of a single planet around the Sun by neglecting
the effect of all the other planets, moons etc. The problem of calculating the
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orbits of two celestial bodies around the Sun (i.e., the “three body problem”)
remained a central topic of mathematics physics for centuries, and we shall
return to this problem in Sect. 3.4.

Hamilton Equations

The power of classical mechanics has been increased by introducing some
more convenient formalisms. Both Lagrangian and Hamiltonian formalisms
are used extensively . The concept of force does not have explicit role in these
formalisms. Here the Hamiltonian formalism is briefly discussed.

The Newton equation is equivalent to the Hamilton equations:

dx

dt
=
∂H

∂p

dp

dt
= −∂H

∂x
. (3.7)

If H(x, p) does not depend explicitly on time, then the total energy is
conserved. (In general cases, Hamiltonian systems need not be conservative).
H is a “constant of motion” in the language of physics, and is a “first integral”
using a more mathematical expression.

Newton’s (or Hamilton’s) equations for N particles in three dimensions in-
volve 3N positions and 3N velocities. Since it is written in terms of first order
DEs we need 6N variables. The circular motion is generalized for a higher-
dimensional system as motion on a torus.13 A more general Hamiltonian sys-
tem contains 2n variables, where n is the dimension of the space. Elementary
Hamiltonian systems (such as all one-particle systems) have several important
properties.

According to the Liouville theorem Hamiltonian dynamics preserves the
volume (better saying its area), and more generally its measure of the 2n di-
mensional phase space. Let ρ(p, x) determine this volume, i.e., the probability
ρ(p, x) dnxdnp that a particle will be found in the infinitesimal phase space
volume dnxdnp. The Liouville equation governs the evolution of ρ(p, x; t) in
time t:

dρ
dt

=
∂ρ

∂t
+

n∑
i=1

(
∂ρ

∂xi
ẋi +

∂ρ

∂pi
ṗi

)
= 0. (3.8)

13 Torus is a doughnut-shaped surface, a generalization of the circle. A circle is
a one-dimensional torus, a regular torus is two-dimensional, and there is an n-
dimensional extension, too.
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Another important property is integrability. A Hamiltonian equation is
said to be integrable, if there exists an (x, p) �→ (X,P ) transformation where
as a function of the new variables H depends on the position coordinates only.
For the new variables therefore the Hamiltonian equations are

dP
dt

=
∂H

∂X
= G

dX
dt

= −∂H
∂P

= 0. (3.9)

This system is obviously integrable, implying

P (t) = G(X)t+X(0) X(t) = X(0). (3.10)

Under this assumption the original equations can be solved, and 2n com-
binations of xis and pis, i.e., 2n integrals can be obtained. The motion of
a general integrable Hamiltonian system is called quasiperiodic, and takes
place on an n-dimensional torus.

Integrable systems are very rare among higher-than-two-dimensional sys-
tems. It is an important question to ask how the qualitative behavior of an
integrable Hamiltonian system changes if the system is slightly perturbed. We
shall return to this question briefly in Sect. 3.5.3.

Conservative oscillations are not realistic models of any physical system,
since small perturbations destroy the oscillatory behavior. Somewhat more
technically speaking they are structurally unstable. A system of differential
equations is structurally stable if small changes in the equation do not imply
a qualitative change in the solution.

Symmetries

Newton’s second equation, (3.2) is invariant under the transformation t→ −t,
i.e., when x(t)→ x(−t) and p(t)→ p(−t) the right hand side of the equation
remains unchanged, i.e., it is symmetric to the time reversal. Symmetry to
time reversal means that a movie running forward and backward is indistin-
guishable. (Strictly speaking the statement is true only if the forces applied
are also time-reversible.)

Mathematical models are intended to describe real phenomena, and in
many cases different phenomena can be explained by a common model. It is
a natural question to set up criteria in which two phenomena can be quali-
fied as identical, similar, or diverse. The question is in close connection with
the invariance of natural laws and with the fundamental symmetries being
established as a consequence of these invariances.
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The term invariant is the adjective of a number, function, property etc.,
which remains unchanged under certain mapping, transformation, or opera-
tion. For instance the numbers 0 and 1 are invariants under the operation of
squaring, or parallel elements remain parallel after an affine transformation.
A mapping, transformation, or operation is symmetric, if after its application
a certain function, the number of properties remains invariant.

In mechanics, time and space are primary concepts. Not only Einsteinian,
but also Newtonian mechanics is relativistic, as the latter complies with
Galileo’s principle of relativity. Galilean transformation, which introduced the
relativity of space, but retained absolute time, does not change the Newtonian
equation. Using Hamiltonian formalism it was shown in around 1850 that the
invariances under displacement in time, position and angle give rise to con-
servation of energy, linear momentum and angular momentum respectively.

Invariance principlesinvariance principles are closely connected with trans-
formation groups.14 In 1918, Emmy Noether (1882–1935) showed the way
in which invariance under a continuous group15 transformation give rise to
constraints of motion and proved that the first ten integrals of Newtonian
mechanics follow from the invariance properties using the infinitesimal trans-
formation of the Galileo group. (The elements of a Galileo group are Galileo
transformations. A Galileo transformation connects a system description from
two different coordinate systems which differ from each other only by constant
relative motion. Two observers moving at constant speed and direction with
respect to one another get the same result. This is Galileo’s relativity princi-
ple.)

Invariance principles not only are not restricted to classical mechanics, but
they were the major players in forming Einstein’s relativity theory. The basic
equations of classical electrodynamics, the Maxwell equations (dealing with
the motion of charged particles and generation of electric and magnetic fields)
are not invariant under the Galileo transformation. H. A Lorentz (1853–1928)
introduced another transformation which plays a similar role in electromag-
netism as the Galileo transformation does in mechanics. The transformation

14 An algebraic structure is a transformation group, if the elements of the structure
are transformations satisfying the group axioms. A group (G, ∗) is composed of
a set G, and a binary operation ∗ defined on it: G∗G → G. The group axioms: (i)
the operation is associative. i.e., for all a, b and c in G, (a∗b)∗c = a∗(b∗c); (ii) G
contains an element e, which is an identity element: for all a in G, e∗a = a∗e = a;
(iii) for each element a there is an inverse element, i.e., an element b in G such
that a ∗ b = b ∗ a = e, the group is closed in the sense that the result of the
operation is also an element of the group: for all a and b in G, a ∗ b belongs to G.

15 A continuous group contains infinite number of elements, but there are infinite
groups (say the integer, or the rational numbers), which don’t form continuous
groups.
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relates the state of the systems by preserving the value of the c velocity for
light. The velocity of the light became a parameter of the transformation:

x′ = (x− vt) (3.11a)
y′ = y (3.11b)
z′ = z (3.11c)

t′ = γ(t− vx

c2
), (3.11d)

where γ = 1/
√

1− v2

c2 is the Lorentz factor.

There was an open question whether the equations of motion or the in-
variance principles are the more basic “first principles”. It was a choice of
Einstein that he gave the Lorentz transformation primary importance, and so
the equations of motion had to be modified for deriving the theory of special
relativity.

Invariant quantities

• Acceleration is invariant under the Galilean transformations.

• Energy is invariant for time translation.

• Linear momentum is invariant for space translation.

• Angular momentum is invariant for rotation.

• Speed of light is invariant under the Lorentz transformations of
special relativity.

Energy, linear and angular momenta are “conserved”.

The mathematical method of group analysis, as a general mathe-
matical method for searching symmetries of differential equations was
initiated by the Norwegian mathematician Sophus Lie (1842–1899) at
the end of the nineteenth century, and was applied to physics by Emmy
Noether.
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Dissipation

Newton knew very well that his mathematical model refers to the idealized
case, when the body moves under the action of conservative forces, and there-
fore friction was neglected. Taking friction into account, i.e., a dissipative force
(when force really depends on the velocity), e.g.,

F (x, ẋ) := −kx+ cẋ, (3.12)

the resulting motion is damping oscillation: Fig. 3.7 shows the phase plane
(the 2D state space) of such a motion.

Fig. 3.7. Phase plane representation of a damping oscillator.

Newton’s assertion was that the solar system might be unstable without
divine interactions. Leibniz accused Newton for not assuming God’s ability to
design a perfect clock.16

Newton’s physical results did not support the deistic view, which implies
the clockmaker hypothesis. The hypothesis suggests that a watch is too com-
plex to be generated by natural processes. If the Universe works as a watch,
there should be a watchmaker to create it, who then stepped aside. New-
ton pointed out, using Kepler’s and his own method that because of the

16 . . . Sir Isaac Newton, and his followers, have also a very odd opinion concerning
the work of God. According to their doctrine, God Almighty wants to wind up his
watch from time to time: otherwise it would cease to move. He had not, it seems,
sufficient foresight to create perpetual motion. Nay, the machine of Gods making
is so imperfect, according to these gentlemen; that he is obliged to clean it now and
then by an extraordinary concourse, and God must mend it as a clockmaker mends
his work. Consequently, God must be so much the more unskillful a workman, as
he is often obliged to mend his work to set it right.
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perturbations due to the interactions among the planets and comets imply
irregularities, occasional divine intervention is needed to ensure stability. The
theological consideration referring to the stability of the solar system had to
be supplemented. Hundred years later Laplace proved that the modification
of the orbits due to the perturbations are cyclic and bounded, therefore the
solar system remains unstable without divine interaction. This result was the
triumph of the Newtonian method of mathematical physics against the New-
tonian theology.

Once Again About the Pendulum Clock

The differential equation which describes the motion of a pendulum is given
by

d2θ

dt2
+
g


sin θ = 0 , (3.13)

Galileo’s discovery was valid for small displacement i.e., the approximation
sin θ ≈ θ is sufficiently good if and only if |θ| � 1. In this approximation the
solution of the equation is a cosine function of time, where the period of the
oscillation T0 does not depend on the displacement (amplitude) θ:

T0 = 2π

√


g
, |θ0| � 1. (3.14)

If this harmonic oscillator approximation is not valid, the period is amp-
litude-dependent, which implies “circular error”.

3.3 Mechanics Versus Thermodynamics

3.3.1 Heat Conduction and Irreversibility

The“clockwork universe”concept conceived a world, where all type of changes
are causal, the motions periodic, and the equations of mechanics (more or less)
express time reversibility.
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Jean Baptiste Fourier’s (1768–1830) mathematical theory of heat conduc-
tion was based on the hypothesis of irreversibility. He derived a partial differ-
ential equation for the spatiotemporal distribution of the temperature T (x, t):

∂T (x, t)
∂t

= K
∂2T (x, t)
∂x2,

(3.15)

where K > 0 is the heat diffusivity. The Fourier equation describes how any
initially inhomogeneous spatial distribution of temperature leads to a homo-
geneous one. Or to put it another way, how a nonequilibrium state leads to
an equilibrium.

Figure 3.8 shows a solution of the equation.

Fig. 3.8. Initially (t = t0), there is a temperature gradient which is eliminated
during heat conduction. For t = t∞ a uniform temperature distribution is generated.

There is an obvious contradiction between time-reversible mechanics and
irreversible thermodynamics. However, as Steve Brush remarks [79]: “. . . It is
sometimes asked why Fourier and other scientists in the first half of the nine-
teenth century did not discuss the apparent contradictions between reversible
Newtonian mechanics and irreversible heat conduction, but in fact there is
no contradiction at the phenomenological level since Newtonian mechanics
had already been successfully applied to problems involving dissipative forces
(such as air-resistance or friction) which are not time-reversible. The contra-
diction arises only when one assumes that all forces at the atomic level must
be reversible.”
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3.3.2 Steam Engine, Feedback control, Irreversibility

Thermodynamics, however, started with industrial applications. James Watt’s
(1736–1819) steam engine used a feedback principle to control the speed by
self-regulation. In 1788 Watt designed a centrifugal flyball governor for regu-
lating the speed of the rotary steam engine. This device was constructed from
two rotating flyballs which were flung outward by centrifugal force. When the
speed of rotation increased, the flyweights swung further out and up, trigger-
ing a steam flow throttling valve which slowed the engine down. Therefore
a constant speed was generated by automatic control.

James Clerk Maxwell (1831–1879) in a less known paper (analyzed by Otto
Mayr in “Maxwell and the Origins of Cybernetics” [336]) gave a mathemat-
ical analysis of Watt’s flyball governor. Two equations of motion (i.e., two
second-order differential equations leading to a third-order one) were set and
combined to describe the dynamic behavior of the control system. Maxwell ba-
sically adopted linear stability analysis to calculate the conditions of stability.
He studied the effect of the system parameters and showed that the system is
stable if the roots of the characteristic equation have negative real parts. This
method later has been generalized as became known as the Routh–Hurwitz
criterion for the local stability of fixed points.

Sadi Carnot (1796–1832) made an analysis on the theoretical efficiency of
steam engines, and introduced a concept, which later became entropy, one
of the most misunderstood notions of modern science. Carnot was close to
postulate the law of irreversibility, what is called now the “second law of
thermodynamics”. In that time, however, the conservation law for energy (“the
first law of thermodynamics”) was not known, and without this knowledge the
second law could not be formulated.

3.3.3 The First and Second Laws of Thermodynamics

The first law of thermodynamics states the conservation of energy. Different
forms of energy can be converted into each other (say mechanical work to heat)
but cannot be destroyed. The total energy of an isolated system is constant.
The second law tells that while the mechanical work can be converted into heat
completely, the reverse transformation cannot be complete. “Heat can never
pass from a cooler to a warmer body without some other change. . . ”as Rudolf
Clausius (1822–1888) stated in 1854. Heat is not completely convertible to
work, and entropy measures this non-convertibility. The entropy of an isolated
system has the tendency to increase, and it has a maximal value in equilibrium
state. The second law of thermodynamics describes all natural spontaneous
processes.
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Thermodynamics is not only a theory of heat. It could be held as the
general systems theory of the physical world. In a somewhat broader context,
the two fundamental laws of thermodynamics suggest constancy and change.
The first law reflects nature’s constancy, the second one assigns the direction
of changes.

Randomness and Irreversibility

Having the fundamental laws of thermodynamics the “kinetic theory of heat”
re-emerged. Francis Bacon, Boyle, and Hook already conjectured in the seven-
teenth century that heat is motion. Clausius, Maxwell, and Ludwig Boltzmann
formulated the modern program of the “kinetic theory”. Ernst Mach and Wil-
helm Ostwald rejected the program of reducing heat to motion of atoms (their
existence that time was not yet demonstrated), and suggested that thermo-
dynamics should be independent of mechanics.

While the reduction of the first law of thermodynamics was easy, the ex-
periment to reduce the second law to mechanical principles produced strong
debates. Boltzmann defined a quantity (expressed with molecular character-
istics) which had a never-decreasing property in time. This quantity is pro-
portional to the macroscopically defined entropy. Boltzmann used statistical
assumptions to derive his equations. This was the period, when such kinds
of concepts as “probability” and “randomness” became legitimate notions of
modern science.

Henry Poincaré’s (1854–1912) recurrence theorem states that “almost all”
solutions of the equations of mechanics return if not to their initial positions,
at least arbitrarily close to them. Based on the recurrence theorem Zermelo
stated that it is impossible to explain irreversibility by mechanical concept.
Boltzmann acknowledged the mathematical correctness of the theorem, and
gave a statistical interpretation of the second law. It was a novelty that a law
may have a statistical (and not absolute) character. Boltzmann also argued
that recurrence time should be extremely long.

Recurrence time

In 1915, M. Smoluchowski calculated the mean recurrence time for
a one per cent fluctuation of the average density in a sphere with a ra-
dius of 5 × 10−5 cm in an ideal gas under standard conditions would
amount to 1068 seconds or approximately 3×1060 years. The time inter-
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val between two large fluctuations, the so-called“Poincaré cycle”turned
out to be 101023 ages of the Universe, the age of the universe taken as
1010 years (Smoluchowski, 1915).
http://etext.virginia.edu/cgi-local/DHI/dhi.cgi?id=dv2-12

While the debates did not solve the problem (and Boltzmann committed
suicide in 1906), during this time the existence of atoms, the supporting pillar
of the mechanistic theory, was almost demonstrated. The debates about ran-
domness and irreversibility helped the scientists to make the transition from
classical to quantum physics ([80], p. 637).

3.4 The Birth of the Modern Theory of Dynamical
Systems

The dynamical systems theory was born from the generalization of models
of mechanics. The state of a system at a fixed time point is represented as
a point of the state space, also called as phase space. If the system is two-
dimensional, graphical visualization of the motion helps one get an intuitive
interpretation.17

Poincaré at the end of the nineteen century reinvestigated the mathemat-
ical problem about the stability of the solar system. He won the competition
sponsored by King Oscar II of Sweden with the work entitled “The Prob-
lem of Three Bodies and the Equations of Equilibrium”. Actually he studied
a system containing the Sun, Jupiter and an asteroid. First it seemed that
Poincaré had proved the stability of the Solar Magnus Gösta Mittag–Leffler,18

the leading Swedish mathematician and an excellent organizer, who actually
ran the competition, published it in Acta Mathematica. Edvard Phragmén,19

a young mathematician, who helped edit the journal, found a mistake in the
17 Generally coordinate systems consisting of orthogonal axes are used, (this coor-

dinate system is called Cartesian) but occasionally polar coordinates or spheric
coordinates are also selected.

18 There is a recurring gossip about the reason why there is no Nobel prize in math-
ematics. Different versions of the rumor claim that it is due to an eventual rivalry
over a woman between Mittag-Leffler and Nobel. The rumor seems to be unjus-
tified (http://www.cs.uwaterloo.ca/˜alopez-o/math-faq/node50.html, 15 February
2006).

19 Phragmén became a professor and soon the director of the Royal Inspection of In-
surance Companies, but he still worked on such “pure” fields of (being continued)
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paper. While Poincaré asked to withdraw the paper, it was already under dis-
tribution. In any case, Weierstrass icily noted that in his country, Germany,
it was axiomatic that prize essays were printed in the form in which they
had been judged.” ([192], pp. 71–72). Poincaré and Mittag-Leffler exchanged
some fifty letters and finally a 270 page long paper was published [409]. This
paper proved to be the starting point of the modern theory of dynamical sys-
tems. Poincaré introduced new perspectives to analyze nonlinear differential
equations, investigated stability, and periodic motions. He used a qualitative,
topological20 approach and searched for the global solution, i.e all solutions,
as Kepler was doing.

While Poincaré reanalyzed his results, he had to make a big conceptual
leap. He noticed, that certain differential equations describing simple mechan-
ical motions are not integrable in the classical sense. The three body problem
has solutions, which remain within a bounded region while the difference be-
tween neighboring solution trajectories grows exponentially with time, so these
solutions are what we now call chaotic.

Poincaré found orbits with strange properties, i.e., those which tend to
the same point for t → ∞ and t → −∞. Orbits with such kind of property
called now homoclinic, (see Fig. 3.9) while those which go to two different
fixed points, called heteroclinic. He discovered the phenomenon of transverse
homoclinic intersections, which is a signature of chaos.

Fig. 3.9. Homoclinic orbit.

(continued from Page 79) mathematics, such as complex function theory, besides
having publications on such kinds of applications as the theory of voting.

20 Very non-technically: topology is a branch of geometry, which neglects distances,
and angles, and concentrates on neighborhood relationships. Topologically equiva-
lent objects can be mapped into each other by topological transformations, which
allow stretching and squeezing, but not tearing and gluing. Graphs are discrete
topological structures. A fun theorem of topology is the “hairy ball theorem”. If
there is a ball with hairs all over it, it is impossible to comb the hairs continuously
and have all the hairs lay flat.
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3.5 Oscillations

While the thermodynamic arrow of time suggests that processes tend to equi-
librium in open systems, other temporal patterns such as regular oscillatory
and irregular chaotic behavior may occur; not only in physical, but in chem-
ical, biological and other systems as well. In the next two subsections, the
basic models of the two oscillatory behaviors are reviewed.

3.5.1 The Lotka–Volterra Model

The Lotka–Volterra model describes a predator-pray interaction. Prey is as-
sumed to have infinite food resources which would imply Malthusian growth,21

i.e., exponential increase. In the presence of predator and assuming “binary
collisions” between predators and prey there is a bilinear term to describe
the decrease of the quantity of prey and the increase of that of the preda-
tors. In the absence of prey (so with the absence of food) the quantity of the
predator is decreasing proportionally to its own concentration. Based on these
assumptions the Lotka-Volterra model is written as:

ẋ = ax− bxy, (3.16a)
ẏ = cxy − dy. (3.16b)

Of course it is reasonable to assume that b ≡ c and a, b, c, d ≥ 0.

The model has two fixed points. There is a trivial fixed point, (x1
eq =

0; y1
eq = 0), and a nontrivial one (x2

eq = c/d; y2
eq = 0).

The nature and stability of the fixed points can be determined by linear
stability analysis. It starts with the derivation of the Jacobian matrix, which
is the coefficient matrix of the linear equation valid around an equilibrium
point in question.

The Jacobian matrix of the system is:[
a− by −bx
dy dx − y

]
. (3.17)

The characteristic equation of a matrix is

detA− λI = 0, (3.18)
21 The Malthusian growth model is based on the assumption, that human population

increased by a fixed proportion over a given period (specifically doubled every 25
years).
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I is the identity matrix and detA is the determinant of matrix A.

For the trivial fixed point, (i.e., when both populations are subject of
extinction), the eigenvalues are λ1 = a, λ2 = −c. The existence of both
a negative and a positive real value means that this fixed point is a saddle
point, which is known to be unstable. So, the extinction point is unstable, the
dying out of both populations does not imply from this model.

For the non-trivial fixed point the eigenvalues are λ1 = iac and λ2 = −iac,
i =
√−1. If both eigenvalues are complex, and the real parts are zeros, the

singularity point is called center, and it is neutrally stable.22 The variables
show oscillations around the fixed point, and its amplitude is determined by
the initial values.

The Lotka–Volterra system (i) has a first integral H(x, y), and (ii) leads to
closed trajectories in the phase plane implying periodic solutions. The constant
H is determined by the initial conditions x0 and y0. The Lotka–Volterra model
(as the harmonic oscillator) belongs to the class of conservative oscillators,
which are not stable (see Fig. 3.10).

Fig. 3.10. Conservative oscillation. The initial values, not the structure of the
equations determine the amplitude of the oscillation.

The Lotka–Volterra model has its roots in chemistry and ecology, since Al-
fred Lotka (1880–1948) derived it as a model of oscillatory chemical reactions,
and Vito Volterra (1860–1940) set it up to explain the oscillatory variation of
number of fishes in the Adriatic sea. The model is not a realistic one due to
the lack of structural stability. It can be used, however, as a general paradigm
of systems with competitive and cooperative interactions, and was suggested
also in socioeconomic context. Goodwin’s cyclic growth model [209] is a well
known example: it is a model of the Marxian theory of distributive conflict:
there is a competition between capital and labor for shares. Specifically, work-

22 Loosely speaking neutral stability means that a small perturbation of the fixed
point neither decays back (this would correspond to stability) nor is subject of
amplification (this would mean instability), but is maintained.
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ers wage plays the role of predator, and the rate of employment the role of
prey. Other business cycle models will be reviewed in Sect. 4.8.1.

Generalized Lotka–Volterra Models: Population Ecological Models

The relationship between two species in a community is characterized by the
structure of the interactions between them. Table 3.1 summarizes the possible
relationships. Symbol 0 means no direct effect on population growth, while +
and − are positive and negative effects, respectively.

Table 3.1. Elementary interactions between species in a community

Interaction direct effect on species Xi direct effect on species Xj

Neutral relationship 0 0

Commensalism + 0

Mutualism + +

Predation + −
Competition − −

These model frameworks proved to be very useful for making realistic
models of ecological interactions.

3.5.2 Stable Oscillation: Limit Cycles

A limit cycle in a phase space reflects oscillation. It contains periodically
recurring states. Technically a limit cycle is an attracting set to which orbits
or trajectories converge and upon which trajectories are periodic (Fig.3.11).
A stable limit cycle, which attracts neighboring trajectories may imply self-
sustained oscillations. A non-damping pendulum and heart beat in resting
situation are the most characteristic illustrations, but there are many examples
in the literature of applied science from oscillatory chemical reactions via
biological clocks and certain electrical circuits to business cycle models.

The van der Pol oscillator, a simple model of both electrical circuits and
heart beat was set in 1927. Limit cycles related to the chemical oscillations
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Fig. 3.11. Limit cycle oscillation. The structure of the equations, not the initial
values determine the amplitude and frequency of the oscillation.

have been studied extensively in the nineteen seventies. The Brusselator model
is an oversimplified model of the Belousov-Zhabotinsky reaction.23

There are two components (X and Y ) which change their concentrations,
and two other components, whose concentrations are kept constant.

The reaction steps:

A→ X (zeroth order inflow), (3.19a)
B +X → Y + C (transformation), (3.19b)

2X + Y → 3X (cubic autocatalysis), (3.19c)
X → D (first order outflow). (3.19d)

Using the mass action kinetic rules and some simple transformation the
dynamics of the reaction can be described for the dimensionless variables by
a two-dimensional ordinary differential equations (2D ODE)

ẋ = A− (B + 1)x+ x2y, (3.20a)

ẏ = Bx− x2y, (3.20b)

where x, y are the dimensionless concentrations of the two reactants, and
A,B > 0

The only fixed point of equation (3.20) is (x0, y0) = (A,B/A).

From the characteristic equation of the coefficient matrix

λ2 + (A2 + 1−B)λ+A2 = 0 (3.21)

23 For an excellent brief description of the BZ reaction see http://online.redwoods.
cc.ca.us/instruct/darnold/DEProj/Sp98/Gabe/intro.htm.
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the eigenvalues can be determined:

λ1,2(B) =
−(A2 + 1−B)± [(A2 + 1−B)2 − 4A2]1/2

2
. (3.22)

If (A−1)2 < B < (A+1)2, then λ1(B) and λ2(B) are complex conjugates.
If their real part is not zero, then (x0, y0) is a focus. If the real part of the
eigenvalues are negative, then it is a stable focus, if not, it is an unstable focus.
Stable focus characterizes the damping oscillation.

A periodic solution may emerge when the equilibrium point looses its sta-
bility, and the trajectory is still bounded. Bifurcation theory has more power
than linear stability analysis. A bifurcation is the qualitative change in the
nature of attractor by changing the control parameter(s) of a dynamical sys-
tem.

The Hopf bifurcations occur when a conjugated complex pair crosses the
boundary of stability, and a limit cycle emerges. It has an angular frequency
which is given by the imaginary part of the crossing pair (Fig. 3.12).

Fig. 3.12. Hopf bifurcation. Pair of complex conjugate of eigenvalues crosses the
imaginary axis implying bifurcation to small amplitude limit cycle.

For the Brusselator model the control parameter can be chosen to be B.
The real part of the eigenvalues is Re(B) = −(A2 + 1 − B)/2, and for the
critical value Bc = A2 + 1, Re(Bc) = 0 and Re′(Bc) = 1/2 
= 0 fulfills, so
in some neighborhood of Bc a periodic solution emerges. Bifurcation theory
also characterizes the emerging oscillation, its amplitude is increasing from
zero by increasing the control parameter, while the frequency is finite, and is
approximately equal to the imaginary part of the eigenvalue evaluated at the
critical point (e.g., [491], pp. 251).

For the Brusselator, the frequency is

ω =
2π

Imλ(Bc)
=

2π
A
. (3.23)
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The Brusselator model is an over-idealized example of chemical oscilla-
tions, and chemical oscillations are a kind of building blocks for “biological
clocks”. A large number of much more realistic models were built and tested
by using stability analysis and bifurcation theorems to uncover the structural
assumptions behind the changing dynamic behaviors.

What are the general conditions of exhibiting limit cycle behavior?24

1. Structural stability. As opposed to systems showing conservative oscilla-
tion, the dynamic behavior should not be destroyed by small perturbation
of the system structure or parameters.

2. Open system. The system should not be isolated in thermodynamic sense.
Generally a system is open, so some chemical component can enter the
system.25

3. Feedback Some kind of feedback is necessary to maintain oscillation. The
most direct form of positive feedback is autocatalysis, but indirect effects
may be sufficient.

4. Steady state. The system should have at least one steady state. An unstable
steady state might lead to oscillation, if the trajectory is bounded, confined
to a box in the state space.

5. Limited growth. If the growth were unlimited, the trajectory would not be
bounded, so no oscillation could occur.

3.5.3 Quasiperiodic Motions: A Few Words
About the Modern Theory of Dynamical Systems

Andrei Kolmogorov, the leader of the famous Moscow mathematics school de-
veloped a general theory of dynamical systems applied to classical mechanics,

24 As many others, I like Edelstein-Keshet’s book [143], and am using it for learning
and teaching.

25 Actually, a system may be closed for material flow, but oscillation still may emerge
if the system is open to energy flow. The possibility of such kinds of thermoki-
netic oscillation was published in Russian in 1949, by Salnikov [453] and was
reanalyzed several decades later in English [218]. There was a Soviet school on
combustion and flame theory labeled by Yakov Zeldovich, who worked on the de-
velopment of Soviet nuclear and thermonuclear weapons, and Frank-Kamenetsky,
who contributed much to rather diverse fields such as chemical engineering and
astrophysics.
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and combined probabilistic methods with deterministic descriptions. Vladimir
Arnold and Jürgen Moser proved a set of theorems that certain quasiperiodic
systems were shown to remain stable for small perturbations. The theorems
points in the direction that the solar system might be stable. However, orbits
of small members of the solar system, such as asteroids and comets, seem
to be chaotic. The question is whether or not the major planets’ orbits are
also chaotic. The answer is not straightforward, but the KAM (Kolmogorov-
Arnold-Moser) theory suggests that nearly-integrable Hamiltonian systems
(models of the Solar systems might belong to this class) exhibit a remarkable
stability. Quasiperiodic systems remain stable for small perturbations.

3.6 The Chaos Paradigm: Then and Now

3.6.1 Defining and Detecting Chaos

Chaotic phenomena are certainly a very important part of the complex sys-
tems. In an excellent book [267] Kaneko and Tsuda classified the diversity of
dynamical phenomena. Specifically, both low- and high-dimensional chaotic
systems were studied. There are other highly recommended books on chaos,
again, [491] is suggested for potential students and teachers. This section con-
tains a brief summary, emphasizing several aspects related to the general
aspects of complexity issues.

Chaos cannot be confused with randomness. Random phenomena are irre-
producible and unpredictable. It is a nonperiodic temporal behavior generated
by purely deterministic mechanisms (in reality) and algorithms (in models).
In a chaotic region, each trajectory is highly sensitive to initial conditions
(i.e., every very small change in initial conditions eventually can yield large
divergences in trajectory). The long-term behavior of individual trajectories is
practically unpredictable, but the overall behavior of the system – is not! Anal-
ogous to stochastic processes in which the probability distributions or density
functions can be constructed from random individual realizations, a family of
chaotic trajectories can also be analyzed, at least by statistical methods.

Lyapunov exponent

The sensitivity to initial conditions, which is the fundamental property of
chaotic systems, is quantified by the Lyapunov exponent. Consider trajectories
of a continuous time continuous state space finite dimensional system

ẋ(t) = F (x(t)), x(t) ∈ R
r (3.24)
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starting near x0. Prepare a small r-dimensional cube of side ε containing
x0, to represent the uncertainty in measurement of initial conditions. Let its
volume be Vr(x0, ε). After time t, let Vr(x(t), ε) be the volume of the smallest
(hyper)parallelepiped that contains all the states obtained by system evolution
from states in the initial cube. The volume at x(t) divided by the volume at
x0 yields the local r-dimensional Lyapunov exponent by the formula

Λr(x0, ε, t) =
1
t

ln
Vr(x(t), ε)
Vr(x0, ε)

. (3.25)

Taking the limit as ε tends to 0 and t tends to infinity yields

Λr = lim
ε→0
t→∞

Λr(x0, ε, t) = lim
ε→0
t→∞

1
t

ln
Vrx(t)
Vr(x0)

. (3.26)

Each such number is called a Lyapunov exponent. Consider r = 1. If the
discrepancy δ(t) in initial conditions were reduced over time with an expo-
nential decay δt ≈ εe−λt, we would have Λ1 = −λ, whereas if δ(t) increased
exponentially over time with δ(t) ≈ εeλt, we would have Λ1 = λ. Thus, the
increase of the distance in different directions between adjacent points during
motion is characterized by a set of positive Lyapunov exponents (Fig. 3.13).

Fig. 3.13. Set of different positive Lyapunov exponents measure the deviation of
trajectories into different directions.

A single positive Lyapunov exponent indicates (but does not guarantee)
chaos, whereas the presence of more than one positive Lyapunov exponent is
associated with hyperchaotic systems [448].

Autocorrelation Function, Power Spectrum

One way of visualizing dynamical properties is to plot the power spectrum
of the motion. The power spectrum calculated from a trajectory shows the
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distribution of frequencies. Specifically, for a discrete dynamical process xn =
f(xn−1) the procedure is the following: First the autocorrelation function can
be calculated as

Ct = lim
N→∞

1
N

N∑
k=1

xkxk+t = 〈x0xt〉. (3.27)

Second, the power spectrum is derived from the autocorrelation function by
the Fourier transform:

S(ω) = c0 + 2
∞∑

t=1

ctcos(ωt), (3.28)

this is called the Wiener–Khintchine theorem. (The whole procedure, mutatis
mutandis can be applied to continuous processes, too.)

The spectrum of a simple oscillator is one (vertical) line, while that of
quasiperiodic motions can be decomposed into finite number of frequencies
(line spectrum). However, chaotic process have a continuous spectrum, which
means that all possible frequencies occur. Figure 3.14 shows an example of
this illustration.

Fig. 3.14. Characterization of periodic, quasiperiodic and chaotic processes by the
spectral density and Poincaré plot.
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Mixing

It is known from Gibbs’ classical statistical mechanics that household mixing
is an appropriate analogy for characterizing the approach of conservative sys-
tems to statistical equilibrium. Mixing means that not the individual points,
but the statistical properties of an ensemble of trajectories starting from ran-
dom initial values, i.e., the temporal evolution of probability density on the
energy surface is investigated. The effect of mixing is that points, located
originally nearby, will deviate from each other, the probability density of the
states becomes “spread out” over the whole energy surface, i.e., the phase
space tends to be characterized by a uniform distribution. Starting from some
initial density ρ(p, x; t = t0) a measure-preserving transformation Tm has the
property

ρ(T−1
m A) = ρA, (3.29)

where A is a measurable subset of the phase space. In this sense chaotic
processes related to mixing are irreversible. This is true at least in continuous
state space systems, as we shall see soon.

Conservative Chaos

There are two types of chaotic processes: conservative and dissipative. In a con-
servative system there is a transition from integrability to chaos by changing
the numerical value of the control parameter(s). In the KAM system there is
a mechanism to collapse the KAM tori implying self-similar structures. While
orbits on KAM tori have constant frequencies, chaotic trajectories do not
have well defined frequencies, and actions and angles randomly move inside
the chaotic zone. Purely integrable and purely chaotic systems occur rarely,
the mixture of stable “islands” in the chaotic “sea” form a mixed phase, as
Fig. 3.15 illustrates.

One of the most famous models leading to conservative chaos is Arnold’s
cat map.26 It is a two-dimensional difference equation defined on a torus (i.e.,
a doughnut-shaped surface) as:

xt+1 = xt + pt mod N, (3.30)
pt+1 = xt + 2pt mod N, (3.31)

where mod means modulo.27
26 “. . . There are two reasons for this terminology: first, cat is an acronym for con-

tinuous automorphism of the torus; second, the chaotic behavior of these maps
is traditionally described by showing the result of their action on the face of the
cat. . . [45].

27 Two numbers are said to be congruent modulo N, if divided by N they have the
same remainder.
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Fig. 3.15. There are periodic, quasi-periodic and chaotic trajectories. The latter
can be found in the fuzzy regions filled up with dots.

The starting configuration is a two dimensional picture
like an image of a cat. Intuitively the mapping materializes
the stretching and folding (the second implies contracting)
of the system. Loosely speaking if the Arnold map is defined
on continuous state space, poor cat will be “smeared out” in
the whole state space (and I decided not to include a figure
about the actual state of the cat). However, for the happiness of cats, if N is
finite, and the values of x and p might have integer values only, the possible
states are also finite. Arnold’s cat map for such a finite system is a construction
of imitating cyclic world. Such systems have finite (and not long, i.e smaller
than 3N) Poincaré recurrence time. After unfortunate transients states due
to a series of stretching and folding, the original form of the cat will been
reestablished.

Conservative systems do not really have attractors, since the motion is
periodic. For dissipative dynamical systems, however, the measure of the state
space shrinks exponentially, and the attractors tend to have zero measure.

3.6.2 Structural and Geometrical Conditions of Chaos:
what Is Important and What Is Not?

As (1.2) showed, one variable and a single quadratic nonlinearity is enough
to generate (dissipative) chaos, at least in discrete time (but continuous state
space) systems. However, in continuous time continuous deterministic systems
(i.e., in the world of differential equations) the trajectories of two variable
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systems (with first order derivatives) tend either to fixed points or closed
orbits.28

Lorenz derived a three-dimensional ordinary differential equation as an
approximation of some partial differential equations known as the equation of
motion in hydro- and aerodynamics:

dx
dt

= a(y − x), (3.32)

dy
dt

= bx− y − xz, (3.33)

dz
dt

= xy − cz, (3.34)

with the parameter values a = 10.0, b = 28.0, c = 2.66667. This equation
was able to materialize stretching and folding of the points of the state space.
However, somewhat surprisingly, I think it is correct to assume that there are
no general structural conditions of exhibiting chaotic behavior.

Otto Rössler, a pioneer of chaos research from Tübingen [446, 445, 447],
see also [195] used most likely geometrical intuition to design 3D ordinary
differential equations (ODEs) systems of chaotic behavior. He constructed
a set of equations as a minimal model a of continuous chaotic system:

dx
dt

= −y − z, (3.35)

dy
dt

= x+ ay, (3.36)

dz
dt

= bx− cz + xz. (3.37)

The model is minimal in three different senses [195], the number of vari-
ables is three, there is only one (quadratic) nonlinear term, and the motion is
restricted to one lobe of the state space (as opposed to the Lorenz attractor
expanding two lobes).29 Figure 3.16 shows a Lorenz and a Rössler attractor,
respectively.

One way to assign discrete time models for n-dimensional differential equa-
tions is to construct a Poincaré map.

28 This comes from the Poincaré-Bendixson theorem. It is based on topological con-
sideration.

29 The only aesthetic revulsion against this construction is that it was advertised as
a model of chemical kinetics, which it is not. For more details see Sect. 4.2.
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Fig. 3.16. Lorenz attractor has two lobes, the Rössler attractor has one.

Poincaré map

First, the Poincaré sections are generated (Fig. 3.17). Take a hyperplane of
dimension n− 1 transverse to the curve t → x(t) through x0. Second, a map
F �→ R

n−1 is induced by associating to t0 the nearest intersection of the
trajectory (with initial condition x(0) = x0) with given hyperplane. The suc-
cessive intersections generate an {xn} sequence of points, and a {tn} sequence
of return times.

If the first such intersection occurs at x1 we define F (x0) ≡ x1. The form
of F is independent of the index of the series and also of the coordinates,
therefore

xn+1 = F (xn) (3.38)

and the T return-time function

tn+1 = tn + T (xn) (3.39)

can be specified. From the difference equations associated to the system of
differential equations, the vector field of the differential equation, and conse-
quently its properties can be reconstructed.

Another possibility is to derive the next amplitude map (also called Lorenz
map) by plotting successive maximaMaxi+1 vs.Maxi, in the time series, x(t),
y(t) or z(t).

There are no clear structural conditions of chaos generation. While a single
nonlinearity in the logistic difference equation is sufficient to produce a bifur-
cation sequence leading to chaos, its continuous time version, i.e., the logistic
differential equation, has monotonous trajectories. It is true that to a 3D
ODE it is possible to construct 1D discrete time mappings, which capture the
essentials of the dynamics, but the procedure is not reversible.
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Fig. 3.17. Poincaré section. From http://wwwhome.math.utwente.nl/˜geurtsbj/
teaching/promo/double\ pendulum\ background.html.

3.6.3 The Necessity of Being Chaotic

It is nicely said that “a little chaos is essential to the normal operation of ma-
chines”.30 Let’s return to the mechanical clock, our (not so) simple mechanism.
Francis Moon applies nonlinear dynamics [359] to understand machines, even
in historical context. Moon set up a theoretical model of clock escapement
based on the concept of coupled oscillators leading to chaos. The assumptions
of the model:

• Pendulum is modeled by a slightly damping harmonic oscillator.

• A cubic, nonlinear oscillator model coupled linearly to the pendulum equa-
tion and describes the impact dynamics in the escapement.

• Driving gear torque and static friction are modeled as a threshold function.

• The driving torque from the weight driven gear train, when released by
the nonlinear oscillator, acts to add energy through the escapement pallet
when the velocity of the pendulum is positive.

30 http://web.mae.cornell.edu/ugresearch/Moon-Chaotic-Dynamics-in-Clocks.htm,
24 July 2006.
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ẍ1 + β1ẋ1 + ω2
1x1 + α1x3 = tq(x3) sign(ẋ1) (3.40)

ẍ3 + β2ẋ3 + ω2
2x3 + κx3

3 + α2x1 = 0 (3.41)

tq(ẋ3) =

{
T0 if ẋ3

2 > δ and 0 < x1 < Δ

0 otherwise
(3.42)

Here x1(t) is the displacement of the pendulum, x3(t) denotes the struc-
tural connection between the driving train and the escapement. The escape-
ment torque is applied when the amplitude is a in certain region, 0 < x1 < Δ.
the noise threshold to release the gears and apply the escapement torque is
measured by the constant δ. The model leads to a solution, which exhibits
a periodic carrier signal with small high frequency noise riding on the carrier.
It was found to be chaotic and “good”.

From “An Essay on Clock Repair”

A clock is, in fact, a mechanical device with integral parts that
fit together in a predetermined way much like our modern concept of
mathematics with its roots in the mechanistic thinking from the time
of Sir Francis Bacon, Sir Issac Newton, and Rene Descartes; however
an interesting set of circumstances comes into play as a clock runs.
The natural world of chaotic events that cannot be fully explained by
this mechanistic way of thinking affect the clock as time passes and
it runs: bushings wear, springs become fatigued, oil dries out, pivots
wear, gear teeth wear, hammer pads wear out and these events do not
happen with simplistic predictable regularity because many of them
are heavily influenced by human activity which is often quite chaotic.
Forces of nature that change air temperature and moisture content in
very complex ways also effect the condition of a mechanical timepiece.
So, what is in fact a very well organized mechanical device becomes
chaotic in nature as it runs and is influenced by the complex array of
non-mechanistic events taking place around it – sort of like trees in
a windstorm. Consider the question: “If a tree falls in a forest, does it
make a sound?”. If you are one of those who say immediately, why yes
of course, because you can hear it. . . and we all know you certainly can
hear a tree falling in a forest, right? Well you’d better think twice about
that one. First, how large is the forest, and how far away are you? Have
you ever been in a forest in a huge windstorm? Do you know how much
noise there is in a forest in a windstorm? How does a tree fall in a forest?
Does someone cut it down? Does it just fall when it is dead? Does it
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get ripped up by the roots? Have you ever seen a tree fall in a forest in
a windstorm? Determining if a tree makes noise when it falls is likely
to be the last thing on your mind. Seeing and getting to safety is most
likely going to be what you will want to do. Trees often don’t hit the
ground hard when they fall, because there are other trees around that
catch them, and there is so much noise from the windstorm, that there
is no way you are going to hear a tree fall unless you are standing right
below it. Am I digressing? No. If you can understand what is being said
here, then you have one of the main qualities that a clock repair person
must absolutely have, and that is the ability to think creatively. The
point is, that what seems totally logical and normal does not apply in
clocks and clock repair the way we are all used to. One plus one equals
two, but not right now, not until the trip cam gets to the 90 degree
position and releases the strike gear train.

http://www.perpetualpc.net/clock repair essay.html
c©2002, David Tarsi

3.6.4 Controlling Chaos: Why and How?

There are several different strategies to control and suppress chaos. The sim-
ilarities and differences of the approaches can be explained in terms of a few
dichotomies, which we list here:

1. Feedback versus feedforward control. The processes can be controlled by
some feedback mechanism: the controlling signal is determined by the
deviation between the actual and the expected behavior. Alternatively,
a predetermined strategy can be prescribed to influence the internal op-
eration of the system by some feedforward mechanism.

2. Model-based versus “data-only” control. Control is possible with or without
the knowledge of the model.

3. Parameter versus input control. A system may be controlled internally
by adjusting some of its parameter or externally by adding some control
function.

4. Targeting versus control. In case of targeting (but not in case of control)
there is a prescribed goal.
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The emergence of the whole field of control of chaos was the result of a sin-
gle paper [392], which offered a feedback algorithm – now called the OGY
algorithm – for stabilizing (not too fast) unstable periodic orbits embedded
within a strange attractor which contains an infinite number of unstable pe-
riodic orbits – UPO – by making only small time-dependent perturbations in
accessible system parameters.

The time-continuous control of chaos by self-controlling feedback (with
and without delay) has been offered by Pyragas [416, 417]. The implication of
continuous control is that even rapid periodic orbits could also be stabilized,
and the level of noise tolerance is also increased.

The adaptive control algorithm (ACA) starts from the model equations of
the system exhibiting chaotic behavior

dx(t)
dt

= F (x; p; t). (3.43)

The system has a chaotic solution with specific constant p parameter val-
ues. The adaptive control algorithm [246] is implemented by specifying the
dynamics of the parameter change depending on the difference of the actual
and desired states:

dp(t)
dt

= εG(x(t) − xs). (3.44)

A class of problems of feed-forward control (the term “open-loop” is also
used) has been formulated [252, 254]. Having a dynamic system dx(t)/dt =
F (x(t)), where x(t) can be finite-dimensional vector, and there is a prescribed
goal dynamics g(t); the problem is to choose an additive control function U
to yield the “entrainment”

lim
t→∞ |x(t) − g(t0)| = 0, (3.45)

for all initial values starting from the basin of the entrainment. In the simplest
case (e.g., when the goal function is entirely contained in the convergent region
of the phase space and some other technically restrictive conditions hold), the
control function with the rather simple form

U(g(t), g′(t)) = g′ − F (g(t)) (3.46)

provides the required control.

Another class of feedforward control strategies adopts the (usually weak)
periodic perturbation of some parameter [322]. The method starts from the
model given by equation (3.43) assuming that it exhibits chaotic dynamics in
the range p′ ≤ p ≤ p′′. Substituting the constant p taken from the inside of
the range by some periodic function p+ p sin(ωt), and giving some restrictive
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condition for p to force the system to remain within the region of the chaotic
attractor, chaotic behavior can easily be suppressed. This method does not
need the fixing of some prescribed goal, but the price to be paid is that no
guess can be given as to which non-chaotic behavior will emerge as the result
of the chaos suppression.

The efficiency of different control algorithms were tested and evaluated
in the last ten years. It was noticed with some surprise that [16]: “Interest-
ingly, even now, a decade after the appearance of this area the majority of
publications on control of chaos appear in physical journals. On the contrary,
the number of papers in the journals devoted to automation and control is
small. For example, of more than 1,700 papers presented at the 15th Triennial
World Congress of IFAC (Barcelona, 2002) only 10 had the word ‘chaos’ in
their titles”.

In Sects. 4.8.2 and 4.9 two examples will demonstrate the applicability of
chaos control, even in social systems (in a micro-economic model of competing
firms, and in the drug market).

3.6.5 Traveling to High-Dimension Land: Chaotic Itinerancy

Chaotic Itinerancy: The Concept

“Chaotic itinerancy”, a sophisticated concept, was proposed as a universal dy-
namical concept in high-dimensional dynamical systems by Japanese scientists
[267, 268].

High (i.e., larger than three) dimensional dynamical systems are not always
described by attractors (fixed point attractor, limit cycle, torus, or a strange
attractor) known from the studies of low-dimensional dynamical systems. Oc-
casionally high-dimensional (systems with many variables) can reasonably be
reduced to low-dimensional systems, but most likely there are phenomena
intuitively difficult to perceive.

One of the key related concepts is called an “attractor ruin” (Fig. 3.18).
An attractor ruin is said to be “quasi-stable”: it attracts in some directions
but leads to the onset of instability. The trajectory departs into this unstable
direction and can meet another attractor ruin, etc.

Generation of CI: An Example

A well-known model framework of high-dimensional dynamical systems is
called the globally coupled map (GCM) [265]. In this construction the indi-



3.6 The Chaos Paradigm: Then and Now 99

Fig. 3.18. Schematic drawing of chaotic itinerancy. Dynamical orbits are attracted
to a certain attractor ruin, but they leave via an unstable manifold after a (short
or long) stay around it and move toward another attractor ruin. This successive
chaotic transition continues unless a strong input is received. The destabilized Milnor
attractor is an attractor ruin, which can be a fixed point, a limit cycle, a torus or
a strange attractor that possesses unstable directions. Adapted from [523].

vidual elements are chaotic (say, the function f is the logistic map),

xn+1 = (1 − ε)f(xn(i)) +
ε

N

N∑
j=1

fxn(j), (3.47)

where n is the discrete time step, i is the index of an element, and ε is the
coupling term. The two limiting behaviors are (i) completely synchronized
states, which are chaotic, (“coherent phase”), and (ii) completely “desynchro-
nized phase”. In “reality”, of course there are partially synchronized states,
which could be identified as “attractor ruins”, and the different clusters are
connected by itinerant trajectories.

The Geometry Behind: Milnor Attractors

The Milnor attractor is an extension of the notion of the conventional at-
tractor, which does not exclude the possibility that a trajectory leaves the
attractor in the unstable direction. It is defined as a state from which some
perturbations of arbitrary small size can kick the system out of orbit although
a positive measure of initial points is attracted to it. The Milnor attractor
is NOT exceptional! [266] In Milnor’s definition [352] both topological and
measure-theoretic concepts play roles. Let ρ be a measure equivalent to the
Lebesgue measure on a metric space X , on which dynamical flows are defined.
A compact invariant set α is called a (minimal) Milnor attractor if the follow-
ing hold: 1. The basin of attraction B(α) of α has a positive ρ-measure, i.e.,
ρ(B(α)) > 0 and 2. There does not exist a proper closed subset α′ satisfying
ρ(B(α) \B(α′)) = ∅. Since the Milnor attractor can be connected to unstable
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orbits that are repelled from the attractor, it provide a mechanism for imple-
menting both transitions from a state and returns to it. This behavior is the
feature of chaotic itinerancy.

Chaotic itinerancy could be understood as a sequence of attraction to and
escape from a Milnor attractor. Kunihiko Kaneko and Ichiro Tsuda [267, 268]
demonstrate and argue that chaotic itinerancy occurring in high-dimensional
systems is a very important aspect of complex systems. They extensively
studied many details of the underlying complex dynamics, transitions between
ordered, partially ordered and truly chaotic phases.

Chaotic Itinerancy: Some Concluding Remarks

While the attractor concept is not applicable in conservative systems, itiner-
ant motion among quasi-stationary states is often observed in a Hamiltonian
system with many degrees of freedom.

Itinerant motion over several quasi-stable ordered states offers an alter-
native interpretation of motions among metastable state, which traditionally
explained by random hopping between static states, and were found in op-
tical, electrochemical and biological (including neural) systems. Specifically,
the learning capability of neural networks increases in the presence of chaotic
itinerancy [522]. For further reading see [267, 268].

3.7 Direction of Evolution

3.7.1 Dollo’s Law in Retrospective

The hypothesis, which by-and-large states that evolution is irreversible was
formulated by Louis Dollo (1857–1931), a paleontologist. Dollo’s law makes
the observational statement that new morphological structures established
by complex adaptive steps don’t resemble an ancestral condition. The law
was never understood as an absolute rule, and reversal of isolated characters
(such as size) was not excluded. To put it another way, structures or functions
discarded during the course of evolution do not reappear in a given line of
organisms. If a species becomes extinct, it has disappeared for ever.

There are recent debates about a set of findings, which state the reversal
of certain morphological characters, and that way seem to be or are in contra-
diction with the Dollo’s law. Dollo’s law, however, is not a strict theorem, and
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mostly, it was stated much before the theory evolution was integrated with
genetics.

Stephen Jay Gould (1941–2002), one of the most influential protagonists
of the theory of evolution, liked and analyzed the concepts behind Dollo’s
law [211]. Dollo (Gould’s Dollo) might have used the concept of irreversible
evolution in three different senses:

1. An a priori assumption that a whole organism never reverts completely
to a prior phylogenetic stage.

2. A testable hypothesis that a complex part of an ancestor never reappears
in exactly the same form in a descendant.

3. Certain evolutionary trends are necessarily unidirectional. This interpre-
tation can be attached only to a very few of Dollo’s statements. If this
thought was in Dollo’s mind at all, it played an extremely minor role in
his thought on irreversibility.

Günter Wagner originally from Vienna, now Professor of Ecology and Evo-
lutionary Biology at Yale University, formulated a set of hypotheses in the
early 1980s which gave a possible explanation of the irreversible evolution
[547]. He gave one possible, plausible system of assumptions. Biologically, the
prerequisite of the irreversible change is “that the characters of an organism
have to be considered as parts of each others environment”. In the early 1980’s
everybody was excited about chaos theory, and it became a fashionable theory
for biologists and chemists. Wagner was also motivated by chaotic phenomena,
which materializes as a class of irreversibility. Adopting the message (but not
the mathematics) of chaos theory he concluded that it was possible to avoid
taking a step back.

While probably very few (if any) evolutionary biologists would suggest
that long-term evolution would be reversible at all levels of biological hierar-
chical organization, since a series of steps back would be highly improbable,
the reversibility of evolution for particular phenotypes is a controversial is-
sue. Reverse evolution (or re-evolution) can be defined as the reacquisition of
the same character states, including fitness, as those of ancestor populations
[82] by derived populations. There are a few examples when re-evolution was
accomplished under laboratory conditions, and there are few instances where
reverse evolution has been observed in nature.

Almost a quarter century later, Wagner saw Dollo’s laws somewhat dif-
ferently [286]. Dollo’s law (Wagner’s Dollo’s law) might have several different
versions. First, the whole (evolutionary) trajectory cannot be reversed. Sec-
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ond, the exactly same genotype cannot be re-evolved. Third, assuming the
existence of different developmental pathways, in a weak sense the process is
re-evolutionary, if an ancestral state is attained by any mechanism. Kohlsdorf
and Wagner [286] made a careful analysis of a number of reversals reported
recently, and for a number of cases the reversals was confirmed.

There are also debated issues, which need further analysis. “Loss and re-
covery of wings in stick insects” was reported [556]. Generally it is assumed
that once an insect lineage loses its wings, its descendants would remain flight-
less. It was stated, however, that the wings were lost in the primitive ancestor
of stick insects, then reacquired four times during evolution.

What might be the mechanism behind re-evolution? Genetic variation it-
self does not describe any direction (one might remember that the Newton
equations are invariant to time reversal), and the effect of selection might
act to any direction. Macroscopic evolutionary reversibility seems to be im-
probable: “Underlying the assumption of irreversibility of the loss of complex
traits is the idea that after a structure had been lost the genes related to its
development would degenerate . . . and therefore the re-appearance of charac-
ters involving complex genetic pathways would be nearly impossible”. And
the cyclic change of the wings? Trueman et al. are obviously cautious [519],
as they titled their article “Did stick insects really regain their wings? Our
reappraisal of the evidence convinces us that Whiting et al. have significantly
overstated the probability of wing re-evolution in stick insects. When this is
taken into account we see no grounds for overturning the traditional view of
stick insect evolution. . . Whiting et al.’s conclusions have already been promul-
gated in the popular literature (New Scientist, Scientific American, The New
York Times)31 but before this extraordinary evolutionary scenario reaches
the entomology textbooks a re-examination is in order.” In their answer to
the critics Whiting and Whiting [557] state, “Our view of stick insect evolu-
tion may change with additional data, but we maintain that the current data
and analysis stand as the best supported case for evolutionary recurrence.”

3.7.2 Is Something Never-Decreasing During Evolution?

The pseudo-contradiction between entropy-increasing thermodynamics and
complexity increasing evolution was not real, since the entropy is increasing
in closed, while complexity in open systems.

However, the champions of the new evolutionary theory from the nineteen
thirties, who unified evolutionary biology with population genetics by using

31 The original paper was published in Nature.
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mathematical models (Ronald Fisher (1890-1962), John B.S. Haldane (1892–
1964) and Sewell Wright (1889–1988)) confronted bitterly.

It was certainly common in their way of thinking that they started to
accept the view that natural selection acts on genes. Since phenotype traits
are generally determined by the interplay of many genes, a single mutation in
one gene implies small, and not drastic changes.

Fisher’s main contribution is what he called the “Fundamental Theorem
of Natural Selection”: The rate of increase in fitness of any organism at any
time is equal to its genetic variance in fitness at that time.

Wright suggested the “adaptive landscape” concept (Fig. 3.19). The aver-
age fitness values are plotted against the allele frequencies, and evolutionary
gene frequency changes imply the increase of the average fitness of a popula-
tion, i.e the system climbs on the hill towards the top during evolution.

Fig. 3.19. Fitness of different combinations of genes as a hilly landscape, in which
the valleys represent less-fit combinations of genes and the peaks represent the fitter
one. http://evolution.berkeley.edu/evolibrary/article/ 0/history 19.

It will be noticed that the fundamental theorem proved above bears
some remarkable resemblances to the second law of thermodynam-
ics. . . Both are statistical laws; each requires the constant increase of
a measurable quantity. . .

. . . entropy changes lead to a progressive disorganization of the phys-
ical world, at least from the human standpoint of the utilization of en-
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ergy, while evolutionary changes are generally recognized as producing
progressively higher organization in the organic world.

Ronald Fisher

If xi is the gene frequency of the allele i,
∑

i xi = 1, there is an individual
fitness fi, and the average fitness Φ is defined as Φ :=

∑
i xifi, then the

variance of Φ is calculated as

var(Φ) = xi(fi − Φ)2 . (3.48)

Of course, variance measures the “spread” of the individual values. The
smaller the variance the more closer are the individual values to each other.

Fisher calculated the time-dependence of the average fitness:

Φ̇ =
d
dt

∑
xifi =

∑
ẋifi +

∑
xiḟi. (3.49)

Fisher assumed (and this was a source of misunderstanding for decades)32

that ḟi = 0, for all i. Fisher derived

Φ̇ =
∑

ẋifi =
∑

xi(fi − Φ)xi. (3.50)

By using the definition of the variance we have

Φ = var(f). (3.51)

Since variance is a never decreasing quantity, any non-zero variance implies
the increase of the average fitness.

Fisher knew that his theorem was not about the total change in mean
fitness, but rather the change in mean fitness due to natural selection operating
in a constant environment. The correct interpretation of Fisher’s theorem was
given by George Price (1922–1975) [413], see also [182, 144], and led to the
formation of evolutionary game theory, what we shall study in Sect. 9.2.2.
From ecological perspective Fisher’s theorem remained fundamental.

32 For the reevaluation of Fisher’s statement see [182, 213]. As the latter says the
fundamental theorem may be interpreted as “Non-random changes in gene fre-
quency always change mean fitness positively. No other aspect of the genotypic
changes of a population has a systematic optimizing tendency.”
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3.8 Cyclic Universe: Revisited. . . and Criticized

The metaphysical idea, that the universe goes through a cycle of Big Bangs fol-
lowed by Big Crunches, then the cycle repeats, has been reinforced recently by
physical arguments. Paul Steinhardt, the Albert Einstein Professor in Science,
a physics professor at Princeton University, with his coworker Neil Turok of
Cambridge University suggested a new cyclic model of the universe, as a viable
alternative hypothesis to the highly successful Big Bang/inflationary scenario.

The Big Bang hypothesis was formulated first in the nineteen twenties,
and derived from the discovery that starting from data describing the present
state of the universe, and using Einstein’s equations of general relativity to
extrapolate backward for about 15 billion years, temperature and density
become infinite and the space is curled. One of the most important arguments
for supporting Big Bang theory came from Hubble, who observed that the
universe is continuously expanding, and a galaxy’s velocity is proportional
to its distance from the Earth. The inflationary theory (Steinhardt himself
strongly contributed to its establishment) also explained the changes in the
geometry of the universe (stretch, uncurling space-time, and smoothing out
its wrinkles.) Inflationary cosmology was suggested by Alan Guth (now the
Victor F. Weisskopf Professor of Physics at MIT), and the theory also explains,
that superimposed to uniform structure, there are density fluctuations, ripples,
found in the cosmic background radiation. The theory states that fluctuations,
which had to exist even in the early universe due to the probability character
of quantum physics, have been amplified, so they can explain ripples and the
large-scale structure of the universe. For one of Guth’s popular papers see
[224].

An earlier scientific version of the cyclic universe came from Richard Tol-
man, a mathematical physicist, in the 1930s. He played with the idea of infinite
series of oscillation, where each period starts with big bang, and finishes with
big crunch (well, “starts” and “finishes” are relative terms). It turned out that
the model has a (thermodynamic) time arrow, and cannot avoid the increase
of entropy in each cycle, leading ultimately to heat death.

The new cyclic model [484] assumes that the universe is infinite and flat
as opposed to Tolman’s assumptions (finite and closed), and based on three
concepts (as it is written in a“summary of recent progress for students” [485]):
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The intuitive assumptions of the Steinhardt–Turok cyclic universe
model

• The Big Bang is not a beginning of time, but rather a transition to
an earlier phase of evolution.

• The evolution of the universe is cyclic.

• The key events that shaped the large scale structure of the universe
occurred during a phase of slow contraction before the bang, rather
than a period of rapid expansion (inflation) after the bang.

The details of the cyclic model are much beyond my competence, and I was
hesitating whether or not I have the right to include it in this book. Cosmol-
ogists use a very sophisticated theory of physics, string theory, “M theory”,
and the concepts of branes (a short for membranes), which are related to
higher-dimensional space-times. According to string theory, not particles, but
infinitesimally small strings that vibrate in extra-dimensional space, are the
fundamental constituents of matter and energy. The expansion and collapse
of the universe does not happen in our normal space, but in an unobserved
extra dimension occupied by gravity.33

Motivated by the M-theory they assume that the universe consists of
two separated four-dimensional space-times (branes). One brane contains the
known elementary particles of our world (as leptons, neutrinos, quarks and
photons). Other particles lie in the other branes, and influence our particles
by gravitational interactions (and not with the so-called weak or strong inter-
actions). So particles on the other brane are so-called a dark form of matter.
Two branes might have cyclic motion with a period of many billion years, and
they collide occasionally. Functionally, the collision is a big bang. After the big
bang, branes moved apart, there was an expansion of matter and energy. . . and
stars and galaxies formed. . . life evolved, and we are here.

Andrei Linde, a former Soviet physicist, now a professor at Stanford, an-
other founder of inflationary cosmology says that “. . . instead of being a true

33 I am sure that majority of the readers of this book have read Abbott’s Flatland [1].
A Square, an inhabitant of the obviously two-dimensional Flatland describes the
geometrical and social organization of life (the latter is a satire of the Victorian
society) and his encounters to Lineland, Pointland, and Spaceland.
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alternative to inflation, the cyclic scenario is a rather unusual and problematic
version of inflationary theory.”

The 50-page long paper on the cyclic (also called ekpyrotic) theory ap-
peared on the web in April 2001, “. . . and ten days later, before any experts
could make their judgement, it was already enthusiastically discussed on BBC
and CNN as a viable alternative to inflation. The reasons for the enthusiasm
can be easily understood. We were told that finally we have a cosmological
theory that is based on string theory and that is capable of solving all major
cosmological problems without any use of inflation. . . ” [318]

I like Wikipedia’s remark on ‘Ekpyrotic’

“. . . Despite these disputes, the ekpyrotic scenario has received considerable
attention in the astrophysical and particle physics communities. Regardless of
whether it is a correct model of the origin of the universe, it is an excellent
indication of the new possibilities opened up by the development of brane
cosmology.” 34

34 Note added in the last minute: There is a very recent cyclic model of the universe,
the Baum–Frampton model [50].
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The Dynamic World View in Action

4.1 Causality, Teleology and About the Scope and Limits
of the Dynamical Paradigm

The dynamical system is a mathematical concept motivated first by Newto-
nian mechanics. The state of the system is generally denoted by a point in
an appropriately defined geometrical space. A dynamical system operates in
time. Typically, we take the time set T to be the real line R (a continuous-time
system) or the set of integers Z (a discrete-time system). We then formalize
an autonomous system as a ordered pair (Q, g), where Q is the state space,
and g : T × Q → Q is a function that assigns to each initial state x0 ∈ Q
the state x = g(t, x0), in which the system will be after a time interval t if it
started in state x0. A fundamental property of g, then, is the validity of the
identity

g(t+ s, x0) ≡ g(s, g(t, x0)) (4.1)

for all states x, and times t, s. Loosely speaking g is a fixed rule which governs
the motion of the system.

The behavior of a dynamic system may also depend on the time course of
the input applied. Systems that take into account the effect of input belong
to the family of non-autonomous systems.

Dynamical systems theory became a predominant paradigm, and material-
ize the philosophical concept of causality by mathematical tools. This concept
tells that causes imply effects, consequently the present state determines the
future. If the fixed rule acting on the actual state is deterministic, there is only
“one” future. In case of probabilistic rules, different futures could be predicted
with certain probabilities.



110 4 The Dynamic World View in Action

For continuous time continuous state deterministic system the equation is
given by

ẋ(t) = f(x(t), k) + I(t); x(0) = x0. (4.2)

It describes the temporal behavior of the system variable x driven by a“forcing
function” f , influenced by the parameter k, starting from the initial condition
x0, taking into account that the system is subject of the time dependent
external perturbation (I(t)) arriving from the environment. The evolution of
the system depends on the additive effect of the external perturbation and
the internal development.

Robert Rosen, a controversial hero of theoretical biology and of complex
systems research suggested [439] that at least three of the four Aristotelian
notions of causality can be associated to mathematical objects in equation
(4.2):

Aristotelean categories mathematical objects

material cause initial values

formal cause parameters

efficient cause driving force

final cause —

“The causality of natural processes may be interpreted as implying that
the conditions in a body at time t are determined by the past history of the
body, and that no aspect of its future behavior need to be known in order to
determine all of them” – wrote Truesdell and Noll in 1965 in their rigorous
encyclopedia on the nonlinear mechanics of continua.

4.1.1 Causal Versus Teleological Description

While differential equations (and dynamical systems) describe motions locally,
for certain systems there is an equivalent, global description by using inte-
gral principles for the whole motion. Specifically, a quantity is defined, which
should have an extreme (i.e., maximum or minimum) value for the whole mo-
tion from the beginning to the end. The concept of optimal processes reached
physics at least four hundred years ago.

Pierre de Fermat (1601–1665), a French lawyer and mathematician (prob-
ably more famous for the latter profession) posed and solved a well-defined
physical (specifically geometrical optical) problem by mathematical methods.
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How does a light ray move from an initial point to a given endpoint through
an optical medium, where the optical density may vary from point to point?
There is a set of possible solutions, and Fermat’s “principle of least time”gives
an answer. While there are infinite number of possible trajectories which con-
nect the two fixed points, there is a selection criterion to choose one of them.
The answer suggests that the time of the traveling (and nothing else, e.g not
the geometrical distance between the two points) should be minimal.

The “principle of least action” (most likely formulated by Pierre-Louis
Moreau de Maupertuis (1698–1759)) is the mechanical analogue of Fermat’s
principle. There is a mechanical quantity called “action”which should be min-
imum for the path taken by a particle among the all possible trajectories
which are compatible with the conservation of the energy. Maupertuis prin-
ciple is also an optimality principle. About a hundred years later Hamilton’s
principle, the most effective optimality principle in physics, has been formu-
lated. The principle of William Rowan Hamilton (1805–1865) states that for
mechanical systems there is a quantity, called the Lagrange function, and the
integral of this function will be stationary for the actual mechanical process.
This function is defined as the difference between the kinetic and potential
energy, L := Ekin − Epot. According to the Hamilton’s principle:

δ

∫ t1

t0

Ldt = 0. (4.3)

The quantity
∫ t1

t0
L is the action integral. For the classical mechanical sys-

tems the local and global (“teleological”) descriptions are equivalent. The
mathematics behind the extremal principles of mechanics (and a few other
branches of physics) is based on the mathematical disciplines called varia-
tional calculus. The Lagrange function satisfies the equation

d
dt
∂L

∂ẋi
− ∂L

∂xi
= 0. (4.4)

For the harmonic oscillator Ekin := 1/2mẋ2 and Epot := 1/2kẋ2, and the
action integral is J = 1/2

∫ τ

0 (mẋ2 − kx2)dt, and δJ(x) = 0 is fulfilled when
mẍ+kx = 0. This is exactly the Newton equation for the harmonic oscillator.

The equation for the pendulum could be also rewritten in the form of
Lagrange equation.

The fact that many (but far from all) dynamical equations of natural pro-
cess based on mechanisms localized to a single time point are mathematically
equivalent to integral description referring to a time interval implies that for
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this (restricted, but important) class the “causal” description is equivalent
with the “teleological”one. The variational principle is not only an equivalent
formulation of the local one in the Newtonian mechanics, but has been used
in relativity theory and quantum physics, as well.

4.1.2 Causality, Networks, Emergent Novelty

According to the mechanistic worldview, Science, Technology and Metaphysics
seemed to be unified by the Newtonian principles. The motion of mechanical
machines as well as celestial bodies were thought to be determined by the
(same) Laws of Nature. The clockwork world view of Kepler, Galileo and
Newton, characterized by causality, determinism, continuity and reversibility,
promised to reduce all kinds of dynamic phenomena to mechanical motions.
At the end of the 18th century chemistry and medicine started to challenge the
view that material nature is nothing but inert mass and motion. As we know,
the invention of the steam engine contributed very much to the disorganization
of the cyclic reversible mechanistic world concept and to the birth of the theory
of irreversibility.

One of the supporting pillar of the Newtonian world view – paradigm,
if you like – is the strict principle of causality, which can be stated as fol-
lows:“Every event is caused by some other event” ([83], pp. XXII). The con-
cept of the linear causality, which separates ‘cause’ and ‘effect’ by a simple
temporal sequence, has been found to be appropriate for describing simple
systems, and could not be considered as a universal concept. Circular causal-
ity relies on the suggestion that in a feedback loop there is no meaning in
separating cause and effect, since they are mixed together. “Circular causality
is not just a subcategory of causality, but a concept that supersedes the tradi-
tional notions of cause and effect. Hence, these traditional notions no longer
apply” ([455]. p. 129). The term “network causality”means the ability to take
into account interactions among structural loops. The models of linear causal
systems are appropriate subsets of single level dynamic systems.

We assume here that the models of these generalized causal phenomena can
be given within the framework of dynamic system theory. In a really excellent,
thought provoking book [263] George Kampis identified material causation as
a creative agent which causes self-modifications of systems. Dynamical system
theory can try to tackle the emergent complex structures and creative pro-
cesses.
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“Material causation is just a word. It is clear . . . that what it means is
that we do not know anything about the causes that determine things by
an invisible and unapproachable ‘actor’. The actions of this actor bring
forth something new. It has to be taken very seriously that molecules,
thoughts, artefacts, and other qualities never existed in the Universe
before they were first produced by a material causation. Therefore,
irreducible material causation is creation per se: free construction of
new existence, with new properties, i.e., that in no conceivable form
pre-exist either physically or logically. Before they are already there,
absolutely no hint can be gained about their possibility, about their
properties, about how they come into being, what they will look like
and what will happen to them next. . . ”

Kampis, G:
Self-modifying systems in biology and cognitive science.

pp. 257–258.

We will not go further into the metaphysical issues of causality and dy-
namics. Our real concern in this chapter is that by using the concepts of
dynamical systems spatiotemporal patterns observed in natural and socioe-
conomical systems are supposed to be subject of causal explanations. A set
of model frameworks and models will be shown to illustrate how structural
conditions, interactions among qualities induce predictable or unpredictable
temporal, spatiotemporal patterns.

4.2 Chemical Kinetics: A Prototype of Nonlinear Science

The intention of the theory of chemical kinetics is to describe the interac-
tions among the components (species) of a chemical system [164]. The state
of a chemical system can generally be characterized by a finite-dimensional
vector. The dimension of the vector is the number of interacting qualities
(i.e., components); the value of the vector describes the quantities of the qual-
ities. A chemical reaction is traditionally conceived as a process during which
chemical components are transformed into other chemical components. Stoi-
chiometry investigates the static, algebraic relation of the network of reactions.

Rules of reaction kinetics govern the velocity of the composition change.
The most often used rule to prescribe the dynamics of the system is the “mass
action law”.
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The velocity of the reaction

aA+ bB
k−−−−→ cC + dD (4.5)

is given by this law as

r(t) = −1/a
dcA
dt

= −1/b
dcB
dt

= 1/c
dcC
dt

= 1/d
dcD
dt

= k(cA(t))a(cB(t))b ,

(4.6)

where the scalar k is the rate constant characterizing the velocity of the
process.

The kinetic behavior of a chemical reactions is traditionally described by
a system of (generally) nonlinear differential equations:

ċ(t) = f(c(t);k); c(0) = c0 , (4.7)

where c, an m-dimensional concentration vector (m is the number of the
components), is the state of the system, and the f function, which determines
the temporal evolution of the system is determined by the stoichiometry, k is
the vector of the parameters, i.e., of the rate constants, and c0 is the initial
value vector of the components.

However, not all kinds of differential equations, not even the special class of
ODEs with polynomial right-hand side, can be considered as reaction kinetic
equations. Trivially, the term −kc2(t)c3(t) cannot occur in a rate equations
for referring to the velocity of c1, since the quantity of a component cannot
be reduced in a reaction in which the components in question does not take
place. Putting it another way, the negative cross effect is excluded.1

The deterministic models of classical kinetics are appropriate only when
the system can be considered as macroscopic, and even then the deviations
from the “average values” remain negligible. A number of situations can be
given, when the fluctuations are relevant:

• The size of the chemical system is small. In this case the state space is
discrete, the continuous approximation is very bad. Discrete state space,

1 Please note that equations (3.34) and (3.37) are not kinetic equations, since they
contain a term with negative cross-effect. Even more, orthogonal transformations
cannot transform these equations into kinetic ones [516].
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but deterministic models are also out of question, since fluctuations cannot
be neglected even in the “zeroth” approximation, because they are not
superimposed upon the phenomenon, but they represent the phenomenon
itself.

• The system operates near instability point of a deterministic model. In
this case small fluctuations may be amplified and produce observable, even
macroscopic effects.

• Fluctuations2 can be a source of information. The fluctuation-dissipation
theorem connect the spontaneous fluctuations around an equilibrium state,
and the dissipative process leading to equilibrium. Using this theorem ap-
plied to chemical kinetics, rate constants can be calculated from equilib-
rium fluctuations.

A continuous time discrete state space stochastic model is defined to de-
scribe chemical fluctuation phenomena. The concentration, ( a continuous
variable) should be transformed into a function of the number of components
(discrete variable): c(t)→ V −1n(t), where V is the volume of the system, c(t)
is a concentration vector and n(t) is the number of components at a fixed
time t.

Introducing a stochastic description let ξ be a stochastic vector process,
the dimension of which is equal to the dimension of the concentration vector.
The state of a system is described by the Pn(t) ≡ P(ξ(�) = n) probability
distribution function. The temporal evolution of the distribution is determined
by the assumption that the process is considered as a Markovian jump process.
Markovian character of a stochastic process means that the change of state
does not depend explicitly on the past values of the process, so the process
does not have memory. the future depends only on the current time step.

The structure of a stochastic model is more complicated than of its deter-
ministic counterpart. The equation for the temporal evolution of the absolute
2 The Scottish botanist Robert Brown discovered the existence of fluctuations when

he studied microscopic living phenomena. However, the physical nature of the
motion, which was named after its discoverer, was not known for a long time.
As Darwin wrote in 1876: “I called on him [Brown] two or three time before the
voyage of the Beagle (1831), and on the occasion he asked me to look through
a microscope and describe what I saw. This I did, and believe now that it was the
marvelous currents of protoplasm in some vegetable cell. I then asked him what I
had seen; but he answered me: This is my little secret.” The theory of Brownian
motion was given by Einstein (1905) [148] and Smoluchowski (1906) [545], who
calculated the temporal change of the expectation of the square displacement of
the Brownian particle, and the connection between the mobility of the particle
and the – macroscopic – diffusion constant.



116 4 The Dynamic World View in Action

distribution function (called the master equation) is derived from taking into
account two types of elementary reactions. The effect of the first class of re-
action is that the state j is available from l (l can denote different possible
states). The second class describes all of the possible transitions from state j.
Therefore we can write:

Ṗj(t) =
∑

i

transition to j from i - transition from j to i.

Stochastic Chemical Reaction: An Example

Here is a simple example to show the importance of fluctuations. Let us con-
sider the reaction ([164], Sect. 5.6.1):

A+X
λ′−−−−→ 2X

X
μ−−−−→ 0 .

(4.8)

where A is the external and X is the internal component, and 0 denotes
a so-called zero complex. This reaction can be associated with a simple birth-
and-death process. The deterministic model is the following:

dx(t)/dt = (λ− μ)x(t); x(0) = x0, (4.9)

where λ = λ′[A]. The solution is

x(t) = x0exp(λ− μ)t. (4.10)

If λ > μ, i.e., the birth rate constant is greater than the death rate con-
stant, x is exponentially increasing function of the time. For the case of λ = μ

x(t) = x0. (4.11)

The stochastic model of the reaction is

dPk(t)/dt = −k(λ+ μ)Pk(t) + λ(k − 1)Pk−1(t) + μ(k + 1)Pk+1(t) (4.12)
Pk(0) = δkx0 ; k = 1, 2, ...N. (4.13)
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There are two consequences of the model:

(1) the expectation coincides with the process coming from the determin-
istic theory, i.e.,

E[ξ(t)] = x0exp(λ− μ)t, (4.14)

which in case of λ = μ reduces to the form

E[ξ(t)] = x0.

(2) the variance of the process is

D2[ξ(t)] = (λ+ μ)t. (4.15)

For the case of λ = μ

D2[ξ(t)] = 2Dλt,

i.e., progressing with time, larger and larger fluctuations around the ex-
pectation occur) Fig. 4.1.

Fig. 4.1. Amplifications of fluctuations might imply instability. While the expecta-
tion is constant, the variance increases in time.

It is quite obvious that in this situation it is very important to take the
fluctuations into considerations. Such kinds of formal reactions are used to
describe the chain reactions in nuclear reactors. In this context it is clear that
the fluctuations have to be limited since their increase could imply undesirable
instability phenomena.
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4.2.1 On the Structure – Dynamics Relationship
for Chemical Reactions

A complex chemical reaction (i.e., a mechanism) is a set of elementary re-
actions. Stoichiometry describes the static, algebraic relationship among the
chemical components. Since the kinetic differential equations of the chemi-
cal reactions have some special structure, it is possible to derive relationship
between the structure of the reactions and its dynamics without solving the
system of differential equations itself. This is the spirit of the “qualitative the-
ory of differential equations”. The question was at least to exclude chemical
reactions to show “exotic” behavior, which in chemical context means peri-
odicity, chaos or multistationarity. Horn [241] and Feinberg [172, 171] gave
negative criteria for the existence of exotic behavior. Here one of their result
is described by using their notation.

Zero Deficiency Theorem

Let the chemical components or species of a mechanism be A(1), . . . , A(M),
the complexes

C(n) =
M∑

m=1

ym(n)A(m) (n = 1, 2, . . . , N). (4.16)

Therefore the complex vectors of stoichiometric coefficients are

y(n) = (y1(n), . . . , yM (n))T (n = 1, 2, . . . , N), (4.17)

T denotes the transposed vector.

The elementary reactions of the mechanism are

C(i)→ C(j) (i 
= j; i, j = 1, 2, . . . , N). (4.18)

Let L be the number of the connected subgraphs of the directed graph
formed by the complexes as vertices and reactions as edges, i.e., L is the
number of linkage classes.

The reaction is weakly reversible, if the transitive closure of the reaction
determined by the above defined directed graph is a symmetric relation.

Let s be the dimension of the stoichiometric space S, where

S := span{y(j)− y(i);C(i)→ C(j)} (4.19)
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The deficiency of the mechanism is

δ := N − L− s . (4.20)

According to one of the assertions of the zero deficiency theorem if a chemical
system with δ = 0 is weakly reversible, then for mass action kinetics with any
choice of positive rate constants the existence, uniqueness and asymptotic
stability of positive equilibrium point follows, i.e., the exotic behavior of these
systems is excluded.

Examples

Let’s see two, slightly different mechanisms, this is mechanism A:

A(1) +A(2)

��
2A(4)

��
A(1)

��
A(2)

��

�� A(3)

����������

In this mechanism there are four components, five complexes, and the number
of linkage classes is two. This is mechanism B:

A(1) +A(2)

��
2A(3)

��
A(1)

��
A(2)

��

�� A(3)

����������

Complex 2A(3) replaces complex 2A(4) of mechanism A. Both mechanisms
are weakly reversible, N = 5 and L = 2.

However, for mechanism A, s = 3, and for mechanism B, s = 2. Therefore
the deficiency δ is zero for mechanism A, and one for B. The zero deficiency
theorem ensures certain stability properties of mechanism A, which is not
guaranteed for mechanism B.

4.2.2 Chemical Kinetics as a Metalanguage

The structure and models describing chemical reactions are almost trivial.
Chemical kinetics generally takes into consideration binary, and rarely, ternary
interactions among the molecules. It is an extensively used procedure to de-
compose (not only chemical) complex phenomena into binary, or perhaps



120 4 The Dynamic World View in Action

ternary interactions. Therefore the formal theory of chemical kinetics can
be extended to describe transformation phenomena in other-than-molecule
populations.

Chemical kinetics is able to describe competition, cooperation and selec-
tion among the constituents. A number of biomathematical models at different
hierarchical levels, such as prebiotic chemical [146, 147], genetic, population
dynamic and evolutionary models lead to the same type of differential equa-
tions. The replicator equations [461] have the form

ẋi(t) = xi(t)
(
fi(x(t) −

n∑
j=1

xj(t)fj(x(t))
)
. (4.21)

The replicator equation and its variations are important mathematical
models of evolution, and we shall return to them in Sect. 4.5.

4.2.3 Spatiotemporal Patterns in Chemistry and Biology

A variety of spatial structures such as chemical fronts or waves, periodic pre-
cipitates and stable spatial patterns have been subject of studies, both exper-
imental and theoretical, for decades. It is widely accepted that mechanisms
responsible for patterns and order in a reaction-diffusion system may also play
a fundamental role in understanding certain aspects of biological pattern for-
mation. Though it is evident that chemical reactions and diffusion processes
are everywhere and always present in biological systems, one question seems
to be difficult to answer completely: are the pattern forming reaction-diffusion
systems the real basis of biological morphogenesis or do they offer some anal-
ogy to obtain insights into the mechanism of pattern formation? How are
patterns of sea-shell forms and of animal coasts (zebras, giraffes, lions etc.)
formed?

Since chemical reactions and diffusion processes are the “consequences”
of the interactions among chemical constituents, chemical patterns may be
interpreted at the molecular level. In the first example, stationary spatial
chemical patterns (i.e., the so-called Turing structures) are reviewed. Then
we follow with a general theory of biological pattern formation applied among
others to the regeneration of Hydra’s head after its removal. Finally a very
important phenomenon, somitogenesis, a challenging problem of biological
morphogenesis is discussed.
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Turing Structures

Alan Turing(1912–1954) From T. machines to T. structures. Com-
puter scientists remember Alan Turing for his fundamental contribution
around 1936 to theory of computability. Cognitive scientists celebrate
his paper of 1950 “Computing machinery and intelligence”. For the bi-
ologists (I guess, mostly for mathematical biologists), Turing’s main
achievement is the 1952 Royal Society paper “On the chemical basis
of morphogenesis”. And of course, he contributed very much to break
the secret codes of the Germans during the war. Probably the different
fields he worked can be interconnected: that algorithms corresponding
to local mechanism of interacting components produce ordered struc-
tures.

Turing wanted to show the possibility of the emergence of spatially inhomoge-
neous (but temporally stationary) stable structures starting from the pertur-
bation of (spatially) homogeneous structures. He constructed a model which
he thought to be a reaction diffusion system in which there exists a spatially
stable temporally homogeneous stationary state which loses its stability as
a result of inhomogeneous perturbations.

Turing’s example was

ẋ = 5x− 6y + 1 +DxΔx, (4.22)
ẏ = 6x− 7y + 1 +DyΔy. (4.23)

This model, where Dx and Dy are diffusion constants, and Δ is the second
spatial derivation (Laplacian) operator, was able to produce the formation
of stable spatial structures and influenced the way of thinking on chemical
morphogenesis, though main stream biology neglected it for decades. The im-
portance of this paper, and the relevance of diffusion-driven instability has
been recognized by theoreticians. It influenced people in all the three schools
(catastrophe theory, dissipative structures, synergetics) very much. It is obvi-
ously an abstract model, such numbers as 5, and 6, are not realistic in terms
of elementary mechanisms. Furthermore, and more importantly, a term −6y
on the right hand side of the first equation, i.e describing the change of x, ma-
terializes “negative cross effect”. Equation (4.23) is not a system of differential
equations of chemical kinetic models.

It was shown a few decade later [502, 503] that the presence of cross-
inhibition (i.e., (∂fi/∂xj)(c) < 0) is a necessary condition of Turing instability.
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This result implies that the presence of higher than first order reactions is
a necessary condition of Turing instability.

However, no well defined experiments had been made until the late eight-
ies. All the systems exhibiting spatial patterns either contained convection
or surface effects, thus the origin of pattern formation has never been pure
Turing instability. It was putting the CIMA reaction into a carefully designed
‘gel ring reactor’ [384] (in Patrick DeKepper’s group in Bordeaux) [92] which
is generally considered to have produced the long-sought-for result first: the
emergence of stationary patterns as a result of diffusion driven instability.
Lengyel and Epstein [308] were able to illuminate an important condition of
generation of Turing structures: it should be a great difference between the
diffusion constants of the various species, and it is provided by the starch in-
dicator present in the CIMA system.3 Detailed analysis showed that the same
dynamical system may lead to different spatial patterns, such as hexagonal
blobs and stripes, see Fig. 4.2.

Fig. 4.2. Different spatial patterns, such as blobs an stripes occur in the same
system for different parameter values. Adapted from [393].

3 For a thorough mathematical analysis of the CIMA system, see [383].
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A Generative Principle of Biological Pattern Formation:
The Gierer–Meinhardt Model Framework

A family of models was developed by Hans Meinhardt and Alfred Gierer
based on the interaction of two types of (partially hypothetical) morphogen
molecules (activators and inhibitors) and the assumption (which was already
assumed by Max Delbrück, whom the reader already knows well from previ-
ous chapters). It was assumed that the interaction for different initial arrange-
ments and parameter values may lead to different patterns [349].

Suppose that there are two types of diffusible chemicals, an activator (a)
and an inhibitor (h), that are produced at the same place in the animal. Both
depend on the coordinate x and time t. The rate of change of a is:

∂a

∂t
= ρ+ k

a2

h
− μa+Da

∂2a

∂x2
, (4.24)

where ρ is the production rate, ka2/h expresses that the generation of a is
an autocatalytic process which is hindered by the inhibitor h, μ is a decay
constant and Da is diffusion constant.

The inhibitor has a decay in time and it can diffuse as well, but its gener-
ation is triggered by the activator:

∂h

∂t
= ca2 − νh+Da

∂2h

∂x2
. (4.25)

Of course, the details might be subject of modifications, the important
thing is that the system should be locally unstable and globally stable.

Models and Reality. A Case Study: Somitogenesis

Somitogenesis is the segmentation process in vertebrates and cephalochor-
dates4 which produces a periodic pattern along the head-tail axis of the em-
bryo. Somites are formed by the successive segmentation of the presomitic
mesoderm so that the first somite is generated at the most cranial end of
the embryo and segmentation propagates caudally, to the direction of the tail
(Fig. 4.3a, b). Somites are than divided by a fissure into anterior (A, front)
and posterior (P, back) halves that differ in their gene expression and differ-
entiation (Fig. 4.3c). Further differentiation of somitic cells leads then to the
formation of bones, musculature and connective tissue of the skin.
4 Fishlike animals having a flexible, rod-shaped body instead of true spinal column

present in vertebrates. Cephalochordates are probably the closest living relatives
of the vertebrates.
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Fig. 4.3. Somitogenesis in chicken embryo. Formation of somites starts at the
cranial side of the embryo (a) and proceeds in caudal direction (b). (c) For the
formation of vertebrae, cells of the anterior part of the somite migrate in cranial
while cells of the posterior part migrate in caudal direction. Adapted from [401].

The above mentioned mechanism of pattern generation in somitogenesis is
a strongly investigated but still an unresolved problem in developmental biol-
ogy. Two of the existing models will be reviewed in the following paragraphs.

Reaction–Diffusion Model

Meinhardt’s somitogenesis model is derived from his former reaction–diffusion
models of morphogenesis [349]. These models are able to produce structures
with spatial peridocity that are reminiscent of the periodic anterior-posterior
half-somite pattern in somitogenesis. We introduce such a reaction-diffusion
model first.

Suppose that there are two types of diffusible chemicals, an activator (a)
and an inhibitor (h), that are produced at the same place in the animal. Both
depend on the coordinate x and time t. The rate of change of a is:

∂a

∂t
= ρ+ k

a2

h
− μa+Da

∂2a

∂x2
,

where ρ is the production rate, k a2

h expresses that the generation of a in an
autocatalytic process which is hindered by the inhibitor h, μ is decay constant
and Da is diffusion constant.

The inhibitor has a decay in time and it can diffuse as well, but its gener-
ation is triggered by the activator:

∂h

∂t
= ca2 − νh+Da

∂2h

∂x2
.
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Figure 4.4 shows the periodic structure that this interplay between acti-
vator and inhibitor leads to.

Fig. 4.4. Spatial structure generated as the result of the interplay between activator
and inhibitor. Adapted from [228].

In Meinhardt’s model for somitogenesis a similar periodic pattern is gener-
ated first which models the generation of anterior-posterior (A-P) half-somites.
Somites are formed only after this by the separation of subsequent A-P pairs
(so that one somite will consist of one A-P pair). This is in agreement with ex-
perimental observations in the so called bithorax (Drosophila) mutant where
it was found that the segmental specification of the insect can be disturbed
without changes in the A-P pattern. This suggests that the formation of A-P
pattern is the primary and somite formation is the secondary event indeed.

According to Meinhardt’s model [347, 348, 346], a presomitic cell can be
in two different states: either gene A or gene P is active which leads to the
production of substance A or P, respectively. In the former case the cell will
become an anterior while in the latter case a posterior somitic cell. The state
of a cell can be influenced by the neighboring cells: if they produce substance
A, P production will be reinforced and vice verse. The mechanism of this
mutual reinforcement can be imagined so that the substances diffuse to the
neighboring cells where they function as transcription factors: A activates
the gene of P whereas P triggers transcription from the gene of A. Under
these conditions small random initial fluctuation in the level of A or P gene
activation would be sufficient to generate the periodic A-P pattern (Fig. 4.5a).

However, the resulting pattern is somewhat irregular and the emergence
of A and P stripes occurs parallel along the whole axis of the embryo instead
of being subsequently generated from cranial to caudal direction. In order to
get around these problems a further feature of the cells is introduced, the
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Fig. 4.5. Reaction-diffusion model of segmentation. (a) A small random initial
difference in the A and P gene activation in the cells automatically leads to the
formation of a more or less regular A-P pattern. (b) Regularity of the pattern can
be increased by a slight modification of the model. At the beginning all the cells,
except for the most anterior ones, switch from state A to P because of the assumed
morphogen concentration gradient. Cells near to the A-P border are mutually sta-
bilized while cells far from it switch back to state A. This process continues until
a highly regular A-P pattern is generated throughout the whole axis of the embryo.
Adapted from [348].

ability to oscillate: if a cell is surrounded mainly by cells of the same state, it
switches to the other state as explained above. If the neighboring cells switch
their states as well, the process can be repeated and cells will oscillate between
states A and P.

According to the improved model, at the beginning of the segmentation
process all presomitic cells are in state A and there is a morphogen concen-
tration gradient in the embryo increasing from cranial to caudal direction.
Cells exposed to a morphogen concentration above a certain (low) threshold
switch from state A to P by which the first A-P border is born (Fig. 4.5b).
A and P cells near the border stabilize each other while all the farther P
cells switch back to state A, because of their oscillating tendency, generating
a new P-A border. This A-P stripe forming process continues until it reaches
the caudal end of the embryo. By this mechanism a caudally propagating and
highly regular A-P pattern can be generated (Fig. 4.5b).
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The next step in somitogenesis is the generation of sequential pattern of
somites: although somites are similar, they also differ from each other, so
a mechanism is needed that distinguishes between subsequent somites. The
borders of somites has to be exactly at the P-A borders (each somite contain-
ing one A-P pair), that is the mechanism has to ensure the precise superpo-
sition of the periodic (A-P) and the sequential pattern. These features can
be easily explained by Meinhardt’s model: it is a property of the model that
the number of A-P oscillations a cell has made correlates with its position
along the anterio-posterior axis (Fig. 4.5b). Assuming that every switching
from state P to A activates a new gene, different sets of genes will be active in
different AP pairs, which can cause the differences between somites. By this
mechanism somite borders would automatically coincide with P-A borders.

Cell Cycle Model

In the late 1980s observations from single heat shock experiments suggested
that cell cycle correlates to somite segmentation [415]: heat shock to chick
embryos resulted in anomalies separated by constant distances of six to seven
somites, the number of somites that develop during 9 hours which is the
duration of the cell cycle. As presomitic cells leave the Hensen’s node (where
they are derived from) and settle along the anterioposterior axis of the embryo
strictly in the order in which they were formed (Fig. 4.6), the observation was
explained by that heat shock affects an oscillatory process (the cell cycle)
within the presomitic cells. This view is supported by further observations as
well: similar periodic anomalies can be caused by drugs inhibiting cell cycle
progression [415], and there is some degree of cell cycle synchrony between
cells that are destined to segment together to form a somite [490].

Based on these experiments Stern et al developed the “cell cycle model”
[490]: P1 and P2 denote two time points in the cell cycle, about 90 min apart
(Fig. 4.6). Cells that reach P2 are assumed to start to produce a signal to which
cells, whose cell cycle is between P1 and P2, will respond by increasing their
adhesion to each other (after this they become unable to signal). As mentioned
above, cells along the embryonic axis are located according to their time of
formation so neighboring cells are in similar cell cycle state. Therefore cells
between P1 and P2 are close to each other and due to the adhesion molecules
they produced they will aggregate and start to form a somite.

Collier et al. [102] proposed a mathematical formulation of this model: the
system is described by two state variables, the concentration of the adhesion
molecule (g(x, t)) and the signal molecule (s(x, t)). The model equations are:

∂g

∂t
=

(g + μs)2

γ + ρg2
θ(x, t)− ηg,
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Fig. 4.6. Cells cycle model of somitogenesis. Cells, whose cell cycle is between P1
and P2, aggregate to form a somite. Adapted from [102].

∂s

∂t
=

κ

ε+ g
χ(x, t) − λs+D

∂2s

∂x2
,

where
θ(x, t) = H(ct− x+ x1),

χ(x, t) = H(ct− x+ x2).

H is the Heaviside function, xi is the position of Pi on the x axis when t = 0,
for i = 1, 2, thus g and s production can only occur in cells that passed P1 and
P2 state, respectively. The (g + μs)2/(γ + ρg2) term in equation X expresses
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that production of g is autocatalytic, it is enhanced by s and saturates for
large g whereas −ηg represents linear degradation. The production of s is
inhibited by g (κ/(ε + g)), its concentration also decays linearly (λs) and it
diffuses along the axis (last term).

Figure 4.7 shows the numerical solutions of the equations. At the position
of P2, a peak in s occurs because cells start to produce the signal molecule
s here (Fig. 4.7b). s diffuses rapidly so there is a decreasing level of s in
the neighboring positions too. s triggers the g production in cells between
P1 and P2 which in turn inhibits s production in these cells. Due to this
mechanism a wavefront of g is propagating down the axis in jumps which
ensures the aggregation of groups of neighboring cells which in turn leads to
somite formation.

Fig. 4.7. Numerical solution of the cell cycle model. Peaks of signal molecule
production (b) trigger an abrupt increase in the production of the adhesion molecule
(a) which leads to cell aggregation and somite formation. Adapted from [102].

Chemical Waves

Zaikin and Zhabotinsky [578] found not only the spontaneous appearance of
periodic temporal and spatial patterns in an initially homogeneous chemical
systems, but wave phenomena were also demonstrated. Arthur Winfree (1942–
2002) [564] discovered the existence of spiral waves experimentally and basi-
cally explained them mathematically, based on the partial differential equa-
tions of the reaction-diffusion systems. Figure 4.8 shows a typical spiral wave
emerging in chemical systems. Spiral waves in an other excitable media, ac-
tually in cardiac muscle, was studied even by founders of the cybernetics
Wiener and Rosenbluth in 1946, [559] Wave propagation in chemical systems
now seems to be well-controllable [277]. Interestingly, it was shown [364] that
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by the aid of in excitable media logical gates are emulate, which may serve,
as element of information processing.

Fig. 4.8. The emergence of spiral waves in chemical medium is a prototype of
nonlinear spatiotemporal phenomena.

4.3 Systems Biology: The Half Admitted Renaissance
of Cybernetics and Systems Theory

4.3.1 Life itself

Systems biology is an emergent movement to combine system-level description
with microscopic details. It might be interpreted as the renaissance of cyber-
netics and of system theory, materialized in the works of Robert Rosen (1934–
1998) [438, 440]. In an excellent review Olaf Wolkenhauer [567] explained how
the concepts of systems theory, and of cybernetics were applied by Rosen to
biology, and how his ideas returned now under the name of systems biology.

Rosen gave a formalism, which connected phenotype (i.e., what we can
observe directly about an organism) and genotype (the genetic makeup). In
particular, phenotype is interpreted as being “caused” by genotype. He also
argued that to understand biological phenotype, in addition to the Newtonian
paradigm, the organizational principles should be uncovered. He realized that
a crucial property of living systems, that while they are thermodynamically
open systems, organizationally they should be closed. To put it in another
way, all components, which are subject of degradation due to ordinary wear
and tear, should be repaired or resynthesized within the cell. Rosen gave
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a mathematical framework to show how it is possible to do. The original
treatment use a branch of mathematics called category theory and will not
repeated here. We restrict ourselves here to discuss briefly the question why
cells might be considered as self-referential systems.

4.3.2 Cells As Self-Referential Systems

Robert Rosen, by analyzing machines and organisms noticed that a main dif-
ference is that organisms not only make and reproduce themselves but are
also able to repair themselves. Rosen gave the formal framework of what he
called metabolism-repair or (M,R)-system. Recently, Athel Cornish-Bowden,
a British biochemist in Marseilles (yes, we live in global world, don’t we?) and
his coworkers reanalyzed Rosen’s results [312, 112], and attempted to transfer
to the community of biochemists. What is the message to be transferred? Tra-
ditionally, in cell biology, enzymes are considered as proteins which catalyzes
the metabolic conversion of substrates to proteins. These (and any other) pro-
teins, however, have also finite life-times, so they should be resynthesized. But
this synthesis also needs enzymes, so there is a infinite regress. Rosen’s central
result was to show that logically it is possible to avoid this infinite regress,
and the essence of cell is the existence of organizational closure, see Fig. 4.9.
The operation of the cell is controlled internally.

About Rosen:
His work is almost totally unknown to biologists, but it is essential
for placing in a broader context the idea of understanding the parts
of a system in terms of the whole. He tried to analyze metabolism in
terms of what he called metabolism-repair systems, or (M,R)-systems.
“Repair” was an unfortunate choice of term, and what he meant by
it was not repair but resynthesis. In other words, his (M,R)-systems
were an attempt to give mathematical expression to the ideas . . . where
enzymes are explicitly considered as products of metabolism.
From [312].

I belong to that camp, whose members believe that Rosen was way ahead
of his time. However, he offered a purely functional theory, and did not try to
give any structural realization of the (M,R) system. Therefore biologists less
prone to abstract thinking could not prove or falsify his hypothesis. In any
case, some people in the systems biology community now give credit Rosen’s
pioneer work.
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Fig. 4.9. Logical structure of the (M,R) system. An M is a general enzyme which
converts A substances to B products. The M enzymes are subject of natural degra-
dation. They could be repaired (resynthesized) internally. Figure based on [312].

Biological Complexity (To Be) Explained

Biological complexity, as we have already seen, has different roots. The funda-
mental components of living beings, i.e., cells are organizationally closed, as
Rosen discussed. Biological systems, however, are open from the perspective
of material, energetic and information flow.

Robert Rosen [441] recalls the physicist’s approach, which denies that the
mind can be the object (or subject) of legitimate scientific study, since it can-
not be identified with objective reality. Rosen’s analysis points out that this
kind of objectivity is narrowly understood and based on mechanistic notions.
He also remarks that biologists adopt a more narrow concept of objectivity:
it should be independent not only from perceptive agents, but also from the
environment: to explain wholes from parts, that is “objective”, but parts in
terms of wholes, that is not. To put it another way: closed causal loops are
forbidden in the “objective” world. Rosen’s conclusion is that the world of
systems determined by linear (and only linear) causal relationships belongs
to the class of ”simple systems” or mechanisms. The alternative is not a “sub-
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jective” world, immune to science, but a world of complex systems, i.e., one
which contains closed causal loops.

Leaving the clear and well-organized world of linear causal systems we find
ourselves in the jungle of the second order cybernetics (Sect. 2.2.2). Biolog-
ical systems contain their own descriptions, and therefore they need special
methods or ”at least” special language.5 It is rather obvious that, despite
the methodological success of the analytic sciences, the marvelous complex-
ity of life cannot be explained completely in terms of physics. I think, the
main methodological problem what we should confront is to understand what
dynamical systems can and cannot do. Whether or not the framework of dy-
namical systems is sufficiently rich to tackle novelty generations, emergence
of complexity. I have to tell the kind Linear Reader that the intention of the
whole book is to show how well dynamical systems can be applied to under-
stand the emergence of complexity, but its limit also will be analyzed.

4.3.3 The Old–New Systems Biology

As opposed (better yet, complementary) to molecular biology, the systems bi-
ological approach emphasizes the integration of components (mostly proteins
and genes) by dynamical models. Slightly modifying Kitano’s approach [283] I
believe that systems level understanding requires the integration of five basic
properties.6

Architecture. The structure (i.e., units and relations among these units) of
the system from network of gene interactions via cellular networks to
the modular architecture of the brain are the basis of any system level
investigations.

Dynamics. Spatio-temporal patterns (i.e., concentrations of biochemical com-
ponents, cellular activity, global dynamical activities such as measured by
electroencephalogram, EEG) characterize a dynamical system. To describe
these patterns dynamical systems theory offers a conceptual and mathe-
matical framework. Bifurcation analysis and sensitivity analysis reveal the
qualitative and quantitative changes in the behavior of the system.

5 Such kinds of languages were offered by Maturana and Varela [331] speaking
about autopoiesis. Autopoiesis is term to describe the basic properties of living
systems, as their ability to self-created.

6 While nowadays systems biology generally not incorporates the brain, we don’t
see any reason to exclude it [162]. In Sect. 8.5.2 the application of the systems
biological perspective to neuropharmacology will be briefly presented.
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Function. This is the role that units (from proteins via genes, cells and cellular
networks) play to the functioning of a system (e.g., our body and mind).

Control. There are internal control mechanisms which maintain the function
of the system, while external control (such as chemical, electrical or me-
chanical perturbation) of an impaired system may help to recover its func-
tion.

Design. There are strategies to modify the system architecture and dynamics
to get a desired behavior at functional level. A desired function may be
related to some “optimal temporal pattern”.

I see systems biology as a relation of these five properties as Fig. 4.10
shows.

Fig. 4.10. Interdependence of the key properties of biological systems. Architecture
is defined in a general sense. Structure is supplemented with parameters and initial
conditions to specify a model. The role of control is to shift the system dynamical
state to a desired one.

Systems biology adopts a set of different modeling techniques from deter-
ministic and mostly stochastic chemical kinetics to more phenomenological
description of both genetic and biochemical networks [68, 135]. For the phe-
nomenological description the prototypical example is the random Boolean
network suggested by Stuart Kaufman. While the original idea was suggested
in 1969 [269], the model framework has been subject of extensive studies from
the mid-eighties, when Kaufman moved to the Santa Fe Institute (and in any
case, computers with large capacity appeared).
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4.3.4 Random Boolean Networks: Model Framework
and Applications for Genetic Networks

The Structure of the Model

Kaufman introduced the so-called “NK model” in the context of genetics
and evolution [269, 270]. Its generalization became a quite generic dynamical
system, which is able to show regular and irregular behaviors, and was applied
not only in biology, but also in many discipline from computer science to social
dynamics. There is an excellent review of the model framework[8]. The model
is called NK, since there are N elements, each of them interacting with K
others. The model is Boolean, since the N variables are Boolean, i.e., they
take values 0 and 1. Formally it is a discrete time binary state model, the
dynamics is defined by the updating rule

σi(t+ 1) = fi(σj1(i)(t), σj2(i)(t), ..., σjKi(i)(t)), (4.26)

Where σi(t) is the value of an element.

To specify the dynamics we should know the number of elements which
influence all the ith variables, (connectivity and linkages, respectively) and
the updating rule f . While in the generalized model framework. the num-
ber of influencing variables may be different for each node, The Kaufman
model assumes that the number of connections are the same, K. For variable
connectivities it is possible to define the average connectivity of the system
< K >= 1/N

∑N
i=1Ki.

The dynamic behavior of the system strongly depends on the structure
of the coupling. It is possible to assume some topology among the variables,
say, they form a hyper-cubic lattice, and one may assume that the state of
the elements depend on their somehow defined neighbors. Alternatively, the
dependence may be chosen from a uniform distribution, so each element has
equivalent chance to influence the others. This random uniform Boolean net-
work is called as the Kaufman net. (One may define coupling, which is in-
termediate between the lattice-like and the purely random, i.e., “small world”
networks, see Sect- 7.4.1).

The number of coupling functions is 22K , so for K = 3 there are 256
functions. The set of functions can be classified into groups. E.g., there is
a set of canalizing functions, in which the value of the functions is determined
by one of its argument only. Say, the value of the f(σ1, σ2, σ3) might be 1,
for σ1 = 0, and 0 for σ1 = 1, independently of the values of σ2 and σ3.
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Another possibility is to use weighted fis, i.e., the functions are weighted
with probabilities p and 1− p.

Characterization of the Dynamic Behavior

Information flow and phases

One characteristic property of the dynamics is its sensitivity to initial state.
Assume two initial states:

S(t) := [σ1(0), σ2(0), ...σN (0)] (4.27)

S+(t) := [σ+
1 (0), σ+

2 (0), ...σ+
N (0)]. (4.28)

A time-dependent measure for the (of course time-dependent) distance is
defined as

D(t) :=
N∑

i=1

(
σi(t)− σ+

i (t)
)2
. (4.29)

Let’s assume that the distance between the two initial state is small. If the
information flow is localized, the distance remain relatively small (the system
is said to be in frozen state). In certain situations D(t) can diverge for large
times, so the information can be transferred to the whole system (the system
is said in chaotic phase).

Simple assumptions lead to

D(t) = D(0)exp[t ln(0.5K)]. (4.30)

The distance is measured by the Hamming distance.7

The analysis of this equation implies that three different phases occur by
varying the value of the connectivity K:

• frozen: if K < 2 (so K = 0 or K = 1), the Hamming distance is exponen-
tially decaying function of time.

• chaotic: if K > 2, the Hamming distance increases exponentially with
time.

• critical : K = 2, the system’s behavior critically depends on fluctuations.
7 Hamming distance between two strings of equal length is the number of positions

for which the corresponding symbols are different.



4.3 Systems Biology 137

This critical behavior became famous (and as it often happens with too
successful notions, a little bit infamous), as the “edge of chaos”. But first let’s
speak about an other characterization of the dynamics.

Cycles

The state space is finite, and contains 2N configurations. Starting the system
from any initial condition there is a cyclic attractor, where the system tends.
The different cyclic attractors are characterized by their length and the size of
the basin of attraction. The different phases might have very different cycles.
The frozen phase has relatively short cycles, and short transients. The chaotic
phase contains long cycles and long transients. The cycle length growth as
a power of the size. In the critical phase these dependencies are algebraic, and
it was found that specifically it is proportional to the square root of N . This
result seemed to support the applicability of the whole model framework,
since such kinds of behavior was found in biological experiments, what we
will review soon. It might be the case, that the dependency is linear, as it was
suggested several years ago [62], and the situation is under dispute.

The structure of the nodes is very important for the dynamics of
Random Boolean Networks. The descendants of a node are the nodes
that it affects, while the ancestors of a node are those that affect it. To
have cycle attractors, i.e., of period greater than one, there should be at
least one node that will be its own ancestor. A circuit of auto-activating
nodes is called a linkage loop, and when there is no feedback, linkage
trees are formed. Note that loops spread activation through trees, but
not vice verse. The relevant elements of a network are those nodes that
form linkage loops, and do not have constant functions, for these cause
instabilities in the network, which might or not propagate. Note that as
there are more connections in a network (higher K), the probability of
having loops increases. Therefore, finding less stable dynamics for high
values of K is natural. From [86].

Edge of Chaos?

The critical phase separates the frozen (ordered) and the chaotic (disordered)
phase. The verbal hypothesis is that complex systems evolve that way that
their parameters will be in the ordered phase, close to the border of the chaotic
phase.
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It seems to be plausible, in general terms, that somehow, complexity lies
between the regular determinism and randomness/chaos. Specific calculations
[355] with cellular automata (a method, offered by John von Neumann, see
Sect. 5.5) suggested some cautiousness to avoid over-interpretation of the no-
tion. In any case, Kaufman managed to show, that the model framework
was very useful to get insight about the operation of genetic networks. Ev-
ery model frameworks may be subject of criticism (and actually, they have
been), including the random Boolean NK model. No doubt that the model
framework is beautiful, illuminating, and helps to understand many aspects
of genetic networks. OK, not all, but it never was expected.

NK Modeling of Genetic Networks

The development of cells within the developing embryo into different cell
types happens in a process regulated by certain DNA sequences, i.e “regulator
genes”. These genes produce (“express’) proteins that regulate other genes. In-
teraction of genes can be modeled by networks. Genes are the nodes, and two
genes are connected by an edge if the product protein of one gene influences
the expression of the other one. While it was obvious that the genetic network
is not inherently random, due to the fact the linkages were complicated, and
not well-known, the random network approximation was reasonable.

In the model the state of a cell is characterized

• by the state of its genes denoted by the vector S(t) := σ1, σ2, . . . σN .

• the state of each gene is binary, i.e., a gene is either “on”, or “off”.

• each gene is connected to the same number K other genes, (and canalizing
functions are used in some cases).

• the linkages among the genes are selected randomly.

The dynamics of the gene network in the NK model is specified by the
following assumptions:

• The updating rule, or evolution function fi, related to σi gets value 1 with
probability p, and value 0 with probability 1− p.

• The network updates is synchronous, the state of each gene is calculated
in the same time.
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Under these assumptions, as it was mentioned, cycles, i.e., periodic attrac-
tors appear, but the properties are very different in the frozen and chaotic
phase. The biological interpretation is that the attractors represent the re-
sulting cell type. Biological plausibility exert constraints on the properties of
the attractors. The length of an attractor, (and the transient leading to it)
must be not too long, since a cell should reach it stable state during a rea-
sonable time. Since the chaotic phase is characterized by cycles, which show
exponential increase with system size, genetic networks are not supposed to
be in the chaotic phase.

While in the frozen phase the cycles are short, they have an other property,
which does not support their biological relevance. The number of relevant
elements in the frozen phase is close to be zero. Therefore the system is very
resistant for point mutations (i.e., when the value of a single gene is subject
to change). A real genetic network, which is able to evolve, should have some
degree of sensitivity to mutations.

Kaufman’s suggestion, that biologically realistic genetic networks should
operate at the edge of chaos, i.e., the systems evolve that way that they are at
or close to the critical phase. In this phase the size-dependence of the number
and length of attractors is linear, it ensures a relatively quick convergence to
stable, and not very long periodic attractors.

One family of experimental data supported the view, that genetic networks
perform at the edge of chaos: the number of different cell types is more or less
proportional to the square root of its DNA content. Disputes about the specific
form of the size dependence are weakening this argument. An other problem
is that in real genetic network the connectivity is much larger than two. To
keep the system at the critical phase weighted or canalized, updating rules
should be used.

Concluding Remarks

The random Boolean network model framework has been very popular, since it
was intuitively well understandable, biologically plausible. It was able to pro-
duce rich dynamic behavior, and specifically offered a concept, which reached
the “popular culture”. The view, that “interesting” things happen between the
regions of order and randomness is appealing. Intellectually it grew from the
John von Neumann’s cellular automata concept. Many extensions of the model
framework exist. Among others, instead of assuming constant K for all genes,
the input distribution may be taken from some distribution and the network
might be so-called scale-free. The concept of“scale-free”will be explained later
in Sect. 7.4.1. (Of course, many mathematical results obtained in the last 20+
years are restricted to constant connectivity). Kaufman sees clearly the scope
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and limits of the original framework, and participates in developing it. For his
own analysis, see [271].

4.4 Population Dynamic and Epidemic Models:
Biological and Social

4.4.1 Connectivity, Stability, Diversity

The fundamental question to be answered is how does the stability of an
ecological system change if there is a change in the size and/or connectivity of
the network of interacting elements, and/or in the strength of the interactions.

The May–Wigner Theorem

While ecologists believed for a while that diversity and stronger interactions
among species enhance stability, Robert May [332, 333] proved for certain
system sizes connectivity cannot exceed a threshold to ensure stability. The
story goes back to cybernetics. Ashby [28] has found and Gardner [193] is said
to have found that the probability of stability exponentially decreases with
system size (i.e., with diversity). The same authors [194] reported the above
mentioned threshold effect.

May [332, 333] published theoretical results, for randomly assembled deter-
ministic systems by using linear stability analysis. The mathematics is a corol-
lary of Wigner’s theorem [560] on the eigenvalues of certain random matrices.
May’s argument follows.

Let Bn be a random n × n matrix with connectivity cn, i.e., Bn has
cnn

2 non-zero elements. The non-zero elements are chosen independently from
a fixed symmetric distribution with mean 0 and variance α2

n. The interaction
matrix is defined as An := Bn − In, and the trivial solution of the differential
equations ẋ = Anx is for large n almost surely stable if α2

nncn < 1 and almost
surely unstable if α2

nncn > 1. (The number αn measures the range of the
distribution, or it controls the magnitude of the elements of the matrix An,
i.e., it characterizes the strength of connections).

The problem of connecting the structure and dynamics of ecological sys-
tems has been discussed as the diversity-stability debate [338, 337].
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May’s results suggested that both diversity, and too strong connections
tend to destabilize the equilibrium state of a community. The state of a com-
munity, in a more general ecological sense can be characterized by different
measures. Richness is the total number of species, while diversity takes into
account, somehow, both richness (the dimension of a vector), and the quantity
of each species (the value of each vector component). Complexity of a commu-
nity is determined by the richness, level of connectedness (number of non-zero
elements in the interaction matrix), and the strength of the interactions.

Measures of Ecological Stability

The stability of complex ecosystems cannot be restricted to the stability of
the equilibrium point [337], and several measures of stability can be defined.
There are two classes of stability measures, the first is related to the usual
stability concepts of dynamical systems, and the second measures the system’s
ability to preserve its function after disturbance (“resilience”, “resistance”).

1. Measures of system dynamics

• Equilibrium stability: external perturbation implying deviation from
the equilibrium state decays and the system returns to the vicinity if
the state.

• General stability: the quantities of the each species vary under limits,
the lower limit is far from zero, so extinctions is not a threat.

• Variability: The variance of the quantities of species is the usual ex-
perimental measure of stability. Larger general stability implies smaller
variation.

2. Measures of resilience and resistance

• Equilibrium resilience: is proportional with the inverse of the time
necessary for the system to return to its equilibrium state.

• General resilience: is proportional with the inverse of time necessary
for the system to reach its original (not necessarily equilibrium) state.

• Resistance: e.g the ability of the community to survive invasion of new
species.
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Weak Interactions Enhance Stability

Fig. 4.11. Elementary food-web structures. C, P and R denote consumers, top
predator and resource densities. Ωij denotes a parameter expressing the preference of
a species i to consume species j. (a) Simple food chain; (b) exploitative competition
(multiple intermediate consumers); (c) apparent competition (top predator feeding
on two intermediate consumers); (d) intraguild competition (i.e., the killing and
eating of species that use similar resources and are thus potential competitors); (e)
omnivorous predator (“eats everything”); (f) food chain with external input. Based
on McCann et al. [338].

McCann et al. [338] used a variation of the Rosenzweig-MacArthur model
[444], where (as opposed to the assumption of the Lotka-Volterra model)
predators’ kill rate will approach an upper bound as the density of prey in-
creases. Here V stands for the victim component (may be R or C), and P is
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the predator (P or C) in Fig. 4.11.

V̇ = rV − δV 2 − kPV

χ+ V
(4.31)

Ṗ =
βkPV

χ+ V
−mP. (4.32)

Here r is the victim species’ Malthusian rate of increase, k the prey-
predator kill rate, β a conversion factor from victims to baby predators, and
m the predator’s death rate, δ expresses the effects of intraspecific competi-
tion, χ is the density of prey at which the predators’ kill rate reaches half its
maximum.

Model studies showed the crucial dependence of the dynamic behavior on
the strength of interactions. Many weak,8 i.e., non-zero, and not too high, (it
is difficult to give much more quantitative statements) in addition of a few
strong connections tend to stabilize ecological communities. Obviously there
is not to much experimental data about interaction strength, but based on
the small amount available, and the model calculations McCann states:

It seems . . . that the weak interactions may be the glue that binds
natural communities together. [338]

Further Reading

For a review on modeling food webs, see [136]. They evaluated the available
food web data, discussed several classes of models. Static models assign links
between species according to some simple rule. The second class uses general
kinetic equations for interacting populations. In the third model new species
may arrive through “invasion”. The third model framework may lead to large
stable network.

8 Somewhat (somewhat!) analogously a very important concept about social net-
works [214, 215], Granovetter’s “The Strength of Weak Ties. . . ” argues that not
only strong connections among people (“close friends”) but weak connections (“ac-
quaintances”) also have an indispensable structural role in social organization.
Weak ties play the role of the glue between densely connected friendship net-
works.
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4.4.2 The Epidemic Propagation of Infections and Ideas

The Basic Kermack–McKendrick Model

In an excellent, very clearly written book Joshua Epstein [153] demonstrated
that a set of sociodynamical phenomena could be interpreted by using nonlin-
ear dynamical models elaborated in biological context. Epidemics is a fascinat-
ing topic in his books, since he uses the analogy of “revolution as epidemics”,
and models of describing and controlling infectious disease for modeling the
propagation of ideas between population of people.

In the simplest situation there are two populations, I(t) denotes the num-
ber of already infected (either with biological objects capable of transmit
infection or with revolutionary ideas to be transferred to others) individuals,
and S(t) is the number of susceptible individuals. It is assumed that who is
infected is also infective.

What is now the simplest assumption? The encounter between an infec-
tive and a susceptible may imply the transformation of a susceptible to an
infective one. Chemical kinetics here also serves as a metalanguage to encode
the process:

I + S
r−−−−→ 2I,

where r is the effectivity of the encounter, i.e., the infection rate: the larger
this rate the more contagious the infection. By adopting (i) the mass action
kinetic assumption and (ii) “prefect mixing” (i.e., the space is homogeneous),
the kinetic equation is:

Ṡ = −rSI, (4.33a)

İ = rSI. (4.33b)

Perfect mixing in social applications should be interpreted, as the lack of
the existence of any (spatial or social) organization among the participants.

If the total population is constant (no birth and death, no immigration
from and to the community), i.e., I(t) + S(t) = N , then the temporal change
of the infected population is described by the equation:

İ = rI(N − I). (4.34)

This is the logistic differential equation. The equilibrium solution Ieq = 0
is unstable. Instability here means that its slightest perturbation implies that
I(t) tends to N , the whole population will be infected.



4.4 Population Dynamic and Epidemic Models: Biological and Social 145

The oversimplified model just presented consists of two subpopulations and
it is called as the SI model. The classical strategy to defend the susceptibles
against infection is to remove infectives, so to apply SIR models. Kermack
and McKendrick defined a model, by adding a first order removal to (4.33)
and so with the structure S → I → R:

Ṡ = −rSI (4.35)

İ = rSI − γI (4.36)

Ṙ = γI, (4.37)

where γ is the removal rate. (Of course, this is the simplest assumption, the
removal is proportional with the actual number of the infective ones). The
relative removal rate is defined as ρ := γ/r. A plausible initial condition is
that S(0) > 0, I(0) > 0 and R(0) = 0, nobody is in a quarantine before the
epidemic breaks out.

The kinetic condition of the outbreak of epidemic is that the infectious
population increases, i.e., İ > 0, i.e., S(t) > ρ. The number of susceptibles
should exceed a threshold to have an epidemic outbreak. Since epidemics is
threshold phenomena, one implication is that there is no necessity for full
vaccination of the population to avoid the outbreak.9

Modeling More Realistic Epidemics

In the original model (4.37) the assumption has been made that the contact
rate does not depend on the size of the population. For a set of sexually trans-
mitted diseases it seemed to be a more realistic assumption that the contact
rate is a non-increasing function of the population size. Another extension is
to take into account the change of the total population size. A simple assump-
tion is that a fraction of f of the infective class recover, and the remaining
fraction 1− f die of disease. The extended model based on these assumptions
is written [49] as

Ṡ = −r(N)SI, (4.38)

İ = r(N)SI − γI, (4.39)

Ṅ = −(1− f)γI, (4.40)

More realistic models take into account age-dependence, delay, spatial het-
erogeneity, etc. In Sect. 7.4.3 instead of assuming “perfect mixing” among the
9 Well, I leave to social scientists to analyze which subpopulation of a society will

be immunized and which will not. . .
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participant, some (network) organization will be assumed. In the first case
the probability of the encounter of any two members of the population is the
same. For organized communities some people may encounter with a subset
of people more frequently than with others. Actually this organization makes
a difference for the spreading of epidemics, as you will see.

Recently the investigation of the effects of infective immigrants to epidemic
dynamics seems to be important, in context of HIV, severe acute respiratory
syndrome (SARS) and avian influenza and measles (say [464]. From the per-
spective of public health policy the possibility of providing access to health
care for populations of illegal immigrants should be seriously assessed. While
deterministic models proved to be efficient, stochastic models are more faithful
[15].

4.4.3 Modeling Social Epidemics

Epstein’s witty perspective is to use models of (biological) epidemics to in-
terpret social revolutions [153]. To do so, the variables, parameters, and each
term in the equations should be reinterpreted. This reinterpretation requires
to assume that everybody, who is not infected is susceptible (so there are no
neutral, inert individuals), and if the contact between a susceptible and an in-
fected has an effect, always the susceptible changes her attitude. Removal can
be identified with imprisonment. Since in the equation (4.37) there are two
parameters, the revolutionary and counterrevolutionary tactics is to modify
these parameters.

The reduction of the r, i.e the contact rate between infectives and sus-
ceptibles can be obtained, say, by restricting the right of assembly, and the
increase of the γ removal rate can be attained by increasing the rate of impris-
onment. Ambush help to reduce γ, and the underground literature“Samizdat”
and Radio Free Europe (a certain geographically and demographically defined
(challenged?) subset of the Readers remember very well) increased r.10

Supplementing the basic model with the birth of susceptible population
with a rate μ > 0, the following equation is obtained:

Ṡ = −rSI + μS, (4.41)

İ = rSI − γI. (4.42)

10 The author decided not to discuss in this book what is revolutionary idea and
what is not.
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The system of equations is identical to the Lotka–Volterra model. The
susceptibles play the role of the preys, and the infectives do that of the preda-
tors. The interaction between the populations can be viewed as predator-prey
interaction in a political ecological field.

In all these models it was implicitly assumed that the population is com-
pletely“mixed”, and the result is that the outbreak of the epidemics is a thresh-
old phenomenon. In Sect. 7.4.3 we shall discuss that assuming certain topologi-
cal structure of the individuals, the propagation is not threshold. Propagation
of computer viruses on network belong to this category. Consequently, the
slightest infection of the Internet may propagate through the whole network.

4.5 Evolutionary Dynamics

The replicator equation (originally offered by Taylor and Jonker in 1978 [505])
was already mentioned, in the context of using, as a metalanguage:

ẋi(t) = xi(t)
(
fi(x(t) −

n∑
j=1

xj(t)fj(x(t))
)
. (4.43)

In the context of evolution, xi is identified with the relative abundance of
a genetic sequence. This equation expresses that the selection is frequency-
dependent, (or abundance-dependent); the fitness of a single individual de-
pends on the abundance of the other sequences. fi(x(t)) is the fitness of type
i, and

∑n
j=1 xj(t)fj(x(t)) is the average fitness, also denoted by

Φ :=
n∑

j=1

xj(t)fj(x(t)). (4.44)

This equation is both broader and narrower than the quasi-species equation
offered to describe molecular evolution by Manfred Eigen and Peter Schuster
[146, 147]:

ẋi(t) =
n∑

j=1

xj(t)fjqji − xi(t)Φ. (4.45)

Equation (4.45) is narrower than the replicator equation (4.43), since it
does not contain frequency selection. However, there is a factor to take into
account the probability of mutations in the replication; qji is the probability
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of that sequence i will be copied as sequence j. The trivial unification of the
two equations is the replicator-mutation equation:

ẋi(t) =
n∑

j=1

xj(t)fj(x(t))qji − xi(t)Φ. (4.46)

The relationship among the different equations were analyzed by Martin
Nowak and his coworkers [394, 385].

Further Remarks

The replicator equation has stochastic version, too [181]. Such kinds of con-
cepts, such as stability, survival, extinction have some different meanings in
stochastic context. There is another school of modeling evolutionary systems,
called adaptive dynamics. It connects phenomena with different time-scales,
specifically the more rapid population and ecological dynamics and the slow
evolutionary changes. It is a promising field, and one fundamental paper
is [198].

We shall return to evolutionary dynamics in Chap. 9, related to digital
evolution and evolutionary game theory.

4.6 Dynamic Models of War and Love

4.6.1 Lanchaster’s Combat Model and Its Variations

The Basic Model

R.W. Lanchester, a British engineer derived and analyzed a mathematical
model of warfare (e.g., [153]). For a combat between two sides, the state of
the system is a two-dimensional vector, the number of soldiers on both sides.
The interaction between the two sides implies the reduction of the number of
soldiers, i.e., the attrition of forces. The simplest possible assumption is that
there is a linear relationship between the attrition of a population of soldiers,
and their number of the other side, the kb > 0, kr > 0 rate constants are
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the firing efficiencies. By denoting the number of “red” and “blue” combatants
with R and B, the Lanchester equation is written as:

dR
dt

= −kBB, (4.47)

dB
dt

= −kRR, (4.48)

with the initial values R(0) = R0 and B(0) = B0. Instead of solving the
equation, but eliminating its time-dependence, and adopting some stalemate
assumption, the Lanchester “square law” is derived:

B0 =
√
kR

kB
R0. (4.49)

The interpretation of the square law has a dramatic military implications:
if your initial adversary twice as numerous as that of your enemy, it is not
sufficient for your enemy to double her firing efficiency. To attain stalemate she
must be four time as effective. Under this assumption numbers count more
than effectiveness. Advantage of numbers strongly influenced the Pentagon
strategy, maybe even today.

Density-Dependence

The assumption of the Lanchester equation is that the battle field is “spatially
homogeneous”, i.e., completely mixed. Also, it assumes that the increase of the
numbers of combatants has benefits only. But a soldier is not only predator,
but also a prey. Increasing numbers implies increasing the risk of being inca-
pacitated. The density dependent Lanchester equation

dR
dt

= (−kBB)R, (4.50)

dB
dt

= (−kRR)B, (4.51)

takes into account both the predation benefit (in parentheses) and the prey
cost (proportional with its own number). Under this assumption the stalemate
condition is kbB0 = krR0. Here linear increase in technological efficiency is
sufficient to compensate the increase of adversary.
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Ambush and Asymmetry

It is reasonable to assume some asymmetry between the troops: one side is
able to ambush, the other is not. The model is defined as:

dB
dt

= −kBR, (4.52)

dR
dt

= −kRRB. (4.53)

The stalemate condition is

b(B0
2 − B(t)2 = r(R0 −R(t)).

Assuming equal firing effectiveness r = b, B0 can stalemate Red force with

number B0
2. That was the case in the Battle of Thermopylae.

Reinforcement

A further extension of the basic model is to incorporate some flow of reinforce-
ments. It is reasonable to set some saturation to this flow, so the equation for
the logistic population growth is added to the (density dependent) model:

dR
dt

= −kBRB + αR

(
1− R

K

)
, (4.54)

dB
dt

= −kRBR + βB

(
1− B

L

)
, (4.55)

where α, β, K and L are positive constants. This equations is a general-
ized Lotka-Volterra equation, a famous model of competition of “the struggle
for existence”, given by Georgyi Frantsevitch Gause (1910-1986), a biologist
from Moscow. There are four basic solutions of (4.55), and they have different
interpretations, as Fig. 4.12 shows. Two cases implements the “principle of
competitive exclusion”. In these cases one side wins, since the other popula-
tion becomes extinct. In the third case there is a stable fixed point (technically
a so-called node), with finite coordinates. This scenario implements “coexis-
tence” by using ecological terminology, but in this “combat dynamical” model
it means “permanent war”. The fourth case is an unstable (so-called saddle)
equilibrium. Any small perturbation implies the win of the one or the other
side.
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Fig. 4.12. Phase plane analysis of the Gause model. The upper two plots imple-
ments the “principle of competitive exclusion”. The left lower figure visualizes the
“permanent war” situation (the equilibrium point is stable focus). The lower right
plot shows an unstable saddle point.

4.6.2 Is Love Different from War?

“Love is what we do.” There are several models to use dynamical models to
describe the temporal changes in love. The models are semi-serious, and help
motivate students to learn in thinking with dynamical models, but they give
an insight of possible scenarios. Based on some previous studies Julien Sprott
gave a series of models to describe the dynamics of romantic relationshp, say,
between Romeo and Juliet [480].

The state of the system is characterized by a two-dimensional vector
(R(t), J(t)). R(t) is Romeo’s love (or hate if negative) for Juliet at time t and
J(t) is Juliet’s love for Romeo. A simple assumption to model the interaction
is that their change of their emotional state depends on their own and the
other’s state, and the dependence is linear and additive. These assumptions
lead to the linear model:

dR
dt

= aR+ bJ, (4.56)

dJ
dt

= cR+ dJ. (4.57)
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The constants a, b, c, d determine the romantic style of the relationship. If
a > 0, than Romeo’s feeling is subject of self-amplification (positive feedback),
b > 0 means that his feelings is encouraged by Juliet’s feeling.

From emotional attitude to love dynamics

1. Eager beaver: a > 0, b > 0 (Romeo is encouraged by his own feelings
as well as Juliet’s.)

2. Narcissistic nerd: a > 0, b < 0 (Romeo wants more of what he feels
but retreats from Juliet’s feelings.)

3. Cautious (or secure) lover: a < 0, b > 0 (Romeo retreats from his
own feelings but is encouraged by Juliet’s.)

4. Hermit: a < 0, b < 0 (Romeo retreats from his own feelings as well
as Juliet’s.)

5. out of ouch with one own’s feeling: a = 0 or d = 0

6. oblivious to the other feeling: b = 0 or c = 0

The terminology goes back to Strogatz and his students [491],
Chap. 5.3.

There are 6×6 = 36 possible dynamics, but theR/J symmetry reduces this
number to 21. Specifically, the case of two nerds (i.e., b < 0 and c < 0) with
“out of ouch with their owns feelings” is equivalent with the original Lanchester
equation. Of course, it not surprising that occasionally love models and war
models coincide. The case of b > 0 and c > 0), i.e mutual activation, also may
be interpreted in combat dynamic context.

The model framework has obvious difficulties. It is not trivial to assign
numbers to our love state. Furthermore, more realistic parameters should be
time-dependent, etc. Still, it is worth to take a look to some possible outcomes
of this simple model of love affair dynamics.

Equation (4.57) has a single equilibrium at R = J = 0. The nature of
the dynamics around an equilibrium is determined by the eigenvalues of the

coefficient matrix A :=
[
a b
c d

]
.
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The eigenvalues are the solutions of the characteristic equation (3.18) in
this case are

λ =
a+ d

2
±+

1
2

√
(a+ d)2 − 4(ad− bc). (4.58)

As is well known, nature of the equilibrium points depend on whether the
eigenvalues are real, complex conjugate, or purely complex, and we get three
classes (focus, node, saddle point), as Fig. 4.13 shows.

Fig. 4.13. Dynamics in the vicinity of an equilibrium point. From http://sprott.
physics.wisc.edu/pubs/paper277.htm.

The stability depends on the sign of the real parts of the eigenvalues. Some
specific examples for the love dynamics follow.

Fire and Ice

This situation id defined, if the two lovers are opposites, so b = −c and
a = −d, and the eigenvalues are λ = ±√a2 − b2. Since the dynamics depends
on a and b, there are two possibilities:

• ab > 0: eager beaver plus hermit

• ab < 0: narcissistic nerd plus cautious lover

There are two cases, again. If a > b, i.e., the responsiveness to one’s own
state is larger than to the other’s, both λ is real, one is positive, and one is
negative. The dynamics can end up in any of the four quadrant, so all four
combination of love and hate may emerge depending on the initial values. If
a < b, i.e., the self-responsiveness is smaller that to responsiveness the other’s
state), the equilibrium point is a center, as it was explained in Sect. 3.5.1. The
dynamics is oscillatory.
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Other Possibilities

The peas in a pod situations is characterized by the interaction of two equiv-
alently romantic characters: b = c, and a = d. If |a| > |b|, the singularity
point (i.e., the 0, 0) is a stable node, the relationship will end with mutual ap-
athy (not the worst case scenario). In the Romeo the robot scenario, Romeo’s
feeling is unchanged (dR/dt = 0). Juliet feeling is determined by the sign of
Romeo’s (constant, so constant sign) feeling and her own romantic style. The
equilibrium point is Jeq = −cR/d. What if Romeo loves Juliet, i.e., R > 0?
Juliet will love him back if cd < 0. This can be implemented if she either is
a cautious lover or narcissistic nerd. But the singularity point is stable only
if she is cautious (d < 0). Narcissism (d > 0) will lead either unbound love or
hate. Her feeling never goes to zero, or and will not show oscillation between
love and hate.

Further most exciting possibilities nonlinear models, love triangles (ménage
à trois) are also analyzed by Sprott. But even simple linear models produced
dynamics with sufficiently interesting insights.

4.7 Social Dynamics: Some Examples

4.7.1 Segregation dynamics

Thomas Schelling published a very influential paper in 1971 with the title“Dy-
namic Models of Segregation” [457]. This is a paradigmatic paper to demon-
strate how local rules (micromotives in Schelling’s terminology) imply global
ordered social structures (macrobehaviors). Technically it is a cellular au-
tomata model, space can be one- or two-dimensional. Each player (or agent or
turtle, the terminology may differ) sits on a grid point surrounded by others.
(You may imagine that the points are people living in a house encircled by
their neighbors). The players may have a predominant parameter. This pa-
rameter in the USA is a visible color, and it is correlated to the race of the
players, and the model describes racial segregation.

The model was elaborated in the context of residential segregation, but of
course the phenomena cannot be restricted to it, as Beverly Daniel Tatum’s
book, “Why Are All The Black Kids Sitting Together in the Cafeteria?” ex-
plains [504].11

11 Of course, other than racial segregation exists, such as gender segregation in the
labor market, distribution of different nationalities in an international meeting,
etc.
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The state of the each player is now characterized by the degree of sat-
isfaction. Here this degree depends on the number of neighbors having the
same parameter only. The dynamics of the system is determined by a local
rule, which tend to eliminate the individual dissatisfaction by reallocating
the player into a suitable place. The “degree of satisfaction” maybe player-
dependent. Some players may feel themselves unsatisfied by having a single
different neighbor, others are more “tolerant” to “race inhomogeneity”. Obvi-
ously, it would be easy to explain segregation, if the individual players would
be inherently racists. What the simulation results suggested is that slight pref-
erence to live “among their owns” imply global segregation, and the formation
of ghettos.

In an extensive analysis Pancs and Vriend studied both 1D and 2D model
[398], with a supplement [399], and Schelling’s basics results proved to be
robust. Four types of utility functions were defined. (This is what theoretical
social models can do: to define classes of idealized behavior types and analyze
the different outcomes due to different structural conditions). See Fig. 4.14.

Fig. 4.14. Utility functions used by [398]. For the details see the text.

The functions define the degree of satisfaction in the function of unlike
neighbors. All the figures have a special value at 50% (“perfect integration”).
There is no other percentage what the player better prefer than to live in
a perfect integration, at least in some sense. The flat utility reflects Schelling’s
original perspective. This player is indifferent for having unlike neighbors (or
not to have any) while they does not exceeded the 50% tolerance threshold.
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For this player, complete segregation is as acceptable as perfect integration,
and unacceptable to live in any minority.

The ‘p50’ utility function has a clear preference for perfect integration,
and the larger the better for having unlike neighbors at the 50% point, where
there is a cut-off. The nature of this function reflects that this player also has
aversion being in minority.

The ‘p100’ function is symmetric with maximum at 50%. Her preference
is to live in perfect integration, and any deviation from it is symmetrically
(un)acceptable.

The spiked utility function defined the case when any deviation from the
perfect integration is highly non-preferred.

A simulation result with 4000 players of each type on a 100× 100 board
is presented in Fig. 4.15.

Fig. 4.15. Simulation results from [398]. The left board is the control set randomly.
The middle board illustrates that if the utility functions is set to be flat, the sep-
aration is close to be complete. The “p50” utility function implies the formation of
patches, stripes. Occasionally embedded islands occur.

The flat utility function implied almost full separation, while ‘p50’ implied
the appearance of patches, islands. Occasionally islands in the islands also
emerge.

Schelling’s segregation became popular, since it attacked a socially and
intellectually challenging problem by simple conceptual tools, produced easily
interpretable, really interesting, somewhat paradoxical results. The emerging
macroscopic structure is not designed, it is not in accordance (but occasion-
ally also not against) to the intention of the players. The principle of “Think
globally, act locally!” is violated.
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4.7.2 Opinion Dynamics

Interactions of people in a group (in extreme case this may be the whole
society) imply changes in their opinion about different issues and may lead
to consensus, fragmentation or polarization. Consensus means that all players
share the same opinion, fragmentation occurs when several opinions emerge,
polarization is a special case of fragmentation for having two parties of people
with two different opinions.

Mathematical models help to understand the dynamics of the interactions
among players. A family of models were set and investigated by Hegselmann
and Krause [234]. There are n number of players. The opinion of a player
at a certain time point t is a real number, xi(t) and the complete state of
the model is described by a continuous opinion vector. There is a simpler
situation, if there are two possible opinions the state space is binary. The n-
dimensional x(t) = (x1(t), . . . , xn(t)) giving the state of the system is called
the opinion profile.

The change of the state, i.e., the opinion dynamics, is governed by the local
interactions among people through their opinions, and the A matrix specifies
this influence; an element aij denotes the influence of i on j. For simplicity∑n

j=1 aij = 1. In the following we assume that aij ≥ 0, this expresses that
a player is never influenced negatively by another player (but of course the
influence may be 0). The time may be discrete. The simplest dynamic model
(the “classical model”) is based on the assumption that player i adjusts her
opinion by taking a weighted average of all other j players’ opinion, and the
influence matrix is constant:

x(t+ 1) = Ax(t). (4.59)

Assuming that the weights change with time or opinion, a quasi-linear
(basically nonlinear) model can be defined:

x(t+ 1) = A(t, x(t))x(t). (4.60)

The main questions to be answered are related to the dynamic change of
opinions starting from some initial opinion profile x(0). A specific problem is
to find out the conditions, which imply that the group of players approach
a consensus c, i.e., limx→∞ xi(t) = c, for all players i. (Structural conditions
leading to fragmentation and polarization are also analyzed).

There is another variation of the classical model (called the Friedkin and
Johnsen model). While the assumption behind the classical model is that the
only driving force of the dynamics is the influence, the Friedkin and Johnsen
model takes into account the nonfidelity of the player to an original idea. The
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degree of fidelity is denoted by gi, and the 1− gi is the measure of a player’s
susceptibility for social influence. The model is defined as

x(t+ 1) = Gx(0) + (I−G)Ax(t) . (4.61)

Here G is a diagonal matrix with elements gi, 0 ≤ gi ≤ 1 in the diagonal and
I is the identity matrix.

There are some analytical results for certain models of opinion dynamics.
These results connect structural conditions of the models (such as the struc-
ture of the influence matrix), and the qualitative dynamic behavior of the
system.

1. There are sufficient and necessary conditions for the model (4.59). If for
any two players i, j there is a third one k, with positive weights aik > 0
and ajk > 0 then the consensus property holds for all initial value. (Of
course, the value of the consensus depends on the initial value.)

2. For the Friedkin-Johnsen model there is a sufficient condition to converge
a fixed vector of fragmented opinions. The existence of at least one positive
degree gi under some technical condition implies that any initial profile will
converge to a stationary opinion pattern. This pattern has the consensus
property if and only if there were preexisting consensus among all players
with positive degree.

Hegselmann and Krause [234] extended these models by introducing the
concept of bounded confidence. This concept expresses the assumption that
players with too different opinion don’t influence each other. The opinions of
two players should be closer than a given ε confidence bound. Only the opinion
of those other players will modify the opinion of player i, who are within this
confidence interval.

The model is a special case of the nonlinear model (4.60), (for time-
independent influence matrix). One (maybe too simplifying) assumption is
that the confidence level is the same for all players: εi = ε for all i. Obviously,
ε is a parameter of the model, and as always, there is the question: “How
robust are the results of changing the parameters?”

The bounded confidence (BC) model is defined as:

xi(t+ 1) = |I(i, x(t))|−1
∑

j∈I(i,x(t))

xj(t), (4.62)

where |I| is the cardinality of the set I, and the set of players whose opinions
are taken into account is: I(i, x) = {1 ≤ j ≤ n; |xi − xj | ≤ εi}, and εi > 0 is
the confidence level of player i.
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Analytical results were obtained for specific cases. εi may be uniform for
all players, so εi = ε for all i. A confidence interval maybe symmetric or
asymmetric. Symmetric confidence interval [−ε,+ε] here means that a player
equivalently tolerant for a “less”and a“more”opinion. Asymmetric confidence
interval is denoted by [−εl,+εr], where the indices l and r denotes “left” and
“right”. εl and εr are positive, but they may be different.

An asymmetric confidence interval may imply one sided split. The term
means that while one player (i, if εl < εr) takes into account the opinion of j,
but not vice verse. In an opinion profile x there is a split between players i and
j, if |xi − xj | > ε. The dynamical model has some characteristic properties:

1. The dynamics is “order preserving”, i.e., if xi(t) ≤ xj(t) for all i ≤ j then
xi(t+ 1) ≤ xj(t+ 1) for all i, j.

2. The dynamics is split preserving. If there is a split between two players,
this property is persistent.

The general take home message is that these models help to get an in-
sight about structural conditions of different qualitative outcomes, such as
consensus, polarization and fragmentation. Of course, the assumptions of the
models may vary, other effects (say repulsion) could be included. Propaga-
tion of extreme views are not very different for social epidemics. Specifically,
a model resembling for epidemic spread was introduced to analyze the inter-
action among four subpopulations, such as general, susceptible, excited, and
fanatic ones [483]. In a certain parameter regime the excited and fanatic sub-
populations survive, in another one die out. The model, (as usually model do)
give hint about the conditions of theses different qualitative outcomes.

4.8 Nonlinear Dynamics in Economics: Some Examples

4.8.1 Business Cycles

Kaldor Model

The Goodwin model, an application and extension of the Lotka-Volterra model
was briefly mentioned in Sect. 3.5.1. Nicolas Kaldor (1908–1986) gave a mech-
anism for the generation of temporal oscillatory dynamics in income (y) and
capital (k). Kaldor assumed nonlinear dependence of investment (I) and sav-
ing (S) on income.
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Assuming time-independent investment and saving the dynamics is given
as:

ẏ(t) = a[I(k(t), y(t)) − S(k(t), y(t))], (4.63a)

k̇(t) = I(k(t), y(t)) − δk(t). (4.63b)

Equation 4.63a describes income dynamics. If the rate parameter a > 0,
the direction of change of the income depends on the sign of the difference
between investment and saving. Equation 4.63b specifies that the increase in
the capital is equal to the investment, and is reduced by depreciation controlled
by the parameter δ. Chang and Smyth [95] proved (actually for the case of
δ = 0) the conditions of the existence of limit cycle. Kaldor made assumptions
for the form of the functions I and S. Investment, savings, and their difference,
dy, as functions of income, y, for capital at k = ke, with a = 4 was shown in
the left side of Fig. 4.16. With some other restrictions, the model may lead to
limit cycle, as the right-hand side of Fig. 4.16 shows.

Fig. 4.16. Non-linear investment and savings and Kaldor’s trade cycle. From
http://www.egwald.com/nonlineardynamics/limitcycles.php\#kaldormodel.

The Kaldor–Kalecki Model

In a version of the model another mechanism to induce periodicity, i.e., some
delay in investment, is also incorporated. The modified model is a time-delay
differential equation:

ẏ(t) = a[I(k(t), y(t)) − S(k(t), y(t))], (4.64a)

k̇(t) = I(k(t), y(t− τ)) − δk(t) (4.64b)

where τ is the time delay. It was shown [299] that τ is bifurcation parameter,
and there is a Hopf bifurcation mechanism for the onset of limit cycle behavior.
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4.8.2 Controlling Chaos in Economic Models

Controlling of some economic process might be very important. While tradi-
tional economics used linear models, nonlinear dynamics helps to understand
the mechanism of chaos generation and control in micro- and macroeconomics,
too. The use of a chaos control technique (discussed in Sect. 3.6.4) in a mi-
croeconomic model was demonstrated [240] Chaos occurs in a simple micro-
economical model of two competing firms.

Two firms X and Y competing on the same market of goods. The firms
perform active investment strategies, i.e., their temporary investments depend
on their relative position on the market. The strategies can be asymmetric:

• Firm X invests more when it has an advantage over the firm Y;

• Firm Y invests more if it is in a disadvantageous position compared to the
firm X.

A discrete-time dynamical model was defined for the temporal change of
the sales xn, yn of the two firms as:

xn+1 = F x(xn, yn) = (1 − α)xn +
a

1 + exp[−c(xn − yn)]
, (4.65a)

yn+1 = F y(xn, yn) = (1− β)yn +
b

1 + exp[−c(xn − yn)]
. (4.65b)

The parameters 0 < α < 1 and 0 < β < 1 control the velocity of sales reduc-
tion without investment, while a and b denote the investment effectiveness,
This is the Behrens–Feichtinger model, which also well describes the control
of the drug market Sect. 4.9. The analysis showed that there is a parameter
region, where chaotic behavior occurs.

Chaos suppression might be advantageous, since the unpredictable dynam-
ics will be at least predictable. Different control strategies could be applied:

1. Change in the forcing function. A time-delay feedback is given to the
right-hands site of the governing equation: To ensure periodic (say, period-1,
or period-2 behavior), the equation for sales dynamics can be written as

yn+1 = F y(xn, yn) + FK , (4.66)

where the form of the FK control force is by an additive term.

FK = Kyy(yn − yn−m), (4.67)
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where m = 1 or m = 2 for period-1 or period-2 orbits, and Kyy is a control
constant.

2. Change in the parameters. A time-delay feedback term is added to
a system parameter. It is installed by

yn+1 = (1 − β)yn +
b+Kyy(yn − yn−m)
1 + exp[−c(xn − yn)]

. (4.68)

Time-delay feedback is a plausible control mechanism in this context. The
policy of firms depend on the difference between actual and past values of
sales. There are realistic mechanisms (strategies adopted) to suppress chaos.

4.9 Drug Market: Controlling Chaos

A set of models were established to study the dynamics of the number of
addicts (A(t)) and sellers (D(t)) in a city’s illegal drug market [53].

The assumptions of the model describe the increase and decrease of the size
of the two populations. The decrease term is described by a first-order decay
term. Increase of both population size depend on their relative numbers. There
is a positive feedback effect, since relative large number of users will increase
the number of sellers (since the market offers good profit opportunities). The
increase in the number of new users depends, however, mostly on the number
of the actual users, since their habit propagates through their social network.
The number of sellers influence the number of new users only indirectly. The
structure of the model is shown in Fig. 4.17.

Fig. 4.17. Flow diagram of the drug market model. Adapted from [53].
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The discrete-time dynamical model equations are specified, as

At+1 = (1− α)At + af(At, Dt), A0 = A(0), (4.69a)
Dt+1 = (1− β)Dt + bf(At, Dt), D0 = D(0), (4.69b)

a, b > 0, and α, β ∈ [0, 1]. The positive and negative feedback effects should
be expressed in the form of the function f . A rather general form for the
function is

f(A,D) =
1

1 + e−c(A−D)
, c > 0. (4.70)

Statistical data suggest that the outflow rate of the dealers (due to death,
law enforcement, policy) is larger than the outflow rate of the addicts, i.e.,
β > α. It was shown that for a reasonable region of parameters, chaos may
occur, as the bifurcation diagram Fig. 4.18 shows.

Since a chaotic drug market is interpreted as unpredictable, there is a nat-
ural question whether it is possible to control the system to stable cycles or
even (low level) equilibrium.

Fig. 4.18. Bifurcation diagram of the model of the drug market. Chaos may occur
in a certain parameter region. Adapted from [53].
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The Search for Laws: Deductive Versus
Inductive

5.1 Deductive Versus Inductive Arguments

In this chapter we will take two steps back and have a look at the big picture of
the methodological issues of complex systems from a somewhat philosophical
perspective. The understanding of the behavior of complex systems requires
some thoughts about the epistemological basis of our methods.

Epistemology traditionally deals with three questions (say, [77]):

1. What is knowledge?

2. What can we know?

3. How is knowledge acquired?

Our point is here that while there is an age-old debate between the fact-
based inductive and the axiom-based deductive approaches, a healthy combi-
nation of the two is best for understanding complexity.

Deductive Arguments

The deductive approach can be summarized in a simple statement: “If the
premises are true the conclusions must be true”.

Though they are not always phrased in syllogistic form, deductive ar-
guments can usually be phrased as “syllogisms”, or as brief, mathematical
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statements in which the premises lead to the conclusion. Deduction is truth
preserving.

Sherlock Holmes - Arthur Conan Doyle

... the man who most impressed and influenced him, was without
a doubt, one of his teachers, Dr. Joseph Bell. The good doctor was
a master at observation, logic, deduction, and diagnosis. All these qual-
ities were later to be found in the persona of the celebrated detective
Sherlock Holmes. . .

from Sir Arthur Conan Doyle Biography:
http://www.sherlockholmesonline.org/Biography/index.htm

In the language of logic modus ponens is used for deduction:

If P , then Q.
P .
Therefore, Q.

The conclusion must be true if all the premises are true. Aristotle is cred-
ited to be the first person to use these kind of arguments although he never
coined the term modus ponens. His incredible accomplishment is that he stud-
ied the form and not the content of the statements. P might be Peter, or Paul,
or “it is raining”, or anything else, the STRUCTURE of the reasoning is the
same.

Modus tollens is expressed by the argument form:

If P , then Q.
Q is false.
Therefore, P is false.

The argument has two premises, (P implies Q; and Q is false).

Inductive Arguments

Inductive arguments use sentences with this form: If the premises are true
than the conclusion is likely to be true. What we should notice is that it is
not guaranteed to be true.
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P1. There are heavy black clouds in the sky.
P2. The humidity is very high.
It will rain soon.

Inductive arguments are never valid in the logician’s sense of the term,
because their premises do not imply their conclusion.

Francis Bacon (1561–1626) suggested that the
only way of acquiring scientific knowledge is “true
and perfect induction”. However successful this pro-
gram was (nobody denies the role of thorough obser-
vation and data collection), Bacon underestimated
the role of the creative imagination, and the forma-
tion of testable (i.e falsifiable, using Karl Popper’s
terminology) hypotheses.

5.2 Principia Mathematica and the Deductive Approach:
From Newton to Russell and Whitehead

Newton’s Philosophiae Naturalis Principia Mathematica, often called Prin-
cipia, gives the basis of classical mechanics. While the theory was in accor-
dance with data, Newton

• broke (Francis Bacon’s) purely inductive method,

• used minimal experimental data and

• everything in his theory was deduced from a few observation-based con-
clusions (“mathematical principles of philosophy”).

Based on the theory described in Principia it was possible to make pre-
dictions which led to the discovery of Neptune and Pluto, still it was never
proved that the theory is absolutely true.

Principia Mathematica (Whitehead and Russell) was a very big enterprise
aimed to deduce mathematical truths from logic starting from clearly defined
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axioms and using logical inferences Even though whole program was not suc-
cessful, in the end, it showed the power of deduction.

“I think Whitehead and Russell probably win the prize for the
most notation-intensive non-machine-generated piece of work that’s
ever been done. . . ”

S. Wolfram
For supporting Wolfram’s remark, see Fig. 5.1.

http://www.stephenwolfram.com/publications/talks/mathml/
mathml2.html

Fig. 5.1. An almost arbitrarily chosen page from the Prinicipia Mathematica.
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5.3 Karl Popper and the Problem of Induction

The method of induction is based on observations, and theory is formed by
generalization. While logical positivism, which originated in the Vienna Cir-
cle, emphasized the exclusive role of experience and logical analysis. They
expected that statements based on empirical observations could be verified.
However, Karl Popper challenged the view that general empirical statements
can be verified. He stated that statements cannot be verified only falsified. His
book“The Logic of Scientific Discovery” [411] is a very important milestone in
the philosophy of science. This is the scientific credo of many naive scientist,
as well. There is an obvious asymmetry between verification or confirmation
and the falsification of a theory. Even if a scientist believes in a theory, it
is never legitimate to say: “The theory is proved by this experiment.” The
correct terminology is to say that “The experiment supports the view.”

Modus tollens is in the center of Popper’s argument against the use of the
inductive method, and offering the method of falsification. Scientists should
not use inductive inference, but should offer conjectures subject to falsification.
This is the way of the Popperian progress of science.1

5.4 Cybernetics: Bridge Between Natural and Artificial

While Newtonian mechanics deals with such kinds of concepts as position,
velocity, motion, dynamics, and philosophically led to the clockwork world
view, cybernetics is the science of information, control and communication.2

Cybernetics hoped to be a (or the) bridge between the natural and artificial, or
in other words, organisms and mechanics. The legendary mathematician John
von Neumann attended the first several Macy conferences. His posthumous
book The Computer and the Brain [543] is a controversial masterpiece of the
brain-computer analogy/disanalogy problem.

1 In a down-to-earth way, scientists generally accept Popper’s method. For the
debates about the progress of science among such philosophers as Karl Popper,
Tomas Kuhn, Imre Lakatos and Paul Feyerabend see e.g., [14].

2 Interestingly, there is a well edited website worth visiting, using the ambitious
term“Principia” in its title (Principia Cybernetica: http://pcp.lanl.gov), but seem-
ingly it has not been updated in the last several years.
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5.5 John von Neumann: The Real Pioneer
of Complex Systems Studies

While we are speaking about cybernetics, we should briefly review John von
Neumann’s incredible contributions to science and technology. He is certainly
a pioneer of complex systems studies, and most likely (who knows how his
brain worked?) combined deductive and inductive reasoning.

Short Biography

John von Neumann (1903–1957) was born in Budapest. In Budapest there
were several academically very strong high schools (gymnasiums), where the
boys studied together between the age of ten to eighteen, and had the chance to
form lifelong friendships. Neumann (he is called just Neumann in Hungarian)
was with a close friendship with Eugene Wigner (Nobel prize in physics, 1963).
Both of them attended the Lutheran Gymnasium. (Gymnasium has nothing
to do with the English term “gym”. Gymnasiums gave a high level secondary
education which prepares students for elite universities.) After his studies
(almost simultaneously, in Budapest and in the ETH in Zurich) he worked in
Berlin. He moved to the U.S in 1930 to join the faculty of the Institute for
Advanced Study at Princeton. From 1955 he served as the Commissioner of the
Atomic Energy Commission. He died of cancer, which might have developed
from attending A-bomb tests. Von Neumann worked in many fields, or it is
better to say he created a set of new fields. I belong to the community which
considers him as the father of the computers.

Foundations of Mathematics

The existence of logical paradoxes, including Russel’s one, pointed out the
crisis of mathematics. Von Neumann participated in David Hilbert’s program
to formalize mathematics based on the axiomatization of set theory. While
von Neumann had some very important results (which later became the von
Neumann–Bernays–Gödel set theory which was based on a finite number of
axioms), the whole program was abandoned after the appearance of Kurt
Gödel’s theorem. Gödel proved that “no formal system is powerful enough to
formulate arithmetic that could be both complete and consistent”.

Quantum Mechanics

Quantum mechanics started with two independent formulations of Heisen-
berg’s matrix mechanics and Schrödinger’s wave mechanics, as it was dis-
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cussed in Sect. 2.1.1. Von Neumann showed [541] the equivalence of the two
descriptions by representing the state of a quantum system in a Hilbert space.
(Very loosely speaking Hilbert space is a infinite-dimensional extension of the
finite-dimensional Euclidean space. The distance between points in this space
is defined by the scalar product of the vectors.) He also concluded that the
inclusion of any“hidden parameters”does not help to make quantum mechan-
ics deterministic, as it is inherently nondeterministic. While the approach was
not perfect, it finally led to Bell’s theorem. It turned out that the quantum
theoretical version of the concept of reality is strongly different from that of
classical physics.

Game Theory

Von Neumann formed game theory as a set of tools to analyze economical
behavior by mathematical methods. First, in 1928, he analyzed the zero sum
games of two players. A zero-sum game is characterized by the exact balance
of gain and loss. For this two person game, one players loss is equal to the other
players loss. Of course, say in chess, there could not be more than one winner
and one looser. A draw implies the equal split of the score. Von Neumann
claimed and proved a minimax theorem, where the best of the “worst case
scenarios” can be found.

The fundamental theorem of game theory states that every finite,
zero-sum, two-person game has optimal (mixed) strategies.

The thick monograph “The Theory of Games and Economic Behavior”
which Von Neumann wrote with Oscar Morgenstern [544] was a landmark of
social sciences, and gave a formal framework to consider economics as a strat-
egy game among players. Game theory became a method in applied social
sciences, from political to military applications. Actually, thinking about the
induction-deduction dichotomy, the concept of “backward induction” was ap-
plied here.
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Backward induction: A paradox of backward induction.

The unexpected hanging paradox is a paradox which arises with
backward induction. Suppose a prisoner is told that she will be exe-
cuted sometime between Monday and Friday of next week. However,
the exact day will be a surprise (i.e., she will not know the eve of her
execution). The prisoner, interested in outsmarting her executioner, at-
tempts to determine which day the execution will occur. She reasons
that it cannot occur on Friday, since if it had not occurred by the end
of Thursday, she would know the execution would be on Friday. There-
fore she can eliminate Friday as a possibility. With Friday eliminated,
she decides that it cannot occur on Thursday, since if it had not oc-
curred on Wednesday, she would know that it had to be on Thursday.
Therefore she can eliminate Thursday. This reasoning proceeds until
she has eliminated all possibilities. She concludes that she will not be
hung next week. To her surprise, she is hung on Wednesday. Here the
prisoner reasons by backward induction, but seems to come to a false
conclusion. This paradox has received some substantial discussion by
philosophers.

(From Wikipedia)

Game theory has earned five Nobel prizes. The most publicized being John
Nash’s award, which was made popular by the movie ”A Beautiful Mind.” He
discriminated between cooperative and non-cooperative games. Nash found an
equilibrium point for non-cooperative game (Nash equilibrium), and Richard
Selten refined the concept. The third Nobel prize in 1994 went to John C.
Harsanyi (from the same gymnasium where von Neumann and Wigner were
educated). He gave a method for analyzing games when the players don’t have
complete information. We already know that Thomas Schelling was awarded
for his works on applying dynamical models to social sciences, and Robert
Aumann, among others, analyzed old dilemmas of the Talmud (say, [32]).

Nash equilibrium

If there is a set of strategies with the property that no player can
benefit by changing her strategy while the other players keep their
strategies unchanged, then that set of strategies and the corresponding
payoffs constitute a Nash Equilibrium.
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Computer Architectures

By far, the largest family of computers (still used today) have what is called
Von Neumann architecture [30]:

• The machines have three basic hardware subsystems: a CPU, a main mem-
ory system and an I/O system.

• They are a stored-program computer. Maybe this was the most important
step. Programs are just stored as data.

• They carry out instructions sequentially.

• They have, or at least appear to have, a single path between the main
memory system and the control unit of the CPU; this is often referred to
as the von Neumann bottleneck.

The Computer and the Brain in Broader Context

Von Neumann was motivated to think on the possibility of constructing a ma-
chine to dramatically accelerate the large-scale calculations necessary to solve
shock wave equations related to the problem of developing the implosion
bomb. “The Computer and the Brain” is a posthumously published book of
a lecture series at Yale which was never actually delivered.

1. McCulloch–Pitts and the Cybernetic Movement

As we discussed in Sect. 2.2.2, von Neumann was certainly motivated by the
method that McCulloch and Pitts defined to describe the logical operation of
the brain. He understood what neurobiologists today often still haven’t, that
McCulloch consciously neglected many even then known details of the inter-
nal neuronal mechanism, and constructed a simple model. He created a binary
threshold device to model the fundamental logical properties of a neuron. The
all-or-none character of the neurons was isomorph with the that of the elemen-
tary computing units. The logical design of computers, and the techniques of
switching theory used by von Neumann grew out from the MCP model. We
may assume that von Neumann also saw that an analogy exists between com-
puters and the brain, not only at the elementary hardware level, but at the
level of mathematics, as well. Obviously he saw the similarity between the
mathematical model of the brain (i.e., the MCP network model), and of the
computer (i.e., the Turing machine). The difference lies in the fact that while



174 5 The Search for Laws: Deductive Versus Inductive

neural networks contain finite number of neurons, the Turing machine contains
an infinite number of elements (i.e., the length of the tape).

2. Self-Replicating Automation: The Machine and Its Description

The general interest in logical automata led von Neumann to the questions
of how biological organisms have the ability to self-replicate themselves, and
how to increase complexity by evolution.

Von Neumann was able to clarify the logical relationship between descrip-
tion (the instruction tape in a computational model, and genotype for biolog-
ical organisms), and construction (the execution of the instructions to build
a new individual, or phenotype) in self-replicating systems. Among others he
designed the “cellular automata”, CA, which is a two-dimensional arrays of
cells. His construction was far from simple, each cell had 29 possible states.
While the construction was later subject of simplification, von Neumann not
only constructed the first CA, but started a new way of thinking about the
algorithmizability of biology, which led to the emergence of the Artificial Life
(Alife) movement, as we shall discuss it in Sect. 9.1.2. Cellular automata
implements parallel computing. Basically, von Neumann offered the first non-
Neumann computing architecture as well.

3. Reliable Calculation with Unreliable Elements

Michael Arbib’s (slightly edited) story well explains the problem [19]. “One of
the issues that John von Neumann and McCulloch discussed was reliability
in the brain. One version of the story was that McCulloch got a 3 : 00 AM
phone call from von Neumann to say, ”I have just finished a bottle of creme de
menthe. The thresholds of all my neurons are shot to hell. How is it I can still
think?”(In other versions of the story, von Neumann was called by McCulloch,
and the drink was whisky.) Three answers came to that question. First, von
Neumann devised explicit ways of building redundancy into model nervous
systems, with one reliable neuron replaced by a bank of many unreliable neu-
rons; the strategy was to keep taking majority votes after each bank of similar
neurons so that even if many neurons were unreliable, the overall ensemble
would be reliable [542]. Second, McCulloch’s idea was to build circuits using
neurons whose function would not change with moderate shifts in threshold
[339]. The diagrams here are very similar to those of the 1943 classic model,
but now the ”logical calculus” has the additional twist that network function
must be relatively stable in the face of threshold fluctuations. Finally, Jack
Cowan and Shmuel Winograd, working in McCulloch’s group, took Shannon’s
theory of reliable communication in the presence of noise [463] and showed
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how to use the redundancy that Shannon had come up with for the encod-
ing message to recode neural networks to provide sufficient redundancy for
reliable computation in the presence of noise [565]. ”

Cybernetics, Artificial Intelligence, Cognitive Science

While there seemed to be an analogy between the brain and the computer
at the elementary hardware level and at the level of mathematical (quasi)-
equivalence, the organization principles, however, are very different. It became
clear that the actual biological substrate is very important. In particular, the
synaptic organization of neural networks has a fundamental role in the imple-
mentation of neural functioning. In the same period when AI developed, John
Eccles (1903–1997) worked on and understood the physiological mechanism of
excitatory and inhibitory synaptic transmission and their interplay in neural
networks. These works have been summarized in [139].

5.6 Artificial Intelligence, Herbert Simon
and the Bounded Rationality

The birth of the formal AI was the Dartmouth Conference held in the sum-
mer of 1956 (an important year, in many respects) and organized by John
McCarthy. The goal was to discuss the possibilities to simulate human intelli-
gent activities (use of language, concept formation, problem solving).3 Among
ten or so others, Herbert Simon (1916–2001), who became a hero of complex
systems science, attended the meeting.

Herbert Simon

1. From Mechanism to Function: The First Pillar of AI Is Symbol
Manipulation

One of the (not immediate) consequences of the meeting was the break with
the tradition of cybernetics. The challenge of the AI was to write computer
3 The perspectives of the cyberneticians and AI researchers have not been separated

immediately. Some of McCulloch’s papers also belong to the early AI works, as the
article titles reflect: “Toward some circuitry of ethical robots or an observational
science of the genesis of social evaluation in the mind-like behavior of artifacts”.
Or this: “Machines that think and want”.
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programs for showing intelligent behavior without trying to make any con-
nection between the structure of the program and the structure of the brain,
and/or the computational algorithm and the neural mechanisms.

The transition from Cybernetics to AI was also a transition from binary
symbols to more general ones: neural nets at that time used zeros and ones,
AI programs wanted to be able to manipulate general symbols. As Newell
and Simon remarked in their 1975 ACM Turing Award Lecture “To put the
scientific question, we may paraphrase the title of a famous paper by Warren
McCulloch: . . . What is a symbol, that intelligence may use it, and intelligence,
that it may use a symbol” [375]. Basically, the AI program was based on the
assumption that manipulations on general symbols are capable of intelligent
behavior.

The Logic Theorist (written by Allen Newell, J.C. Shaw and Herbert Si-
mon) was a simple program, with the intention to mimic the human mind
(and has nothing to do with the human brain). It was a deductive machine,
which was able to prove a set of theorems found of the Principia Mathematica.
The program started from a set of axioms, and by using rules of inference lead
to a conclusion.

Russell learned what about the achievement of he Logic Theorist and as
Simon stated: “. . . he wrote back that if we’d told him this earlier, he and
Whitehead could have saved ten years of their lives. He seemed amused, and
I think, pleased.”

2. The Second Pillar of AI: Heuristic Search

A heuristic search is an inductive strategy to find solutions to problems.

Heuristic Search Hypothesis. The solutions to problems are rep-
resented as symbol structures. A physical symbol system exercises its
intelligence in problem solving by searching – that is, by generating and
progressively modifying symbol structures until it produces a solution
structure. . .
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3. How Do People Make Inferences?

AI adopts several strategies to make inferences.

There are three types of inference strategies:

• Deduction, finding the effect with the cause and the rule.

• Abduction, finding the cause with the rule and the effect.

• Induction, finding the rule with the cause and the effect.

Automated inference systems were very popular in AI, but did not prove
to be the ultimate method of high level problem solving.

4. The Architecture of Complexity

Simon concluded (as we know from the example of the two watchmakers whom
we met in Chap. 3), that complex systems (organisms, societies, ecologies) are
hierarchical systems. The principle is based on the belief in the existence of
intermediate stable organizational levels.

5. Bounded Rationality

Neoclassical economics assumes that people behave rationally, they have pref-
erences among their options, and they try to optimize their utilities. Should
the players in an economy not be rational, we are subject of “irrational” emo-
tions. At the level of organizations, the firms tend to maximize their profit.
However, with too much information, and not sufficient power to process it, a
“sufficiently good” solution instead of a single “best one” could be chosen. Si-
mon’s main interest was the understanding of decision making. What are the
sources of bounded rationality? Players (I simply don’t like the word “agent”,
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even if (s)he is not secret) don’t have perfect information about their envi-
ronment and have a limited computational capacity, therefore they cannot
execute all the calculations from the knowledge they have to get an implica-
tion, and might have other finite resources as well (such as memory).

6. Inductive Artificial Intelligence

Simon was involved in a famous “rediscovery”of Kepler’s third law. He wrote
a program called BACON (since it was inductive, Sir Francis got the credit)
and the same data was fed which Kepler knew (distances of planets from
the sun and the period of revolution). The program was taught to search for
patterns by using simple heuristics, and found that the square of a planet’s
period divided by the cube of its distance is a constant quantity. This was
a clear, simple, but conceptually important example for demonstrating what
machine learning can do by induction. Now, having large-scale databases, new
methods of data mining are used in what is now called Knowledge-Discovery
in Databases. The challenge is to develop and use methods in mining both
structured and unstructured data. Structured data may be represented by
graphs. Chemical molecules are represented (both in 2D and 3D) by graphs,
and there are big corporate databases to support pharmaceutical research.
Chemoinformatics is a discipline to provide tools for the storage, retrieval and
processing databases of chemical structures, see e.g., [205] in an excellently
edited book by Sean Ekins. Texts and Images are stored in an unstructured
database as their analysis is different from the structured ones. Searching the
database of chemical patent abstracts and published research papers is still
important in drug discovery. Content analysis has been used much earlier
in social sciences to analyze human communication, pragmatically speaking,
speeches of politicians. Content analysis helped generate appropriate keywords
for texts, and conceptually it was one of the methods which were incorporated
by the development of search engines. Inductive reasoning based on large data
sets is able to induce conjectures from these databases and tries to verify them,
generally by statistical methods.

5.7 Inductive Reasoning and Bounded Rationality:
from Herbert Simon to Brian Arthur

Simon clearly stated that bounded rationality better describes the behavior
of economic players than “optimal rationality”. Popper criticized the induc-
tive method. Somewhat surprisingly, Brian Arthur, who has been the main
contributor in applying the complex systems perspective to economics in the
Santa Fe Institute, cited neither Popper nor Simon in his papers [26, 27].
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As we have already seen, Arthur adopted/rediscovered the concept of pos-
itive feedback (i.e., “increasing return”) in economics, in particular its role in
magnifying small, random events.

Arthur argues that the typical situation in economics is when there are
players, generally heterogeneous (i.e at least two players of different types) and
they form mental models. Players interact with each other (either directly by
communication, or indirectly through information). For the latter an example
is the stock market, players interact via the price information.

The El Farol bar problem

“Consider now a problem I will construct to illustrate inductive
reasoning and how it might be modeled. N people decide independently
each week whether to go to a bar that offers entertainment on a certain
night. For concreteness, let us set N at 100. Space is limited, and the
evening is enjoyable if things are not too crowded – specifically, if
fewer than 60 of the possible 100 are present. There is no way to tell
the numbers coming for sure in advance, therefore a person or agent
goes – deems it worth going – if he expects fewer than 60 to show up,
or stays home if he expects more than 60 to go. (There is no need
that utility differs much above and below 60.) Choices are unaffected
by previous visits; there is no collusion or prior communication among
the agents and the only information available is the numbers who
came in past weeks. (The problem was inspired by the El Farol bar in
Santa Fe which offers Irish music on Thursday nights; but the reader
may recognize it as applying to noontime lunch-room crowding, and
to other coordination problems with limits to desired coordination.)
The point of interest is the dynamics of the numbers attending from
week to week.” From [26].

There is one element of the game I don’t like. There is no penalty
for the situation when the number of guests is too small. I think the
majority of the readers also would find it boring to be the only guest
in the El Farol Bar.

The analysis of the El Farol bar problem led to the birth of the Minority
Game.
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5.8 Minority Game

A minority game (MG) is a repeated game where N (odd) players have to
choose one out of two alternatives (say A and B) at each time step. Those who
happen to be in the minority win. Although being rather simple at first glance
this game is subtle in the sense that if all players analyze the situation in the
same way, they all will choose the same alternative and will lose. Therefore,
players have to be heterogeneous. Moreover, it is frustrating since not all the
players can win at the same time: this is an essential mechanism for modeling
competition.

MG is an abstraction of the El-Farol’s bar problem [26]. It is simply a game
with artificial players with partial information and bounded rationality. (Her-
bert Simon is cited very rarely in the econophysics literature.) Decisions are
brought based on the knowledge of the M last winning alternatives, called his-
tories. Take all possible histories and fix a choice (A or B) for each of them,
such an assignment is called a strategy, which is like a theory of the world.

Players should have some inductive strategies to predict the number of
attendees. Strategies may be subject of change, as the game is adaptive.

Let us denote the history of the game by μ(t) and let the N interact-
ing players bring their ai(si(t), μ(t)) (−1; +1) decisions based on this and
their si(t) strategy.

Let us suppose that we make simulations for this game. In all simulations
each agent has a binary strategy, i.e., she can choose from one of two strategies
which are randomly chosen for each agent at the beginning of the game. The
strategy is a look-up table which assigns the actual choice to theM component
vector μ(t) of the previous M outcome signs, sgn(A(t)). A(t) is defined as
A(t) =

∑
i ai(si(t), μ(t)). An exponential learning rule is adopted: each player

chooses the sth strategy from the possible ones with probability

P [si(t) = s] = Zie
ΓiUis(t), (5.1)

where
Z−1

i =
∑
s′
eΓiUis′ (t), (5.2)

Γi is constant (analogous to inverse temperature) , and the performance of the
player i’s s strategy is evaluated by a cumulative score Uis(t). The updating
rule for the evaluation is

Uis(t+ 1) = Uis(t)− ai(si(t)μ(t))A(t), (5.3)

where the second term is the gain of individual players.



5.8 Minority Game 181

MG can be considered as very simple toy model of minority mechanisms in
financial markets. The stock market can be considered as a complex adaptive
system, and in Sect. 9.1.4 the Santa-Fe Artificial Stock Market model will be
mentioned, as a famous, elaborated example.

As a generalization of the original game, one of my former students, Csaba
Földy, defined a hierarchically organized minority game, and studied its prop-
erties [179]. In this hierarchical extension of the model we imagine Ng games
each with N players being run simultaneously. The structure of the model is
shown in Fig. 5.2.

Fig. 5.2. Hierarchical organization of the minority games.

The performance of a strategy now depends not just on the results of the
player’s own game, but also on the results of the other games. In this way
there is a link to the other games. The magnitude of this link is a control
parameter in the game. The results show that if the link with other games
is strong enough, then the efficiency of the games changes significantly. Also,
there are a number of measures of efficiency and the symmetry between the
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two possible decisions, which relate to the interaction between the different
levels consisting of the individual players, the individual games, and the global
average over all games. These different measures give different insights into
the behavior of these games, and the details can be found in the original
paper [179]. The general message is, in any case, that inductive reasoning
is an applicable strategy in the real life. But be careful and remember the
anecdote!

From Russell to B. Arthur, a famous Bertrand Russell story cited
by B. Arthur:

A schoolboy, a parson and a mathematician are crossing from Eng-
land into Scotland in a train. The schoolboy looks out and sees a black
sheep and says, “Oh! Look! Sheep in Scotland are black!” The parson,
who is educated, says, “No. Strictly speaking, all we can say is there
is one sheep in Scotland that is black.” The mathematician says, “No,
still not correct. All we can really say is that we know that in Scotland
there exists at least one sheep, at least one side of which is black.”

From [27].

5.9 Summary and “What Next?”

For the logical interdependence of deductive and inductive approaches to com-
plex systems studies see Fig. 5.3.

We switch now to the world of statistical descriptions. Statistics suggests
that mass phenomena are characterized by means, and by the deviations form
these means. Gaussian distribution, the most important statistical distribution
suggests that there IS a mean, and the deviation from it is symmetric. While it
is extremely useful, many complex phenomena are different. The next chapter
is about the properties and generation of these distributions.
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Fig. 5.3. Logical relationship among the deductive and inductive aspects of complex
systems research.
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Statistical Laws: From Symmetric to
Asymmetric

6.1 Normal Distribution

6.1.1 General Remarks

Generally, (continuous) biological variables (from heights and weights to IQ)
are characterized by the Normal (or Gaussian) distribution. The Gaussian
distribution is symmetric, so deviation from the “average” to both directions
has similar properties. In addition, the distribution is unimodal, i.e., the prob-
ability density function (PDF) has one maximum; furthermore the expecta-
tion value (or mean) coincides with the value, where the probability density
function takes its maximum value. The plot of a normal probability density
function has the form of a bell curve, and seen in Fig. 6.1.

Fig. 6.1. The normal distribution is symmetric and unimodal.

In applications, the notions of location parameter and scale parameter are
very useful. A location parameter is identified by the location of the maxi-
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mal value of the PDF, so in Fig. 6.1 it equals zero, and the scale parameter
characterizes the width of the distribution; here it is one. Change in the loca-
tion parameter means a shift in the horizontal axis, while an increase in the
scale parameter expresses a stretch of the PDF. Although for Gaussian the
location and scale parameters coincide with the mean and standard deviation,
this coincidence is not valid for the majority of distributions.

There is an empirical rule called “The 68–95–99.7 Rule For Normal Distri-
butions”, which tells:

• Approximately 68% of the observations fall within one standard deviation
of the mean.

• Approximately 95% of the observations fall within two standard deviations
of the mean.

• Approximately 99.7% of the observations fall within three standard devi-
ations of the mean.

So it is highly improbable to get experimental data, which has a much larger
deviation from the mean. We never see people who are four meters tall, not to
mention 30 meters. (A 30 meters tall man would be a data point 20 standard
deviations from the mean.)

The probability density function f(x) for a continuous random variable is
defined by these properties:

• The probability that x is between two points a and b is p[a ≤ x ≤ b] =∫
f(x)dx where the integration is from a to b.

• It is non-negative for all real x.

• The integral of the probability function is one, that is
∫
f(x)dx = 1 where

the integration is from minus infinity to plus infinity.

It is well known that many physical, biological and psychological phe-
nomena can be characterized by the normal distribution. While there is no
single mechanism which leads to normal distribution, a large number of small,
independent, additive actions tends to imply normal distribution. Brownian
motion is a physical model of these assumptions.
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6.1.2 Generation of Normal Distribution: Brownian Motion

Physical Model and Some More

We already learned in Sect. 4.2 that the motion of certain (not too small,
not too large) particles were seen by Robert Brown. Intuitively a Brownian
particle (say, a pollen) moves due to the impact of much smaller (say, water)
molecules. The Brownian framework is a special case of random walk models,
and was used in other contexts as well.

Louis Bachelier (1870–1946) in a paper in 1900 [35] defined Brownian mo-
tion and applied it as a model for asset price movements. While the paper
(actually a dissertation) did not gain a very high reputation after its prepara-
tion, recently it is qualified now as the starting point of financial mathematics.
Independently of Bachalier, of course, in context of molecular physics, Ein-
stein (1905) [148] and Smoluchowski (1916) gave a sophisticated explanation
of Brownian motion, by calculating the temporal change of the mean square
displacement of the Brownian particle, and the connection between the mo-
bility of the particle and the – macroscopic – diffusion constant.

Activity of a single neuron was considered as an abstract Brownian par-
ticle, and its motion to the effect of excitatory and inhibitory actions was
given first in a famous paper by Gerstein and Mandelbrot in 1964 [199],
which opened the research of mathematical analysis of neural noise processes.
Stochastic neuron models will be reviewed in Sect. 8.4.2.

Mathematical Model

The Brownian motion belongs to the class of continuous time continuous state
space stochastic processes. The classical derivation assumed that the forcing
function has a “systematic” or “deterministic” part, and an additive term due
to the “rapidly varying, highly irregular” random effects:

“rate of change of state”=“deterministic rate”+“random rate”. (6.1)

According to a standard further assumption the random term is a linear
function of “white noise”. White noise is considered as a ξ stationary Gaus-
sian process. It is characterized by the mean E[xii] = 0 and autocorrelation
function E[ξiξi′ ] = δii′ |t− t′|; δ is the delta function.
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A stochastic process Xt obeys an (Ito-type) stochastic differential equation
(SDE) which has the form (in the autonomous case)

dXt = a(Xt)dt+ b(Xt)dWt, (6.2)

where dWt is the Wiener process.

The introduction of the Wiener process was motivated by its connection
to white noise. Accordingly

dWt = ξtdt. (6.3)

Both from theoretical and practical points of view the connection between
the SDE and the evolution equation for the PDF (called the Fokker-Planck
equation in physics) is very important. The solution of (6.2) under a rather
general condition is a diffusion process (a special case of Markovian stochastic
processes) defined by the infinitesimal generator A (for scalar case):

A = a
∂

∂x
+

1
2
b
∂2

∂x2
. (6.4)

Here a(x, t) is the velocity of the conditional expectation (called “drift”), and
b(x, t) is a the velocity of the conditional variance (called a “diffusion con-
stant”).

The general form of a Fokker–Planck equation is:

df
dt

= Af. (6.5)

6.1.3 Liouville Process, Wiener and Special Wiener Process,
Ornstein–Uhlenbeck Process

Three important continuous Markov processes are briefly discussed here. (For
educational purposes Gillespie’s book [204] is recommended.)

1. b = 0 defines the Liouville process (Fig. 6.2). The Liouville process is
characterized by the lack of the diffusion term. Since the effect of the diffusion
term is to spread out the pdf, the Liouville process is visualized as a drift
of the PDF in time without changing its shape. Starting from a degenerate
density function (i.e., when the initial PDF is concentrated to a point), the
point will be drifted.

2. a(x, t) = a, b(x, t) = b defines the Wiener process (Fig. 6.3), i.e., X(t) ≡
W (t).

a = 0, b = 1 define special Wiener processes.
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The Wiener process is a Gaussian process, but is not stationary. It is used
in modeling the Brownian process.

Fig. 6.2. Temporal evolution of a Liouville process. From [204].

For finite t > t0 the PDF is Gaussian, with mean x0 + a(t − t0), and the
standard deviation |b(t− t0)|1/2 is flattening out as time tends to infinite. For
a special Wiener process the center of the spreading curve remains unchanged.

Fig. 6.3. Temporal evolution of special Wiener process. From [204].
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3. The Ornstein–Uhlenbeck process (OU, Fig. 6.4) is defined as

a(x, t) = −kx, b(x, t) = b, (k > 0, D ≥ 0). (6.6)

OU has a stationary PDF, and it is the normal density function. For any t > 0
the PDF is the normal density function with an exponentially moving mean.
The temporal evolution of the standard deviation describes spreading out, but
the width of the curve is finite even for infinite time.

Fig. 6.4. Temporal evolution of Ornstein–Uhlenbeck process. From [204].

The OU process, defined by a linearly state-dependent drift and a constant
diffusion term, proved to be a very good model of the velocity of a Brownian
particle characterized by normal distribution.

6.2 Bimodal and Multimodal Distributions

By defining the infinitesimal generator of the diffusion process with

a(x, t) = Ax3 +Bx+ c, b(x) = b > 0, (6.7)
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bimodal distribution may emerge. A bimodal distribution is characterized by
two peaks (see Fig. 6.5). For such kinds of distribution, the mean does not
bear too much information. The location (of the maximum values, also called
as mode) is not unique but there are two values.

Fig. 6.5. Bimodal distributions have two location parameters, and the mean is not
a characteristic value.

Multimodality of the stationary distribution might be associated, at least
loosely speaking, with multistationarity of deterministic models. The maxima
correspond to the stable stationary points and the minima to the unstable
ones. Stochastic catastrophe, an extension of the deterministic catastrophe
theory, deals with the sudden transition between distributions characterized
by different modes [101, 546].

6.3 Long Tail Distributions

6.3.1 Lognormal and Power Law Distributions: Phenomenology

The family of “long tail” or “heavy tail” distributions is well known in statis-
tics. These distributions are skewed. Skewness is a measure of the asymmetry
of a distribution. The positively and negatively skewed distributions have
a longer tail to the right and to the left, respectively. Occasionally there are
tails on both sides (say, the double Pareto distribution, see Fig. 6.6).

It is far from being a rule, but biology is dominated by Gaussian distribu-
tions, while some social systems show striking skew distributions (such as the
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Fig. 6.6. Double Pareto distribution.

lognormal distribution or power law distribution). A catalogue of phenomena
showing power law distributions was listed and analyzed by Mark Newman
[381]. More or less we follow his list, but not rigorously his analysis.

1. The frequency of words is more or less inversely proportional with their
ranks in a frequency table. This “1/f” law is called the Zipf’s law (Fig. 6.7).
Zipf plotted the frequency of words from texts of several different languages,
and found that on log-log coordinates it was a decreasing straight line with
45◦.1

2. Citation of scientific papers. As we (not so elite) scientists painfully
know, many papers get very few, if at all, citations, and a small fragment gets
the majority.

Fig. 6.7. The idealized Zipf’s law.

1 There is comprehensive website of papers on Zipf’s law maintained by Wentian
Li: http://www.nslij-genetics.org/wli/zipf/.



6.3 Long Tail Distributions 193

Redner’s analysis [419] of the Physics Review papers and citations (353, 268
papers and 3, 110, 839 citations from July 1893 through June 2003):

• 11 publications with > 1000 citations

• 79 publications with > 500 citations

• 237 publications with > 300 citations

• 2,340 publications with > 100 citations

• 8,073 publications with > 50 citations

• 245,459 publications with < 10 citations

• 178,019 publications with < 5 citations

• 84,144 publications with 1 citation.

3. Web hits. The number of “hits” received by servers, say, during a single
day: yahoo.com was reported to have the most traffic.

4. Copies of books sold. The copies of books sold shows a power law distri-
bution. There are few bestsellers, and publishing houses complain that they
are able to sell few copies of many titles. The Bible, Mao Zedong Quotations,
and the Harry Potter series lead the list, (and hopefully Complexity Explained
will be a moderate success, too).

5. Telephone calls. The number of calls received a single day by subscribers
to AT&T. There was a customer who got 35846 calls.

6. Magnitude of earthquakes. It called Richter’s law, and we will discuss in
Sect. 9.3.2.

7. Diameter of moon craters

8. Intensity of solar flares

9. Intensity of wars. It is measured by relative battle deaths, i.e., the
number of deaths divided by the total population of the countries.

10. Wealth of richest people. Wealth distribution is also far from being
symmetric.

11. Frequency of family names. See Fig. 6.8. A mechanism of the generation
of their distribution will be given in the next section.
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Fig. 6.8. The distribution of family names. From [579].

12. Population of cities. The size of a city seems to be inversely propor-
tional to its rank order so that, the 100th largest city is a tenth the size of the
10th largest city. Size of the cities, and settlements are traditional examples
of Zipf distribution.

13. Income distribution. Vilfredo Pareto (1848–1923) collected and ana-
lyzed statistical data of income distributions. Originally he investigated the
allocation of wealth, which was characterized by the Pareto principle or the
”80− 20 rule” which says that 20% of the population owns 80% of the wealth.

6.3.2 Generation of Lognormal and Power Law Distributions

Here I will admit that I have a semi-serious hypothesis about the periodic
recurrence of scientific fashions, that I like to mention during classes or lab
meetings. The hypothesis states that scientific fashions return every 25 years,
or so. The explanation is that we are able to learn something new during
the ages 25–30 (basically after graduating from college), and we shall have
sufficient power to propagate what we know around our age fifty.

The history of the power law distribution is a good example to justify some
aspects of the hypothesis. The Pareto distribution was introduced in 1897 to
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characterize income distribution. Around 1925 Alfred Lotka analyzed the fre-
quency distribution of scientific productivity, and George Udny Yule (1871-
1951) gave an algorithm for the power law generation in biological context.
Several years later Robert Gibrat (1904-1980) derived the rule of proportion-
ate growth which may lead either to log-normal or power law distribution, de-
pending on the details of the generating process. Zipf distribution was offered
for word frequencies and city sizes in 1949, while Herbert Simon’s algorithm
[466] explains the formation of power law distribution based on similar con-
cepts, what later became the celebrated principle of “preferential attachment”.
There was a (well, now) amusing duel between Herbert Simon and Benoit
Mandelbrot [356] whether Simon’s algorithm or Mandelbrot’s suggestion to
use an optimization principle is better. As we see now, they are somewhat
complementary algorithms. In these years, namely 1957, William Schockley
(1910-1989) the Nobel prize winner co-inventor of the transistor re-analyzed
the model of scientific productivity and explained the log-normal distribu-
tion he found in an experiment with researchers of the Brookhaven National
Laboratory. 25 years later, Montroll and Schlesinger ([358] went back to this
paper:

“Shockley explained that, to publish a paper, one must (i) have the ability
to select an appropriate problem for investigation, (ii) have competence to
work on it, (iii) be capable of recognizing a worthwhile result, (iv) be able to
choose an appropriate stopping point in the research and start to prepare the
manuscript, (v) have the ability to present the results and conclusions ade-
quately, (vi) be able to profit from the criticism of those who share an interest
in the work, (vii) have the determination to complete and submit a manuscript
for publication, and (viii) respond positively to referees’ criticism. . . ”

While skew distributions seem to be ubiquitous, there seems to be a con-
sensus now about the non-existence of an individual mechanism to generate
such distributions [356, 381].

Even more, there are several different questions to be answered: How did
sociobiological mechanisms lead to the formation of asymmetric distributions
from normal distribution? How are skew distributions generated from a de-
generate distribution?

Reed and Hughes [422] suggested a relatively general mechanism of power
law generation. In one sentence: “Randomly stopped random processes lead-
ing in average exponential growth generates power laws.” This mechanism is
based on two assumptions. First, there is stochastic exponential growth. Such
kinds of growth processes can be generated by a multiplicative random process
(instead of having an additive random term to the deterministic forcing func-
tion). Second, the time that the process is observed (e.g., “frozen”, “killed”) is
chosen from an exponential distribution.
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There are four classes of stochastic processes which generate exponential
growth:

1. continuous time continuous state space (CCS),

2. discrete time continuous state space (DCS),

3. continuous time discrete state space (CDS),

4. discrete time discrete state space (DDS).

1. Geometric Brownian motion (GBM), is a continuous time continuous
state space stochastic (CCS) process, where the logarithm of a random variable
makes a Brownian motion as described by the stochastic differential equation:

dXt = μXtdt+ σXtdWt. (6.8)

Here Wt is the special Wiener process, and dWt has a normal distribution
with mean 0 and variance dt. The conditional expectation is E(Xt|X0) =
X0 exp(μt). GBM is able to generate a double Pareto distribution, where not
only an upper tail, but also a lower tail exists. Somewhat more technically,
the PDF of the double Pareto distribution is proportional to x−α−1 for x > 1,
and to xβ−1 for x < 1 [420]. The distribution of total income in the USA
shows this behavior, see Fig. 6.9.

Fig. 6.9. Distribution of money income in the USA in 2000. Adapted from [422].

The Black–Scholes model (together with its versions) is maybe the most
widely accepted financial model for option pricing [63]. An option is defined
as “contract between two parties in which one party has the right but not the
obligation to do something, usually to buy or sell some underlying asset”. The
model was exactly a GBM, and has been a big success.
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2. A discrete time continuous state multiplicative process (DCS) is defined
as

Xn+1 = ZnXn, (6.9)

where the set of Zns are independent identically distributed random variables
with mean μ. The conditional expectation is E(Xn|X0) = X0μ

n.

Depending on the nature of the multiplicative process there are three
different outcomes. It is increasing, when P (Zn > 1) = 1, and decreasing
when P (Zn < 1) = 1. It may be bidirectional when P (Zn > 1) > 0 and
P (Zn < 1) > 0. Among others, the upper-tail behavior of the number of
visitors to websites was explained by a multiplicative model combined with
random killing [244, 356].

3. Homogeneous birth-and-death processes belong to the family of contin-
uous time discrete state space processes(CDS).

Yule process

A population starts at time 0 with one individual. As time in-
creases, individuals may give birth to a new individual, the chance of
any particular individual giving birth during time [t, t+ dt] being λdt.
This is called the linear birth process or Yule process.

From [9].

The long tail property of the distribution of the number of species per
genus was considered by Yule in 1924 and the paper was rediscovered several
times. Yule made two basic assumptions:

• The initial number of species in a genus is one. New species of the same
genus are generated by a Yule process with a λ parameter.

• A new species of a novel genus appears at constant rate μ, and then it
behaves as the previous assumption prescribes.

He used a pure birth process, and calculated the probability distribution of
the number of species per genus. Extinction was neglected, assuming that
it happens by cataclysmic events only. While the upper-tail distribution was
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explained by the randomly killed pure birth mechanism, a more realistic mech-
anism took into account the random individual extinctions. In this case the
applied stochastic model contained a randomly killed birth-and-death process
[423].

4. A Galton–Watson branching process is a discrete time discrete state
space process (DDS). It was originally applied to the extinction of British
surnames.

Reed and Hughes [424] gave a model for the frequency distribution of
family names. A Galton–Watson process described the growth in the number
of persons with a given family name, and it was supplemented with a Poisson
process to model new names created either by changing an already existing
name or by immigration. Based on these assumptions the naive analysis gave
the result that the probability of having m individuals with a given name for
large m is

P [exactly m individuals have this name] ≈ m− 1− k as m→∞.

A more thorough analysis showed that the probability for large m is pro-
portional to Q(m)m−1−κ, where Q(m) is a bounded, log-periodic function,
and κ is determined by a the parameters of the immigration process and the
offspring distribution. The log-periodic correction of the power law distribu-
tion was suggested by [206] reflecting scale hierarchies and may have a sub-
stantial role in predicting the behavior of complex systems. Mathematically
it led to the extension of dimensions from fractals to complex numbers. We
shall return to this topic in Sect. 9.3.6.

Other Mechanisms that Generate Power Laws

Newman [381] also gave a general overview about the different mechanisms of
power law generation. We used here what he calls the “combination of expo-
nentials” (where one exponential refers to growth and another to the killing
time). Of course, exponential growth is related to autocatalysis or positive
feedback. Several other mechanisms will be discussed in later chapters.

“Preferential attachment” was suggested to describe the generation of de-
gree distribution (also called edge distribution) of evolving networks. It is
a simple model with scale free behavior, and the edge distribution follows
a power law. Such behavior has been found in many networks such as airport
networks, scientific collaboration networks, and movie actor networks. The
model is very simple, and as the Reader certainly knows, it became extremely
popular [5, 43].
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The model is extremely simple. One starts with a few connected nodes and
then adds nodes one at a time. Each time a node is added, m links are made
to existing nodes with a probability proportional to the number of edges k,
already attached to each node. Thus, nodes which already have many links are
more likely to be linked to the new nodes. The path length of these networks
grows logarithmically. There are a number of variations on this model. For
example, in non-linear models the probability of forming a link with another
node is a non-linear function of k.

Power law behavior could also be generated at special“critical points”. Two
possible mechanisms, self-organized criticality and intermittent criticality will
be reviewed in Sect. 9.3.1.

After studying the most important statistical distributions and the algo-
rithms which generate them we discuss a difficult conceptual question. We
often intuitively feel that complex structures are neither purely determinis-
tic nor random. In the next chapter such kinds of complex structures are
analyzed.
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Simple and Complex Structures:
Between Order and Randomness

7.1 Complexity and Randomness

A large family of complexity measures is related to the concept of random-
ness. Within this family there are two classes. For the first class complexity
increases monotonically with randomness, and for the second one there is some
maximum at some intermediate value (Fig. 7.1). Interestingly, these measures
reflect different aspects of what we call complexity.

Algorithmic Complexity and Structures

The most well-known example for the first class is the Kolmogorov algorithmic
complexity. The complexity of an arbitrary string of characters is the number
of bits in the shortest program computing it on a standard universal computer.
It says, if there is a data set (encoded, say, as a series of zeros and ones), and
there is no other way to explain the generation of this data set, that it is
algorithmically complex. But if the data set has some pattern, then one may
write a computer program to generate this data set, and the program is shorter
than the data set itself. The program “1. Write zero! 2. Write one! Go to 1!”
can generate the infinitely repeated “01” string.

The algorithmic complexity of a string s denoted by K(s) is defined by
the length of its minimal description d(s): K(s) := |d(s)|. K(s) is maximal if
the string is random.

Complexity: Between Order and Randomness

According to the second approach, the two extreme cases, namely perfectly
ordered and perfectly random systems have very low structural complexity.
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A system, which is the mixture of order and randomness, is structurally more
complex [245, 217].

Fig. 7.1. Classification of various complexity measures based on their relationship to
randomness. Left : first type. More random structures have more complexity. Right :
second type. Purely ordered and purely random structures have small complexity.
Systems neither totally ordered nor totally random have larger complexity.

Unfortunately, the term complexity has been used without qualifi-
cation by so many authors, both scientific and non-scientific, that the
term has been almost stripped of its meaning. Given this state of af-
fairs, it is even more imperative to state clearly why one is defining
a measure of complexity and what it is intended to capture.

Measures of statistical complexity: Why? From [173].

Complexity of Patterns

Grassberger [217] analyzed the complexity of patterns generated by simple
algorithms. Specifically, a one-dimensional cellular automata created different
patterns, as Fig. 7.2 shows.

Fig. 7.2. Purely ordered and purely random patterns have small complexity. Pat-
terns neither totally ordered nor totally random have larger complexity. Adapted
from [217].
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Based on this analysis it seems to be intuitively easy to accept that there
are such kinds of (statistical) complexity measures which have low values for
both random and highly ordered systems, and show maximum when a system
shows an intermediate level of order.

Ordered and Random Structures

Crystal structures of solids show regularity and order, while certain solid,
or solid-like substances, called as “amorphous solids” don’t have well defined
structures with long-range order. Glass is a typical example of such kinds of
random structures, see Fig. 7.3.

Fig. 7.3. Crystal and amorphous substance. From http://www.geo.uw.edu.pl/
ZASOBY/ANDRZEJ KOZLOWSKI/e kr1.htm.

7.2 Structural Complexity

Chemical molecules are formed by atoms, and molecular structures have been
subject of chemical research for many years. Intuitively it was plausible that
there are “simpler” and “more complex” molecules.

One of the most important aspects of chemistry is to characterize the
structure of molecules and connect structural properties to function. Chemical
molecules are composed of atoms connected by chemical bonds, and the struc-
ture of the molecules can be represented by graphs. Molecules are obviously
three-dimensional structures and a two-dimensional representation preserves
the connectivity but not the full geometrical relationships. For a review of
measures of network complexity motivated mostly by chemical applications
see [66]. The structural analysis of chemical molecules leads us to introduce
some basic concepts of graph theory.
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7.2.1 Structures and Graphs

Some Basic Concepts of Graph Theory

A network or graph G is defined as a set V of nodes (occasionally also called
vertices, points) and a set E of edges (links, ties). An edge (i, j) is a line which
connects the i and j nodes. An edge may or may not be directed. Two (i and
j) nodes are adjacent if they are connected by an edge (i, j). A directed (i, j)
edge is said to point from node i to node j. In this section we will deal with
undirected graphs, unless told otherwise.

The adjacency relation, say, among atoms in a molecule may be charac-
terized by an adjacency matrix, where an element aij = 1, if a pair of nodes
i, j are connected to each other, and aij = 0, if there is no adjacency. The
degree (di) of a node (i) is the total number of edges originating and ter-
minating from and to it (of course, the distinction exists for directed graphs
only). The total degree (or adjacency) of a graph G is simply the sum of the
node degrees which is the same as the total number of edges multiplied by 2:
A(G) =

∑
i∈V di = 2|E|. A graph can be characterized by the average node

degree, 〈ai〉 := A(G)/|V |.

A path in the graph is a sequence of adjacent vertices. If the first and
last vertex is the same in the sequence the path is called a loop or cycle. The
graph is connected when there is at least one path between any pair of vertices
in it. If a graph has no cycles is called acyclic. A tree is a connected acyclic
graph. A forest is a graph which is a set of trees, i.e., it is acyclic but not
necessarily connected. A path graph with n nodes, P (n), is a special tree in
which the degree of any vertex is less then three. A star-graph, S(n), is a graph
containing one central vertex and n − 1 branches of length one edge; so this
is a special tree in which all but one nodes have degree 1. In a complete (or
full) graph, K(n), any two vertices are connected by an edge. A path, a star
and a full graph are illustrated in Fig. 7.4.

A subgraph is a graph generated from a graph by eliminating at least one
edge or a node with its incident edges. A graph might have components, i.e.,
connected subgraphs or nodes that are not connected to each other.

Graph Distances and Their Role in the Structure – Function Relationship

The distance dij between nodes i and j is the shortest path distance from i
to j. The Wiener index introduced by Harold (and not Norbert) Wiener in
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Fig. 7.4. A path, a star and a full graph, with 20, 20 and 10 vertices, respectively.

1947 is denoted by W (G) and defined as the sum of the distances of all pairs
of nodes in the graph.

W (G) =
1
2

∑
i,j

dij . (7.1)

Note that the Wiener index is not defined for unconnected graphs but of
course this is not a big problem with chemical molecules, which is its main
application area.

The average node distance 〈di〉 and average graph distance 〈d〉 (called as
graph radius or average path length) are defined as

〈di〉 = W

V
, (7.2)

〈d〉 =
W

V (V − 1)
. (7.3)

Wiener index is the oldest topological index, and it was compared to
physical-chemical properties of some organic compounds. Although formally
it is meaningful for cyclic graphs, it was only considered for acyclic graphs,
i.e., for molecules not containing loops. See Fig. 7.2.1 for an example.

Arthur Caley (1821-1895) used graphs to enumerate isomers of alkanes.
(Isomer means that the arrangement of atoms is different while the number
of the individual atoms is preserved.)

CH3

CH3 CH CH3

4
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C
1

C
2

C
3

1 2 3 4
P

i dij

1 0 1 2 2 5

2 1 0 1 1 3

3 2 1 0 2 5

4 2 1 2 0 5

W =
1

2

NX

i=1

NX

j=1

dij = 9

Fig. 7.5. Calculating the Wiener index for 2-methyl propane.
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More specifically, the molecules called alkanes have the chemical formula
CnH2n + 2 where C represents a carbon atom and H represents a hydrogen
atom. The alkanes are acyclic saturated hydrocarbons. Each carbon atom C
has four chemical bonds and each hydrogen atom H has one chemical bond.
Because of these bonding properties of carbon and hydrogen, it is known that
each n-carbon alkane is a tree which is an acyclic connected graph containing
3n+ 1 edges. Only the carbon skeleton is analyzed generally, so vertices refer
to carbon atoms but not hydrogen atoms. The boiling point is a characteristic
quantity for the alkanes and experimental data exists mostly on molecules
with not larger than ten carbon atoms. Figure 7.6 shows a relationship be-
tween boiling points and Wiener index. The Wiener index proved to be useful
for predicting the boiling point of larger molecules and the approach has been
extended in many ways and became the basis of methods like quantitative
structure-activity relationship (QSAR) and quantity structure-property Rela-
tionship (QSPR).

Fig. 7.6. The boiling point of alkanes versus the prediction based on their Wiener
index. The prediction was calculated by nonlinear regression and has the following
form: 126W 0.2 − 185.

Structural Complexity of Molecules: 3D Analysis

Chemical molecules can be considered as typed point systems. These systems
consist of points with a different types for each point. The spatial position of
each atom within a molecule is specified by numerical values in an appropriate
coordinate system. Three spatial coordinates and one atom type coordinate
define a four-dimensional space. Chemically it means that not only the exis-
tence of chemical bonds, but also their angles matter. Complexity measures
were defined [571, 572] to express that larger diversity implies larger com-
plexity. A molecule with the composition of CHClBrF has larger complexity
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than CH4, since the atomic constituents of the first molecule is more diverse
than that of the second. For molecules with the same atomic composition, but
with different bond length, and angles, the more diverse is more complex: the
C5H12 (pentane) molecule exists in three different isometric forms, as Fig. 7.7
shows.

Fig. 7.7. The geometrical structure of the pentane isomers.

The absolute complexity of a typed point system compared to the max-
imum theoretical complexity of a system with the same number of ele-
ments is called its relative complexity. The relative complexity for neopen-
tane C(CH3)4, and n-pentane CH3−CH2−CH2−CH2−CH3 and isopentane
CH3−CH2−−CH−(CH3)2 is 9/58, 13/58 and 21/58. Isopentane is thus the
most complex of the three noncyclic pentanes according to this measures.

Clustering Coefficient

A quantity which was known as transitivity in the social network literature
gained much attention recently under the name clustering coefficient. Cluster-
ing coefficient is the probability that two nodes which have a common neighbor
are connected by an edge. Mathematically the (local) clustering coefficient of
node i is defined as [380]:

ci :=
number of triangles connected to i
number of triples connected to i

, (7.4)

the clustering coefficient of the network is the average clustering coefficient
for its nodes.
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7.2.2 Complexity of Graphs

Complexity of Graphs: Combination of Adjacency and Distance

The combination of adjacency (i.e., a measure of connectivity), and distance
gives the possibility to characterize graphs on a more specific way. The ratio
of A/D = 〈ai〉/〈di〉 is a possible complexity measure.

With a fixed number of nodes, A/D has minimum value for path graphs.
For such graphs the connectivity is low, and distances are long. However,
on a complete graph K(n) the A/D has maximal value, since it is maximally
connected, and the distance is minimal, each node is separated from the others
by a single edge. Star graphs have intermediate complexity. Similarly, graphs
with one cycle also show intermediate A/D value.

A

D(P (n))
=

6
n(n+ 1)

, (7.5)

A

D(K(n))
= 1, (7.6)

A

D(S(n))
=

n

n− 1
. (7.7)

Complexity of Graphs: Diversity Measure

Huberman and Hogg [245] defined a complexity measure for interacting sys-
tems which can be described as tree graphs or forests. The complexity of such
systems is based on their branching diversity. The definition of tree diversity
is recursive. Let us have a tree T with b subtrees: T1, . . . , Tb. We want to count
the number of interactions on each level. Let us assume that among the b sub-
trees k are nonisomorphic; the diversity of T is the product of the diversities
of these subtrees multiplied by the number of possible interactions between
them, a type of interaction is a non-empty subset of the k nonisomorphic
subtrees as we count n-ary interactions:

D(T ) = (2k − 1)
k∏

j=1

D(Tij ). (7.8)

If a tree has no subtrees, i.e., if it consists of a single root vertex, then the
product is empty and D(T ) = 1. The complexity of a tree is defined as

C(T ) = D(T )− 1. (7.9)

This makes a regular tree (which has the same number of branches at each
level) have a complexity of zero. See Fig. 7.8 for some examples.
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Fig. 7.8. Complexity of three trees with the same number of nodes and depth. The
complexity of the left tree can be calculated as follows: D(T1) = · · · = D(T8) = 1,
D(T9) = · · · = D(T12) as these contain only isomorphic subtrees, D(T13) = (23−1) ·
1 · 1 · 1 = 7, D(T14) = 1, D(T15) = (23 − 1) · 7 · 1 = 20, C(T15) = 20. The complexity
of the next tree is zero, as it is regular, and the right tree also has complexity 20.

Complexity Measure for Graphs Containing Loops: Cyclomatic Number

Another graph-theoretical complexity measure is the cyclomatic number of
the graph. The cyclomatic number n(G) of graph G with n nodes, m edges
and p connected components is

n(G) = m− n+ p. (7.10)

In a strongly connected graph, the cyclomatic number is equal to the
maximum number of linearly independent circles. Since inserting a new edge
in G increases n(G) by unity, it can be applied as a complexity measure. This
notion has been applied to measure static software complexity.

Cyclomatic complexity.

The cyclomatic complexity of a section of source code is the count
of the number of linearly independent paths through the source code.
For instance, if the source code contained no decision points such as
IF statements or FOR loops, the complexity would be 1, since there
is only a single path through the code. If the code had a single IF
statement there would be two paths through the code, one path where
the IF statement is evaluated as TRUE and one path where the IF
statement is evaluated as FALSE. Cyclomatic complexity is normally
calculated by creating a graph of the source code with each line of
source code being a node on the graph and arrows between the nodes
showing the execution pathways. . .

From http://en.wikipedia.org/wiki/Cyclomatic complexity
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Complexity Measure for Graphs: Density

Graph density is quite a simple complexity measure: it is the ratio of the
number of edges and the number of possible edges in the graph. The larger
the number of edges the larger the graph’s density. Analysis and synthesis of
graphs with different density have important applications.

It is a fundamental problem of computer science to find the relationship
between three graph properties: the number of vertices, the (maximum or
average) degree of the vertices and the diameter of the graph. (The diameter
is the longest shortest path between any pair of nodes). E.g., if the maximum
degree (d) and the diameter (k) is given then the maximum number of nodes
(N) is requested. The “Moore bound” is a simple upper bound for this case is
given as

N(d,k) =
d(d− 1)k − 2

d− 2
, if d ≥ 2. (7.11)

The alternative problems are constructing graphs with (1) minimum degree
for given N and d and (2) minimum diameter for given N and d. Two of these
problems aim to construct graphs with minimal complexity (i.e., density), in
the third problem the graph complexity is fixed by N and d and an optimal
graph is requested with the given complexity [10].

Let’s tell a little bit more about the construction principles. The Moore
bound (7.11) is a theoretical upper bound for the number of vertices, but
no algorithm is known to actually construct such a graph. Various graph
constructions are suggested to approximate this limit and also the limits of
the alternatives problems since these are (of course) strongly related. One
class of graphs are extended chordal rings [289]. An extended chordal ring
with N nodes can be given by a matrix (W ) with p columns and d− 2 rows,
where d is the degree of every vertex and p is called the period of the graph
and d ≥ 2, 1 ≤ p ≤ N/2 and N mod p ≡ 0 hold. The vertices of this graph
are denoted by integer numbers between 0 and N − 1 and vertices x, y are
connected by an edge if and only if either

x− y ≡ 1 mod N, or
x− y ≡ −1 mod N, or

(7.12)

x mod y ≡ i and y ≡ x⊕N wij for some j = 1, 2, . . . , d− 2. (7.13)

Here ⊕N is addition modulo N . This definition means that we start from
an ordinary ring graph with the desired number of vertices (N) and then add
d−2 new edges for edge vertex in the following way: first we divide the vertices
into p categories. If a given vertex x is in category i then we add edges from
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x to vertices x ⊕N wi1, x ⊕N wi2, . . . , x ⊕N wi,d−2. For small values of d and
N all possible values of p can be calculated quickly and then the one with the
shortest diameter can be selected. See Fig. 7.9 for an example.

period = 1
k = 4, μ = 2.29

period = 3
k = 4, μ = 1.76

period = 5
k = 2, μ = 1.71

Fig. 7.9. Minimizing the diameter. Here we have N = 15 and d = 4, and we try
all possible periods: p = 1, p = 3 and p = 5. The shortest diameter can be obtained
with the p = 5 choice. μ is the average shortest path of the network, sometimes
this is optimized instead of the diameter. (The diameter is the worst case, μ is the
average case.) Figure from [289].

Complexity Measures: Tree-Width

A classic graph complexity measure is the tree-width of a graph. The basic
assumption of this measure is that tree graphs are simple, and if a graph is
less tree-like then it is more complex. The formal definition is as follows: for
a graph G = (V,E) its tree decomposition is a tree graph T = (W,F ), where
each vertex of T is a subset of V (Wi ⊂ V if Wi ∈W ) and T satisfies:

1. The union of all Wi vertices of T equals to V .

2. If u and v are neighbors in G then there is a vertex in T containing both
of them.

3. For every v vertex in V the vertices in W containing v form a sub-tree in
T . (Or equivalently, if Wi and Wj both contain a vertex v, then all nodes
Wz of the tree in the (unique) path between Wi and Wj contain v.)

The width of a tree decomposition is the size of the largest T vertex minus
one. The tree decomposition is not unique, a graph may have many different
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decompositions. The width of a graph is defined as the minimum of the widths
of all possible tree decompositions. See Fig. 7.10 for an example.

Fig. 7.10. One possible tree decomposition of a graph. The width of this decompo-
sition is 2.

Yamaguchi and Aoki [573] used the tree-width to measure the complexity
of chemical compounds. They obtained 9712 compounds from the LIGAND
database [210] and calculated their tree-width. The tree-width of most com-
pounds was between 1 and 3, and they found one single molecule with tree-
width 4. The conclusion here is that the structure of chemical compounds in
biological pathways is generally simple.

7.2.3 Fractal Structures

Loosely speaking fractal structures are generated by dynamic systems leading
to chaos. By introducing a color code within the fractal sets related to the
strange attractor of the chaotic process, figures with aesthetic value were gen-
erated; for a black-and-white version see e.g., Fig. 7.11, the Reader certainly
has seen this on calendars.

Fig. 7.11. A Mandelbrot set. It marks the set of points in the complex plane.
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When the personal computers appeared, two German scientists, Heinz-
Otto Peitgen and Peter Richter reacted rapidly [402], and published a book
about the beauty of fractal structures, with many wonderful color pictures.
While the pictures could be labeled as computer graphics, they were not the
product of artist’s intuition. They were generated by purely deterministic (and
quite simple) algorithms.

The Mandelbrot set is the subset of the complex plane consisting of initial
values c for which iterates of the function z �→ z2 + c do not tend to infinity.
The boundary of this set is the Julia set.

More generally, the Julia set of a function (informally) consists of those
points whose long-time behavior under repeated iterations of the function can
change drastically under arbitrarily small perturbations.

The simplest visual representation of the Mandelbrot set is obtained if
“good”points (initial values leading to a convergent series) are denoted. A finer
version is when one calculates the number of steps to reach an absolute value
of 2 (if this is reached once, the initial value is surely “bad”) and uses the
number of iterations to create a density plot. Julia sets are constructed in
a similar way.

Fractal structures don’t have integer, but fractional dimension. Points,
lines, planes and bodies have zero, one, two and three dimensions, respectively.
The self-similar structure shown in Fig. 1.6, the Koch curve has a dimension
larger than one and smaller than two:

D =
logN
log r

=
log 4
log 3

= 1.26. (7.14)

Here r is the measure of the linear size reduction, N is the D-dimensional
measure of an object. It is length, area and volume in one, two and three
dimensions.

Fractal Art? Jackson Pollock

Jackson Pollock (1912–1956), an “abstract expressionist”, was known to de-
velop painting technique based on random processes. A website about his
work: http://www.artcyclopedia.com/artists/pollock jackson.html.
“. . . . He began painting with his canvases on the floor, and developed what
was called his drip (or his preferred term, pour) technique. He used his brushes
as implements for dripping paint, and the brush never touched the canvas. . . ”
(from http://en.wikipedia.org/wiki/Jackson Pollock).
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His patterns (not only his technique) are now considered revolutionary. A char-
acteristic artwork is shown in Fig. 7.12.

Fig. 7.12. Autumn Rhythm by Jackson Pollock.

There is recent scientific interest to see Pollock, who somehow anticipated
fractal structures. Richard Taylor, a physicist and artist, spent a decade or so
analyzing Pollock’s artworks [508, 506, 507]. Pollock’s dripped patterns were
digitized, and analyzed by the standard methods of dimension analysis, and
they were found to be fractals. The term “fractal expressionism” was coined
to discriminate these artworks from computer generated “fractal art”. As it
turned out (25 years after Pollock) that many natural forms have fractal char-
acter, Taylor assumes that while his technique was seemingly random, natural
rhythmicity also played a constructive role in creating his artworks. Pollock
“must have adopted nature’s rhythm when he painted. . . ” [506]. More pre-
cisely, at the lower range of scale the fractal character is due to his technique,
at a higher range due to his motions around the canvas (as the analysis of
a film about Pollock during painting suggested).

David Mumford, former president of the International Mathematics Union
speculated that “Zeitgeist” prescribed unintentional coincidence between dis-
coveries in art and mathematics. He believes that it should not be totally acci-
dental that the constructive role of randomness was found in mathematics and
art in the same period. Randomness could be more effective than precise plan-
ning, as the artist Jackson Pollock and the mathematician Nicholas Metropolis
(1915–1999) demonstrated. Metropolis discovered the Monte Carlo method to
make stochastic simulation in the Manhattan project. “Randomness is cool!”,
Mumford said.
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Impossible Forms

In 1982 I read a short paper in a Hungarian art magazine about Tamás T.
Farkas, a Hungarian artist, (see http://www.farkas-tamas.hu/). I was fasci-
nated by his conscious effort to understand the organization principles behind
impossible forms, and we published a paper [170] in the journal Leonardo.

The main intention of F. Farkas was to construct ‘impossible’ continuous
forms by connecting the constituent elements in a logical manner. The term
‘impossible’ refers to the fact that most of these structures are impossible
to realize in three dimensions. They may be visualized in a more-than-three-
dimensional space, however, by certain mental procedures.

Many of his figures can be seen as continuous forms with no ‘visible’ ele-
mentary constituents. They have a ‘holistic’ character, i.e., any arbitrary point
in the structure has the same importance as any other.

The continuous organization of lines in Fig. 7.13 emerges as an impossible
eight branched form. In the center, a somewhat non-regular octagon can be
seen. To interpret this figure one must realize that it is organized by eight
different lateral views.

Fig. 7.13. Continuous form organized in eight directions. The eight-branched star
is formed by continuously interacting triangles within a spatial oclagon. Eight ‘im-
possible’ triangles appear by visual analysis. The original artwork is colored. With
permission of Tamás F. Farkas.
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Science taught us that self-organizing systems can be characterized by
the interaction of rigid deterministic and random effects. Can we use this
concept also to artworks? I think we can relate self-organization to the graph-
ics presented here: a family of figures could be generated by specifying an
initial configuration and an algorithm to organize the form. Figure 7.14 ex-
hibits an example of the cooperative organization of a ‘chain of cells’ in dif-
ferent planes. Another interesting aspect of the figure is the appearance of
symmetry-breaking. “The balance between symmetry and symmetry break-
ing raises interesting questions not only in the natural sciences but also in
aesthetics . . . strict symmetry may be boring. . . ” [227].

Fig. 7.14. Nine subsystems cooperate to form a complex system. The original art-
work is colored. With permission of Tamás F. Farkas.

20 years later T. Farkas is still busy to interact with scientists to help
visualize structural complexity by the perspective of a visual artist. In a recent
paper written with György Darvas [122], who has a degree in physics and
works on symmetry research, the confinement of quarks are visualized by
artistic perspective, but based on scientific principles. Figure 7.15 illustrates
the formation of a proton from three quarks, two so-called u quarks, and a d
quark. As [122] writes:“The textitu quarks are joined to their partners next to
their to left-handed twists, and the textitd quark next to its two right-handed
twists...”. Please note, that the figures does not pretend to be a physical model.
The artists constructs new “impossible” forms, and a physicist may see some
similarities to the organization of subatomic systems.
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Fig. 7.15. Connection of quarks: from the perspective of visual art. With permission
of Tamás F. Farkas.

7.3 Noise-Induced Ordering: An Elementary
Mathematical Model

Self-organization is a vague concept in many respects, still a powerful notion of
modern science. Specifically and counter-intuitively, noise proved to have ben-
eficial (sometimes indispensable) role in constructing macroscopically ordered
structures. A specific example showed how noise (actually in this example
white noise) might play constructive role to enhance the functional dynam-
ics of a system. So, from the world of art jump back to chemical kinetics.
The role of external white noise in a mass action kinetic model was clearly
demonstrated by Arnold et al. [23]. Let us consider the reaction network

X
k1−−⇀↽−−
k2

Y A + X + Y l1−→ 2Y + A B + X + Y l2−→ 2X + B. (7.15)

A and B are external,X and Y are internal components. Since the reaction
is mass-conserving, the system can move under the constraint C1(t)+C2(t) =
N = const. for all t, where C1(t) and C2(t) are the quantities of X and Y at
time t. Introducing X(t) ≡ (1/N)C1(t), and

α ≡ k2

k1 + k2
and β̃ ≡ (l2B − l1A)/N

k1 + k2
(7.16)

and making the special choice k1 = k2; the deterministic model is

dx(t)
dt

= f(x(t)) = h(x) + β̄g(x) =
1
2
− x+ β̃x(1− x). (7.17)
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For the stationary case

−β̃x2
s + (β̃ − 1)xs +

1
2

= 0 (7.18)

holds. The xs versus β̃ function is illustrated in Fig. 7.16.

It can be shown that xs ≥ 0 is stable, i.e., the deterministic model of the
system can be characterized by one, stable stationary point.

Fig. 7.16. No instability is displayed in the deterministic model.

Assuming that A and B are rapidly fluctuating quantities, the idealization
of white noise can be adopted, and β̃ parameter is substituted by a β station-
ary stochastic process, in particular Gaussian white noise with expectation 0
and variance σ2. For the associated stochastic process Xt the following Ito
stochastic differential equation can be derived:

dXt = {1
2
−Xt + βXt(1−Xt)}dt+ σXt(1− xt)dWt. (7.19)

The fluctuation is state-dependent, i.e., the noise is multiplicative. Equa-
tion (7.19) can be associated with the Fokker-Planck equation:

∂tg(x, t) = −∂x{12 −x+βx(1−x)} g(x, t)+
1
2
σ2∂xxx

2(1−x)2g(x, t). (7.20)

Under the boundary condition, referring to g as a probability density func-
tion, the stationary probability density function is

gs(s) = N [
1

1(1− x) ] exp
{ 2
σ2

(− 1
2x(1− x) − β ln[

1− x
x

])
}
. (7.21)

The extrema xm of gs(x) can be calculated from the relation

f(xm)− σ2g(xm)
dg(xm)

dx
= 0. (7.22)
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We get

1
2
− xm + βxm(1− xm)− σ2xm(1− xm)(1− 2xm) = 0. (7.23)

This is a third-order equation for xm, and it might occur that it has three
positive roots. For the special case β = 0 (7.23) yields

xm =
1
2

and x± =
1±√

1− 2/σ2

2
. (7.24)

For σ = 2 xm is a triple root. The situations for σ2 < 2 and σ2 > 2 are given
in Fig. 7.17.

Figure 7.17 illustrates that transition may occur which has no deterministic
counterpart.

Fig. 7.17. Extrema of the probability density function as a function of β and for
three values of the variance.

The interpretation is that noise has a constructive role in increasing com-
plexity.

7.4 Networks Everywhere: Between Order and
Randomness

7.4.1 Statistical Approach to Large Networks

The structural, functional or other relationship among the parts of a complex
system can be well represented by a graph (or network). This representation is
almost universal, it can be applied to such diverse systems as neural networks
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of the brain, food webs and ecosystems, electric power networks, systems
of social connections, the global financial network, the world-wide web, etc.
Interestingly enough the network representation is also universal in another
sense: the graphs representing these very different systems are quite similar
in some important respects. (So these systems are not that very different
after all.) For example since the famous social psychological experiment of
Stanley Milgram, it is known that from a certain point of view we live in a
“small world”. This simply means that in the majority of the systems taking
only a small number of steps is enough to get anywhere, from anywhere. The
friends of the friends of the friends of the friends of my friends is the total
population of the planet. As it turns out, small world networks are somewhere
halfway between randomness and deterministic structure.

Deterministic graphs were extensively studied by mathematicians inter-
ested in graph theory. The other extreme, random graphs were first studied
by Erdős and Rényi in the late fifties [156, 157]. In one version of their random
graph models one begins with N isolated nodes and connects every pair of
nodes with a probability p. The edge distribution P (k) equal to the probability
of a node having k links is peaked around the mean value. Thus, every node
is more or less the same as every other node, unlike many real social systems
where entities have a large variation in their degree of connection with other
entities. Also, random graphs are equally sparse everywhere, we cannot find
any structures in them; they are random after all. It is not a big surprise that
real networks are different: they have structure.

In the first approximation, they are quite clustered and far from being
equally sparse: the friends of my friends are very often also friends of mine. So
a minimal model of real networks should (1) show short characteristic path,
just like random graphs do and (2) have high clustering. Watts and Strogatz
constructed such a model [551, 550], and as usual the model was surprisingly
simple: start with a regular lattice of vertices and rewire some edges randomly.
The clustering of the lattice is high and it is not really affected by the random
edges; these random shortcuts however make it possible to reach every node
from every other node quickly in the couple of steps. Mathematically speaking,
the probability that two adjacent vertices of a vertex are connected is quite
high and independent of the total number of vertices (N); and the average
shortest path length of the graph grows only as the logarithm of the number
of vertices.

The small-world model aims to explain two properties found in real net-
works, the short average path length and the high clustering; it fails however
to explain another universal network property: the extremely high variance of
node degree. The degree of a node is simply the number of nodes connected to
it and this is about the same for each vertex in an Erdős-Rényi type random
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graph: everybody is equal. The real world, however, is different: some ver-
tices have very many connections, others many, few or none at all. Television
reporters may have possibly tens of thousands of acquaintances, nerds only
a couple of tens, with everybody else in between. If the Reader is familiar
with Chapter 6 then this is not a very big surprise: real networks tend to have
a power-law degree distribution. These networks are often called scale-free,
as they have no characteristic scale for node degree: every kind of nodes are
present, there is no such thing as ‘typical node’.

The Barabási-Albert (BA) [5, 43] preferential attachment model offers
a simple algorithm to generate scale free behavior. It was discussed in
Sect. 6.3.2 in connection with generating edge distribution of networks de-
scribed by power law.

An excellent annotated collection of papers on the structure and dynam-
ics of networks was edited by three leading researchers of the fields (Mark
Newman, László-Albert Barabási and Duncan Watts) [382].

7.4.2 Networks in Cell Biology

Network theory is contributing very much to understand the cells functional
organization. Random Boolean networks were reviewed in Sect. 4.3.4. From
retrospect, an obvious extension is to deviate from the assumption that each
node (actually gene) is connected to the same number of other nodes.

Specifically, in protein interaction graphs (Fig. 7.18), the nodes are pro-
teins, and two nodes are connected by a non-directed edge if the two proteins
bind.

Protein interaction networks have a giant connected component and the
distances on this component are close to the small-world limit given by ran-
dom graphs. It turned out that the degree distribution of protein interaction
networks (say, for yeast) is approximately scale-free (as it was found for the
world wide web and the Internet by Laszlo Albert Barabasi and his cowork-
ers and Faloutsos, Faloutsos and Faloutsos [169]), and these findings started
a boom in network theory. The Reader of this book certainly knows [43].

A metabolic network is a directed and weighted tri-partite graph, whose
three types of nodes are metabolites, reactions and enzymes, and two types
of edges represent mass flow and catalytic regulation; see Fig. 7.19.
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Fig. 7.18. Map of protein–protein interactions in yeast. Each point represents a dif-
ferent protein and each line indicates that the two proteins are capable of binding to
one another. Only the largest cluster, which contains 78% of all proteins, is shown.
In the original, colored version of the figure the color of a node signifies the pheno-
typic effect of removing the corresponding protein. (In the original figure color code
was applied: red, lethal; green, non-lethal; orange, slow growth; yellow, unknown).
Adapted from [257].

Mass flow edges connect reactants to reactions and reactions to products,
and are marked by the stoichiometric coefficients of the metabolites. Enzymes
catalyzing the reactions are represented as connected by regulatory edges to
the nodes signifying the reaction.

Metabolic network representations indicate an approximately scale-free
metabolite degree distribution.

The topological organization of cellular networks serves a lot of informa-
tion about its function. Cellular networks are not communication networks
designed for information processing and propagation. What important is the
dynamics of the network prescribed by the equations of chemical kinetics. To
each node a scalar xi(t) can be assigned, which represents its expression or
activation level, and the edges denotes the influence (activation or inhibition)
between nodes. The relationship between the topology of the network and
qualitative dynamic behavior of the system resembles the problem of reaction
kinetics related to the zero-deficiency theorem shown in Sect. 4.2.
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Fig. 7.19. Three possible representations of a reaction network with three enzyme-
catalyzed reactions and four reactants. The most detailed picture, (a) includes three
types of node: reactants (circles), reactions (ellipses) and enzymes (squares) and two
types of edge corresponding to mass flow (solid lines) or catalysis (dashed lines).
The edges are marked by stoichiometric coefficients of the reactants. (b) In the
metabolite network all reactants that participate in the same reaction are connected,
thus the network is composed of a set of completely connected subgraphs (triangles
in this case). (c) In the reaction network two reactions are connected if they share
a reactant. A similar graph can be constructed for the enzymes as well. Figure
redrawn from [4].

7.4.3 Epidemics on Networks

In Sect. 4.4.2 we discussed some possibilities for modeling epidemics via dy-
namical systems. In the typical scenario, the total population was divided into
a number of classes and then the equations defined how individuals can move
from one class to another. In the SIR model there are three such classes: sus-
ceptibles, infectives and recovered people (or removed people if you like) and
the equations are defined as

Ṡ = −rSI, (7.25)

İ = rSI − γI, (7.26)

Ṙ = γI. (7.27)

These kinds of models are based on the fully mixed assumption: the probabil-
ity that two individuals encounter is the same for everyone. This is however
not a very realistic assumption for most diseases, e.g., in a disease attacking
humans the encounters are usually constrained by the contact network, phys-
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ical interaction is needed to transmit it. In mathematical terms this means
that the SIR model should be extended to networks.

However simple this generalization might look, the resulting system is far
more complicated to study than the simple fully mixed counterpart. One way
to tackle it is to relate it to the bond percolation problem, a long studied
area of physics. The simple bond percolation problem is as follows: given
a network structure, what is the probability that a giant cluster is formed if
we keep/remove the edges with uniform probability. A giant cluster is defined
to be an infinite cluster in the infinite network limit. It can be shown that
bond percolation is equivalent to a class of SIR-style problems on networks
[216].

The major finding of the SIR model was the epidemic threshold, the fact
if the ratio of r and γ is below a limit, then there is not outbreak in the
system. It is thus a natural question whether there is such a threshold in the
more realistic network-based model. The answer is not easy however, as it
clearly depends on the structure of the network. One way to progress is to
fix structural properties of the network and by this create a class of networks
and then study this class.

The first finding was made for the class of networks with scale-free degree-
distributions [400]. As we pointed out earlier, these networks can be commonly
found among contact networks, see e.g., [317]. The sad result is that in these
networks the epidemic threshold is zero, i.e., the disease always spreads. We
need to mention the work by Callaway and his coworkers as well, they gave
a formula for the epidemic threshold for networks with an arbitrary degree
sequence (this class of networks is also called the configuration model) [89].

This result was later elaborated, and it turned out that if we also consider
other network properties, like the correlation between the degrees of adjacent
vertices [65] or network transitivity, [145] the threshold might reappear in SIR
and also in SIS models. The epidemic threshold reappears if the network is
embedded in a low-dimensional space, i.e., if we consider spatial coordinates
as well [450, 549].

In addition to the references cited so far, Sect. VIII in [380] gives an ex-
cellent summary on epidemics spreading and other processes taking place on
networks.1

1 While deterministic models were mentioned here, stochastic models are also rel-
evant. A recent stochastic model [421] for the spread of a sexually transmitted
disease showed that while the number of infected people growths exponentially,
the tree-graph of the infection tends to power law distribution.
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7.4.4 Citation and Collaboration Networks in Science
and Technology

Scientific Collaboration Networks

Erdős Number Project

I think, the majority of the Readers knows the story. Paul Erdős (1913–1996)
was a legendary, very prolific mathematician, who spent his life by traveling
from one mathematician to another, posed and solved problems, and traveled
to another place. Erdős was the author of about 1500 papers, written with
more than 500 mathematicians. For Erdős, mathematics was a social activity,
and actually there is huge collaboration graph around him. The term Erdős-
number was coined for the distance to Erdős in his collaboration network.
Erdős himself has Erdős-number 0. His more than 500 coworkers have Erdős-
number 1. Those, who did not collaborate with Erdős, but collaborated with
Erdős’s coworkers, have Erdős-number 2. There is an excellent website about
the Erdős-number project, maintained by Jerry Grossman, a mathematician
at Oakland University, Michigan: http://www.oakland.edu/enp/index.html.

The actual data of the Erdős-numbers on November 14th 2006 is seen in
Table 7.1.

Table 7.1. The distribution of finite Erdős numbers

Erdős number 0 — 1 person
Erdős number 1 — 504 people
Erdős number 2 — 6593 people
Erdős number 3 — 33605 people
Erdős number 4 — 83642 people
Erdős number 5 — 87760 people
Erdős number 6 — 40014 people
Erdős number 7 — 11591 people
Erdős number 8 — 3146 people
Erdős number 9 — 819 people
Erdős number 10 — 244 people
Erdős number 11 — 68 people
Erdős number 12 — 23 people
Erdős number 13 — 5 people

The collaboration graphs of the mathematicians, of course is changing in
time, and its evolution was analyzed by Grossman [223]. There are about
400.000 mathematicians in the databank of the Mathematical Reviews. Con-
sidering a collaborative graph, where the authors are the nodes, and edges
exist if people (nodes) have common papers, we see that almost 70% of the
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268, 000 people have finite Erdős-number (an infinite Erdős-number means
that there is no path from the author to Erdős), 50, 000 mathematicians are
who have papers with co-workers, and infinite Erdős-number, and still a sig-
nificant number of mathematicians (84, 000) published without collaboration.
The collaboration graph was analyzed by graph-theoretical methods. The clus-
tering coefficient was found to be 0.14 (i.e., high compared to random graphs).
Average path length is eight, well, eight (and not six) degrees of separation. In
any case, the collaboration graph has a “small world” character, with a large
“Erdős component”. Interestingly, those authors who belong to the “Erdős
component”, have 4.73 average degree (collaborators), while those, who col-
laborated, but don’t belong to the “Erdős component”, have 1.65 only (so they
collaborated with one or two persons on the average).

Bridges to connect mathematicians to neurobiologists, economists
and even to philosophers?

János (John) Szentágothai (JSz), one of the most distinguished neu-
roanatomist of the XX. century, has an Erdős number 2, since he has
a common paper with Alfred Rényi published in 1956 [427] (actually
about the probability of synaptic transmission in Clarke columns). It
seems to be a plausible hypothesis that JSz is the bridge to connect the
community of mathematicians to neurobiologists and even to philoso-
phers. JSz has a common book [140] with two other scientific nobilities,
Nobel prize winner neurophysiologist Sir John Eccles , and with Masao
Ito. In this case, JSz should be a bridge between two separated com-
munities. It is interesting to note, that JSz himself was thinking on
the graph of the network of the cerebral cortex, in terms of what it
is called today “small world”. JSz hinted that the organization of the
cortical network should be intermediate between random and regular
structures [497, 500]. He estimated that “any neuron of the neocortex
with any other over chains of not more than five neurons of average”
([22], p. 222). Eccles has a book with Karl Popper [412], so there is
a direct math–neurobiology–philosophy chain.

Another non-mathematician with Erdős number 2 via Rényi is An-
drás Bródy, a Hungarian economist. They also published a paper in
the same memorable year, in 1956 [426]. (It was about the problem of
regulation of prices). So, another question is induced. Since most likely
all people with number 1 are mathematicians, it would be interesting
to know, how many non-mathematicians have Erdős number 2, and
how any other scientific communities are involved in the collaboration
graph?
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The collaboration graph of the mathematicians is a good, and well-
documented example of social networks. Co-authorship networks were ana-
lyzed in a number of papers. First, some studies are static in the sense that
the only the actual structure of the networks are analyzed, but not their time
evolution. Such studies were done by Newman [377, 378, 379] who analyzed
networks from biomedical research, computer science and physics. He showed
that these networks are small-worlds: their diameter is small and their cluster-
ing coefficient is large; they have a giant connected component which included
most of the nodes.

Second, other studies focus on the time evolution of the structural prop-
erties. Newman [376] studied the Los Alamos E-print archive and the Med-
line database and found that the networks grow according to the preferen-
tial attachment principle. Similar conclusions were drawn by Jeong and his
co-workers [258] by studying several networks, including the actor collabo-
ration network and a neuroscience co-authorship network. Barabási and his
colleagues [44] found that the average separation and the clustering coeffi-
cient decreases while the average degree and the relative size of the largest
cluster increases in time in the coauthorship networks of mathematicians and
neuroscientists.

Now we turn from scientific collaboration to analyze networks of patent
citations.

Patent Citation Networks

Innovation plays a key role in economic development and the patent system is
intended (and required by the United States Constitution) to promote inno-
vation. The patent system promotes innovation by giving inventors the power
to exclude others from using their inventions during the patent term. The
power to exclude is a double-edged sword, however, because it benefits the
original inventor, but imposes costs on later innovators seeking to build on
past inventions. Thus, the proper design of the patent system is an important
matter – and a matter of considerable current debate, e.g., [256, 106, 350]. Ad-
vances in computer technology and the availability of large patent databases
have recently made it possible to study aspects of the patent system quantita-
tively. Since patents and the citations between them can be seen as a growing
network, techniques from network theory [5, 380] can usefully be applied to
analyze the patent citation networks .

In a cooperation with Katherine Strandburg, (who is a law professor with
a PhD in physics), we elaborated in Budapest and Kalamazoo with Gábor
Csárdi and Jan Tobochnik a network theoretical approach to the patent sys-
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tem, and set a kinetic model for the patent citation network growth [118]. (As
usually, Gábor, who is graduate student at the moment of the writing of this
sentence, and hopefully Dr. Csárdi, when you read it, made the lion share of
the work under the supervision of three professors.)

Patentological Background

An application for a U.S. Patent is filed in the U.S. Patent and Trademark
Office (USPTO). A patent examiner at the USPTO determines whether to
grant a patent based on a number of criteria, most important of which for
present purposes are the requirements of novelty and non-obviousness with
respect to existing technology. Once a patent is issued by the USPTO, it is
assigned a unique patent identification number. These numbers are sequential
in the order in which the patents were granted.

Novelty and non-obviousness are evaluated by comparing the claimed in-
vention to statutorily defined categories of“prior art”, consisting in most cases
primarily of prior patents. Patents are legally effective only for a limited term
(currently 20 years from the date of application), but remain effective as“prior
art” indefinitely. Inventors are required to provide citations to known refer-
ences that are “material” to patentability, but are not required to search for
relevant references (though they or their patent attorneys often do so). Dur-
ing consideration of the application, patent examiners search for additional
relevant references.

Patent citations include potential prior art that was considered by the ex-
aminer. They thus reflect the judgment of patentees, their attorneys, and the
USPTO patent examiners as to the prior patents that are most closely related
to the invention claimed in an application. Patent citations thus provide, to
some approximation, a “map” of the technical relationships between patents
in the U.S. patent system. This “map” can be represented by a directed net-
work, where the nodes are the patents and the directed edges the citations.
Our research used a statistical physics approach inspired by studies of other
complex networks to attempt to gain insight from this “map”.

The analysis became possible by the existence of the extensive database
of citations made available through the work of economists Hall, Jaffe, and
Trajtenberg [231]. It is available on-line at http://www.nber.org/patents/. The
database contains data from over 6 million patents granted between 13 July
1836 and 31 December 1999 but only reflects the citations made by patents
after 1 January 1975: more than 2 million patents and over 16 million citations.
Citations made by earlier patents are also available from the Patent Office,
but not in an electronic format.
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Modeling Framework: States and Kinetics

How to define a mathematical model framework for describing the temporal
evolution of the patent network?

1. State variables. The first, obviously somewhat arbitrary step is to decide
about the state variables. In our model, each patent is described by two
variables:

a) k, the number of citations it has received up to the current time step
and

b) l, the age of the patent, which is simply the difference between the
current time step (as measured in patent numbers) and the patent
number. Because a given patent may cite more than one other patent,
several citations may be made in one time step.

These two variables define what we call the “attractiveness” of a patent,
A(k, l), which determines the likelihood that the patent will be cited when
the next citation is made.

2. Temporal change. The evolution of the network is modeled by a dis-
crete time, discrete space stochastic dynamic system. Time is measured
in patent number units, so that each “time step” represents the citations
made by a single patent.

In every time step the probability that an older patent will be cited is
proportional to the older patent’s attractiveness multiplied by the number
of citations made in that time step. We found that this simple model gives
a very good approximation of the observed kinetics of the growth of the patent
citation network.

More formally, the state of the system is described by ki(t) and li(t),
(1 < i < N), where N is the patent number of the last patent studied and ki(t)
and li(t) are the in-degree and age, respectively, of patent i at the beginning
of time step t. The attractiveness of any node with in-degree k and age l is
denoted by A(k, l). A(k, l) is defined such that the probability that node i will
be cited by a given citation e in time step t is given by

P [e cites node i] =
A(ki(t), li(t))

S(t)
, (7.28)

where S(t) is the total attractiveness of the system at time step t:

S(t) =
t∑

j=1

A(kj(t), lj(t)). (7.29)
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The total probability that node i will be cited in time step t is thus
E(t)A(ki(t), li(t))/S(t), where E(t) is the number of citations made by patent
t. A(k, l) and S(t) are defined up to an arbitrary normalization parameter. To
normalize, we arbitrarily define A(0, 1) = 1. With this normalization, S(t) is
the inverse probability that a “new” node, with k = 0 and l = 1, will be cited
by a given citation during the next time step.

The A(k, l) function determines the evolution of the network. It describes
the average citation preferences of the citing patents (the inventors and patent
examiners in reality). In this study, we measured and analyzed A(k, l) for the
United States patent system during the time period covered by our data.
We find first that the parametrization by k and l consistently describes the
average kinetics of the patent citation network. Of course, underlying patent
citations are patentee and patent examiner evaluations of the significance of
the cited patent and the technological relationship between the citing and
cited patents that our probabilistic approach cannot capture. The way in
which these “microscopic dynamics” are translated into the average behavior
that we observe remains an open question.

Estimating the Attractiveness Function: An Algorithm

Let us assume that edges are added to the system one after another in a fixed
order; if two edges are added in the same time step (i.e.” by the same citing
patent), their order is fixed arbitrarily for the measurement. Let e be an edge
and let ce(k, l) be indicator random variables, one for each (e, k, l) triple,
(1 < e < Etot, k ≥ 0, l > 0), where Etot is the total number of edges in the
system. ce(k, l) is one if and only if edge e cites a (k, l) node (i.e.” a node
having in-degree k and age l) and zero otherwise. The probability that edge
e cites a (k, l) node, i.e.” that ce(k, l) is one, is thus given by

P [ce(k, l) = 1] =
N(t(e), k, l)A(k, l)

S(t(e))
, (7.30)

where t(e) is the time step during which edge e is added, S(t(e)) is the total
attractiveness of the system right before adding edge e, and N(t(e), k, l) is
the number of (k, l) nodes in the network right before adding edge e. We thus
have a formula for A(k, l):

A(k, l) =
P [ce(k, l) = 1]S(t(e))

N(t(e), k, l)
. (7.31)

In (7.31) it is easy to determine N((t(e), k, l) for any (e, k, l), but S(t(e))
is unknown. Moreover, we have only a single experiment for ce(k, l) which is
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not enough to approximate P [ce(k, l) = 1] properly. To proceed further, let us
define a new set of random variables, each of which is a simple transformation
of the corresponding ce(k, l) variable:

Ae(k, l) =
ce(k, l)S(t(e))
N(t(e), k, l)

, if N(t(e), k, l) > 0. (7.32)

If N(t(e), k, l) = 0 then Ae(k, l) is not defined. It is easy to see that the
expected value of any Ae(k, l) variable (if defined) is A(k, l); thus we can
approximate A(k, l) by

Ā(k, l) =
1

E(k, l)

|Etot|∑
e=1

c̄e(k, l)S(t(e))
N(t(e), k, l)

. (7.33)

Here E(k, l) is the number of edges for which N((t(e), k, l)) > 0 for any t(e),
and c̄e(k, l) is the realization of ce(k, l) in the network being studied.

To calculate this approximation for A(k, l) we need to determine S(t(e)),
which itself is defined in terms of A(k, l). To determine A(k, l) and S(t(e))
self-consistently, we use the following iterative approach:

1. First we assume that S0(t) is constant, and use (7.33) to compute A0(k, l),
normalizing the values such that A0(0, 1) = 1.

2. Then we calculate S1(t) for each t based on A0(k, l) and use this to de-
termine A1(k, l).

3. We repeat this procedure until the difference between Sn(t) and Sn+1(t)
is smaller than a given small ε for all t.

Results

1. The A(k, l) attractiveness function has two variables, so Fig. 7.20 and
Fig. 7.21 show the one-dimensional projections of the A(k, l) function. In-
terestingly, it seems to be a good approximation that A(k, l) can be factorized
as

A(k, l) = Ak(k) ·Al(l). (7.34)

A. Age-dependence

The measured Al(l) function for the patent citation network has two ma-
jor features – a peak at approximately 200,000 patent numbers and a slowly
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decaying tail. Time is measured with patent numbers, and of course, 200,000
patent measures different time epoch on the time axis, since the rate of patent-
ing is increasing rapidly. E.g., in 1998–1999, 200,000 patent numbers corre-
sponded to about 15 months. We did not want to over-interpret the results,
but it says that the maximal probability of the age of the cited patents is 15
months around 1999.2

The tail is best described by a power-law decay: Al(l) ∼ l−β with β ≈ 1.6.
The observation of this power law decay is an important result. It indicates
that while typical citations are relatively short-term, there are a significant
number of citations that occur after very long delays. Very old patents are
cited, suggesting that the temporal reach of some innovations, which perhaps
can be described roughly as “pioneer”, is very long indeed. Moreover, because
Al(l) is approximately independent of k – i.e.” approximately the same power
law decay is observed even for small k – the power law tail of Al(l) demon-
strates that there is a significant possibility that patents that have gone virtu-
ally un-cited for long periods of time will re-emerge to collect citations. This
slow power law decay of Al(l) thus suggests the unpredictability of innovative
progress.

B. In-degree dependence

The measured Ak(k) function increases monotonically with k, as Fig. 7.21
suggests. Higher in-degree always means higher attractiveness. Because the
citation probability is proportional to the attractiveness, this means that the
well-known preferential attachment, or the “rich get richer” effect is at work
here – the more citations a patent has received, the more likely it is to receive
another. The functional form of Ak(k) is a power law over the entire range of
k values. Ak(k) ∼ kα +a, where α = 1.2014±0.0059 and a = 1.0235±0.0313.

C. The attractiveness function: what does it tell us about the development?

The measurement procedure resulted in the form of the attractiveness
functions, as:

A(k, l) = (kα + a) · l−β. (7.35)

The attractiveness functions is not only a variable, which characterizes the
actual state of the system, but it has the character of a transition probabil-
ity, which determines (of course, in stochastic sense) the development of the
network. Since there are only very few networks, where the dynamics is well
documented, patent citation networks seem to be very particular even from
methodological point of view.

2 Please note that the function is not symmetric, so the expected duration should
not be the same.
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Fig. 7.20. The measured attractiveness A(k, l) as a function of age l for various
fixed values of in-degree, k. The bottom figure shows only the decreasing tail on
log–log scales.

Fig. 7.21. The measured attractiveness A(k, l) as a function of in-degree, k, for
various fixed values of age, l.
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We see that the preferential attachment rule works while the aging effects
are also taken into account, and the fact that α > 1 tends to the direction,
which might loosely be called “stratification” – more and more nodes with
very few citations and less and less nodes with many citations.

2. Rule change and its effects on the dynamics

Thus far, we have assumed a time-independent A(k, l), which is reason-
ably consistent with our observations. This mathematical assumption mate-
rializes the patentological assumption that the rules of the patent system are
unchanged, so the significant increase in the number of US patents granted
(which is documented in [256, 230]) is due to acceleration of technological de-
velopment. [256] suggested that there is a change in the level of rigorousness of
the patent examinations however and we know that patent law also changed.

Lerner and Jaffe describe the recent history of the patent system, in
which patents were both more easily obtained and potently enforced.
They believe that the patent review process of the U.S. Patent and
Trademark office should be more rigorous and that the playing field
between litigants should be more level. The protection for true inno-
vators created by a workable patent system is vital to technological
change and economic growth, they write.

To analyze the eventual time-dependence of the attractiveness function
(i.e., the time dependence of the rule which prescribes the temporal evolu-
tion) we measured the parameters of the system as functions of time. To
perform the fits, we averaged over a 500,000-patent sliding time window and
calculated the parameters after every 100,000 patents. The measured α pa-
rameters are plotted in Fig. 7.22. There is a significant variation over time.
The time dependence of the important β parameter was also explored, but no
significant time dependence was observed to within the statistical errors.

The plot for the α parameter shows that there are two regimes. In the first
regime, prior to about 1991, α is decreasing slightly with time, while in the
second, starting around 1993, there is a significant increase.

We found that there has been a change in the underlying growth kinet-
ics since approximately 1993. Since that time, preferential attachment in the
patent system has become increasingly strong, indicating that patents are
more and more stratified, with fewer and fewer of the patents receiving more
and more of the citations. A few very important, perhaps “pioneer”, patents
seem to dominate the citations. This trend may be consistent with fears of
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Fig. 7.22. The measured value of α as a function of time, measured as described
in the text. The time in years is indicated by the grey vertical lines.

an increasing patent “thicket”, in which more and more patents are issued on
minor technical advances in any given area. These technically dense patents
must be cited by patents that build upon or distinguish them directly, thus
requiring that more citations be made, but few of them will be of sufficient
significance to merit citation by any but the most closely related patents.
These observations are consistent with recent suggestions that patent quality
is decreasing as a result of insufficient standards of non-obviousness.

A Really Complex (Not Only) Network

The next chapter is about the brain, what we feel as the most complex device.
It is a network of neurons, which are complex devices at their own right. The
brain is much more, than a network, and we don’t yet understand the role of
intra- and interneuronal connections, which embodies our mind and I believe,
our soul.
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Complexity of the Brain: Structure, Function
and Dynamics

8.1 Introductory Remarks

It is often said in colloquial sense that the brain is a prototype of complex sys-
tems. A few different notions of complexity may have more formally related to
neural systems. First, structural complexity appears in the arborization of the
nerve terminals at the single neuron level, and in the complexity of the graph
structure at network level. Second, functional complexity is associated to the
set of tasks being performed by the neural system. Third, dynamic complexity
can be identified with the different attractors of dynamic processes, such as
point attractors, closed curves related to periodic orbits, and strange attrac-
tors expressing the presence of chaotic behavior. In the book with Michael
Arbib, and John Szentágothai [22] we tried to show that the understanding of
the neural organization requires the integration of structural, functional and
dynamic approaches. Structural studies investigate both the precise details of
axonal and dendritic branching patterns of single neurons, and also global neu-
ral circuits of large brain regions. Functional approaches start from behavioral
data and provide a (functional) decomposition of the system. Neurodynamic
system theory offers a conceptual and mathematical framework for formulat-
ing both structure-driven bottom-up and function-driven top-down models.

In this section we integrate the basic experimental facts and computa-
tional models about neural organization behind the complexity of the brain.
The newer results of brain theory have strong impacts on two fields of “appli-
cations”. First, there is the question whether how the new results contribute to
the better understanding of neurological and psychiatric disorders, and what
kinds of new therapeutic strategies can be offered? The answer is in the bet-
ter integration of scattered disciplines of studying brain and mind, from basic
neuroscience via clinical and pharmacological methods to psychotherapy. Sec-
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ond, there is the recurring question about the transferable knowledge from
neuroscience to computer engineering and related areas. How our knowledge
about brain structure and function can contribute to design new types of in-
telligent artificial systems (maybe even with the ability to show and process
emotions, too).

Computational models of these multi-level complex problems are the key
methods of this integration.

8.2 Windows on the Brain

8.2.1 A Few Words About the Brain–Mind Problem

It might be true that the spectacular development in the neurosciences has
widened rather than narrowed the gulf between whatever we know (or believe
to know) about the structure and functions of neural elements and centers, and
the global performance of the nervous system. This has been revealed in its
higher functions studied by a number of disciplines, such as behavioral genet-
ics, ethology, psychology (including the whole spectrum from psychophysics,
through psycholinguistics, cognitive psychology, social psychology etc., to in-
trospective psychology).

Consciousness, perception, mind, will, thoughts are notions that are be-
lieved to be in connection with brain processes. The question how mental
activities are related to neural structures and processes has been a hot and
much argued issue since the debates of ancient philosophers. Supposedly, con-
nection between behavior and the “head”was recognized by Paleolithic people
who occasionally tried to cure fellow cavemen by bilging the head.

At the end of this chapter, in Sect. 8.6.1 we shall briefly review the attempts
to“solve”the brain-mind problem. from materialistic monism to interactionist
dualism.

Cognitive neuroscience has the program to answer the philosophical ques-
tion by scientific methods, and explain cognitive phenomena by neural mech-
anisms. So it is an explicit methodological reductionist approach (which is
good). This section gives a very brief overview of experimental methods and
the segment of knowledge a specific method provides for exploring structural
and functional organization of the brain.
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8.2.2 Experimental Methods: A Brief Review

Neuroanatomy

The first fundamental step substantiating modern neuroanatomy, the study
of the structure of the nervous system was the discovery of Ramon y Cajal
in the late 1800s who, using Camillo Golgi’s silver staining methods, revealed
the structure of nerve cells [88]. He discovered that these cells remain separate
instead of merging into one another, which laid the foundation for the Neural
Doctrine. Developments in histological techniques enabled neuroanatomists
to trace nerve fibers and to discover projections from one part of the ner-
vous system to another. Later, after the appearance of electron microscopy
even finer parts, such as synapses or dendritic spines became examinable.
Other anatomical methods include the localization of different chemicals –
neurotransmitters, proteins, radioactively labeled deoxyglucose – in particu-
lar neurons.

Electrophysiology

Electrophysiologists make electrical recordings from the outside or inside of
a single cell. Using patch clamp technique the characteristics of a single ion
channel – a sort of molecular machinery in the cell membrane – can be
recorded. On higher hierarchical levels, populations of neurons are examined
using multielectrode techniques or optical imaging either in vivo or in vitro.

Brain Imaging

Different neurophysiological and brain imaging methods [87], developed to
understand the function of the nervous system, might be categorized accord-
ing to their temporal or spatial resolution, the temporal or spatial scale they
are used on, their target structure in the hierarchy of brain structures or the
quantity they measure. For example, electroencephalogram (EEG) and mag-
netoencephalogram (MEG) both offer the high temporal resolution required
to measure the activity associated with brief sensory and cognitive events but
their spatial resolution is relatively poor. The basic phenomena these tech-
niques exploit is that nerve cells in the brain produce electrical impulses for
communication which add up to generate macroscopically measurable quan-
tities. EEG offers means to record, amplify and analyze the electrical field
while in MEG measurements the magnetic field generated by electric currents
flowing in the neural tissue are registered. While EEG and MEG are charac-
terized by fine temporal but poor spatial resolution positron-emission tomog-
raphy (PET) and magnetic resonance imaging (MRI) techniques represent the
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opposite tendency. These methods are based on the fact that increased activ-
ity of nerve cells increase the metabolism of these cells. Thus PET and MRI
register signals related to metabolic processes and do not directly measure
electrical events which are thought to be the basis of information representa-
tion in the brain. In a particular visual or auditory task for example, numerous
different areas are activated in the time window specified by MRI’s temporal
resolution and consequently are seen concurrent on MRI images. On one hand
the spatial resolution of EEG is poor but due to its high temporal resolution
might reveal the temporal sequence of events, while on the other hand MRI
can be used to study spatial sequences [87]. Novel experimental techniques
use MRI or PET in various combinations with MEG or EEG completing each
other’s capabilities. fMRI became a popular, though somewhat controversial
technique to find neural structures, (“f” stands for “functional”), which might
be the anatomical substrates for certain neural functions. There is intensive
ongoing research to find reliable correlates between blood flow and electrical
neural activity.

Neuropsychological Studies

There are several famous studies, and three will be mentioned here very briefly.

Alexander Luria (1902–1977), a Soviet neuropsychologist studied a jour-
nalist, called Shereshevski, who apparently had a basically infinite memory.
He was able to memorize long mathematical formulae, speeches, poems, even
in foreign languages, etc. [323]. Shereshevski was diagnosed with synaesthesia,
which is a neurological condition, when different senses are coupled. When he
realized his ability, he performed as a mnemonist. His ability implied disorders
in his everyday life, it was difficult to him to discriminate between events that
happened minutes or years ago.

Phineas Gage suffered brain injury in consequence of an explosion in a rail-
road construction in 1848 in a small town in Vermont, and a 1 m long tamping
iron passed through his brain. The analysis suggested that his frontal lobe was
damaged, which might explain the (actually negative) changes in his person-
ality. Antonio Damasio, a neurologist, reconstructed the famous story, and
argued that mind and emotion are embodied in the brain, so Descartes, who
stated the quasi-independence of the brain and mind is wrong [121].

Most likely the most well-known patient in cognitive neuropscyhology
is HM. He suffered epilepsy probably in consequence of a bicycle accident,
and later underwent surgery in which his hippocampus has been functionally
removed. HM was studied, mostly by the now legendary neuropscyhologist
Brenda Milner. HM (80 years old now, as I write this sentence), suffered from
severe anterograde amnesia. It means that he was not able to learn new items,
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certainly not new facts or relationships between concepts. (He also had some
moderate retrograde amnesia, he was able to recall memory traces he learned
many years before the surgery, but did not remember events, which happened
several days before his surgery). A retrospective analysis is given [111], and
a story about HM’s present state and his own view on his life was written in
August 2006 [456].

Computational Methods

Using these and many other methods not to be mentioned here, neuroscientists
have acquired great amount of information about the structure and function of
the central nervous system [22]. Practically speaking, the huge extent of data
was impossible to process by conventional ways and required new ideas that
helped handling them. From the late 1950s the increasing numerical capacity
of computers were invoked. On one hand, several techniques to numerically
select significant data and analyze them were developed. Neuroinformatics,
using the term in a narrow sense, offers quantitative methods for analyzing
neuroscientific data. As it was said: “Neuroscience has far too diverse a set
of foci for any single database to capture all that is needed by researchers.
Instead, we have to understand how to build a federation of databases in
which it is easy to link data between these databases to gain answers to com-
plex problems.”[20]. On the other hand, models serve for understanding the
neural mechanism of phenomena found experimentally in the central nervous
system. With computer techniques gathering ground and turning widespread,
software packages to simulate the behavior of single neurons or even small net-
works of neurons became available, serving as a complementary technique for
non-computer scientists as well. We shall discuss the details of neural models
later in this chapter in Sect. 8.4.2. In a more broader sense neuroinformatics
deals with the organization and process of neruoscientific data integrated with
neural models.

8.3 Approaches and Organizational Principles

8.3.1 Levels

The brain is a prototype of hierarchical systems, as Fig. 8.1 shows.

More precisely, it is hierarchical dynamical system. At the molecular level
the dynamic laws can be identified with chemical kinetics, at channel level with
biophysical detailed equations for the membrane potential, and at synaptic
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Fig. 8.1. The brain is a hierarchical dynamic system.

and network levels with learning rules to describe the dynamics of synaptic
modifiability.

8.3.2 Bottom Up and top Down

In a bottom up brain theory, the emphasis tends to be on single neurons,
plastic synapses, and neural networks built from these elements. Given a set
of neurons, interconnected by excitatory and inhibitory synapses, the theory
answers the question whether, and how, and with what involvement of self-
organization or plasticity, the network is able to implement a given function.
The general method is to build dynamical network models to describe spa-
tiotemporal activity patterns and their change with synaptic modifiability to
explain development, learning, and function.

Top down brain theory is essentially functional in nature, in that it starts
with the isolation of some overall function, such as some pattern of behavior
or linguistic performance or type of perception, and seeks to explain it by
decomposing it into the interaction of a number of subsystems. What makes
this exercise brain theory as distinct from cognitive psychology (or almost all
of current connectionism) is that the choice of subsystems is biased in part
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by what we know about the function of different parts of the brain – whether
obtained by analysis of the effects of brain lesions, imaging, or neurophysiol-
ogy – so that there is some attempt to map the subsystems onto anatomical
regions.

8.3.3 Organizational Principles

General Remarks

Recognizing basic organizational principles is the unique way to give an in-
terpretation of the mechanisms underlying processes observed by all types
of measurement techniques. Motoric response to different sensory information
may vary on a broad spectrum, which means that interaction with the environ-
ment requires a sophisticated input-output relationship. Imaging techniques,
neuropharmacological and lesion experiments revealed that there is a strong
correspondence between the behavior and the activity of different brain areas,
thus establishing a structure-function relationship. However, during behav-
ioral and cognitive processes similar structure-function links can be unraveled
using techniques operating on other hierarchical levels. Thus, we can draw the
conclusion that similar hierarchical levels are present both in the structural
and functional organization of the brain like the ones of the experimental tech-
niques. Changes at the behavioral level (hearing, recalling memories, decision
making) induce changes on all levels: on the system level (brain areas, e.g.,
auditory cortex, hippocampus, prefrontal cortex), on the network level (dis-
tributed computing, integrating devices), on the neural level (computational
unit), on the synaptic level (information transfer) and on the molecular level.

A somewhat different question is how the external world is represented
by neural activity patterns. Although it is beyond the current possibilities
to give the formula for internal representation, basic governing principles can
be sketched. One characteristic organizing principle of brain functions is the
topographical representation of information. Furthermore, the self-organizing
capability of the nervous system helps in the adaptation to the environment.

Topography

Neural information processing characteristically happens in a series of stages.
For instance visual stimuli from the retina are passed to the visual cortex via
the lateral geniculate nucleus and handed over to the parietal or temporal
cortex. Although during this process sensory information may undergo dif-
ferent transformations, one thing remains unchanged: information coded by
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nearby neurons in the lower-level structure is coded by adjacent neurons in the
higher-level structure as well. This principle is called topographic order. This
topographic feature is well known also in the case of the somatosensory cortex
too, where parts (i.e., cheeks, lips, fingers, etc.) of the body are mapped with
relative size correlating with the number of receptors at the part in question.

There is a topographic organization in the auditory system, too. Vertebrate
hair cell systems located in the inner ear structures are frequency selective and
can be described by the place principle, i.e., each hair cell and neuron in the
cochlea is tuned to respond to a specific frequency and that frequency can be
determined based on its position in the cochlea. This theory proposes that the
brain is able to tell which frequencies are being heard based on which neurons
are firing.

Fig. 8.2. Idealized explanation of the topographical organization.
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Models of the Development of Topographic Order

There are old debates about the formation of topographic maps in the nervous
system (Fig. 8.2). In animals such as goldfish and frogs, the main visual cen-
ter is the optic tectum. Retinotectal connections generate a topographic map
which preserves visual information between subsequent layers of cells. Numer-
ous mathematical models have been established to describe the mechanism of
the formation of such ordered neural mappings.

The main issue concerns the role of the tectum in the formation of the
mapping. There are two extreme hypotheses. The first assumes that chemical
marker molecules mediate the target guidance between the pre- and postsy-
naptic neurons, the second states the correlation between pre- and postsy-
naptic activities by some Hebbian learning rules drives the development of
connections.

Roger Sperry (1913–1994) asked whether the functional recovery after
optic-nerve transection is established by specific affinities between matching
retinal and tectal cells or by functional sorting out of largely random retinal
regrowth. He made mismatch experiments (mostly with frogs and goldfish)
by removing part of the retina, part of the tectum or parts of both. Early
experimental results at first suggested that there was a strong tendency after
a partial lesion for retinal ganglion cells to only grow back to the same tectal
cells they contacted originally. According to Sperry’s classical idea, reinforced
by Attardi and Sperry [31] there is a specific point-to-point projection be-
tween retina and tectum. The chemoaffinity hypothesis suggests that order
and orientation of the topographic map are uniquely derived from the inter-
actions between pre- and postsynaptic cells. Models belonging to this family
assume that growing axons are directed to the appropriate point by the aid
of some “guiding substance”. In the original version of the chemoaffinity hy-
pothesis, each retinal cell was labeled with a unique chemical marker, and the
complementary marker on the tectal neuron was recognized by some “molecu-
lar recognition”mechanism. Modified versions of the model used considerably
fewer markers: two molecules in orthogonal gradients in the retina and com-
plementary molecular gradients in the tectum. Newer experiments identified
potential “cell adhesion molecules” to mediate synapse formation.

The second family of hypotheses and theories designed to explain neu-
ral development, learning, and conditioning are based on the modifiability
of synapses by correlated electrical activity of presynaptic and postsynaptic
cells. Model studies suggest that topographic mappings can be generated
by activity-dependent self-organizing mechanisms described by some Hebbian
learning algorithm (see more in Sect. 8.5.3).
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We argued more than 20 years ago [160] by using a neural network model
that some environmental noise is indispensable to generate globally ordered
structures. As an excellent review [562] summarizes: “While many of the mod-
els could fit the available facts, the critical experimental findings concerning
the nature of cell-to-cell recognition at the synaptic level remain unanswered.”

As we learned from history of science, that earlier “either-or” questions
will be answered with “both” (well, occasionally with “neither-nor”). There
is a tendency to believe now that Sperry and Hebb is not oil and vinegar,
but maybe vinaigrette [100]: “Artificially polarized statements might provoke
debate within science or politics, but evolution is opportunistic.”

Mapping of the Environment: Not Only Topographic

However, topography is not an universal organizing principle. While during
navigation a map of the external world is represented in the rat brain, topog-
raphy can not be found. Although topography in an internal representation of
the environment seems to be natural, in the hippocampus, which is the possi-
ble locus of navigation, information storage is not accomplished this way: so
called place cells coding a well defined portion of the environment by increased
activity in this spot do not show topography. Place cells coding nearby loca-
tions are not necessarily neighbors, there are no synaptic connections showing
their adjacent receptive fields. A possible explanation of this caveat is that
while epithelial sensory input is derived from a closed surface (e.g., the retina
in the case of visual stimuli, or the skin in the case of tactile stimuli), the spa-
tial map has to account for an open environment, i.e., ever changing external
maps have to be represented internally. Computational studies revealed that
topographic connections are not necessary for the maintenance of spatial re-
ceptive fields if the input of place cells reflects the changes in the environment
(increasing or decreasing the distance form a landmark) as a result of motion
and not the environment itself (position of the landmark).

Self-Organization

The basic principle of neural functions is stated to be its self-organizing char-
acter [501]. The emergence of complexity by self-organizing mechanisms has
been demonstrated both on ontogenetic and phylogenetic scales. Thinking in
terms of dynamical concepts, ontogenetic development is associated with the
temporal change of state due to interaction among the state variables (when
these are considered to include the synaptic weights of our neural network),
while phylogenetic evolution can be visualized as bifurcations in a parameter
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space which characterizes a whole range of evolutionary possibilities: contin-
uous changes in the control parameters may lead to a discontinuous change
in the state space. Ontogenetic development and phylogenetic evolution are
closely related as dynamic processes [212].

According to embryological, anatomical and physiological studies the
wiring of neural networks is the result of the interplay of purely deterministic
(genetically regulated) and random (or highly complex) mechanisms. Fluc-
tuations may operate as “organizing forces” in accordance with the theory of
noise-induced transitions or stochastic resonance. Self-organizing developmen-
tal mechanisms (considered as“pattern formation by learning”) are responsible
for the formation and plastic behavior of ordered neural structures. Evolvabil-
ity, the basis of self organization poses constraints on brain dynamics. Stable
internal representation of the external world indicate the presence of attrac-
tors. Here, an attractor means one of the states of the system where the
system settles after starting from a given initial condition. Self-organization
needs these attractors to have a sufficient instability to be able to alter in
order to adapt to the environment.

8.4 Single Cells

8.4.1 Single Cells: General Remarks

Neuroanatomists had long debates about the basic structure and building
blocks of the brain. Though the “cell theory” (i.e., that the living material is
composed of a discrete unit), was stated and partially proved in the 1830s,
the general belief was that cell theory was not applicable to the brain. The
reticular hypothesis assumed that neural tissue is rather continuous. Ramon
y Cajal (1852–1934) adopted the staining technique of Camillo Golgi (1843–
1926). While his technique was able to visualize only few randomly found
cells, if a cell was stained, the very detailed branching patterns were visual-
ized. Cajal strongly stated that according to his neuron doctrine the neurons
are discrete entities, and they are the structural and functional units of the
nervous system. While Cajal and Golgi shared the Nobel prize in Physiol-
ogy or Medicine in 1906, their opinion was totally different: Golgi defended
the reticular hypothesis. The appearance of the electron microscope proved
(almost) that Cajal was right (see Fig. 8.3).

Although neurons divided by synapses are the discrete units of the nervous
system, gap junctions, or electrical synapses, between several types of neurons
provide a kind of continuous medium for signal processing. Electrical synapses
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Fig. 8.3. Main anatomical parts of a typical neuron.

(which occur more often than it was believed) penetrating the cell membrane
enable the electrical signal to be transferred to the postsynaptic cell without
mediator chemical transmitters. A further means for non-discrete signaling is
the use of non-synaptic communication via varicosities [539].

What Does a Single Cell Do?

Nerve cells are especially interesting from the physiological point of view not
only because there is a membrane potential difference between the internal and
external side of their membrane but because this difference is time-dependent
unlike in any other cell of a living organism. For weak stimuli voltage changes
decay rapidly to the resting potentials. If the stimuli are larger than a thresh-
old, the trajectory of the membrane potential makes a rapid large increase
followed by a decrease (i.e., emits an action potential or spike). This is a char-
acteristic property of the excitable systems.

Neurons might be distinguished and categorized according to their gen-
eral function: there are receptor or sensory neurons, interneurons and motor
neurons. Sensory or afferent (carrying towards the brain) neurons are special-
ized to be sensitive to a particular physical stimulation such as light, sound,
chemicals, temperature or pressure. Motor or efferent (carrying away from the
brain) neurons receive impulses from other neurons and transmit this informa-
tion to muscles or glands. Interneurons or intrinsic neurons form the largest
group in the nervous system. They form connections between themselves and
sensory neurons before transmitting the control to motor neurons.

Signal Generation, Temporal Patterns

Electrical impulses are considered to be generated at a specific site near the
soma called the axon hillock. The resultant voltage at this site determines
whether an action potential will or will not be generated and conducted along
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the axon to synapses that establish connection between neurons. When reach-
ing the synapse at the end of the axon the action potential is likely to evoke
neurotransmitter release, i.e., the emission of a certain chemical that trans-
fers the signal of the presynaptic neuron to the postsynaptic cell, where it
is converted back into an electrical signal to be summed with other similarly
received signals from other sites in dendrites and the soma. Typical dynamical
patterns, characteristic or regular spiking, fast spiking and bursting neurons
can be seen in Fig. 8.4.

Fig. 8.4. Comparison of typical firing patterns, characteristic for regular spiking
(RS), fast spiking (FS) and intrinsically bursting (IB) neurons with different exci-
tatory currents. Modified from [251].

Single cell oscillations occur in consequence of the interplay of a few cur-
rents (e.g., the low threshold calcium current) and were demonstrated first
mostly in invertebrates but later even in mammalian neurons (inferior olivary
cells, Purkinje cells, thalamocortical cells and cortical pyramidal cells) [320].

Neurons may not only show simple oscillatory behavior, but also mul-
tirhythmicity. Multirhythmicity, a dynamical systems theoretical concept,
means that the system can exhibit oscillations with more than one frequency.
The (locally stable) attractors associated with the different periodic behav-
iors coexist, and are separated. In mathematical terms the initial conditions
determine which rhythmicity is generated.
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Neuromodulators may adjust the parameter values or can play the role of
the “initial condition setter”. Serotonin and dopamine serve as neuromodula-
tors, and select among the multiple oscillatory modes of activity in e.g., the
neuron R15 in the abdominal ganglion of Aplysia.

Action Potentials Versus Bursts: Unit of Information Transfer

Action potentials or spikes are regarded as elementary packages of informa-
tion in the nervous system, although it is also suggested [319] that so called
bursts might constitute the fundamental basis of neural information process-
ing. Among others a burst seems to more reliable. If a postsynaptic cell does
not respond to a presynaptic stimulus (which is an individual, single event)
in consequence of a failure of the synaptic transmission, a burst (which is
composed of a series of events) might induce synaptic release with a higher
probability.

8.4.2 Single Cell Modeling: Deterministic
and Stochastic Framework

Deterministic Framework: Compartmental Modeling Technique

The most successful model in theoretical and computational neuroscience is
the Hodgkin–Huxley model. Sir Alan Lloyd Hodgkin (1914–1998) and Sir An-
drew Fielding Huxley were carrying out experiments to determine how action
potentials were generated in the squid’s giant axon [237]. They constructed
a mathematical model system accounting for the behavior of sodium and
potassium membrane channels that was capable to reproduce the shape of an
experimentally measured action potential:

C
dV (t)

dt
=ḡNam

3 (t, V (t)) h (t, V (t)) (ENa − V (t))+

ḡKn
4 (t, V (t)) h (t, V (t)) (EK − V (t))+ (8.1)

ḡleak(Eleak − V (t)).

Here C is the capacitance of the membrane, V (t) is the membrane potential,
dV (t)/dt is the change in membrane potential with respect to time, ḡNa and ḡK
are the maximal conductance of sodium and potassium, ENa and EK reversal
potentials for sodium and potassium, gleak is the conductance for the so called
leaky current and Eleak is the corresponding reversal potential, m, h and n
are gating variables, the key variables of the model.
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Fig. 8.5. The equivalent electrical circuit of a patch of axonal membrane.

This equation is based on the fundamental principles of electronic cir-
cuits (Fig. 8.5), i.e., Ohm’s, Faraday’s and Kirchoff’s Laws. Current flowing
through elements of this circuit is not the usual current of electrons, as it was
thought for a while, but the current of some ions. Selective permeability of
the membrane to a specific ion (chloride, sodium, potassium, etc.) is mostly
determined by channels embedded in the membrane. A channel in this model
is composed of gates that can be in an open or closed state, as described by
the m, h and n variables. A channel is in the conducting state if all of its gates
are opened. Gating variables are described by first order differential equations
following the usual form of reaction kinetics:

dx(t)
dt

= αx(V )(1 − x(t))− βx(V )x(t), (8.2)

with x being one of the above three gating variables, α and β some membrane
potential dependent rate functions. Equation (8.2) looks like as a chemical
kinetic equation. The difference is the highly nonlinear voltage-dependence of
the rate functions. These functions ensure a very fine-tuned mechanism for the
generation and control of membrane potentials: they contribute very much to
make the nervous system complicated and beautiful.

This model was formulated in the early 1950s and is still the standard of
numerical simulation of neurons and serves as a framework for other excitable
cells (as cardiac cells) as well. In 1963 Hodgkin and Huxley won the Nobel
Prize for their discovery of the physical–chemical events underlying conduction
of nerve impulses along neuronal axons.
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Stochastic Framework

It has been already mentioned in Sect. 6.1.2 that the changes in the membrane
potential can be considered approximately as a Brownian motion, and the
paper [199] opened a new channel of research.

Membrane Potential as a Brownian Particle: Continuous Time Continuous
State Space Stochastic Process (Diffusion Process)

The basic idea is that the dynamics of membrane potential of a neuron is
supposed to make a random walk due to the net effects of excitatory and
inhibitory synapses. In the original model Wiener process was assumed:

dX(t) = μ[X(t), t]dt+ σ[X(t), t]dW (t), (8.3)

T = inf
t≥t0
{t : X(t) > S(t)|X(t0) = x0}, (8.4)

g[S(t), t|x0, t0] =
∂

∂t
P{T ≤ t}. (8.5)

The Italian mathematician, Luigi Ricciardi (from Naples) spent decades with
stochastic single cell models [429]. He made the original model more realistic
by substituting the Wiener process by Ornstein-Uhlenbeck process:

A1(x) = −x
ϑ

+ μ , (8.6)

A2(x) = σ2. (8.7)

The introduction of non-stationary version of the OU model was necessary
to describe certain effects, such as burst activity, when the firing frequency is
subject to modulatory effects:

{
A1(x) = − x

ϑ + α(t)e+ β(t)i
A2(x) = αi(t)en + β(t)in (n = 2, 3, . . .) .

(8.8)

As it often happens, Wiener process is less realistic, but it has solution in
closed forms, the different versions of the OU process are more realistic, but
computationally much more difficult.
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First Passage Time Problems

When the voltage at a particular place on a neuron reaches a threshold, an
action potential (nerve impulse) is produced. Many point processes in biology
have similar origins as “first passage times”; that is, they occur when some
underlying process first reaches a critical level or threshold.

Even for simple models of the underlying process (one-dimensional stochastic
differential equations), very few analytical results are available for first pas-
sage times. Through simulation and heuristic approximation methods, several
different types of behavior have been identified. The main current research
activities are further development of approximation methods.

1. The first-passage time of Markov processes to moving barriers was solved
by Tuckwell and Wan in 1984.

Let {X(t), t ≥ 0}, X(0) = x be a temporally homogeneous diffusion process
with Ito stochastic differential

dX = α(X)dt+ β(X)dW (t), (8.9)

where{W (t), t ≥ 0} is a standard Wiener process.

The T (x, y) random variable is the first time when X hits the Y moving
barrier:

2. 20 years later the same authors determined the time to first spike in
stochastic Hodgkin-Huxley systems [526].

• Hodgkin – Huxley equation with Gaussian white noise (with σ amplitude)
approximating Poisson trains of excitatory and inhibitory post-synaptic
potentials:

Cm
dV (t)

dt
= Imembrane(t, V ) + μ+ σdW. (8.10)
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• Transition probability function p(v, x, y, z, t; v̂, x̂, ŷ, ẑ, t̂) of the
4–dimension process (V,X, Y, Z) (V – membrane potential, X –
potassium activation, Y – sodium activation, Z – sodium inactivation)
satisfies the backward Kolmogorov equation:

−∂p
∂t̂

= L̂p, (8.11)

where v̂, x̂, ŷ, ẑ, t̂ are backward variables and L̂ is a suitable differential
operator for the noisy HH equations.

3. Firing time of a model neuron in the moving barrier scheme

The displacement X(t) of a nerve cell’s electrical potential from its resting
value has been described by a diffusion approximation:

dX = (α−X)dt+ βdW (t), X(0) = x. (8.12)

• Constant threshold: not plausible → threshold declines after absolute re-
fractory period.

• Time-dependent thresholds: e.g., oscillatory [561] or exponential [554] −→
moments of first-passage (firing) times can be calculated.

• The model can be extended with jump components:

dX = α(X)dt+ β(X)dW (t) + γ(X,u)ν(dt× du). (8.13)

Stochastic Resonance and Its Role in Neural Systems

Stochastic resonance (SR) is a mechanism, where noise plays a beneficial role
in amplifying weak (often periodic) signals arriving to some nonlinear system.
SR was found both experimentally and by model studies in various neurons
and neural ensembles (such as in mechanoreceptor hair cells of the crayfish,
mammalian cutaneous mechanoreceptors, temperature receptors, etc.

Noise can enhance the neuron’s sensitivity. Consider a deterministic re-
ceptor neuron in the olfactory system devoid of random spontaneous activ-
ity; it fires an action potential when the receptor potential and consequently
the odorant concentration exceeds a certain threshold. This means that any
odorant concentration smaller than this threshold cannot be signaled to the
brain. A “stochastic neuron”, where the receptor potential presents a random
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(thermal) component added to the deterministic component that results from
odorant stimulation, however, behaves differently. The presence of noise pro-
duces a finite probability for setting “signal+noise” to exceed the threshold
value, and the cell activity may result in firing. Consequently, the neuron sen-
sitivity at low concentration is greater than without noise. Specifically, mitral
cells of the olfactory bulb may be able to show stochastic resonance, as it was
demonstrated by simulations [52], as Fig. 8.6 shows.

Fig. 8.6. The left-hand side explains that a weak, i.e., subthreshold phenomenon
will be detected by the neuron after perturbed by a noise process. The right-hand
side illustrates that the signal-to-noise ratio function shows a maximum for some
intermediate value of noise intensity.

8.5 Structure, Dynamics, Function

8.5.1 Structural Aspects

The structural basis of neural functions is the network of neurons. Neurons
are connected by excitatory and/or inhibitory synapses, and are responsible to
generate different rhythms, associated to normal and pathological functions.
They are the basis of pattern formation and pattern recognition, as well.

Hierarchy of Dynamics

Brain is prototype of hierarchical dynamical systems, as Fig. 8.1 showed. Neu-
rons connected by synapses form networks to process, (in the general case
time-dependent) inputs, as Fig. 8.7 shows.
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Fig. 8.7. Hierarchical organization of neural networks. A single neuron itself is
a complex morphological and functional device. A synapse for mediating signal by
neurochemical transmission also has a complex dynamics. A neural network process
time-dependent input to output signals.
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A rather large subset of brain models takes the form of networks of in-
tricately connected neurons in which each neuron is modeled as a single-
compartment unit whose state is characterized by a single “membrane poten-
tial”; anatomical, biophysical and neurochemical details are neglected. Such
neural network models are considered, at certain level of description, as two-
level dynamic systems (assuming that the threshold of the neuron does not
change with time; Fig. 8.8).

Fig. 8.8. Network dynamics is a double-dynamic system. Node dynamics is pre-
scribed by activity dynamics, edge dynamics is defined by an appropriate learning
rule.

Activity dynamics is often identified with the membrane potential equa-
tion, and the potential change (i.e., the form of f) is determined by the rate
of presynaptic information transfer and the spontaneous activity decay. It is
often assumed that the activity dynamics is given by the leaky integrator
model of equation. Current learning theories generally assume that memory
traces are somehow stored in the synaptic efficacies. The celebrated Hebb rule
has been given as a simple local rule for explaining synaptic strengthening
based on the conjunction between pre- and postsynaptic activity. Variations
of learning rules will be discussed in Sect. 8.5.3.
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Neurostatics

The structural analysis of neural networks developed very much, since (i) the
scattered experimental data sets became more transparent by establishing
integrated databases for connectivities, (ii) and by applying graph-theoretical
methods.

One excellent database is CoCoMac (Collations of connectivity data on
the macaque brain), which contains connectivity data of the macaque cerebral
cortex [489, 290].

In our group in Budapest Fülöp Bazsó and his graduate student Tamás
Nepusz in a collaboration with the neurobiologists László Négyessy and László
Kocsis analyzed the visual and sensorimotor cortex of the macaque monkey
by applying graph-theoretical methods. The actual neural connections of the
cortex were transformed into a graph using the following principles:

1. Since the connectivity patterns of the individual neurons were unknown,
neurons were grouped into brain areas based on anatomical considerations
and the consensus between anatomists about the basic structure of the
cortex. Every brain area became a single vertex in the graph to be studied.

2. Known connections between the areas were documented in the literature
and in several databases (e.g., CoCoMac, PubMed). These connections
were mapped to edges between the corresponding vertices of the graph.

The graph they analyzed consisted of 45 areas and 463 directed connections
between them (Fig. 8.9). (In this case, directedness means that area A can
connect to area B even if the opposite connection from area B to A does
not exist). It turned out that the diameter of the graph is relatively small (5)
compared to the number of areas involved, suggesting a small-world structure.

A shortcoming of this approach is that not all connections between areas
are known, and known connections can also differ in strength: some areas are
“wired” together more densely than others, but the actual strength is hard
to quantify. Non-existing connections in the graph model does not necessarily
mean that the two areas do not connect to each other: some of them do not,
others might do, but the two cases are hard to distinguish due to methodolog-
ical difficulties: checking the existence of some connections are hard and/or
expensive to check. No dynamics was assumed, all the inferences were drawn
from examining the statical structure of the cortex through this graph repre-
sentation.
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Fig. 8.9. The areas of the visual and somatosensory cortex of the macaque monkey
and the known connections between them - represented as a graph. Colors (nor
shown in this black-and-white version) represent clusters obtained by the Markov
clustering algorithm [530].

Bazsó, Nepusz and Négyessy showed that graph-theoretical methods are
able to discover the main structural division of the areas [373]. They weighted
the edges of the graph by their betweennesses (the betweenness of an edge
is the number of shortest paths in the graphs which include the edge being
considered), and applied well-known graph clustering methods to identify the
major structural parts. One of these methods which was particularly successful
was the Markov Clustering Method or MCL in short [530]. The MCL algo-
rithm was able to separate the visual and sensorimotor areas almost exactly,
and it correctly identified the dorsal and ventral parts of the visual cortex. It
also subdivided the sensorimotor cortex into two smaller parts. The method
pointed out two areas (namely area 46 and area VIP (ventral intraparietal
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area) which might play a central role in the integration of the visual and
tactile stimuli. This was in concordance with the prior assumptions of neu-
roanatomists, and was supported further by the calculated centrality scores
of these areas.

Graph theory also enables us to study possible paths of information pro-
cessing in the brain. Signals spread through neural connections, and the graph
model maps neural connections between areas to directed edges. A directed
path between area A and B in the graph corresponds to a possible route of
information processing. With some simplification, we can say that the shortest
paths between area A and B (where the actual length of a path is measured
by the number of edges in the path) are of particular importance: to achieve
the fastest processing speed, signals should follow these paths instead of the
larger ones. By studying the shortest paths between the primary visual area
V 1 and the remaining areas, one can draw inferences on the most probable
ways of how visual information gets to the sensorimotor cortex and how tactile
information gets to the visual areas. This latter case is particularly interesting
since it could explain how the primary visual area is able to respond to tactile
information – a phenomenon observed in people suffering in early blindness. It
turned out that all the shortest paths from the primary somatosensory cortex
(area 3a, 1 and 2) to V 1 pass through V IP and then reach V 1 via MT, V 3
and PO. This observation provides further confirmation to the assumed cen-
tral role of V IP in multimodal integration.

Columnar Organization

Experimental facts from anatomy, physiology, embryology and psychophysics
gave evidence of highly ordered structure composed of building blocks of repet-
itive structures in the vertebrate nervous system.

The use of building blocks according to the modular architectonic principle
[498] is rather common in the nervous system. Modular architecture is a basic
feature of the spinal cord, the brain stem reticular formation, the hypotha-
lamus, the subcortical relay nuclei, the cerebellar and especially the cerebral
cortex. Columnar organization of the cerebral cortex was demonstrated by
“physiological methods” first by Vernon Mountcastle in somatosensory cortex
[365] and of Hubel and Wiesel [243] on visual cortex. “Physiological methods”
here means that neuronal response properties remain relatively constant as
one moves perpendicular to the surface of the cortex.

After the anatomical demonstration of the so-called cortico-cortical columns
it was suggested by Szentágothai that the cerebral cortex might be considered
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on a large scale as a mosaic of vertical columns interconnected according to
a pattern strictly specific to the species.

The functional significance of the cortical columns is somewhat nontrivial.
The definition of the column is not clear. Some people use the expression
for a narrow vertical chain of neurons (“minicolumns”), others use large-scale
“hypercolumns”. Szentágothai stated that the width of cortical columns is
about 3− 400μm. For an excellent balanced view about the scope and limits
of the notion of neural columnar structures see [208].

8.5.2 Neural Rhythms

Neural rhythms with very different frequencies, from very slow oscillation
related to deep sleep from high frequency oscillation occur in the brain. György
Buzsáki wrote a beautiful book [85] about the topic. Here several functional
and computational aspects of neural oscillators are reviewed.

Central Pattern Generators

A central pattern generator (CPG) is a network of neurons that produce rhyth-
mic behavior in the absence of sensory input. Such phenomena as breathing,
heartbeat, walking is related to CPGs. Relatively simple invertebrate systems,
such as the crustacean stomatogastric ganglion, are capable of generating tem-
poral patterns independently of peripheral reflex loops. The network structure
and the transmitterology of this system has already been quite thoroughly
uncovered. The fundamental temporal patterns can be explained by coupled
oscillator models.

Phase Model of Two Coupled Oscillators

A mathematical technique to study the coupling effects is based on a class of
oscillatory models, when the generating mechanism is neglected, and only the
position of the oscillators are specified [116]. The actual state of a limit cycle
oscillator can phenomenologically be represented by a single scalar variable:
θi(t) specifies the position of the oscillator (i.e., its phase) around its limit
cycle at time t, so it takes values between 0 and 2π radian in each cycle. The
equation of motion is given by

θ̇i(t) = ωi, (8.14)
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where ωi is the frequency of the oscillation. The solution of (8.14) is

θi(t) = (ωit+ θi(0)) mod 2π, (8.15)

where θi(0) is the initial value of θi. The equations for two coupled oscillators
are

θ̇1(t) = ω1 + h12(θ1, θ2),

θ̇2(t) = ω2 + h21(θ2, θ1).
(8.16)

Here hij is the coupling effect of the oscillator j to oscillator i. The coupling
term is 2π periodic, since the rate of change depends on the phase of the
oscillation only. The phase lag of oscillator 2 relative to oscillator 1 is defined
as

φ(t) = θ1(t)− θ2(t). (8.17)

The combination of equations (8.16) and (8.17) leads to

φ̇ = θ̇1(t)− θ̇2(t) = (ω1 − ω2) + (h12(θ1, θ2)− h21(θ2, θ1)). (8.18)

Probably the simplest assumption for the coupling is that hij depends on the
phase lag only, and zero phase lag implies zero coupling. This situations is
called diffusive coupling. To make analytical calculations, often the coupling
is set as hij = aij sin(θj − θi), we get

φ̇ = (ω1 − ω2)− (a12 + a21) sin(φ(t)). (8.19)

A specific situation is when the time lag remains constant, i.e., φ̇ = 0, which
leads to

φ = arcsin(
ω1 − ω2

a12 + a21
). (8.20)

The value of the ratio of the frequency difference ω1−ω2 to the net coupling
strength a12 + a21 determines the number of solutions. For small net coupling
values the ratio absolute value is greater than unity.

Since the sin function takes values only between −1 and 1, there is no
solution to (8.20) in this case, so the oscillators will drift with respect to
each other. By increasing the net coupling a point can be reached, when the
absolute value of the ratio is 1, and the system exhibits phase-locked motion.
If the net coupling is positive (i.e., excitatory), then the faster oscillator leads
the phase-locked motion by a phase between 0 and 90◦. If the net coupling is
negative (i.e., inhibitory), the slower oscillator leads by a phase between 90
and 180◦.
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Synchronizing a Chain of Oscillators

Ermentrout and Kopell [167, 287] studied a model

u̇k = F (uk) +G+(uk+1, uk) +G−(uk−1, uk) (8.21)

with nearest neighbor coupling, where F (uk) specifies the free dynamics of
the kth oscillator. To provide a general analytical study, some hypotheses are
made on the coupling functions G+ and G−.

• Only phase, i.e., the angle between 0 and 2π which indicates progress
around the limit cycle of each oscillator is relevant. This is true provided
that the coupling is not so strong as to overcome the power of attraction
of the limit cycle.

• The coupling terms are replaced by their averages over each cycle. This
assumption works for the case of weak coupling only.

• Coupling is synaptic (chemical and not electric).

These assumptions reduce the equation to

Φk+1 = ωk +H+
k (Φk−1 − Φk) +H−

k (Φk−1 − Φk), (8.22)

where Φk is the phase of the kth oscillator, which has frequency ωk. H∗ are
2π-periodic functions. In consequence of the assumptions made, the coupling
terms depend on the phase differences alone. A further assumption is the
synaptic coupling hypothesis, H∗(0) 
= 0, to ensure that synchrony is not
a solution even if the oscillators are identical. To solve the equations they
work with the phase differences φk = Φk+1−Φk to get information about the
spatial patterns of phase and frequency of the ensemble.

As Kopell remarks, biologically it is more plausible to regard the chain
of oscillators as coupled to many neighbors, rather than to just the nearest
neighbors. By using a multi-coupled structure it is possible to explain that
sometimes frequency differences do not imply a phase lag. (In other words,
phase delays may emerge from a different mechanism and not require fre-
quency differences.)

In a further study, Kopell and Ermentrout [288] reduced the complex dy-
namics of neurons in the spinal cord of lamprey to a chain of oscillators with
constant amplitude and a cooperative dynamics in the phases.
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Networks of Limit Cycle Oscillators with Local and Long Range Coupling

We now consider synchronization in networks where individual oscillators are
characterized by the phase variables Φi, oscillator i is driven by a random
internal frequency ωi taken from a distribution g(ωi), and the interaction
between oscillators i and k is homogeneous (i.e., we no longer have a chain but
rather a fully connected network), and depends only on the phase difference
ΔΦik = Φi−Φk of the two oscillators. The interaction law f(ΔΦik) should be
continuous and periodic. To enable the system to synchronize itself, f(0) = 0
must be chosen (contrary to the synaptic coupling hypothesis in the lamprey
model), i.e., two synchronized oscillators (ΔΦik = 0) do not drive each other
but follow their internal driving force ωi. Note the difference from the objective
of Kopell and Ermentrout’s lamprey model where spatial patterns, such as
traveling waves, and not a synchronized state of an oscillator chain is required
to model the network behavior.

Based on the now very popular Kuramoto model [302], Ermentrout [166]
and others have studied the following equations,

d
dt
Φi = ωi −K

∑
i,k∈Ni

sin(Φi − Φk) + ξi, (8.23)

which are a generic choice for a limit cycle system. (This is a somewhat impre-
cise notation, the equation should be understood as a stochastic differential
equation.) Stochastic forces that act on the oscillator phases are described
by the white noise term ξ. Ni is the set of all oscillators that are connected
to oscillator i. Thus Ni = {i − 1, i + 1} for a one-dimensional chain of limit
cycle oscillators while Ni = {1, ..., N} for a fully connected network. A fully
connected oscillator network with dynamics (8.23) exhibits a strong tendency
to synchronize phases if the noise and the width of the distribution g(ωi) is
not too large and the global coupling parameter K is sufficiently strong [452].

A special case of (8.23) is a network where all oscillators exhibit the same
internal frequency ω. The coordinate transformation ψ = Φi − ωot reduces
(8.23) to

dΦi

dt
= − ∂H

∂Φi
+ ξi (8.24)

with the energy-like function H = −K∑
i,k∈Ni

cos(Φi − Φk).

This system with local nearest neighbor coupling in two dimensions has
been extensively studied in physics where it has been shown that phase syn-
chronization is not a robust phenomenon. Any amount of noise, no matter how
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weak, will destroy a completely synchronized network state. Such a result indi-
cates that the long range synchronization observed in the visual cortex cannot
be explained with a local connection scheme but requires long range synapses.
Indeed, long-range interconnections have been discovered in the first layer of
the visual cortex of the cat [202, 203, 201, 124].

Gait Transitions in Locomotion

At a higher phylogenetic level, the locomotion of lower vertebrates, such as
tadpole and lampreys, has been studied. Motor patterns underlying locomo-
tions are produced by a spinal circuit. Not only the neural circuitry, but also
the transmitters and the membrane properties are largely known [462]. Ani-
mal locomotion, even at more higher phylogenetic level, may be generated and
controlled by a central pattern generator. However, the total motor pattern
generator involved various feedback loops which use sensory input to adjust
the motor pattern to current circumstances. Multi-legged animals exhibit sev-
eral distinct patterns of leg movements; these basic patterns called gaits, e.g.,
walk, run, hop for humans; trot, canter, gallop for horses. Quadrupedal loco-
motion may be controlled by at least four coupled oscillators [105].

The general, model-independent properties of symmetrically coupled os-
cillators have been studied by group-theoretical methods. These oscillators
have been identified with locomotor central pattern generators. Six symmet-
rically coupled oscillators have been considered as models of CPGs in insects,
and the transitions between the gaits were modeled as symmetry-breaking bi-
furcations [103]. In particular, the relationship between the different network
structures of the symmetrically coupled oscillators and the possible rhythmic
patterns (associated to gaits) which they can generate were derived and listed.
The symmetries of quadrupedal animal gaits have also been analyzed [104].
The analysis showed that minor modification in the network structure may
imply a significant effect on the resulting gait. It is not easy to localize central
pattern generators. By making symmetry analysis of animal gaits informa-
tion about the possible network structure of CPGs can be obtained. Since
the same network may produce different rhythmic patterns depending on the
parameter values, the same locomotor central pattern generator may produce
and control very different gaits.

There is a changing view on CPGs (see e.g., [273]). First, it seems to be
evident, that though even single cells can produce in certain cases complex
temporal behavior, the coordinated and controlled patterns are emergent net-
work properties. In addition, the networks are not so rigid, or hard-wired:
chemical modulators by modifying membrane properties may produce drastic
changes in the behavior of the system, and even the network itself can be
rearranged.
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Coordination Dynamics

The practice and theory of coordination dynamics grew up from experiments
and explanations of human bimanual coordination. There were experimen-
tal data of bimanual rhythmic finger tapping and finger and wrist abduc-
tion/adduction movement observed by Scott Kelso and others [273]. When
speed is increased in an anti-phase tapping task (moving the hands anti-
symmetrically), there was often an abrupt transition to an in-phase pattern.
There was a hysteresis, however, by subsequently decreasing the speed the
system remained in the in-phase state. Starting the system from the in-phase
state no transitions emerged.

The Haken–Kelso–Bunz Model

Conceptually and technically the theory came from synergetics, and the
Haken–Kelso–Bunz model [229] was formulated. In its original form it de-
scribed bifurcations in interlimb coordination between two components. This
model considers moving limbs as coupled oscillators using the relative phase
between the oscillators as the state variable. Rhythmic coordination is de-
scribed in terms of the relative phase. An extended form of the model by
taking into account non-identical components and additive noise is given by
the equation (here I keep the original notation and usual physicist approach,
e.g., [275], i.e., the “dot” should be understood as some (here not well-defined)
stochastic differential):

Φ̇ = δω − a sinΦ− 2b sin 2Φ+
√
Qξt. (8.25)

Here δω describes the heterogeneity of the components, i.e., the difference in
the intrinsic frequencies of the two oscillators, so in the original model it was
set as zero, a and b specifies the dynamics of the coupled system, and Q is the
strength of the additive noise ξt.

The original HKB model (δω = 0 and Q = 0) was able to explain the
fundamental experimental facts (Fig. 8.10).

I was never sure whether the HKB was a constructed model based on its
mathematical properties, or it should be considered as a somewhat realistic
model. I asked Viktor Jirsa, who was Hakens’s student, and Kelso’s close
colleague. I can’t do better than to copy his (slightly edited) mail:

“In the original 1985 paper there were two considerations on the basis of
φ. First, φ must be 2π periodic, which means the φ̇ = −a sinφ − 2b sin(2φ)
equation is 2π periodic also. This constrains the r.h.s to sin and cos functions.
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Fig. 8.10. Bifurcations in the Haken–Kelso–Bunz model of bimanual coordination
from: http://dissertations.ub.rug.nl/FILES/faculties/ppsw/2004/m.h.g.verheul/c1.pdf.

Second, φ = 0 is always a fixed point, hence these will be primarily sin func-
tions or can be represented by sin functions. The next step is less rigorous and
not discussed in the HKB paper: The r.h.s of the equation can now be decom-
posed into a Fourier series and can be truncated at the first order when you
can get bistability. Such will be at sin 2φ. Though the truncation criterion is
not fully rigorous, it holds extremely well, because there are not many stable
states of φ in between zero and π. Hence it holds. Note that the equations
on the oscillator level in terms of amplitude x are non-rigorous and ad hoc
modeling.

In the attached paper [262] we present a more general derivation of a form
which is more neural and has minimal assumption: two subnetworks exist
which interact directly through a sigmoidal coupling (firing rate representa-
tion). These subnetworks capture the areas involved in motor and sensory
coordination. Those activities can be mapped linearly (through a general con-
volution) onto the finger movement. The latter has been shown experimentally
in Kelso’s Nature paper [274]. Theoretically this has been spelled out in [261].
Then for periodic movements certain predictions are obtained for the brain
activity which has been confirmed in MEG [262]. The assumptions are quite
minimal that go into this work and are all neurally based.”

While the coordination dynamics was established in the context of inter-
limb movement, gradually it has been extended to cortical structures, too
[73]. In certain situations different cortical regions may have different intrin-
sic frequencies, called “broken symmetry”. Such kinds of broken symmetry is
a critical prerequisite for metastable dynamics, which they propose is a crucial
feature of brain function.
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Metastability and Local–Global Connectivity

The notion of metastability has been offered, as an important organizational
principle of the brain in a few somewhat different contexts.

Friston [186, 187] used the terms complexity, dynamic instability and
metastability synonymously, and suggested that brain dynamics is character-
ized by a series of transients. The Fingelkurts brothers[174] also emphasize the
trade-off, better saying a sophisticated balance, between autonomous function-
ing of neural ensembles, and their coordination with others, as a key concept in
their Operational Architectonics concept. Robert Kozma and Walter Freeman
suggested the importance of the interplay between local and global interac-
tions, They applied the physicists “percolation theory” to cortical networks,
and demonstrated ‘phase transition-like’ phenomena in large-scale, random
networks. They suggest that randomness not only can be tolerated in dy-
namic systems, but it plays a constructive role [183, 296]). I like the idea
which Hans Lijenström [316] suggested by discussing the “stability-flexibility”
dilemma. He argues that the architecture having extensive excitatory connec-
tions among neural populations connected mostly by inhibitory connections
ensures robustness against both pruning (i.e., the decrease of connections),
and external and internal fluctuations.

Sporns, Tononi and Edelman [515] emphasizes that ‘functional segrega-
tion’ (i.e., autonomous operation of a functionally defined neuron population)
is necessary to extract important features from sensory inputs quickly and
reliably, while ‘functional integration’ generates coherent perceptual and cog-
nitive states allowing an organism to respond to objects and events.

“Metastability” or “relative coordination” may be an important property
of cortical structures, which expresses that brain regions are general not com-
pletely synchronized and not completely independent. This is expressed in the
phase synchrony versus phase code dichotomy.

Tsuda’s chaotic itinerancy concept is also related to metastability. More
precisely, the itinerant states in his model can be understood as an interme-
diate state between order and disorder [523]. It was also suggested [524] that
chaotic itinerancy might be a mechanism for mediating the transition between
synchronized and desynchronized states.

I think, at this moment the different approaches are not fully integrated,
but something is in the air, and my expectation is that the analysis of the
relationship among structure, function and dynamics will be emphasized much
better.
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Phase Synchrony Versus Phase Code

The finding of synchronized oscillation of multiunit activity in the visual cortex
[219, 141] has generated much discussion. It seems to be remarkable from
a functional point of view that rather remote columns oscillate in phase around
40Hz. It was suggested [115] that phase- and frequency-locked oscillations
are strongly connected to the neurobiological basis of visual awareness. The
theory was based on data from anesthetized animals, but later experiments
[300, 369, 220] found similar results in awake animals. Synchronized cortical
oscillations might be related to the neural basis of binding (coordinating, if
you wish) different features (color, contour, orientation, velocity etc.) of the
same object by forming coherently firing cells into assemblies [540] that code
uniquely for the different stimuli.

Phase difference has a role in phase coding. A specific phase code will be
mentioned in Sect. 8.5.2.

Normal and Pathological Cortical Rhythms

Table 8.1. Characterization of normal and pathological hippocampal rhythms based
on their amplitude, duration and frequency. ENO: early network oscillation. SPW:
irregular sharp wave. From [495].

Name ENO SPW θ β γ slow fast

ripple

Amplitude (mV) 17–25 3.5 1 <1 <1 <1 <1

Duration (ms) 190–750 10–120 15–50 40–120 40–120

Frequency (Hz) 0.003–0.06 0.2–5 4–12 10–25 20–80 100–140 140–200

CPGs are not the only networks to generate rhythmic patterns in the cen-
tral nervous system. From EEG studies it is known that there are some well
defined rhythmic brain activities underlying behavioral phenomena (see Ta-
ble 8.1 for a summary). For example it was observed that in the hippocampal
formation learning and the composition of memory traces are accompanied
by a series of specific oscillations. The so-called theta rhythm is character-
ized by a 1mV amplitude, 4–12 Hz frequency periodic electrical activity. It is
observed while the animal is in the REM sleep period or during walking or
while being engaged in sensory scanning or exploration. Theta activity often
co-occurs with an other well-known rhythm, the gamma oscillation character-
ized by approximately 50mV amplitude and 40-100 Hz frequency. Both are
population phenomena with correlated single cell activity. Theta activity is
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thought to be involved in time-locking cell activities, time-stamping for phase
coding, increasing the signal to noise ratio in neural circuitries, regulating cel-
lular learning. Gamma activity plays a role in the binding of perceived and
recalled attributes of aspects and events. The two activities together could be
enrolled in the formation of memory traces and in sequence recall. The mech-
anism underlying the generation of these brain activities and accordingly the
relevant neural architecture is debated: theta activity might be delivered to
the hippocampus from the septum by feed-forward inhibition or on the con-
trary might be generated intrahippocampally. Gamma activity is supposed to
be generated locally in the hippocampus but could result from mutual excita-
tion, mutual inhibition or probably from an excitatory-inhibitory loop. Recent
computational studies suggest that a likely mechanism incorporating mutual
inhibition and delays in the input of cells might simultaneously account for
the generation of both the theta and the gamma rhythms in the hippocampus.

Fig. 8.11. Different modes of brain activity and their representation in the phase
space: from stable fixed point to chaotic behavior. Upper panel : brain activity versus
time. Lower panel : behavior of trajectories in the state space.

Epilepsy is a typical example of a dynamical disease. A dynamical dis-
ease occurs in an intact physiological system yet leads to abnormal dynamics.
Epilepsy itself is characterized by the occurrence of seizures (i.e.,ictal activ-
ities). During epileptic seizures oscillatory activities emerge, which usually
propagate through several distinct brain regions. The epileptic neural activi-
ties are generally displayed in the local field potential measured by local EEG.
The epileptic activity occurs in a population of neurons when the membrane
potentials of the neurons are “abnormally” synchronized. Both experiments
and theoretical studies suggest the existence of a general synchronization
mechanism in the hippocampal CA3 region. Synaptic inhibition regulates the
spread of firing of pyramidal neurons. Inhibition may be reduced by applying
drugs to block (mostly) GABAA receptors. If inhibition falls below a critical
level, complete synchrony occurs. Rather arbitrarily, activity has been consid-
ered epileptic if more than 25% of the cells fire during 100ms. In vitro models of
epilepsy offer a means to study the cellular mechanisms of the different types
of epileptic phenomena by combined physiological and simulation methods.
Several in vitro models of seizures have been developed, including electrical
stimulation, low calcium, low magnesium and elevated potassium levels. Dy-
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namical system theory offers a conceptual and mathematical framework to
study epileptogenesis. Analytical studies based on bifurcation theory should
clarify the possible operating modes of a given neural network (Fig. 8.11). The
balance between excitation and inhibition is certainly an important control
parameter, and its change may imply transition between the regimes. Epilep-
tic activities may be considered as chaotic processes. There has been some
hope that techniques of controlling chaos may offer new therapeutic and diag-
nostic tools for controlling epileptic activities. The question whether epileptic
seizures can be predicted and controlled will be discussed in Sect. 9.3.4.

Chaos, however, may be controlled not only “from outside” the nervous
system. The brain is not nearly as chaotic as it should be given its complex
structure. One might notice that physiological parameters often avoid those
ranges of values, which lead to chaos, and may think that it is controlled
“from inside”. A potential mechanism of shifting the parameter values from
the region leading to chaos to a region leading to regular oscillation may be
synaptic modification induced transitions.

Modeling Dynamics of Population of Neurons

In Sect. 8.4.2 some modeling aspects of nerve cells were introduced. The
Reader, even without deep knowledge of computer science might be doubtful
about the necessity of such kind of detailed description of single neurons in
the simulation of large networks. Indeed, the computational time to account
for every ion channel of every neuron would be enormous. Moreover in the
study of large brain areas the information gained from every part of the com-
plex, hierarchically organized neural tissue is superfluous. Still, to enable such
studies neurons in models describing large brain areas are highly simplified.
A certain approach is the one adopted by artificial neural network models,
namely the use of oversimplified cell models quite far from biological real-
ity. Using McCulloch–Pitts-like neurons [343] complex networks can be build
and used for different pattern learning and recognition tasks. Large networks
of simple elements are also used to study activity-propagation and different
structure formation phenomena.

Another approach to describe both an average nerve cell and also the en-
semble of nerve cells is a statistical one: statistical mesoscopic methods bind
the local (microscopic) and global (macroscopic) scales by using anatomical
and physiological data derived from the observation of single nerve cells and
incorporating them as local parameters and variables into a general, global
statistical description of neural fields. (Francesco Ventriglia, a neurocybernet-
ican from Naples in a series of papers during 30+ years elaborated the kinetic
theory of neural systems [535, 536, 537]. I believe that his fundamental works
are not sufficiently appreciated.)
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The adjective “local” means point-like here, and “global” may be inter-
preted as the whole. Obviously, local descriptions may have very different
(and relative) meanings, even if we do not go below the single-cell level. (In
any case, Ventriglia’s model framework motivated us [222, 47, 52, 3, 161]. We
tried to incorporate the statistical description of large neural populations with
detailed single level description. I think, each research group has bedroom se-
crets. The story with our “population model” is ours, and I think I should
not blab it out.) Viktor Jirsa [260] gave an excellent (almost: he also did not
give credit to Ventriglia) review about the different families of neural network
and neural field models, and mostly about the relationship of architecture and
dynamics.

Dynamic Causal Modeling

While the electrophysiological results obtained by intracellular recordings have
a proper corresponding theory based on compartmental modeling technique,
data derived from the brain imaging devices lack coherent theoretical ap-
proaches. Though it became clear that the gap between conventional neural
modeling techniques and brain imaging data should be narrowed, there is
much to be done.

Dynamical causal modeling strategy offered by Karl Friston and his
coworkers is a good first step into this direction [188, 488]. There are two
underlying assumptions:

(i) There are n interacting areas, the state of each area is characterized by
a scalar variable. The state of the system is modified by these inter-regional
interactions, and by external input. The later has two effects, it modulates
the connectivity, and has direct effects on regional activities. For the model
framework and an illustrative example, see Fig. 8.12.

(ii) The neuronal state x should be converted into haemodynamic state y
to be able to use the model for fMRI. Four auxiliary variables are assumed: the
vasodilatory signal s, blood flow f , volume ν and deoxyhemoglobin content.

This is one possible model framework, and much work might be expected.
I think the model framework could be used mostly for “inverse problems”.
Inverse problems start from data (actually fMRI time series), a dynamical
model with unknown parameters is assumed, and the goal to get estimation
for the parameters, actually for the effective connectivities.

Changes in the connectivities may be pathological, schizophrenia seems to
be a “disconnection syndrome” [487] and may imply transition to pathological
attractors, see Sect. 8.5.2.
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Fig. 8.12. This system consists of three areas V1, V5 and the superior parietal
cortex (SPC). Their activity is represented by (x1, . . . , x3). Black arrows represent
connections, gray arrows represent external inputs into the system and thin dotted
arrows indicate the transformation from neural states into haemodynamic observa-
tions (thin boxes; see Fig. 8.13) for the haemodynamic forward model. Visual stimuli
drive activity in V1 which is propagated to V5 and SPC through the connections
between the areas. The V1 → V5 connection is allowed to change whenever the
visual stimuli are moving, and the SPC → V5 connection is modulated whenever
attention is directed to motion. The state equation for this particular example is
shown on the right. From [488].

Neurological and Psychiatric Disorders as Dynamical Diseases

Neurological and psychiatric disorders can be interpreted as dynamical dis-
eases. The concept emerged about ten years ago [481], and seems to be fruitful
to explain a variety of disorders. For example, the emergence of seizures was
explained by computational models to interpret transitions between the two
states of a bistable system, namely between normal and epileptic activity [134].
The prediction and control of epileptic seizures became a hot, and controversial
topic [321, 363]. It has become clear that dynamical models can predict seizure
development and the administration of drugs could be designed accordingly
providing novel therapeutic procedures for epileptic patients. Although, sta-
tistical analysis helps to predict the emergence of seizures, we still need to be
cautious regarding its potential clinical applications [248]; see also Sect. 9.3.4.
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Fig. 8.13. A haemodynamic model for fMRI.

There are many other diseases where the dynamical characteristics seem
to be relevant and the concept of “dynamical disease” can be applied. For
example, ten years ago the question has been raised whether Parkinson’s dis-
ease is a dynamical disease [138]. Along this line, more recently, a method was
suggested for detecting preclinical tremor in Parkinson’s disease [59]. It has
been shown by using nonlinear dynamical theories and calculations [58] that
patients with Parkinson’s disease had an EEG series with higher complexity
than normal persons during the performance of complicated motor tasks. The
explanatory hypothesis for this increased complexity states that additional
superfluous cortical networks are recruited due to impaired inhibition.

Depression is also thought to be a dynamical disease [366], and now it
seems to be clear that there is a correspondence between clinical and electro-
physiological dimensions [405], i.e., clinical remission and brain dynamics re-
organization. Dynamical analysis of scalp EEG data is used to address the
question whether schizophrenia originates from the reduction of functional
or effective connectivities among brain regions [370] known as ‘disconnec-
tion syndrome’. It needs more analysis to see how impairment of global
(interregional) and local (intraregional) connections contribute to the emer-
gence of schizophrenia. A functional computational model [72] suggests that
schizophrenia might be the results of massive pruning of local connections in
association cortex.
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Fig. 8.14. Changes in the connectivities may imply changes in the attractor struc-
ture. Specifically, if the number of local minima is increased, in this pathological
attractor structure never learned items could be “recalled”. This scheme may be
help to understand the dynamical framework of delusion.

Nonlinear dynamical methods gave new insights to study the neurody-
namics in Alzheimer’s disease [465, 259]. The analysis suggested that there
is a reduced complexity and level of synchronization in the EEG patterns
presumably due to impaired connectivity among different cortical regions.
Dynamically evolving processes also can be captured in studies of migraines,
i.e., the migraine aura lasts less than an hour, and precedes headache, and it
is characterized by visual and other distortions. Hallucinatory patterns have
been modeled by reaction-diffusion models leading to waves as has been ob-
served in other excitable media (for a review see [481]).

Towards a Dynamical Neuropharmacology

Hippocampal theta oscillation was found to be in connection with mood and
emotions and some associated illnesses such as stress or anxiety [184]. Modify-
ing hippocampal theta oscillation by means of proper pharmacological agents
the desired change in mood or emotions might be evoked.

The strategy is in accordance with the systems biological perspective
sketched in Sect. 4.3. The implementation of the principle shown in Fig. 4.10
is visualized in Fig. 8.15.

In a cooperation with a physiology-oriented pharmacologist Mihaly Hajos
(in the Pharmacia corporation in Kalamazoo, and after its acquisition by
Pfizer, at Groton, Conn.) a set of model was developed to study the eventual
physiological effects of drugs, which are supposed to be mood regulators [280,
282, 527, 528]. Typical experimental data are shown in Fig. 8.17.
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Fig. 8.15. Systems biological perspective to dynamical models of mood regulation.
Septohippocampal system is supposed to be associated for anxiety disorders. Anx-
iety is correlated to larger theta rhythmic activity. Control of the system could be
designed to shift the system from undesired state to a prescribed one.

A computational model was developed to realistically account for the gen-
eration of hippocampal theta oscillation in the CA1 region [226]. Five cell
populations likely to play a key role in theta activity generation are described
in the model extending the Hodgkin–Huxley formalism.

Fig. 8.16. Computational neuropharmacology – an idealized method for drug dis-
covery. See text for a description. From [281].

Briefly, we suggest the following method (see Fig. 8.16 for a graphical
explanation): First, connection between electrical brain activity and behav-
ior or mood is identified [184, 574], yielding the so called desired pattern. In
the presented case this pattern consists of firing rate and timing of firings of
all modeled cell populations as well as the local field potential measured in
the hippocampal CA1 region. Indeed, the identification of such a pattern is
a highly nontrivial task. From a behavioral point of view, a certain pattern
might correspond to multiple cognitive functions or moods. In the case of theta
rhythms, it is known that on one hand anxiolytic drugs reduce hippocampal
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theta frequency [344, 221] by impairing the subcortical control of hippocampal
theta activity, while on the other hand hippocampal theta rhythm is essential
for the animal in different memory and cognitive tasks [397, 278]. The power
of theta and alpha oscillations in humans reflect cognitive and memory per-
formance [284] in a nontrivial way. Thus, to achieve good results, the desired
pattern has to be detailed, containing all available information.

Fig. 8.17. Pharmacological control of hippocampal theta rhythm. Theta activity
can be depressed and induced by the hippocampal CA1 by GABA allosteric mod-
ulators. The positive allosteric modulator diazepam, which increase chloride con-
ductance, suppresses theta activity. Negative allosteric modulator FG-7142, which
reduces transmission of GABA-A synapses, reverses the effect of diazepam.

Second, a mathematical model is constructed, which – when its output
is interpreted – gives a modeled pattern comparable with the desired pattern.
Measures to carry out this comparison have to be set up in such a way that an
automatic parameter-space search can be performed based on the quantitative
and qualitative results of the comparison.

Last, when the modeled pattern sufficiently matches the desired pattern,
model parameters has to be read out and interpreted. In the presented case of
hippocampal theta oscillation modulation by GABAA allosteric modulators,
the important parameters were the synaptic strength between different cell
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populations. As a result of this modeling the most sensitive parameters to
modulate theta rhythms were found.

Multiscale Modeling

We offered a new combined physiological/computational approach to drug
discovery [17] by finding optimal temporal patterns. Using modeling results,
the drug screening phase of the drug discovery process can be made more
effective by narrowing the test set of possible target drugs. Besides this benefit,
more selective drugs can be designed if the modeling method is able to identify
some specific sites of drug action.

Preliminary works have been done to set a multi-scale model by integrating
compartmental neural technique and detailed kinetic description of pharmaco-
logical modulation of transmitter - receptor interaction is offered as a method
to test the electrophysiological and behavioral effects of putative drugs. Even
more, an inverse method is suggested as a method for controlling a neural sys-
tem to realize a prescribed temporal pattern. The general plan is illustrated
in Fig. 8.18.

Our working hypothesis is that

• for given putative anxiolytic drugs we can test their effects for the EEG
curve by,

• setting the kinetic scheme and a set of rate constants, (which of course
may be different for different recombinant receptors),

• simulating the drug-modulated GABA– receptor interaction,

• calculating the generated postsynaptic current,

• integrating the result into the network model of the septohippocampal
system,

• simulating the emergent global electrical activity,

• evaluating the result and to decide whether the drug tested has a desirable
effect.

For the results of some preliminary modeling and simulations see [162].
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Fig. 8.18. Integration of detailed kinetic model and network models to test drug
effects on system physiology and mood.

The general method we offer to test and design drugs is new, and now
we have the conceptual framework to make significant progress. I believe that
dynamical systems theory and computational neuroscience integrated with the
well established, conventional molecular and electrophysiological methods, will
offer a broad, innovative prospective in drug discovery and in the search of
novel targets and strategies for neurological and psychiatric therapies.

Generation of the Double Neural Code

It is one of the central dogmas of neurobiology that information in the ner-
vous system is embedded in spike trains. However, it is still a question which
parameters of a spike train code for attributes of external stimuli. There are
two fundamentally different ways of neural coding: rate and temporal coding.
Rate coding implies that firing frequency, while temporal coding means that
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timing of spikes conveys information. So called place cells of the rodent hip-
pocampus are delicate subjects for investigation of neural coding since both
frequency (Fig. 8.19A,C) and timing of their spikes related to the local theta
field potential oscillation (Fig. 8.19A,B) correlate with the position of the an-
imal. Each place cell fires only when the animal is in a specific portion of
the environment called the place field of the cell. Firing frequency increases
until the middle and decreases in the second part of the place field so it is
a unimodal function of the animal’s position (rate coding). Timing of a spike
can be defined as the phase of the theta cycle when the spike was emitted
(firing phase). Firing phase in the place field decreases constantly so that it is
a monotonic decreasing function of the animal’s position (phase coding) [390].

Fig. 8.19. Rate and temporal code of hippocampal place cells. A, Timing of spikes
(vertical solid lines) is related to hippocampal theta oscillation. One cycle of theta
is divided to 360◦. B, Temporal or phase coding. Firing occurs in earlier and earlier
phases relative to the theta oscillation so the firing phase is a monotonically de-
creasing function of position. C, Rate coding. Number of spikes fired in each cycle is
increasing until about the middle and decreasing in the second part of the place field.
This implies that firing frequency tuning curve of the place cell to be a unimodal
function of position.
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We proposed a mechanism to account for this double code and tested it by
simulations first on an integrate-and-fire [309] and recently on a conductance-
based model [247]. During exploration (when place cell activity can be ob-
served) theta oscillation is present in the hippocampus, therefore we assumed
that theta plays a key role in forming the firing pattern of place cells. First, we
briefly describe our model on the generation of the doubly coding firing pat-
tern of place cells [247] then discuss the multiple roles of theta in the suggested
mechanism.

The dendrite of our model cell could generate membrane-potential oscilla-
tion in response to current injection. In response to tonic stimulation (constant
injected current) the frequency of this oscillation was a continuously increas-
ing function of the strength of stimulation (Fig. 8.20). In response to an os-
cillatory stimulation (sinusoid injected current) dendritic dynamics changed
fundamentally. We kept the frequency and AC component (amplitude) of the
sinusoid current at a fixed value and varied the DC component (average value
of the current). Depending on the value of the DC component the dendrite
was in different dynamical states: when the value of the DC component was
relatively low the dendrite was forced to oscillate with the frequency of the
stimulating current independently of the exact value of the DC component
(Fig. 8.20, regime I.). However when the DC component exceeded a given
value (Fig. 8.20, arrowhead) frequency of the dendritic membrane potential
oscillation became dependent on DC component and the f-I curve became
overlapping with that recorded in response to tonic stimulation (Fig. 8.20,
regime II ).

Fig. 8.20. Frequency of dendritic membrane potential oscillation as a function
of the DC component of injected current (f-I curve). Above firing threshold tonic
stimulation (thick gray line) resulted in increasing oscillation frequencies. Oscillatory
stimulation (thin black line) resulted in frequency locking to the oscillatory input
in a wide range of the DC component (regime I.): dendritic membrane potential
oscillated with the same frequency (8Hz,dotted line) as the stimulating current.
Above a given value of DC component (arrowhead) dendritic oscillation did not
follow the oscillatory input current and its frequency curve quickly converged to the
tonic depolarization-induced f-I curve (regime II ).
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In our two compartmental model both the soma and the dendrite received
an oscillatory input of theta frequency. Input currents were in anti-phase and
the DC component of dendritic input depended on the position of the animal
(all the other parameters of the currents were kept constant). Outside the
place field the value of the DC component was low so therefore the dendritic
membrane potential oscillated with theta frequency, just in antiphase with
somatic the one (Fig. 8.21). Firing probability was the sum of these two os-
cillations so it had a constant value. Firing threshold was defined to be above
this value so the cell did not fire outside the place field. We assumed that the
DC component of dendritic input is increased when the rat is inside the place
field so that the dendrite starts to oscillate with a slightly higher frequency
than theta. The sum of the two oscillations of different frequencies resulted
in a composite oscillation whose local maxima occurred in earlier and earlier
phases of the subsequent theta cycles. The cell fired in these phases which
ensured the generation of the temporal code. The number of action potentials
fired by the cell in each cycle depended on the value of somatic oscillation at
the times of local maxima. As it was the unimodal function of the position
of the animal peaking in the middle of the place field, rate code was also
established.

Fig. 8.21. Outside the place field somatic and dendritic oscillations were in an-
tiphase with each other, so their sum, the firing probability of the cell had a constant
value below the firing threshold. Inside the place field dendritic oscillation became
faster due to the weaker theta modulation of its input therefore firing probability
began to oscillate. When it exceeded the firing threshold the place cell could emit
action potentials. In each cycle the peak of this oscillation occurred in earlier phase
than in the previous one providing the phase or temporal code; the value of somatic
membrane potential at the phases of local maxima increased until the middle and
decreased in the second part of the place field which accounted for the generation
of rate code.

Theta oscillation played essential role in our model in several ways:

• Theta as population cell activity. To define the firing phase of a cell there
has to be some reference oscillation that the timing of the spike can be
related to. This is the theta field potential oscillation in the hippocampus,
which reflects the summed activity of cells populations.
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• Theta rhythm as dendritic input. Each place cell only fires in a small
portion of the environment [389]. In our model the cell fired only inside
the place field because outside of it dendritic membrane potential oscil-
lated with the same theta frequency (and in anti-phase) as the somatic
one. Constant input can not generate an exactly theta frequency dendritic
oscillation (its value had to be adjusted infinitely precisely) which is es-
sential in our model in order not to have spikes outside the place field.
However, in case of a theta-modulated periodic input DC component of
the current may vary without changing the frequency of dendritic oscilla-
tion (Fig. 8.20, regime I ). This way theta oscillation provides resistance
for the mechanism against noisy inputs.

• Theta rhythm as somatic input. Rate code was based on that the cell fired
at different somatic membrane potential values in the subsequent theta
cycles (Fig. 8.21). Oscillation of membrane potential was necessary for
this, which was provided by the theta modulation of somatic input.

8.5.3 Variations on the Hebbian Learning Rule: Different Roots

It had been known since the end of the nineteenth century that mature nerve
cells cannot divide. Thus learning could not result from the proliferation of
new neurons, therefore the locus of learning must be the connections between
cells. Such kinds of phenomena are related to the neural basis of classical
conditioning.

The Canadian psychologist Donald Hebb (1904–1985) marked a new era
by introducing his learning rule and resulted in the sprouting of many new
branches of theories and models on the mechanisms and algorithms of learning
and related areas. He assumed that if two neurons connected by a synapse are
active simultaneously, then there is a tendency to increase the strength of the
connection between them.

Two characteristics of the original postulate [233] played key role in the
development of post-Hebbian learning rules. First, in spite of being biologi-
cally motivated, it was a verbally described, phenomenological rule, without
having view on detailed physiological mechanisms. Second, the idea seemed to
be extremely convincing, therefore it became a widespread theoretical frame-
work and a generally applied formal tool in the field of neural networks. Based
on these two properties, the development of Hebb’s idea followed two main
directions. First, the postulate inspired an intensive and long lasting search
for finding the molecular and cellular basis of the learning phenomena – which
have been assumed to be Hebbian – thus this movement has been absorbed
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by neurobiology. Second, because of its computational usefulness, many vari-
ations evolved from the biologically inspired learning rules, and were applied
to huge number of very different problems of artificial neural networks, with-
out claiming any relation to biological foundation. Several families of rules
sprouted from the original idea will be discussed. However, first we should
note that what we qualify as Hebbian, post-Hebbian, and non-Hebbian learn-
ing rules may be somewhat subjective.

Classical Conditioning

The first attempt to model conditioning in terms of synaptic change was due
to Hebb. Hebb’s original intention was to connect the behavior of whole organ-
isms to neural mechanisms by using concepts represented by cell assemblies.
Specifically, classical conditioning involves the development of an association
between two otherwise unrelated events over number of trails in which the
events are temporally paired. Typically, the presentation of a neutral stimulus
– one that does not naturally provoke behavior – is immediately followed with
the presentation of unconditioned stimulus – an event that does not require
training to produce a response-resulting in the eliciting of an unconditioned
response.

Classical conditioning has been described by the Rescorla and Wagner’s
model [428]. They gave a formal model of conditioning which expresses that
the capacity a conditional stimulus (CS) has to become associated with an un-
conditional stimulus (US) at any given time. The central idea of the Rescorla–
Wagner model is that learning occurs if events violate expectations. More
specifically, whenever the actual US level received on a trial differs from the
level expected. The Rescorla–Wagner rule can be interpreted that the discrep-
ancy between expected and actual values determines the measure of reinforce-
ment. So, the rule and its many later modifications, are over the“unsupervised
learning” paradigm. One drawback of the Rescorla–Wagner model is that it
completely ignores the temporal sequence of information.

Development

The formation and refinement of neural circuits involve both the establish-
ment of new, and the elimination of already existing connections. Specifically,
the mechanism leading to synaptic elimination is called axonal or synaptic
competition. Neuromuscular junctions and the visual system are the two best
investigated examples, where synaptic competition plays an important role.
A large variety of different generalized Hebbian learning rules applied for neu-
ral development was reviewed by [531].
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The different mechanisms of competition elaborated in population biolog-
ical context have been adopted in neural context.

In consumptive competition, in systems of consumers and resources (e.g.,
predators and preys, respectively), each individual consumer tries to avoid
the others and hinders the others solely by consuming resources that they
might otherwise have consumed; in other words, consumers hinder each other
because they share the same resources. In neurobiology, competition is com-
monly associated with this dependence on shared resources.

In interference competition, instead of hindrance through dependence on
shared resources, there is direct interference between individuals. This occurs,
for example, if there are direct negative interactions e.g., aggressive or toxic
interactions between individuals. In axonal competition, nerve terminals could
seek to destroy each other by releasing proteases.

Long-Term Potentiation – Long-Term Depression

Long-term potentiation (LTP) was first discovered in the hippocampus and
is very prominent there. LTP is an increase in synaptic strength that can be
rapidly induced by brief periods of synaptic stimulation and which has been
reported to last for hours in vitro, and for days and weeks in vivo [64].

The LTP (and later the LTD) after their discovery, have been regarded as
the cellular physiological basis of Hebbian learning. Subsequently, the prop-
erties of the LTP and LTD became more clear, and the question arises, how
LTP and LTD can be implemented in accordance with the phenomenological
Hebb type learning. Formally, the question is how to specify the general func-
tional F to serve as a learning rule with the known properties of LTP and
LTD. Recognizing the existence of this gap between biological mechanisms
and the long-used Hebbian learning rule, there have been many attempts to
derive the corresponding phenomenological rule based on more or less detailed
neurochemical mechanisms.

The time-course of LTP may be insufficient to sustain long-term memory,
but there appear to be multiple LTP mechanisms, and one dependent on pro-
tein synthesis might serve long-term memory: inhibition of protein synthesis
disrupts the maintenance of LTP, but leaves the induction of LTP relatively or
totally intact. It is possible to relate properties and mechanisms of long-term
synaptic plasticity in the mammalian brain to learning and memory.
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Timing

Studies in cortical and hippocampal slices have shown that back-propagating
action potentials may contribute to induce persistent synaptic potentiation
or depression. The timing of presynaptic and postsynaptic action potentials
play a decisive role in determining the sign of synaptic modification [329]. The
temporal order of the synaptic input and the postsynaptic spike within a nar-
row temporal window determines whether LTP or LTD is elicited, according
to a temporally asymmetric Hebbian learning rule.

Bi and Poo [60] showed that postsynaptic spiking that peaked within
a time window of 20ms after synaptic activation resulted in LTP, while spik-
ing within a window of 20ms before synaptic activation led to LTD. They
suggested that a narrow and asymmetric window for the induction of synap-
tic modification should be taken into account.

The majority of the generalized Hebbian rules are based on statistical
properties of presynaptic and postsynaptic activity (e.g., activity product,
activity covariance etc.) without considering the detailed temporal structure
of the spike patterns. Relative time spiking, however, has been taken into
account even earlier (e.g., [494]).

Since changes in synaptic efficacy can depend on the precise timing re-
lations of pre- and postsynaptic spikes, phenomenological ‘temporal learning
rules’ generate opposite change in synaptic efficiency depending on whether
the postsynaptic spike in advance of, or follow, the presynaptic spike. There
is an attempt to show that differential Hebbian learning could be a proper
framework to take into account the timing effects [433].

Algorithms of Learning Rules

The most general form of Hebb’s rule to express the idea above, is that the
synaptic weight from neuron i to neuron j changes according to:

d
dt
wij(t) = F (ai, aj), (8.26)

where F is a functional, and aj and ai are presynaptic and postsynaptic
activity functions (i.e., they may include activity levels over some period of
time and not just the current activity values). To define specific learning rules,
i.e., the form of F , a few points should be clarified.

1) What are the assumptions about the locality of the modifying signal? In
many cases, the modification of a synapse between neurons i and j depends
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on the state of these two cells alone, i.e., the mechanism is local. In this
case teacher or external reinforcement signals are not explicitly involved: local
synapses are the bases of the unsupervised learning.

2) How, if at all, do the presynaptic and postsynaptic cells interact? Con-
sider first the potential answers for the “if at all” part of the question. The
modification can be interactive, if both the pre- and postsynaptic cells are
involved, and non-interactive, if either the pre- or postsynaptic cell alone
influences the modification. The mechanism of the interaction may be con-
junctional or correlational. In the first case, the co-occurrence of the pre- and
postsynaptic activity is sufficient to cause synaptic change, while in the second
case the covariance of the two activities has to be taken into account. (From
a formal point of view, additive interactions – e.g., given with the function
F (ai±aj) – could have been defined, but they are considered as non-interactive
rules. In other words, not only an entire rule, but even each term of it can be
evaluated as interactive or non-interactive.)

3) What are the assumptions about the form of the time-dependent activity
functions? In the simplest case, only the actual activity values are involved.
In somewhat more complex situations, short-term averaged activity values
determine the synaptic change. More generally, the timing of the activity
values plays a role in the modification process.

The simplest Hebbian learning rule can be formalized as:

d
dt
wij(t) = k ai(t) aj(t), k > 0. (8.27)

This rule expresses the conjunction among presynaptic and postsynaptic ele-
ments (using neurobiological terminology) or associative conditioning (in psy-
chological terms), by a simple product of the actual states of presynaptic and
postsynaptic elements, aj(t) and ai(t). A characteristic and unfortunate prop-
erty of the simplest Hebbian rule (8.27) is that the synaptic strengths are ever
increasing.

There are both brutal and sophisticated methods to eliminate the unpleas-
ant property of ever-increasing weights which, unless compensated for, yields
a network with saturated synaptic weights and thus no effective pattern dis-
crimination. The qualification “brutal” was adopted for the situation when
some external constraint (taking into account somehow the finiteness of re-
sources) is applied to the internal mechanism. First, a predetermined upper
bound can be given, such as the maximal value of the synaptic strength. Sec-
ond, the so-called normalization procedure (which appeared already in [435])
gives a finite-sum constraint on all synaptic strengths, and can be interpreted
as a competition of the presynaptic elements for postsynaptic resources (there-
fore it violates locality). Such rules may explain some aspects of neural devel-
opment.
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A weak form of the interactive rule (when correlational and not conjunc-
tional interactions were assumed), namely

d
dt
wij(t) = k (ai(t)− [ai(t)])(aj(t)− [aj(t)]) (8.28)

was offered by [435]. The activity variables fluctuate around a mean value [x].

Depending on the sign of the correlation, the rule is capable of describing
either synaptic enhancement or decrease. Covariance was suggested to induce
associative LTD in the hippocampus [482]

Discussion: Over the Hebbian Paradigm

It is certainly not true that all learning rules could be interpreted in (even
generalized) Hebbian sense. It is difficult, however, to draw the borderline be-
tween the Hebbian and “non-Hebbian” frameworks. One possible choice is to
consider a learning rule Hebbian, if only two elements (one presynaptic and
one postsynaptic) are involved. If we accept these limitations, we can deter-
mine what is labeled as non-Hebbian learning rule. Heterosynaptic plasticity
and modifiability of synaptic triads and glomeruli – where more than two
cells are explicitly involved in the modification process – could be understood
also, as non-Hebbian. Such choice, however, would also exclude rules with the
normalization procedure.

What is the relationship between the homosynaptic (or Hebbian activity-
dependent), and heterosynaptic (or modulatory input-dependent) plasticity?
It was suggested that Hebbian mechanisms are used primarily for learning
and for forming short-term memory traces but they are not sufficient to re-
cruit the events required to maintain a long-term memory [36]. In contrast,
heterosynaptic plasticity commonly recruits long-term memory mechanisms
that lead to transcription and to synaptic growth. When jointly recruited,
homosynaptic mechanisms assure that learning is effectively established and
heterosynaptic mechanisms ensure that memory is maintained.

In non-biological context, many types of supervised learning rules used in
the artificial neural network community. The goal is to minimize the deviation
of the actual response of the system from the prescribed one by modifying the
synaptic strengths.

The spirit of the Hebbian idea survived more than a half century. (For
a review of post-Hebbian algorithms, see [163].)

It will be interesting to see what kinds of phenomenological learning rules
will be derived in the next several years starting from cellular level experi-
mental and modeling studies of synaptic modifiability.
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8.6 Complexity and Cybernetics: Towards a Unified
Theory of Brain–Mind and Computer

8.6.1 Cybernetics Strikes Back

The Brain–Mind–Computer Trichotomy

The term “brain” is often associated with the notions of “mind” and of “com-
puter”. The brain–mind–computer problem has been treated within the frame-
work of three separate dichotomies, see Sect. 11.2.4 in [22].

First, the brain – mind problem is related to the age-old philosophical de-
bate among monists and dualists. Attempts to“solve”the brain-mind problem
can be classified into two basic categories:

1) materialistic monism, leading in its ultimate consequences to some kind
of reductionism; and

2) interactionist dualism, which is more or less some type of Neo-Cartesian
philosophy.

The classification is, obviously, a crude oversimplification: a wide spec-
trum of monistic theories exist from Skinner’s (1971) [468] radical behavior-
ism and Patricia Churchland’s eliminative materialism [99] through Smart’s
(1981) [469] physicalism and Bickle’s “ruthless reductionism” [61] to Bunge’s
[84] emergent materialism. Interactionist dualism has always been an influ-
ential viewpoint since Descartes defined the interaction between the spatially
extended body and a non-corporeal mind. Though its modern version was
elaborated by two intellectual heroes of the 20th century (Popper and Eccles
1977) [412] still it has been criticized or even ignored by the representatives of
the “main stream” of the philosophy of mind, both as functionalists as well as
by biologically-oriented thinkers. The philosophical tradition of hermeneutics,
i.e., the “art of interpretation”, which is a priori neither monist nor dualist,
can be applied to the brain [523, 158, 165]. Even more is stated: on one side,
the brain is an “object” of interpretation, on the other side, it is itself an in-
terpreter: the brain is a hermeneutic device. This concept will be discussed
later in this chapter. In similar vein, Arbib argues [18, 21] that our theories of
the brain are metaphors, while the brain itself represents the world through
schemas, which may themselves be viewed as metaphors.

Second, we have already mentioned that the brain – computer analogy
got a new impetus by discovering the computational power of the extended
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MCP networks. Arguments for the computer – brain disanalogy were listed
by [107]. Digital computers are programmed from the outside; are structurally
programmable; have low adaptability; and work by discrete dynamics; their
physical implementation is irrelevant in principle; they exhibit sequential pro-
cessing; and the information processing happens mostly at a network level.
Brains are self-organizing devices; they are structurally non-programmable;
they work by both discrete and continuous dynamics; their functions depend
strongly on the physical (i.e., biological) substrate; the processing is parallel;
and processing occurs for both network and intraneuronal information.

Inspiration from the brain leads away from the emphasis on a single uni-
versal machine towards a device composed of different structures, just as the
brain may be divided into the cerebellum, hippocampus, motor cortex, and
so on. Thus we can expect to contribute to neural computing as we come to
chart the special power of each structure better. The brain may be considered
as a metaphor for cooperative computation.

Third, the computational theory of mind holds that the computational
metaphor is the final explanation of mental processes.“Connectionism”(Rumel-
hart and McClelland 1986) was an ambitious conceptual framework for
a would-be general brain-mind-computer theory, but it is based on princi-
ples of “brain-style computation” that ignore many of the “real brain” data.
The connectionist movement is thus directed more to the engineers of “near-
future” generation computer systems and to cognitive psychologists. Connec-
tionist models, in general, are dynamic systems (e.g., Farmer 1990) and in this
respect offer useful concepts for brain theory. When the structure and func-
tion of the brain are studied by using theoretical methods, two concepts have
to be emphasized: hierarchy and dynamics. The brain is considered a proto-
type of hierarchical structures, and can be studied at different levels, such as
molecular, membrane, cellular, synaptic, network, and system level, as we saw
in Sect. 8.3.1.

However, the study of networks relevant to brain theory is not limited to
connectionism. The theory of networks with large numbers of nodes consti-
tuting very complex structures offers, at least in principle, a common model
of natural and synthetic information processing systems. While research mo-
tivated by statistical physics adopts elementary units (e.g.” neurons or com-
puting elements) as nodes, the “neoconnectionist” school define networks with
intermediate level computational-cognitive elements. Schemas [22] (Chap. 3)
provide even more sophisticated building blocks for network models of “par-
allel distributed processing”.

Many concepts of cybernetics returned in a somewhat different context.
McCulloch’s “embodied mind” notion [341], van Foerster’s critiques on the
controversial computational paradigm of AI and cognitive science, and the
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concept of circular causality all returned (many times without being credited)
related to the concept of embodied cognition (say, [534, 431, 581]).

8.6.2 From Cognitive Science to Embodied Cognition

Cognitive Science

“Cognitive science is the interdisciplinary study of mind and intelligence, em-
bracing philosophy, psychology, artificial intelligence, neuroscience, linguistics,
and anthropology...”(from http://plato.stanford.edu/entries/cognitive-science/.
Main stream cognitive science is based on two fundamental concepts: represen-
tation and computation. The central hypothesis of cognitive science assumes
that the external world is represented in the mind by using different ways,
such as logic, rules, concepts, images, and analogies. Mental representations
are similar to data structures, and thinking is similar to computational oper-
ations on these data structures. A very good introductory book to cognitive
science is Paul Thagard’s Mind [512], which not only describe the strong and
weak points of the different representational procedures, but answers the chal-
lenges of traditional cognitive science.

While the computational paradigm proved to be efficient, it certainly has
its limits. Among others, the role of consciousness and emotions should be
taken into account. Computation should be understood in a more general way,
and the dynamic character of the mind (and brain) should be incorporated.
Most importantly, the mind is not isolated, and its interaction with the whole
body and its environment is important. These views led to the concept of
embodied cognition.

Embodied Cognition

The central hypothesis of embodied cognitive science is that cognition emerges
from the interaction of brain, the whole body, and of its environment. What
does it mean to understand a phenomenon? A pragmatic answer is to syn-
thesize the behavior from elements. Many scientists believe if they are able
to build a mathematical model based on the knowledge of the mechanism to
reproduce a phenomenon and predict some other phenomena by using the
same model framework, they understand what is happening in their system.
Alternatively, instead of building a mathematical model one may wish to con-
struct a robot. Rodney Brooks at MIT is an emblematic figure with the goal
of building humanoid robots [78]. Embodied cognitive science now seems to
be an interface between neuroscience and robotics: the features of embodied
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cognitive systems should be built both into neural models, and robots, and
the goal is to integrate sensory, cognitive and motor processes. (Or even more.
Traditionally, emotions were neglected, as factors which reduce the cognitive
performance. It is far from being true.)

One more step is the integration of realistic neural models to functioning
robots. Our group in Budapest participates in a European project with the
title “Integrating Cognition, Emotion and Autonomy”:

Integrating Cognition, Emotion and Autonomy (ICEA)

European Integrated Project IST-027819

Integrating Cognition, Emotion and Autonomy - ICEA

ICEA is a four-year project on bio-inspired cognitive robotics and
embodied cognition, bringing together cognitive scientists, neuroscien-
tists, psychologists, computational modelers, roboticists and control en-
gineers.

The primary aim of the project is to develop a cognitive systems
architecture integrating cognitive, emotional and bioregulatory (self-
maintenance) processes, based on the architecture and physiology of
the mammalian brain. The twofold hypothesis behind this research is
that:

• the emotional and bioregulatory mechanisms that come with the or-
ganismic embodiment of living cognitive systems also play a crucial
role in the constitution of their high-level cognitive processes, and

• models of these mechanisms can be usefully integrated in artifi-
cial cognitive systems architectures, which will constitute a sig-
nificant step towards truly autonomous robotic cognitive systems
that reason and behave in accordance with energy and other self-
preservation requirements.

from http://www2.his.se/icea/default.htm

While the whole field is developing rapidly, the important features of em-
bodied cognitive systems can be identified, and will be discussed briefly in the
next paragraphs.
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Selective and Constructive Mechanisms of Development

The relationship between neural and mental development is debated in terms
of selectionism, instructionalism and constructivism [478, 151, 418]. Selection-
ism [478] is based on (i) the generation of variabilities, (ii) the interactions
of neural elements with environment, (iii) the selective amplification of cer-
tain neural elements. Instructionalism offers a unidirectional mechanism for
learning, when information passes from the ”teacher” to the ”student”. Con-
structivism emphasizes the importance of environmental driven development,
and even learning is, at least partially, self-directed.

Selective stabilization hypothesis

Ontogeny and plasticity of neural structures, as well as their learn-
ing capability, should be considered as dynamic processes and generally
they have to be explained by common or similar mechanisms. The post-
natal ontogenetic development of the nervous system is determined by
the interaction of the innate genetic program and environmental fac-
tors, since the information content of the genome does not seem to be
sufficient to determine the precise formation of the topographic maps.

To find a compromise between the nativist (or preformist) and em-
piricist points of view the selective stabilization hypothesis was sug-
gested by Jean-Pierre Changeux and his colleagues in the “Institut Pas-
teur” at Paris [96, 97, 98], as a third option. According to the former,
the neuronal network is specified genetically, while the latter empha-
sizes (indeed overemphasizes) the role of the activity of the system to
specify its own connectivities. The main conceptual advantage of the se-
lective stabilization hypothesis is that it offers a gene-saving mechanism
for specifying ordered neural structures.

In the last few years a new research field emerged to find the common
foundations of autonomous mental development in robots in one side, and
in animals and humans in the other [555]. The question is how the inter-
nal developmental programs (either genetically coded or artificially designed)
interact with their environment by using their sensors and effectors to de-
velop mental capabilities. At the very beginning of the book, in Sect. 1.1, one
of the hero of structuralism and developmental psychology, Jean Piaget was
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mentioned. He described human cognitive development [406] by a construc-
tivist developmental theory. Constructivism has roots in different disciplines,
as philosophy, psychology and sociology. Its central idea is that human learn-
ing is constructed, that learners build new knowledge upon the foundation of
previous learning. This view of learning sharply contrasts with one in which
learning is the passive transmission of information from one individual to an-
other, a view in which reception, not construction, is the key.

Nowadays, constructivism in the cognitive psychological movement can
be understood as a reaction against the view that knowledge is the result of
sensory perception only, and emphasizes the active role of the nervous system
to construct an internal world.

Lev Vygotsky (1896–1934), a Russian psychologist and philosopher in the
1930s, is most often associated with the social constructivist theory. He em-
phasizes the influences of cultural and social contexts in learning and supports
a discovery model of learning.

Quartz and Sejnowski [418] proclaimed a constructivist manifesto for the
neural basis of cognitive development and the necessity of the interaction be-
tween cognitive and neural levels of description. They, however, didn’t give
historical analysis, so Piaget, Vigotsky and second-order cybernetics were not
mentioned. Constructivism has roots, also in second-order cybernetics, we
mentioned that Heinz von Foerster was a radical constructivist, who saw the
limits of the computer metaphor. Tom Ziemke [581] reconstructed von Foer-
ster’s works from the perspective of modern embodied cognitive science, and
pinpointed that he (i.e., HvF) had seen the necessity to integrate sensory,
cognitive and motor functions, what people try to do now, well, fifty years
after.

Dynamical Systems

Esther Thelen (1941–2004) and Elizabeth Bates (1947–2003), two leaders of
the post-Piagetian developmental psychology, both of the died very early,
adopted the concepts of dynamical systems theory for different child devel-
opment [513]. Thelen was interested in the development of movements in in-
fants, and Bates in language learning. Thelen was motivated to explain the
emergence of movement patterns. She was influenced by what later became
“coordination dynamics”, and what we discussed in Sect. 8.5.2. She came to
the conclusion that emergence of infant movements patterns is not determined
by the nervous system alone, but body weights, elastic and inertial properties
of muscles and environmental factors also influence the motor output. Bates,
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together with her colleagues used the connectionist model framework for sim-
ulating the dynamics of language development [151, 48]. As we know connec-
tionist models describe temporal change of the states of activities of (formal)
neurons and also of strengths of connectivities due to learning. The notions of
dynamical systems theory, such as states, process, and attractor were offered
as a (somewhat) alternative of the computational paradigm [514, 196, 548].
From the perspective of complex systems computation and dynamics are not
complementary approaches [354, 117].

Action-Perception Loop and Internal Models

Why do we need cognition ultimately? We need it to guide actions. The cyclic
nature of perception was suggested by Ulrich Neisser, a pioneer of cognitive
psychology [374]. His analysis supports the view, that an organism is not
a passive receiver but actively seeks information relevant to its actions. The-
len’ works proved, that movements of neonates are based on actions, and not
reactions or reflexes. Actions are determined by the goals and not by the tra-
jectories of movement that form them. Perception does not give information
on the present happening only, but tells also what is going to happen soon.
Cognition has a role in extending the time-frame of prediction. Perception and
action are inter-dependent. Actions need perception to guide them but actions
also participate in the process of perception. Michael Arbib (McCulloch’s stu-
dent) in the second edition of his Metaphorical Brain [18] argued that real role
of perception is to modify our internal model of the world, and showed how
the integration of perceptual and motor schemas happen by adaptive neural
networks. That book was published in 1989. Since than it became very clear
that the challenge of the embodied cognition should be taken seriously. The
book was written in this spirit, and I feel it now even more timely than ten-
fifteen years ago. Internal models, mental models have fundamental role in
thinking and reasoning, and it was revolutionary suggested by Kenneth Craik
(1914 - 1945) [113].

The idea that people rely on mental models can be traced back to
Kenneth Craik’s suggestion in 1943 that the mind constructs ”small-
scale models” of reality that it uses to anticipate events. Mental models
can be constructed from perception, imagination, or the comprehension
of discourse. They underlie visual images, but they can also be abstract,
representing situations that cannot be visualised...” from http://www.
tcd.ie/Psychology/Ruth Byrne/mental models/
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Synthetic Modeling

Synthetic modeling is a model framework for simulating autonomous embod-
ied systems by assembling from simple building blocks. This version of em-
bodied cognitive models use realistic models of the neural system, and it is
combined with some model (mathematical or physical) of the body. Gerry
Edelman, the Nobel prize winner founder of the Neuroscience Institute at La
Jolla and his coworkers have been working on both types of realization of this
big project [11, 176].

Active Vision

Perception, even visual perception is active, as it was suggested both in con-
text of machine and biological vision. Conceptually it goes back to the very
influential psychologist James Jerome Gibson (1904-1979), who considered
perceptual systems related to their action [200]. More technically, Ruzena Ba-
jcsy [37] and Dana Ballard [41] solved traditional vision problems by relatively
simple algorithm, if the active sensor gave only limited information.

To test their efficiency, abstract level biological(ly inspired) algorithms
can be incorporated to robots, and/or virtual reality environment. Interactive
mechanism select and process only that part of visual input which is relevant to
the task to be solved. There is a rapidly increasing literature about this topic,
two of them are mentioned here. The ontogenetic development of the receptive
fields of evolutionary robots with active vision was modeled by Dario Floreano
and his coworkers in Lausanne [177]. While the architecture of the neural
network embedded in the robot was given, the synaptic weights were modified
by a post-Hebbian algorithm. The evolved robots selects special features of
the visual environment (e.g., edges to able to navigate). A recent extension of
Ballard’s work (together with his student Nathan Sprague, now my colleague
at Kalamazoo College) developed a sufficiently complicated graphic model to
test synthetic models of visuo-motor behavior [479].

8.6.3 The Brain as a Hermeneutic Device

Biological theories were always motivated either by the engineers’ “device”
or the philosophical approach. How, if at all, the ”device approach” and the
”philosophical approach”can be reconciled? I suggested (with the help of Ildiko
Aradi) [158] that the brain is a hermeneutic device.
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A Few Words on Hermeneutics

Hermeneutics is a branch of continental philosophy which treats the under-
standing and interpretation of texts. The methodological hermeneutics was
established to interpret the texts. The philosophical hermeneutics emphasized
the existential understanding instead of interpretation. The critical hermeneu-
tics offers a methodologically self-reflective reconstruction of the social founda-
tions of discourse and inter-subjective understanding. Finally, the phenomeno-
logical hermeneutics is an attempt to synthesize the various hermeneutic cur-
rents. For an excellent introduction for non-philosophers, see [326].

One of the most important concept of the hermeneutics is the hermeneu-
tic circle. This notion means that definition or understanding of something
employs attributes which already presuppose a definition or understanding of
that thing. The method is in strong opposition of the classical methods of
science, which does not allow such kinds of circular explanations. Hans-Georg
Gadamer (1900-2002) writes [225]: ”Understanding always implies a preunder-
standing which is in turn prefigured, by the determinate tradition in which
the interpreter lives and that shapes his prejudices.”

The eventual role of the hermeneutics in (natural) sciences has been, and
still is, very controversial. To his contribution to the Sokal hoax1 the Nobel-
prize winner physicist Steven Weinberg [553] wrote: “... A physicist friend
of mine once said that in facing death, he drew some consolation from the
reflection that he would never again have to look up the word ”hermeneutic”
in the dictionary.

Hermeneutics and the Brain

It is rather obvious that, despite the methodological success of the analytic
sciences, the marvelous complexity of life and of the brain cannot be ex-
plained completely in terms of physics. Can science learn from philosophy,
even philosophical aesthetics? It may and must be admitted that hermeneu-
tics (and aesthetics) emphasizing the necessity of self-reflexive interpretation
offers a fruitful approach to theoretical biology.
1 The physicist Sokal submitted and published a paper in a journal about postmod-

ern culture in 1996. The text was full with impossible pseudoscientific statements.
Sokal wanted to demonstrate the lack of rigor of reviews in such kinds of journals.
While I laughed on the absurd nonsense, the laugh did not come from my full
heart. If an editor of a journal about cultural theory gets a manuscript from a pro-
fessor of physics of a big university from New York, the bona fide way of thinking
is this: “I like the ideology and social implications of the paper, the physics of the
professional author is obviously good. So, I am ready to publish it.”
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In the Orwellian year Ichiro Tsuda (who suggested a mechanism based on
chaotic itinerancy (3.6.5) for enhancing cognitive abilities), published a paper
with the title “ A hermeneutic process of the brain” in the Progress of The-
oretical Physics, which is the journal of the Physical Society of Japan [521].
I was shocked by this paper. Professional physics journal don’t really pub-
lish papers with philosophical connotations. Tsuda took the encouragement
to submit a paper using philosophical terms about the brain to a physics
journal, and what was more surprising, the editors accepted it.

In the same year the Hungarian translation of Gadamer’s book (for the
English translation: [225] was published. Gadamer states that the concepts of
”truth” and ”method” of the natural sciences cannot be applied - not even in
principle - for the humanities. It can be asked, however, (and better if natural
scientists do it) what the theory of interpretation, i.e., hermeneutics, offers
for the natural sciences, and in particular for biology. Dennett analyzed [129]
that not only texts, people and artifacts, but also biological organisms can be
interpreted.

So what the device approach and the hermeneutic approach tells us about
the brain? (For more details, see [158]). First, the brain is a physical struc-
ture which is controlled and also controls, learns and teaches, processes and
creates information, recognizes and generates patterns, organizes its environ-
ment and is organized by it. Second, closed causal loops and self-referential
systems implement the iterative nature of learning and interpretation offered
by hermeneutics.

There seems to be a convergence between the “device approach” and the
“philosophical approach” to the brain. Systems exhibiting “high” structural
complexity and “high” dynamic complexity” (e.g.” but not exclusively, chaos)
may be candidates of being hermeneutic devices, since they are both object
or subject of interpretation and interpreting agents. (It should be recalled,
however, that even simple systems (such as the logistic difference equation)
may lead to complex dynamics. So, the occurrence of chaos is not a sufficient
condition for being a hermeneutic device.

Analyzing the neural and mental development it was stated [159] that (1)
environmental influence is necessary for normal development; (2) selectionist
mechanisms of neural development are based on the interaction between the
innate genetic program and environmental factors; (3) mental development is
involved not only in the representation but also in the creation of reality. (4)
the human brain, which is a structurally and dynamically complex device, not
only perceives but also creates reality: it is a hermeneutic device.
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8.6.4 From Neurons to Soul and Back

To Kati, no matter what

The real success of the monistic paradigm would be to have a neural the-
ory of mind, and whatever it means, soul. A controversial approach is still
Sigmund Freud’s psychoanalysis. While Freud was initially interested in the
neural basis of psychic phenomena, psychoanalysis later developed its own
language, methods, institutions, and even its isolated training methods. As
is well-known, Popper claimed that psychoanalysis (as well as Marxism) is
not a scientific discipline, since its statements cannot be falsified [411]. Psy-
choanalysis was perhaps the first formalized way of psychotherapy, a method
based on asymmetric conversation between a trained psychotherapists and
a client.

Freud had a background and interest in neurology, but in that period neu-
roscience was not sufficiently developed to display the underlying structural
and other neural changes. He expected that decades later neurophysiology and
neurochemistry will “. . . give the most surprising information and we cannot
guess what answers it will return in a few dozen years of questions we have to
put it . . . ”.

But accepting that these methods did not exist, he developed a new ter-
minology, ideas and methods which were revolutionary, but far from the strict
scientific ones. He did not use the “brain language” but and abstract verbal
description of the mind. Many of his followers, however, believed that it was
nothing to do with the biology of mind.2

The intellectual atmosphere is slowly being changed, as the Nobel prize
winner neurobiologist Eric Kandel started to build bridge between neurobiol-
ogy and psychoanalysis [264]. Kandel, who was born in Vienna, wanted to be
a psychiatrist and turned towards neuroscience to learn more about the brain.
His reductionist approach has been very successful to explain the molecular
mechanisms of learning.

Kandel specifies areas in which biology and psychoanalysis could interact.
One issue is whether what kinds of structural changes can be established in the

2 In Hungary, where the direct Freudian effect was strong, István Székács (1907–
1999) who worked as a biochemist while psychoanalysis was forbidden in Hungary
after the war, and later became a very influentially trainer of the new generation
of psychiatrists, propagated the necessity of interaction of a general brain theory
and psychoanalytical practice. The title of his Psychoanalysis and Natural Science
[496] reflects well his attitude. Most likely he learned from János Szentágothai that
general brain theories were in the air.
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brain by psychotherapy, and how it may be an alternative of pharmacother-
apy? “Until the last decade, the biological mechanisms of psychotherapeu-
tic actions were thought not to be amenable to neurobiological investigation
. . . ” [168]. It is no doubt that brain imaging methods are/will able to detect
more systematically the structural and functional changes of the brain due
psychotherapy. Recent results indicated that such disorders, as depression,
obsessive-compulsive disorder, and anxiety treated by pharmacotherapy and
psychotherapy result in changes in the same brain circuits. It is not to say
that psychotherapy can substitute pharmacotherapy, but it worth to think on
the interplay of the possible therapeutic strategies.

In a more general context, how can a brain be influenced from the outside?
Mechanically (well, this is neurosurgery), electrically (i.e., by electroconvulsive
therapy, also called as electroshock), chemically (neuropharmacology), and
verbally (psychotherapy). In principle it should be a terrible difficult control-
theoretical problem to find out how to combine the different strategies.

We don’t really have neural based models of psychic phenomena. An ex-
tensively studied phenomena, namely attachment seems to be a good field to
show the power of different approaches, from molecular to phenomenological.
When you will read the remaining part of this chapter, you should remember
that this is a field, which is traditionally very far from any type of model-based
analysis.

Attachment Theory, Classical and Contemporary Cognitive Science

”Attachment is defined as an affectional tie that one person or animal forms
between him/herself and another specific one (usually the parent) - a tie that
binds them together in space and endures over time.” . . . (from Wikipedia).

Attachment theory was elaborated by the British psychiatrist John Bowlby
(1907-1990) and his student Mary Ainsworth and it may be considered as
a theory motivated by cybernetics. As opposed to the Freudian instinct and
drive it assumes the emergence of adaptive controlled behavior due to the
interaction of participants (actually an infant and her mother). For the origin
of attachment theory, see e.g., [74].3

Infants show an evolved adaptive tendency to maintain proximity to an
attachment figure (generally to their mother). Bowlby showed that this is a(n
adaptive) process by which we develop a sense of safety in the world to people
or things. If things go well, this leads to “safe attachment”, if not, than to
3 As a layman, I read first about the eventual role of implicit memory systems in

attachment in Hungarian [403].
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“unsafe attachment”, i.e., detachment, insecurity, introversion, etc. The theory
basically suggests a mechanism similar to the cyberneticians control processes.

Attachment can be conceived of as a force acting to minimize mother–
infant distance in face of other forces acting on the mother–infant system. For
example, in face of exploratory behavior, the strong tendency of the infants
to explore their surroundings and thus to increase distance from mother. To
study it under reproducible conditions, Mary Ainsworth developed a popular
experimental paradigm called the “Strange Situation”.

The Strange Situation experimental paradigm

This initially very controversial laboratory procedure for one-year-
olds was originally designed to examine the balance of attachment and
exploratory behaviors under conditions of low and high stress.

The Strange Situation is a 20-minute miniature drama with eight
episodes. Mother and infant are introduced to a laboratory playroom,
where they are later joined by an unfamiliar woman. While the stranger
plays with the baby, the mother leaves briefly and then returns. A sec-
ond separation ensues during which the baby is completely alone. Fi-
nally, the stranger and then the mother return. Based on [74].

There are three, characteristic behavioral patterns of the infants, labeled
as avoidant, secure, and ambivalent, (according to newer classification, there
is a fourth group, called disorganized, which might have a strong genetic com-
ponent: a mutation related to a dopamine receptor [303]). The classical expla-
nation reflects the perspective of main stream cognitive science, so as it was
mentioned earlier, used mental representation. In a recent PhD dissertation
Dean Petters in Birmingham presented a functional, high-level computational
model [404] of attachment. The model is based on classical computer archi-
tectures, and assumed positive feedback loops, and was able to implement (i)
the ability to switch goals, (ii) learn different predispositions to hold goals,
(iii) learn from different actions/situations.

A set of algorithms with increasing complexity was offered. Some algo-
rithms implement reactive architecture. Reactive architectures don’t know
what happened in the past, and what will happen in the future. The simplest
is a reactive architecture with no capacity to learn, more complicated ones can
learn by reinforcement. Deliberative architectures have memory and can make
plans. Figure 8.22 illustrates a hybrid architecture to implement behavioral
patterns described by attachment theory.
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Fig. 8.22. A hybrid model. Deliberative mechanisms provide a secondary route
to action, activated as a result of interrupts to reactive selection and arbitration
and imposing different actions. The reactive goals are: exploration (explore); anxi-
ety (anx); object wariness (obj); social wariness (soc); socialisation (socialise); and
physical need (physical). The reactive goals of anxiety, object wariness, and social
wariness are all combined in a single goal of attachment (attach) before they are con-
sidered for selection. The comfort sensor measures contact pleasure and represents
this information symbolically. Adapted from [404].

This model, as it is, adopts the classical concepts of cognitive science from
the perspective of computer science. Recently, however, it was suggested that
attachment (and similar phenomena which traditionally belong to psycho-
analysis) should be much better integrated into the contemporary cognitive
science [180, 432]. The new question is whether “embodied cognitive science”
or “cognitive neuroscience” might give a better framework.
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Fonagy and Target [180] concluded:

“. . . The model of mind assumed by attachment theorists is consistent with
the important discoveries of the first generation of cognitive psychology, but
this approach has been supplanted by a number of recent developments col-
lectively called “embodied cognition” or “enactive mind.” Features of this new
approach include (1) the increasing use of introspection as a research method;
(2) a keen interest in the understanding of emotion as organizer as well as mo-
tivator of behavior; (3) rapidly advancing brain-imaging technology that has
made cognitive neuropsychology into a brain as well as a mental science and
led to increasingly functional cognitive accounts; and (4) a move away from
reified laboratory studies and an interest in ecological approaches to cognition
. . . .”

As we know, psychoanalysis, initially motivated by neuroscience, later
was not influenced by it. It is probably timely to integrate psychother-
apy/psychoanalysis with present research in neural plasticity, memory sys-
tems, learning mechanisms, emotions, attachment, neural, cognitive and emo-
tional development. One important direction is related to the notion of implicit
memory what people have without being consciously aware of having them.
Psychotherapy can help to regulate personality by reorganizing attachment-
related implicit memory systems [324, 189].

I believe that the complexity and dynamic organization of our cognitive
and emotional structures cannot be understood without integrating tradi-
tional neuroscience, different directions of cognitive science with basic and
clinical psychology including psychoanalysis and other psychotherapies. Com-
putational models of these certainly complex phenomena seem to be the key
tools of this integration.

We shall leave now the world of brain, but will use mental models to
analyze decision making mechanisms in the next chapter.
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From Models to Decision Making

9.1 Equation-Based Versus Agent-Based Model

9.1.1 Motivations

Agent-based modeling (ABM) has become a fashionable tool to simulate com-
plex systems. Of course we know that dynamical systems theory offers a math-
ematical framework to model and simulate spatiotemporal phenomena. While
there is not a strong difference between equation-based and model-based de-
scription, certainly not at the implementational level, agent-based model offers
a somewhat different modeling philosophy and practice.

An agent is considered an autonomous computational unit, with the ability
to bring decisions, or to put it another way, to make selections among possible
strategies. Of course, if the definition is loose, we may interpret even a simple
McCulloch-Pitts neuron, as an agent, who decides to fire, for a certain set of
inputs, and remain at rest for others. Agents have time-dependent internal
states, and their states change due to the interaction of other agents. Specific
rules determine the interactions among agents. Agents may interact locally
with their neighbors, or globally with all other agents. Interacting agents may
be also the nodes of say, small world network, so an agent may interact both
locally and partially globally.

Agents are supposed to show some elements of intelligence, or at least they
are capable of showing some degree of autonomy, adaptation to environmen-
tal changes, communication with other agents, and occasionally goal-directed
learning.

ABM has multiple intellectual roots. One is cellular automaton, which
is a discrete time discrete state space dynamical system, where players are
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located on the grid points of the arena having a specified geometry. There
is a rule for updating the dynamics of the state of each grid points, and the
rule is the same for each point. Artificial life and artificial societies have been
constructed based on these principles, as it will be reviewed soon.

Another intellectual source of agent-based modeling emerged as a reaction
to the neoclassical theory of economics, which dominates the science of eco-
nomics. As we learned from Brian Arthur (recently reinforced by the popular
book [54]), the complex systems approach is not in accordance with the as-
sumptions of the neoclassical theory. The comparison of the two approaches
can be seen here:

• Neoclassical economics
- Behavioral model for people:
* Fully-informed
* Rational
* People interact only indirectly with one another (through markets)
* Focus on equilibrium outcomes

• Complexity approach
* People are adaptive
* They interact directly with one another
* Focus on dynamics
* Methodology: equation vs. agent-based modeling?

Economy is a dynamic process. It is the emergent result of collective in-
teraction of very different players (well, agents), from individual investors,
to firms, consumers, banks etc, and ABM seems to be a very good method
to simulate, how local interactions among players may lead to macroscopic
behavioral patterns.

9.1.2 Artificial Life

From Cellular Automata to the Alife Movement

Cellular automata (CA) are also considered as intellectual roots of agent-
based modeling. It is well-known that having been motivated by von Neumann
model, John Conway constructed (this is the key word: “constructed”: the
algorithm does not pretend to implement a real mechanism, it is skilfully
constructed to generate interesting phenomena) a set of rules, which was able
to generate complex spatiotemporal patterns. The game of life, as it is called,
also motivated the birth of the artificial life (Alife) movement. Alife models
(written mostly by people belonging to the computer science community)
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grasp the “possible”, while biologists are interested mostly in the “actual”. I
think, Alife models give insight to understanding real biological phenomena,
and also “life, as it could be”. However, the myth of simulation, which says
“we understand what we can generate by computational algorithms” should
not be taken literally. Alife certainly came from the tradition of cybernetics,
and helped to popularize the notion that constructive bottom up models also
contribute to understand biological dynamic organizations.

Artificial Chemistry

The Alife movement has strong branches. Artificial chemistry is a formal sys-
tem. Its building blocks are the set of molecules, the set of reactions, and a rule,
which describes the temporal evolution of the state. Formal chemical models
may describe chemical events themselves, but may serve as a metalanguage as
it was mentioned in Sect. 4.2.2. Artificial chemistry (just as formal chemical
kinetics) can be used to model prebiotic evolution but also higher-level, even
social systems [131].

Digital Evolution

Michael Conrad (1941–2000) was a pioneer of simulating evolution around
1970 studied a model of the evolution of an artificial open-ended ecosystem
[108]. Individuals with given genotypes were defined, and these genotypes were
interpreted as instructions, leading to phenotypes. The organisms competed in
a simple one-dimensional world for the possession of resources which they use
for self-repair and reproduction. Interactions between organisms for provid-
ing co-evolutionary selection pressure for increased complexity has been em-
phasized. 20 years later his evolutionary computer simulations became more
realistic [109].

Somewhat in the spirit of Conrad (and a few others), an artificial ecology
and artificial evolution was developed by the ecologist Thomas S. Ray by
implementing the basic evolutionary and ecological processes in a computer.
The system established is called Tierra. It was an abstract, not too biologically
detailed model, but programs were able to mutate, replicate and recombine
(also called crossover). Evolution was embedded in a computer, and programs
evolved by the rules of evolution. Artificial evolution has two goals, first, to
help in understanding real biological evolution, second, to provide evolutionary
computational algorithms to solve hard optimization problem.

Tierra has been motivated by a few facts and requirements: (i) Life on
Earth is a single example of evolution (sample size of one); it is possible (ii)
to create and observe a new and independent instance of evolution, (iii) and
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broaden our perspective of evolution by increasing the sample size (to more
than one) (iv) and to observe the properties of evolution in a (silicon-based)
digital medium. According to this approach, real carbon-based biology is not
the essence of an artificial evolutionary systems.

Of course, digital medium is nothing to do with our physics, Digital evolu-
tion is not constrained by the laws of our physics. Cyberspace is nothing to do
with our 3D Euclidean space. The laws of conventional physics and chemistry
of our organic medium is replaced by the rules of the program languages and
operating systems used in the digital medium.

The idea behind the digital evolution is that we don’t have any idea what
might be the emergent result of it. Ray suggested a thought experiment. Let’s
assume we are all robots made of metal and our brains of silicon chips. We
have no experience or knowledge of carbon based life. A robot brings several
chemical substances, such as methane, ammonia, hydrogen, water, and some
minerals to a scientific meeting. The robot asks: ”Do you suppose we could
build a computer from this stuff?” The answer is that some engineer-minded
robot might see molecular computers, but neurons (not speaking about neural
networks, and interacting brain regions) could be never imagined. As in the
organic medium evolution established the unpredictable structures, digital
evolution also should generate complex information processes.

Tierra motivated the construction of other platforms for the evolution of
computer programs, e.g., Avida. It is en extension of Tierra at least in two
respects. First, each program is stored in a different part of the memory,
second the speed of the program running may be different for the individual
programs, According to spirit of Alife, Avida does not simulate evolutionary
processes, but “digital organisms in Avida evolve to survive in a complex
computational environment and will adapt to perform entirely new traits in
ways never expected by the researchers, some of which seem highly creative.”
(from the Avida website http://devolab.cse.msu.edu/, November 26th 2006).
Programs able to evolve behave similarly in many respects that biological
evolution. In the paper [310] it was shown how a complex function such as
“equal” function evolved by simpler functions:

“Of course, digital organisms differ from organic life in their genetic con-
stitution, metabolic activities and physical environments. However, digital or-
ganisms undergo the same processes of reproduction, mutation, inheritance
and competition that allow evolution and adaptation by natural selection in
organic forms.”

Genetic Algorithm

Probably the best known concept related to digital evolution is the genetic
algorithm (GA) formulated by John Holland in Ann Arbor, at the University
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of Michigan [239]. GA is one of the successful winner of the evolutionary
computational algorithms (an excellent book about evolutionary computation
is [178].

GA is generally used to solve optimization or search problems. There
is a population of candidate solutions (“chromosomes”) and the goal is to
progress towards better solution by some algorithm. In the case of GA, this
come from biological motivation, The solutions are encoded as strings, tradi-
tionally as binary strings of zeros and ones. A fitness function, which measures
the quality of a solution, can be assigned the set of solutions.

A GA starts with the generation of a set of candidate solutions, chosen
either randomly, or if there is some preliminary information, then around
some estimated values. The next step is selection. A subset of the candidate
solutions are selected controlled by the combination of (i) a fitness function
based deterministic selection and (ii) some random effects. Now comes the
next step: reproduction. The selected solutions are modified by crossover and
mutation. Crossover is a procedure to establish “children” strings from the
“parents”mainly by cutting and glue. The size of the population is fixed, so the
worst solutions will be eliminated. A new generation of solutions (having the
same size as the initial one) has generally a better fitness, than the previous.
The procedure is iterated, and will stop when the fitness functions does not
show an improvement.

GA and its different versions, and extensions are used now in problem
solving. While the procedure is convergent, often it leads to local and not
global optimum. A larger mutation rate (i.e., more randomness) helps to kick
off the system from a local minimum.

Genetic Programming

GP is an extension of the genetic algorithm. While Holland adopted (typically
binary) strings with fixed length, genetic programming uses trees. Hierarchical
organizations better characterize the structure of computer programs, and
proved to be much more flexible than string-based representations, as John
Koza1 one of the champions of genetic programming explains [292]. Of course,
genetic operators, (mutation, crossover) should be defined for this geometry.
An example, how crossover generates new programs is shown in Fig. 9.1.

1 John Koza is also involved in the initiation to change the US electoral system and
suggested a state-based plan for electing the president by national popular vote.
There is a downloadable book about this issue; http://www.every-vote-equal.com/
tableofcontents.htm; 27 November 2006.
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Fig. 9.1. Sub-tree crossover creating new programs from existing programs. Sub-
trees are selected randomly from two existing parse trees and are then swapped
to produce child parse trees. http://www-users.york.ac.uk/˜mal503/common/thesis/
jpegimages/subtree co.jpg.

GP is a method to detect and uncover“complexity”. It helps to design and
optimize computer programs. It also offers a technique for interpreting cer-
tain data sets. To be more precise, GP can solve certain “inverse problem” of
(bio)chemical kinetics, i.e., starting from measured trajectories generates the
network of chemical reactions. Similarly, it is a method for the automated syn-
thesis of genetic networks, and also of analog electrical circuits. As it is stated,
GP was able automatically produce computer programs that is competitive
with human performance. The URL http://www.genetic-programming.com/
humancompetitive.html (17 November 2006) gives a list of problems, which
were solved by programs evolved by GP, where many of the solved prob-
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lems were previously patented. GP produced human-competitive results, and
seems to be an excellent method for novelty generation. For more details see
[292, 293, 294, 295].

9.1.3 Artificial Societies

The spirit of the Alife movement was extended to artificial societies. Joshua
Epstein and Robert Axtell published a book on “growing artificial societies”,
which still is a paradigmatic illustration of agent-based models of social phe-
nomena. (Epstein was also the author of a book, as it as mentioned earlier on
applying equation-based models of social dynamics ...). It could be considered
as an outgrowth of the Schelling model.

At the Land of Sugarscape

The model is called Sugarscape [155], and it has several versions, with less
difficult and more difficult agents – and thus society. Sugarscape is a simulated
artificial world populated with artificial agents. The world consists of a square
lattice with some sugar distribution. Sugar is the only source of food and is
needed to stay alive Specifically, the sugar concentration had peaks in the
northeast and southwest quadrants of the grid. The agents walk around on
the lattice looking for sugars. The model is deterministic, only the initial
conditions – i.e., the initial position of the agents – are random.

Agent-based models are theoretically completely equivalent to equation-
based models, only the usual description is different: for the latter one gener-
ally it is a set of equations, for the former one it is generally a list of algorithms.
While for Sugarscape the agent-based approach is obviously better suited let
us here show an equivalent equation-based description.

This will be a discrete time discrete space deterministic model. Let N
be the size of the (N × N) grid and M the total number of agents (dead or
alive), these are parameters of the model. Other parameters are the maximum
amount of sugar in the grid positions: S∗ = [s∗ij ], this is an N ×N matrix of
integer values between zero and four; the distance giving how far the agents
can see on the lattice: ei, 1 ≤ i ≤M , and the number of sugar units the agent
digest in a time step: di, 1 ≤ i ≤M ; these two parameters define the DNA of
the heterogeneous agents.

The variables of the model are the actual amount of sugar at each grid
position: the S = [sij ] matrix, vectors giving the actual coordinates of the
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agents: (xi, yi), and a vector giving the amount of reserves an agent has: wi,
basically her wealth in this model.

The variables are updated according to the following formulae:

sij(t+ 1) = min{ sij(t) + 1− sij(t)
M∑
k

δ(xk(t), i)δ(yk(t), j) , s∗ij }

(9.1)

wi(t+ 1) =

{
wi(t)− di(t) + sxi(t),yi(t)(t) if wi(t) 
= 0
0 otherwise

(9.2)

(xi(t+ 1), yi(t+ 1)) = pi(t+ 1) (9.3)

where pi(t+ 1) is recursively defined as

p1(t+ 1) = argmax{Sij(t+ 1)|(i, j) ∈ P1(t+ 1)} (9.4)

pk(t+ 1) = argmax{Sij(t+ 1)|(i, j) ∈ Pk(t+ 1) \
k−1⋃
l=1

{pl(t+ 1)}}

(9.5)

and the set of possible moves are defined as

Pk(t+ 1) = {(xn, yk(t)) ∈ N ×N | |xn − xk(t)| ≤ ek}∪ (9.6)
{(xk(t), yn) ∈ N ×N | |yn − yk(t)| ≤ ek}.

Now compare this description to the normal algorithmic description of
the Sugarscape world, as follows. A N × N grid is given, there is at most
one agent in each grid point. In each time step first the agents eat up the
sugar at their current position, then digest some amount of sugar given by
a parameter which is different for different agents. If an agent has no sugar
at all in her body after this, she starves to death and it is removed from the
simulation. Then the amount of sugar increases by one at each grid position
if it less than its maximum level. Then – still in the very same time step – the
agents choose where to step next by looking around themselves. Each agent
has a vision parameter, the number of steps it can see along each direction
(but not diagonally). One by one in predefined order, the agents check the
available cells within their sight and choose the one with the maximum sugar.
Then the next time step follows.

While theoretically it is possible to analyze this system in the dynamical
systems framework, this is obviously not done. Instead, some average measures
are calculated from the state variables or their distribution is plotted and its
time evolution is observed.
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Fig. 9.2. One of the many implementations of the Sugarscape world. Various vari-
ables and parameter of the simulation can be seen on the right panel.

The Sugarscape simulations were traditionally run on a landscape with
two sugar mountains, one in the northeast and one in the southwest with
some deserts in the two other corners. The agents are placed randomly on the
landscape and then one clicks on the “Run” button and waits for what would
happen. See Fig. 9.2 for an example landscape.

This very basic model is able to explain how the skewed wealth distribution
can be generated from totally symmetric and ’just’ rules. (In fact it would
be nice to see whether the skewed wealth distribution could be obtained by
homogeneous agents as well.) The little differences in the agents skills and
their starting position is enough to make a huge difference in the long run.

In the basic model agents only die if they starve to death and thus there
is no need for reproduction. In the first extension of the model each agent
is randomly tagged as female or male and in a more later version they also
have age. Agents die at a given age. If an agent is old enough and has some
sugar savings then it is considered fertile. If two fertile agents meet (i.e., they
are on neighboring cells) then a new agent is created on a neighboring cell.
The new agent will inherit also some of the wealth of the parents and also
some random variation of their DNA (i.e., vision and digestion parameters).
Introducing reproduction has a number of effects on the Sugarscape society.
First, the average vision and metabolic efficiency starts to increase over time.
Second, big oscillations started to occur in the size of Sugarscape population,
unlike in the basic model. Third, the gap between rich and poor widened ever
further.
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The second extension added is trading. For trading another type of essen-
tial food is introduced: spice; agents needed both sugar and spice for survival.
Also, the deserts are replaced by spice mountains in the landscape. From now
on if two agents met they are able to trade spice for sugar and sugar for spice
and the price is determined by the two interacting agents after some bargain-
ing. The immediate result from the extended model was that trade is good.
The average wealth of the society increased compared to the basic version.
Another result was that the difference between the poor and the rich grew
ever further. Finally, an important result was that even if the constructed
supply and demand curves looked like examples from a microeconomics book,
the Sugarscape society was never in equilibrium as predicted by traditional
neoclassical economics. This is probably not as much as a surprise since in
the Sugarscape world a number of phenomena, like horizontal inequality and
incomplete information exist which are not allowed in traditional economics.

The last extension we mention here allowed Sugarscape agents to lend and
borrow goods. This little addition had a huge impact: some agents started to
borrow goods from their neighbors and lend it to others: banks appeared.

For example, in the agent-based model Sugarscape (Epstein and
Axtell 1996), each individual agent has simple local rules governing
movement, sexual reproduction, trading behavior, combat, interaction
with the environment, and the transmission of cultural attributes and
diseases. These rules can all be “active” at once. When an initial popu-
lation of such agents is released into an artificial environment in which,
and with which, they interact, the resulting artificial society unavoid-
ably links demography, economics, cultural adaptation, genetic evo-
lution, combat, environmental effects, and epidemiology. Because the
individual is multidimensional, so is the society.

From: [154]: Epstein J (2006): Generative Social Science: Studies in
Agent-Based Computational Modeling

How Did the Anasazi Native Americans Live or Could Have Lived?

Epstein now published Generative Social Science [154], a series of papers about
the use of bottom-up social models. His intention is to show that complex so-
cial phenomena can be understood by local interactions among agents. A series
of papers, very ambitiously, instead of studying virtual worlds, deals with the
rise and fall of a real society, actually of the Anasazi native Americans. The
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historical fact is that the Anasazi abandoned Long House Valley, in about
A.D. 1350 after they lived there for about 3000 years.

The Anasazi are a particularly good candidate for a simulation study since
there are data available from various sources about the climate, crop produc-
tion, and the actual place of the settlements in the valley. This makes it pos-
sible to compare the results quantitatively to the real events. The scientific
question proposed whether it is possible that the Anasazi abandoned the place
as a result of their normal, “internal” dynamics or there was some external
force which made them chose this alternative. Note that as climate is part of
the model, it is counted as internal here.

Let us briefly introduce the model. The unit of the modeling, the agent is
one household, the smallest unit in archaeological records. Some attributes of
the household are the model variables, these describe the state of the model:
(1) the place of its residence, (2) its agricultural location, (3) the “age” of the
household, everybody in a household assumed to have the same age, (4) the
amount of corn the household owns. Most of the model parameters are set
based on real data, these include: nutrition need per individual, the size of
the household, the maximum length of grain storage, the parameters of the
environment, the fertility of the household, etc. The model contained eight
adjustable parameters: minimum and maximum death age, minimum and
maximum age of the end of fertility, minimum and maximum fission prob-
ability, the average harvest and the harvest variance. (The actual death age,
end of fertility and fission probability were chosen uniformly from the interval
given with the parameters.) By the careful choice of these eight parameters
the model was able to replicate the real world data very closely, except for one
thing: the simulated Anasazi never abandoned the valley. This implies that
as the model assumptions were not sufficient for explaining the phenomenon
(“i.e.,” the abandonment), there must have been some external cultural or
environmental reason for it.

It is interesting to compare the Anasazi model to the Sugarscape world
described earlier. In the Sugarscape model the (very minimal) assumptions
were able to reproduce the real phenomena, so it shows that the assumptions
are sufficient (but not necessarily required). Whereas in the Anasazi model
the assumptions fail to reproduce one single aspect of the real events (and
succeed to reproduce every thing else), this means that the assumptions are
not sufficient for explaining this aspect.

ABM seems to be an appropriate methodological tool to test ideas about
social mechanisms which may establish certain macroscopic patterns. It may
help to test hypotheses about the spatiotemporal dynamics of these macro-
scopic patterns emerging due to interaction of agents characterized by their
possible strategies and actual decisions.
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9.1.4 Agent-Based Computational Economics

Agent-based computational economics (ACE) uses models of “virtual eco-
nomic world” where different (“heterogeneous”) agents participate. Interac-
tions of agents specify the temporal development of an economy from a given
initial condition. The agents are computational units, or, if you wish, basically
softwares. These software modules implement rules, which might be a simple
if-then instruction, but also could be a long set of instructions.

ACE certainly preserves the basic property of dynamical systems descrip-
tion, namely causality. It helps to understand the mechanism of pattern gener-
ation (empirical understanding), and to design “good economics” (normative
understanding).

Decentralized market economies might be understood, much better as com-
plex adaptive systems (occasionally labeled as CAS) than optimizing rational
calculators. A CAS consists of large numbers of adaptive agents involved in
local interactions. These microscopic interactions imply macroscopic patterns,
which often show regularities, as shared market protocol or behavioral norms,
which feedback to the microscopic interactions, as Tesfastion [511] states. He
also classified the problems of ACE (of course we know, that every classi-
fication contains arbitrary elements): (i) Learning and the embodied mind;
(ii) evolution of behavioral norms; (iii) bottom-up modeling of market pro-
cesses; (iv) formation of economic networks (v) modeling of organizations, (vi)
design of computational agents for automated markets; (vi) parallel experi-
ments with real and computational agents (viii) building ACE computational
laboratories.

A big enterprise of ACE was the establishment of the Santa-Fe Artificial
Stock Market model.

The Santa-Fe Artificial Stock Market model

The goal was to set up an artificial stock market where players are inductive
agents with bounded rationality, and to show that their interaction leads to
real(istic) market dynamics [307].

There are n stock market traders, and two types of assets. The first is
risk-free, pays a constant (obviously low) rate of return r.

First, the market dynamics should be specified. The state of the stock is
characterized by a price pt and yields a dividend dt. The traders may act in
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each discrete time step. Actually either they trade (buy or sell), or don’t, and
the price is consequently updated by the equation

pt+1 = pt + β(Bt − St). (9.7)

Here Bt and St are the number of buyers and sellers in the actual time inter-
val, and β is a parameter, which controls the “velocity” of the price change.
The dynamics of the dividend is specified by a random walk (more pre-
cisely by an Ornstein - Uhlenbeck process, (studied in Sect. 6.1.3), dt+1 =
dt +“Gaussian noise term”. The fundamental value is a constructed quantity
fvt, fvt := dt/r. The agent knows the history of pt, dt and fvt, and the goal
is to maximize the money owned at the end of the simulation.

Agents are supposed to have inductive rationality, and evolutionary algo-
rithms are adopted. The actions of the agents depend on rules that specify
what to do for particular market conditions. The rules have variable strength,
which are subject of change by some adaptive learning rule. In addition, new
rules are formed by genetic algorithms, and the weakest rules are eliminated
and are substituted by strongest rules (modified by random mutations).

The original model had two qualitatively different outcomes [396], one is
equilibrium and homogeneous, the other is a nonequilibrium, heterogeneous.
More specifically, under simple structural conditions (few agents, few rules per
agent etc.) the system’s state is in or around equilibrium. Prices are close to
the fundamental values, so fluctuations are small. The agents behave by and
large uniformly, based on the logic of the equilibrium theory (buy when the
price is smaller than the fundamental value).

Nonequilibrium behavior has many faces. Occasionally there are large de-
viations from the fundamental values (identified as bubbles or crashes) due to
collective interaction among agents. Agents will become heterogeneous, they
may adopt highly different rules. Rules are subject to evolutionary changes.
Wealth distribution shows a time arrow; initially the distribution is narrow,
i.e., more or less everybody has the same wealth. However, the finding of some
more advantageous rule by chance (“luck”) may imply the emergence of much
more wealth to some agents.

The Santa Fe Artificial Stock Market model was certainly a very influential
attempt to make predictions on the market behavior in an environment when
the agents have adaptive strategies. For the evaluation of the initial model
and further artificial stock markets see [306].
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9.2 Game Theory: Where We Are Now?

9.2.1 Classical game theory

As it was mentioned in Sect. 5.5, game theory was formulated basically by
von Neumann and Morgenstern. It emerged as a mathematical theory of eco-
nomics, and also proved to be an important tool for treating the problem of
necessary cooperation to avoid (nuclear and other) catastrophes.

While the establishment of game theory was motivated by real games,
the modern applications are related bringing decisions to social situations.
Players have to choose among different strategies, and they take into account
the possible strategies of all the other players. In cooperative games formations
of coalitions are permitted, so finally the game is among different coalitions,
and not among individual players. In the von Neumann and Morgenstern
book [544] the term “coalition” appears in Chapter V, where zero-sum three-
persons game were analyzed. A game is zero sum, when the total resource
(award, penalty etc.) is fixed, and does not depend on the chosen strategies.
In a non-zero sum game players interests are not necessarily in direct conflict.

Games, however, maybe non-cooperatives, too. In this case coalition for-
mation is forbidden, as John Nash invented. The only non-cooperative game
that von Neumann - Morgenstern treated was the zero-sum two persons game,
which is necessarily non-cooperative. Nash excluded the possibility of coalition
formation, and for these non-cooperative games he developed an equilibrium
concept, which became later the Nash equilibrium. There is a situation, when
each player choose a strategy, and nobody can better off by changing unilat-
erally her strategy. Nash showed that such equilibrium should exist for under
very general conditions.

Let’s see now how two or more players divide a cake among themselves!

Cake Division

The “cake division”problem is well-known. It is actually not a single problem,
but a quite big set of different problems associated with the “proper” division
of a set of goods (the cake) among n “players”. In the simplest version of the
problem the cake is homogeneous, in other versions it is heterogeneous, i.e.,
each player has her own preferences regarding to different pieces of the cake.

A division is called proportional if every player receives at least 1/n of
the cake in her own measure. A division is called envy-free if no player would
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change its piece with another player. Note that if the cake is homogeneous
then proportional and envy-free divisions are exactly the same and also note
that an envy-free division is always proportional.

A proportional division however is not necessarily envy-free if the cake is
heterogeneous for at least three players. It is possible that all three players
consider their own piece to be at least 1/n of the whole but (say) one of them
considers another piece to be even bigger.

Note that there is possible to come up with other definitions for the “fair”
division, like Pareto-optimality.2 Also note that the“preferences”of the players
are usually expressed in terms of a probability measure on the cake and one
needs to restrict the measure to ask meaningful questions, e.g., for k players we
might need to assume that every subset of the cake can be divided into k equal
parts according to the measures of any player, etc, see the cited references for
details.

As Brams and Taylor [70] notes, there are in general four sets of problems
associated with cake division. The first set includes existence theorems, i.e.,
determining the required and sufficient conditions for the existence of propor-
tional or envy-free division. These theorems are usually not constructive, they
only prove that such a division exists but don’t help to find it [492, 493, 568].

The second set of problems is to give a procedure to obtain a desired, i.e.,
proportional or envy-free solution. As it happens many procedures given are
not algorithms but so-called moving-knife solutions when typically a player
or a referee continuously moves a knife over the cake and another player calls
stop whenever she thinks the cake should be cut at the current position of the
knife.

A two-player moving-knife solution proposed by Austin in 1982 [33] works
as follows. First imagine that the cake is one-dimensional. (Some kind ab-
straction always necessary if want to formalize problems in the language of
mathematics.) A referee moves a knife from the left edge of the cake (line) to
the right edge until one player calls “stop” because she thinks the knife is at
half-way point according to her measure. (Let this player be Player 1.) Now
Player 1 places a second knife at the left edge of the cake and moves both
knives together towards the right edge ensuring all the time that the piece
between the two knives is 1/2 in her measure. Player 2 calls “stop” whenever
she thinks the piece between the two knives is 1/2. As in the final situation,
with the right knife at the right edge (and thus the left knife at the same place

2 Pareto optimality means that no better solution exists for any player without
making at least one player worse off.
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where Player 1 called stop) Player 2’s piece is larger than 1/2 in her measure
there will be a point when it is exactly 1/2.

The third set is actually a subset of the second, but now we only allow strict
algorithms (programmable on a Turing-machine if you like) and no moving-
knife solutions. Some moving-knife solutions, like the previous example can
be easily rephrased as an algorithms, others are not that easy.

The fourth set is the most interesting and relevant to us, so we will focus
on this. This problem is to define a game in game theoretical sense in which
each player has a non-losing strategy. In other words, we need to come up
with a set of rules and a set of strategies for the players which ensure that
they will receive at least 1/n of the cake in their own measure. (Or some other
definition of “good” division for them.) The set of rules and the strategies are
often called protocols in the literature [70]. Players in these games are rational
and risk-averse, they don’t choose a strategy which can result less than 1/n
of the cake, even if this event is very unlikely.

The classic envy-free protocol for two players and heterogeneous cakes is
the “cut-and-choose” protocol: the first player cuts the cake into two halves
the second player chooses one of them. The strategy of the first player is to
cut the cake into exactly two pieces according to her measure, this she will
get at least 1/2. The strategy of the second player is to choose the half which
is at least as big as the other (according to her measure of course). While this
protocol is envy-free, it is clear that the second player has some“advantage”as
she can get a piece bigger than 1/2, but this is impossible for the first player.

Let us first give a simple protocol k players and homogeneous cakes, ie. here
each player has the same preferences. The protocol is given by mathematical
induction.

1. If k ≤ 2 then the problem is solved by the cut-and-choose protocol.

2. Divide the cake into k−1 pieces according to the protocol being described.

3. Each player divides her share into k pieces.

4. Player k chooses one from every other players’ little pieces.

The strategy for dividing the cake is to divide equally and the strategy
to choose is to choose the largest piece. Here is a short informal proof that
the protocol is proportional. It is clearly proportional for two players. If the
k − 1 players divided the cake into pieces a1, a2, . . . , ak−1,

∑
ai = 1 then if

player k follows her strategy she gets at least a1/k+ a2/k+ · · ·ak−1/k = 1/k.
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If a player divides equally after receiving her initial piece then she will keep
holding an equal share.

For envy-free protocol for more players and heterogeneous cakes either,
the inquiring Reader is advised to consult [70, 69] and references within.

We also didn’t deal with the cases where the cake is not continuous but
discrete, i.e., a set of items are distributed among players with heterogeneous
preferences, please see [71] and [434].

Prisoner Dilemma

The most famous non-zero sum game is the Prisoner Dilemma, which ana-
lyzes the costs and benefits of two possible strategies, namely cooperation or
defection. Here is basic example:

In this game the two players are partners in a crime who have been cap-
tured by the police. Each suspect is placed in a separate cell, and offered the
opportunity to confess to the crime. The rows of the matrix correspond to
strategies of the first player. The columns are strategies of the second player.
The numbers in the matrix are the penalties: the first number is the penalty of
the first player, the second is the penalty of the second player. Notice that the
total penalty of both players is smaller if neither confesses so each receives 1.
However, game theory predicts that this will not be the outcome of the game
(therefore we have a dilemma). Each player having the intention to minimize
her penalty, reasons as follows: if the other player does not confess, it is best
for me to confess (0 instead of 1). If the other player does confess, it is also
best for me to confess (2 instead of 3). So no matter what the other player
will do, confession implies one year off the sentence.

The payoff matrix of the game describes the possible outcomes:

Player 2
Player 1 not confess confess
not confess 1,1 3,0
confess 0,3 2,2

Game theory predicts, that each player following her own self-interest will
result in confessions (defection) by both players.

Trust in the other would minimize the total penalty. This is the basis of
the dilemma. But can trust evolve? While the question is beyond the scope
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of classical game theory, it was investigated by evolutionary game theory.
Specifically. first, a more sophisticated (i.e., actually more dynamic, or adap-
tive) version of the game, the iterated prisoner’s dilemma was introduced by
Robert Axelrod, a political scientist, in his book “The Evolution of Coopera-
tion” [34]. The main point is that emergence of cooperation and trust based
on reciprocity. This problem leads us to evolutionary game theory.

9.2.2 Evolutionary Game Theory

Evolutionary game theory elaborated by John Maynard Smith (1920-2004)
and George Price (1922-1975). Price gave an interpretation of Fisher’s fun-
damental theorem, basically by using an argument in Sect. 3.7.2. They intro-
duced the concept of evolutionary stable strategies (ESS). If all members of
a population adopts EES, there is not any mutant strategy, which can invade.

In Sect. 4.5 the equations behind evolutionary dynamics were discussed.
These types of equations are the basis of evolutionary game dynamics. The
interpretation of xi in (4.43) is the frequency of strategy i, and the equations
describe the evolution of strategies. As it was shown [394], these equations are
basically equivalent to the Price equations.

Evolutionary Game Dynamics

In evolutionary game theory the payoff matrix is identified with fitness. If
there are two players, A and B, there are three possibilities:(i) A meets A,
both get a; (ii) B meets B, both get d ; (iii) A meets B; A gets b and B gets c.
Considering a population of A and B players, if xa is the frequency of A and
xb is the frequency of B than the payoffs for A and B are as

fA = axA + bxB , (9.8a)
fB = cxA + dxB , (9.8b)

Applying the frequency dependent selection, and using x = xA notation, we
have

ẋi(t) = x(1 − x)[a− b− c+ d] . (9.9)

Depending on the numerical values of the elements five qualitative outcomes
are possible (the first two are symmetric) [387, 385]:

• a > c and b > d −→ A dominates B. The whole population tends to consist
of A players.
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• a < c and b < d −→ B dominates A. The whole population tends to consist
of B players.

• a > c and b < d −→ A and B are bistable. The equilibrium point is un-
stable, and the initial condition determines whether the system converges
to “pure A” or “pure B” state.

• a < c and b > d −→ coexistence of A and B. The stable equilibrium point
is given as

x∗ =
d− b

a− b− c+ d
. (9.10)

• a = c and b = d −→ A and B are neutral. Selection does not influence the
composition of the population.

Examples for all cases can be found in the repeated prisoner’s dilemma,
where an interaction between two players consists of many rounds.“. . . Tit-for-
tat (TFT) is a strategy which cooperates in the first round and then repeats
whatever the other player did in the previous round. “Always defect” (AllD) is
bistable with TFT if the average number of rounds is sufficiently high.“Always
cooperate” (AllC) and TFT are neutral if there is no noise and can coexist in
the presence of noise. AllC is dominated by AllD. . . . [387].

In case of three strategies the situation is more complicated. Since rock
smashes scissors, scissors cut paper, and paper covers rock, there is a non-
transitive, circular relationship among the three concepts. Recently it was
found that this strategy exists in the biological realm. One version of lizards
live in three different forms (i.e., with orange, blue or yellow throats) with
mating strategies which implies results characterized by circular relationship:
“orange beats blue, blue beats yellow, and yellow beats orange”[12]. In a game
with three possible strategies different long-term behaviors may emerge. It is
possible that the three strategies coexist, or after increasing oscillation two
strategies are subject of extinction.

Evolution of Cooperation

Is natural selection, i.e., a spontaneous mechanism sufficient to develop moral
rules of cooperation from the interaction of self-interested players? Political
scientist Rob Axelrod investigated this problem for many years. The starting
points of his argument are that (i) biological evolution proved to be useful
by adopting altruism; (ii) genetic algorithm used evolutionary principles suc-
cessfully. Consequently, if the prisoner dilemma!iterated is played iteratively,
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strategies containing altruistic elements should perform better than purely
selfish ones. The optimistic perspective was that evolutionary mechanisms
may establish these altruistic phenotypes even from selfish ones.

It is well known that the “tit for tat” (“equivalent retaliation”)3 algorithm
suggested by Anatol Rapoport (one of the founders of systems theory move-
ment, as it was mentioned in Sect. 2.2.1) proved to be very efficient. The two
steps of the algorithm are:
1.Cooperate!
2. Do what your opponents did in the previous step!

Long-term cooperation has evolutionary advantage to myopic selfishness.
The more general rules behind evolution of cooperation is under investigation
[325].

Evolution of fairness: the problem:

The Ultimatum Game is quickly catching up with the Prisoner’s
Dilemma as a prime showpiece of apparently irrational behavior. In
the past two decades, it has inspired dozens of theoretical and exper-
imental investigations. The rules of the game are surprisingly simple.
Two players have to agree on how to split a sum of money. The proposer
makes an offer. If the responder accepts, the deal goes ahead. If the re-
sponder rejects, neither player gets anything. In both cases, the game
is over. Obviously, rational responders should accept even the smallest
positive offer, since the alternative is getting nothing. Proposers, there-
fore, should be able to claim almost the entire sum. In a large number
of human studies, however, conducted with different incentives in dif-
ferent countries, the majority of proposers offer 40 to 50% of the total
sum, and about half of all responders reject offers below 30%.

The irrational human emphasis on a fair division suggests that play-
ers have preferences which do not depend solely on their own payoff,
and that responders are ready to punish proposers offering only a small
share by rejecting the deal (which costs less to themselves than to the
proposers). But how do these preferences come about?...

From [388].

3 The Hungarian language is not so economic, and it says that “Szemet szemért,
fogat fogért”, i.e., eye for eye, tooth for tooth) based on a principle taken from
the Old Testament (Exodus 21).
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Kin Selection

This algorithm is certainly motivated by biological principles. Cooperative
hunting in group of animals required altruistic elements. Kin selection was
suggested by William D. Hamilton (1936-2000) by using genetic arguments.
Hamilton’s rule says that:

r > C/B. (9.11)

Here, C is the fitness cost to the altruist and B is the fitness benefit to the
individual helped, and r is a measure of genetic relatedness. Hamilton’s kin
selection principle motivated Edwards Wilson to explain altruism, aggression,
and other social behaviors in terms of biological evolution. His book on what
he called sociobiology [563] dealt mostly with social animals (such as ants), and
a single chapter with humans, provoked sharp debates. The opponents of so-
ciobiology were headed by leading (admittedly leftist) evolutionary biologists,
Richard Lewontin and Stephen Jay Gould (1941-2002) who attacked sociobi-
ology for supporting biological determinism. Biological determinism may have
as they argued, serious negative social consequences. Sociobiology has been
replaced by evolutionary psychology, a less direct, more neutral theory to ex-
plain the evolution of human behavior and culture by mechanisms of natural
selection [46].

Direct Reciprocity

Iterated prisoner’s dilemma is a typical example of direct reciprocity. It is
obvious that cooperation may emerge not only among relatives.

Cooperation, however, may exist also on more general form of mutual“reci-
procity”, and it might occur in the animal world between different species. An
animal helps another and expects help back in the future ([518]): altruism
might be mutual. The mechanism suggests that one player’s cooperation in-
creases the probability of the cooperation of the other later. Also, it turned
out that while TFT proved to be twice the champion, it has some weakness
as well; it is somewhat rigid. Sometimes defections are not intentional, and
therefore a certain degree of forgiveness proved to be more advantageous than
strict retaliation. A modified strategy, Generous tit-for-tat showed improved
performance. An other algorithm Win-stay, lose-shift quickly corrects acci-
dental mistakes and it exploits the other player if she chronically cooperates.
It was suggested [325] that there is a simple relationship to characterize the
situation when direct reciprocity can lead to evolution of cooperation: the
probability w of the encounter between the same individuals should be larger
than the cost-benefit ratio of the altruistic act:

w > C/B. (9.12)
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Reciprocal altruism is most likely very rare (or probably non-existent) in
animal societies, cooperation is the result of selfishness or kin selection.

Indirect Reciprocity

Martin Nowak (roots in Vienna) and Karl Sigmund (Vienna) [386] offered
a mathematical model to show that cooperation can emerge even if recipients
have no chance to return the help to their helper. This is because helping
improves reputation, which in turn makes one more likely to be helped. The
indirect reciprocity is modeled as an asymmetric interaction between two ran-
domly chosen players. The interaction is asymmetric, since one of them is the
“donor”, who can decide whether or not cooperate, and the other is a passive
recipient. However, the result of the decision is not localized, it is observed
by a subset of the population, who might propagate the information. Con-
sequently, the decision to cooperate might increase one’s reputation. Those
people who are considered more helpful, have a better chance to receive help.
The calculation of indirect reciprocity is certainly not easy. A cooperative
donor would like to cooperate with a player, who is most likely a cooperator,
and would not cooperate with a defector. The probability, q, of knowing some-
one’s reputation should be larger than the cost-benefit ratio of the altruistic
act:

q > C/B. (9.13)

Evolutionary game theory suggests that indirect reciprocity might be
a mechanism for evolution of social norms.

Network Reciprocity

While in a well-mixed population pure natural selection would favor to de-
fectors, interaction in real populations can better characterized by spatial
structures or social networks, where the probability matrix of the binary in-
teraction between individuals has some structure. Recently evolutionary graph
theory was offered [315] to study the effect of the network structure on evolu-
tionary dynamics. It was found, that for many network structures (including
small-world and scale-free networks) a simple rule describe the condition of fa-
voring cooperativity. The cost-benefit ratio should exceed the average number
of neighbors, k:

B/C > k. (9.14)

Group Selection

The concept of multilevel selection offers that selection acts not only on indi-
viduals but on groups, too.
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A model for group selection

A population is subdivided into groups. Cooperators help others
in their own group. Defectors do not help. Individuals reproduce pro-
portional to their payoff. Offspring are added to the same group. If
a group reaches a certain size, it can split into two. In this case, an-
other group becomes extinct in order to constrain the total population
size. Note that only individuals reproduce, but selection emerges on
two levels. There is competition between groups because some groups
grow faster and split more often. In particular, pure cooperator groups
grow faster than pure defector groups, whereas in any mixed group, de-
fectors reproduce faster than cooperators. Therefore, selection on the
lower level (within groups) favors defectors, whereas selection on the
higher level (between groups) favors cooperators. This model is based
on ”group fecundity selection,”which means that groups of cooperators
have a higher rate of splitting in two. We can also imagine a model
based on ”group viability selection,” where groups of cooperators are
less likely to go extinct.

From [325].

Under certain conditions, denoting by n the maximum group size, and by
m the number of groups, group selection supports evolution of cooperation if

B/C > 1 + (n/m). (9.15)

Constructive Evolution?

Evolutionary game theory suggests that selection and mutation, the funda-
mental principles of evolution can be supplemented with possible mechanisms
for the evolution of cooperation. In each mechanism the benefit-to-cost ratio
of the altruistic act should exceed some critical value. The appropriate ratio
between competition and cooperation may be the driving force of constructive
evolution.
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9.3 Widening the Limits to Predictions: Earthquake,
Eruptions Epileptics Seizures, and Stock Market Crashes

While the study of the eruptions of earthquakes, the onset of epileptic seizures,
and the crashes of stock market traditionally are investigated by very differ-
ent disciplines, and in departments, which differ very much in their scientific
culture, complex system approach emphasizes the similarities and offers some
common methods to predict the behavior of these systems, and/or understand
the inherent limits of their predictability.

9.3.1 Scope and Limits of Predictability

Layman believe that extreme events both in nature and society, such as earth-
quakes, landslides, wildfires, stock market crashes, destruction of very tall
tower buildings, engineering failures, outbreak of epidemics etc. are surprising
phenomena, and their occurrence does not follow any rule. Of course, such
kinds of extreme events (birth, death, marriages, career steps, etc) are rare,
but they influence our everyday lives dramatically. Can we understand, assess,
predict and control these events? (An extreme event should not be necessarily
negative.) For a very recent excellent, edited book about extreme natural and
social events is [6].

Complex systems theory offers different approaches to model these, gener-
ally large-scale (global) macroscopic events, which are generated from small-
scale (local) microscopic interactions. There are two classes of theoretical
approaches, which give quite different answers for the question of eventual
predictability.

One possibility is to say, that big earthquakes are nothing else but small
earthquakes, which don’t stop. The consequence is that these critical events
would inherently be unpredictable, since they don’t have any precursors. This
approach is called as self-organized criticality (SOC) and was championed by
Per Bak [38].4

4 Per Bak (1947–2003) formulated the problem this way: “How can the universe
start with a few types of elementary particles at the big bang, and end up with life,
history, economics, and literature? The question is screaming out to be answered
but it is seldom even asked. Why did the big bang not form a simple gas of
particles, or condense into on big crystal? We see complex phenomena around
us often that we take them for granted without looking for further explanation.
In fact, until recently very little scientific effort was devoted to understanding
why nature is complex. I will argue that complex behavior in nature reflects the
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Didier Sornette, originally a geophysicist, based on the analogy between
natural and financial crisis, wrote an exciting, and therefore controversial best-
seller [473] about the reasons, and the eventual predictability of the stock
market crashes. According to his arguments, catastrophic events (or at least
a class of them) result from accumulating amplifying cascades. Based on the
hypothesis of this theory of intermittent criticality, many stock market crashes
are generated by a slow building up of “subterranean forces”, and their pre-
cursors may be detected. Were this hypothesis true, the predictability of these
events may be imaginable.

First, a short comparative analysis of these phenomena is given.

9.3.2 Phenomenology

Earthquake Eruption

Richter Scale, Gutenberg–Richter Law and Others

We know from the media that the strength of the earthquakes are character-
ized by using the Richter magnitude scale. Accordingly, to the size of an earth-
quake a single number can be assigned. The magnitude (M) of an earthquake
is proportional to the logarithm of the maximum amplitude of the earths mo-
tion. For example, an earthquake with magnitude 8, moves the ground 1000×
more than a magnitude 5 earthquake.

There are many earthquakes, but only a few (well, still more than enough)
make the headline news, as Fig. 9.3 shows.

The number of earthquakes of magnitude M is proportional to 10−M :

logN(M) = −bM, b ∼ 1. (9.16)

N(M) is the number of earthquakes of magnitude greater than M .

tendency of large systems with many components to evolve into a poised, ‘critical
state’, way out of balance, where minor disturbances may lead to events, called
avalanches, of all sizes. Most of the changes take place through catastrophic events
rather than by following a smooth gradual path. The evolution to this very delicate
state occurs without design from any outside agent. The state is established solely
because of the dynamical interaction among individual elements of the system: the
critical state is self-organized. Self-organized criticality is so far the only known
general mechanism to generate complexity.”
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Fig. 9.3. (a) Magnitude of earthquakes on different days of 1995 in Southern Cali-
fornia; (b) distribution of earthquakes with different magnitudes. From
http://simscience.org/crackling/Advanced/Earthquakes/GutenbergRichter.html.

This statistical finding is called as the Gutenberg-Richter law. Earthquakes
are not isolated events, after a mainshock in the same region there are a num-
ber of aftershocks with smaller magnitude. The temporal decay of these af-
tershocks is described with the equation

n(t) =
K

(c+ t)p
, (9.17)

where n(t) is the number of earthquakes n measured in a certain time t, K is
the decay rate, c is the “time offset” parameter; and the parameter p typically
falls in the range 0.75− 1.5. For p = 1, it is called the Omori’s law, stated by
the Japanese seismologist Omori in 1894 (see Fig. 9.4).

Fig. 9.4. Corrected Omori’s law: The decay rate of the magnitude of earthquakes
shows hyperbolic decrease.

There is another empirical law (Bath’s law), which states that difference
in the magnitude between a mainshock and its largest aftershock is 1.2, in-
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dependent of the mainshock magnitude. The distribution of the magnitude of
the aftershocks also follows the Gutenberg–Richter law.

Epileptic Seizures

Epilepsy, as a neurological disease, is characterized by abrupt, unprovoked re-
current seizures, exhibiting pathological electrical activity. There are several
types of seizures in epilepsy. They can roughly be classified into generalized
seizures and partial seizures. Generalized seizures arise from abnormal electro-
chemical activity affecting the whole brain at the same time; partial seizures
arise from abnormal electrochemical activity affecting one part of the brain,
but which may spread to other parts of the brain.

It was generally believed that the seizure is very really abrupt, and it
begins just seconds earlier before its clinical onset. There are some indica-
tions, although the clinical relevance is still debated, that significant changes
in the electrical activity of the brain could be detected by EEG (electroen-
cephalogram), hours in advance of the onset of seizures. If we had a reliable
precursor detection technique ([362, 248, 138]), antiepileptic drugs could be
administered by some implantable devices to intervene in time to suppress the
development of epileptic seizures.

To be able to make a real prediction, the EEG must show at least two
different stages (see Fig. 9.5 [459]). First, there has to be a time period be-
tween the prediction and the earliest occurrence of the seizure, called seizure
prediction horizon (SPH). This period is necessary for example, for drug ad-
ministration. There should be another time interval, during which the pre-
dicted seizure occurs, called the seizure occurrence period (SOP). For obvious
reasons, prediction methods should avoid false alarms: false predictions would
lead to impairment due to possible side-effects of interventions.

Stock Market Crash: Some Comparative Analysis

Stock market crash is an abrupt fall of stock prices in a significant region
of the stock market. Such kinds of crashes emerge due to the interaction of
inherent economic factors and human actions.

There were a number of big crashes in the last few centuries. Kenneth
Galbraith (1908-2006), the very influential economist wrote an easily readable
small book with the title “A short history of financial euphoria” [191]. The
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Fig. 9.5. Basic operation of a prediction method during an interictal and a preictal
period. Seizure onset is marked by vertical lines. a Examples of EEG recordings and
b exemplary time course of a feature extracted by a seizure prediction algorithm. The
solid, horizontal line indicates the threshold for raising alarms. Alarm events and two
consecutive time intervals characterizing a prediction, the seizure prediction horizon
SPH and seizure occurrence period SOP are illustrated in (c). Note the different
time scales for the EEG data and the feature time series. Adapted from [459].

book explains why and how the interplay of irrational expectations and specific
economic factors generate boom and bust financial dynamics in each several
decades.

Now historical crashes will be briefly reviewed. For more details see, e.g.,
”Stock Market Crash!Net’ http://www.stock-market-crash.net/.

The Tulip Bulb Mania

The Tulip Bulb Mania emerged in Holland around 1635. Tulip bulbs first were
bought for their aesthetic value, but as their prices increased, they became
subject of buying and selling. People bought them to make a (large) profit.
There was a month when its value increased twenty-fold. At a certain point
the Dutch government attempted to control the mania. After its regulatory
actions some informed speculator realized that the price could not become
more inflated and started to sell bulbs. Other people soon noticed that the
demand for tulips could not be maintained. Their attitude propagated very
rapidly among people interested in the business, and soon panic, a social
collective phenomenon, emerged. During six weeks there was a 90% reduction
in its price (Fig. 9.6).
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Fig. 9.6. Price dynamics of the rise and fall of the Tulip Bulb Mania. Adapted from
http://www.stock-market-crash.net/tulip-mania.htm. c©Elliot Wave International.

The South Sea Bubble

A very bad financial bubble5 occurred in England between 1711 and 1722
(Fig. 9.7).

The British government offered a deal to South Sea Company to finance
a big state debt emerged during the War of the Spanish Succession. The South
Sea Company traded with South America (excluding Brazil, as it was a Por-
tuguese territory). After a rumor that South Sea Company had been granted
full use of Latin American ports, “It became extremely fashionable to own
South Sea Company shares”. It turned out at a certain point for the leaders
of the company that the actual commerce did not produce profit, and money
was generated mostly from issuing stocks, so their shares became strongly
overvalued. Soon after the owners started to sell shares, there was a panic
among shareholders and the market crashed. Factors, such as speculations,
unrealistic expectations and corruption contributed to the emergence of the
bubble. Newton first saw the bubble, but later lost a lot.6 Jonathan Swift also

5 The term “bubble” was adopted in a poem of Jonathan Swift (1667–1745)
The Nation too too late will find,
Computing all their Cost and Trouble,
Directors Promises but Wind,
South Sea at best a mighty Bubble.
from http://myweb.dal.ca/dmcneil/bubble/bubble-poem.html.

6 “Sir Isaac Newton, scientist, master of the mint, and a certifiably rational man,
fared less well. He sold his 7, 000 shares of stock in April for a profit of 100
percent. But something induced him to reenter the market at the top, and
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lost a large amount of money, so he was motivated to write a satire about the
British society, which we know as Gulliver’s Travels.

In a recent reanalyis of this bubble it was argued by Temin7 and Voth
[510] that “Hoare’s Bank, a fledgling West End London banker, knew that
a bubble was in progress and that it invested knowingly in the bubble; it was
profitable to ride the bubble.”

Fig. 9.7. Price dynamics of rise and fall of the South Sea Bubble. Adapted from
http://www.stock-market-crash.net/southsea.htm c©Elliot Wave International.

Stock Market Crash of 1929

Since the stock market crash of 1929 is an emblematic event, it was exten-
sively analyzed. Many investors adopted a high-gain or high loss strategy,
called leverage, but the stock seemed to be very safe. These, so called margin
investors knew that there was a bull market8 from 1921, so believed that stock
market always went up. When the bear market started after some intervention
of the Federal Reserve (the central bank of the US, founded in 1913) panic
emerged on Thursday, 24 October 1929. Margin investors became bankrupt.

he lost 20, 000. “I can calculate the movement of the stars, but not the mad-
ness of men.” From http://moduleblog.nus.edu.sg/blogs/ec4394/archive/2006/10/
30/1101.aspx (26 January 2007).

7 This is the second citation for “Temin”. The economist Peter Temin is the younger
brother of the geneticist Howard Temin, who discovered the reverse transcriptase
discussed in Sect. 2.1.2.

8 The terms bull market and bear market are adopted for longer time periods when
the prices are rising or falling, respectively.
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Furthermore, since banks also invested their deposit in stock market, even the
depositors’ money was also lost (Fig. 9.8).

Fig. 9.8. Price dynamics of rise and fall of the stock market crash of 1929 Adapted
from http://www.stock-market-crash.net/1929.htm c©Elliot Wave International.

Stock Market Crash of 1987

The Black Monday of 19 October 1987 is remembered as the largest (or second
largest) one day stock market crash. While the bull market started in 1982, it
accelerated in 1986. The growth of some companies by buying others was one
driving force in the stock market. The appearance of personal computers was
also considered as an excellent opportunity to increase profit. As it happened
in other times, euphoria became the predominant attitude, and many new
investors entered the market. Strong economic growth implied inflation, and
the Federal Reserve’s intervention by raising short term interest rates initiated
instability. The big trading firms had portfolio insurance, which all of them
wanted to use simultaneously. While the clients asked their brokers to sell,
they were not able to act due to the large number of their clients. Together
with the fall of the Dow Jones index, the national stock markets also collapsed.
The central banks, however, managed to control the crisis. The reduction of
short term interest rate by the Fed helped, and firms bought back their, now
undervalued stocks (Fig. 9.9).
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Fig. 9.9. Price dynamics of rise and fall of the stock market crash of 1987. Adapted
from http://www.stock-market-crash.net/1987.htm c©Elliot Wave International.

Fig. 9.10. Price dynamics of rise and fall of the Nikkei Bubble. Adapted from
http://www.stock-market-crash.net/nikkei.htm c©Elliot Wave International.

The Nikkei Bubble

The bull market in Japan was driven first by the natural recovery from the
effects of World War II. The ratio of people working in industry had strongly
been increased, large corporations, who offered life-time employment, and re-
ceived loyalty, had been formed. Japanese firms gained fame for “copying and
improving Western products and selling them for much cheaper”. In the next
stage, the oil crisis combined with the development of high-tech Japanese
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car industry (as opposed to the low-tech US automotive technology) implied
the permanent increase of the Japanese stock market. Finally, with the emer-
gence of electronic giants (such as Hitachi and Sony) it was believed that Japan
would dominate the whole microelectronics industry. Speculation started (also
in the real estates market: the price of a home in the Tokyo area was much
higher than even in Manhattan). To control the inflated economy interest rate
was increased. The Nikkei index crashed from 40,000 to 10,000 during several
months. As it happens, corruption came to light. The recovery period was
extremely long: the Japanese stock market showed a fourteen year long bear
market (Fig. 9.10). It is probably over: “Tokyo’s Nikkei share average ended
2006 with a 6.9 percent gain for the year, marking its fourth straight year of
growth and its longest bull run in nearly two decades”, as the Reuter reports on
December 29th, 2006, (see http://in.news.yahoo.com/061229/137/6anyi.html).

The Nasdaq Bubble

Fig. 9.11. Price dynamics of rise and fall of the Nasdaq Bubble. Adapted from
http://www.stock-market-crash.net/nasdaq.htm c©Elliot Wave International.

There was a rapid recovery from the 1987 crisis (Fig. 9.11) The most
effective driving force of this process was the propagation of personal com-
puters to the everyday life, from all type of business applications to electronic
entertainment. Hardwares, produced in different geographical regions, were
very similar. What made the difference was the software. Stock prices of soft-
ware houses showed a strong increase. Many small companies appeared in the
stock market. Initial shareholders (often even employees of these companies),
became rich very soon due to the increase of the values of these technological
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stocks. The Internet catalyzed the super-exponential increase of the stocks.
The Nasdaq Composite Index increased during four years with from 600 to
5000 with a peak on March 2000 driven by the irrational expectations. In-
vestors realized at certain point, that the abrupt enrichment of the “dotcom”
companies was a bubble. The Nasdaq crashed to 800 for 2002. Today (Februar
2nd, 2007) its value is 2, 475.88 and showed 0.30 percentage increase for the
day. (So, probably we are not close to the next bubble.)

History (Even Financial History) Repeats Itself

In all the six cases a very sharp (often, but not always super-exponential:
please note that the vertical axes are in logarithmic scale) growth is followed
by an abrupt fall. The early stage of the rise is economically justified, and it is
related to the appearance of new products, generally related to technological
changes. The initial rise is amplified, (more accurately) over-amplified by in-
creased investment due to expectations for rapid and big profit. Self-organized
cooperativity appears when many people invest synchronously. However, the
velocity of the price increase due to a positive feedback mechanism cannot be
sustained. The process becomes unstable. In an unstable situation small, local
perturbations might have dramatic consequences, and say, a relatively small
increase of the interest rate might initiate a crash.

Why there are relatively small number of crashes? In general cases people
remember that price should have a peak sooner or later, and this expectation
has a deterring effect for the potential buyers. In regular cases this feedback
effect can stabilize the price. Stock market crash is the consequence of the
impairment of the positive-negative regulatory loop.

9.3.3 Statistical Analysis of Extreme Events

It is not surprising to hear such kinds of questions:

• What is the probability of having big earthquake in California within
a year?

• How large might
- a possible stock market crash be tomorrow?
- the lowest daily return (the minimum) be?
- the highest daily return (the maximum) be over a given period?

Standard statistical procedures neglect data deviating“very much” from
the others. (These data are called outliers). Extreme value analysis uses sta-



9.3 Widening the Limits to Predictions 339

tistical methods to analyze the rarely occurring events. Very characteristically,
extreme events occur in the tails of probability distributions as a function of
the “size” of the events (such as energy, duration, etc.).

Gumbel Distribution and Other Extreme Value Distributions

“It seems that the rivers know the theory. It only remains to convince the
engineers of the validity of this analysis.” (Emil Gumbel)

Emil Gumbel (1891–1966) a famous pacifist, contributed very much to the
establishment of statistical methods to describe extreme deviations from an
“average” behavior. Extreme value analysis, a branch of mathematical statis-
tics, estimates the probability of extreme floods, large insurance losses, market
risk, freak waves, tsunamis, etc.

The Gumbel distribution is defined by the probability density function
(PDF):

f(x;μ, σ) = exp(−(exp(−x− μ))/σ), (9.18)

for

−∞ < x <∞ (9.19)

It has a location (μ), and a scale (σ) parameter, but the Gumbel PDF has
no shape parameter. The location is the value with the greatest observed
frequency, while the scale characterizes the practical minimal and maximal
values. This means that the Gumbel pdf has only one shape, which does
not change. Figure 9.12 visualizes the parameter-dependence of the Gumbel
distribution.

Fig. 9.12. The shape of the PDF is skewed to the left. By increasing μ the pdf is
shifted to the right. As σ increases the PDF spreads out and becomes shallower.

While the Gumbel distribution shows a light-tail (exponential decay),
other classes of the“extreme value distributions”behave different. The Fréchet
distribution has heavy tail, and the Weilbull distribution is characterized by
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a bounded tail. Though the Gumbel distribution is not symmetric, still its
two parameters could be well estimated.

The Gumbel distribution proved to be acceptable for describing the ma-
jority of Asian stock markets [119], but the Fréchet distribution fits modeling
extreme rainfall better [291]. While the Gumbel distribution proved to be
a very good method to estimate the probabilities of extreme events, such as
floods, forest fires, financial losses, there are many new results (e.g., for its
derivation random variables were assumed and so restricted to be indepen-
dent and identically distributed), see [7].

Distributions with power-law tails (like the distributions of earthquakes
and avalanches) have extreme value statistics described by Fréchet distribu-
tions. Distributions that have a strict upper or lower bound have extreme
value distributions that are described by Weibull statistics.

Once again, in light of the recent re-emerged interest in power law distri-
butions, what they are and how theory are used in analyzing extreme events?

Power Law Distributions

Long tail distributions have already been discussed in Sect. 6.3. Power law
distribution is characterized by the distribution function

P (ξ > x) = ax−k, (9.20)

where k is the shape parameter.

In estimating the possible occurrence of extreme events it is important to
know the probability that a particular sample will be larger than x:

P (x) = (x/xmin)−α+1 , (9.21)

while α > 1.

The spatiotemporal distribution of the number of Californian earthquakes
was analyzed [451], and showed power law distribution (Fig. 9.13).

According to the analysis of Mantegna and Stanley (presented in a highly
cited paper on econophysics) [327] the S&P500 index initially shows log-
normal distribution followed by a heavy tail power law distribution, as
Fig. 9.14 shows.
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Fig. 9.13. Empirical probability density functions of the number r of earthquakes
in the space–time [5×5 km2 – 1 day], from California SCEC catalog. Adapted from
[451].

Power laws appear to describe different financial fluctuations, such as fluc-
tuations in stock price, trading volume, and the number of trades.

9.3.4 Towards Predicting Seizures

The analysis of EEG curves based on dynamical approach offered methods
to separate the different qualitative regions before and during a seizure. The
challenge is to define good measures.9

Measures based on the so-called recurrence points were offered by [314].
Three different measures were derived. One of them (called recurrence rate)
measures the number of events, when a trajectory visits a predefined region
of a state. While by visual inspection only two stages (inter-ictal and ictal
periods) can be discriminated, the analysis helped to show the existence of
a third stage, the pre-ictal period, which separated the two stages previously
mentioned, as Fig. 9.15 shows.

9 For the analysis of complex dynamics by recurrence plot analysis, see http://www.
recurrence-plot.tk/, 16 February 2007).
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Fig. 9.14. log-normal for the initial part and power law heavy tail.

Fig. 9.15. The upper figure shows an EEG curve, while the bottom visualizes the
temporal change of the recurrence rate. Seizure initiation is accompanied by lower
signal complexity due to the higher synchrony.

In our own lab in Budapest, Zoltán Somogyvári analyzed the data came
from Magda Szente physiological lab in Szeged [471]. The analysis of the slow
dynamics of epileptic seizure led to the following results:

• epileptic seizures may begin much earlier than their clinical onset

• relative self-excitation is a control parameter to induce/suppress epilepsy.



9.3 Widening the Limits to Predictions 343

He also found that complexity reduction happens during the transition to
the seizure, as Fig. 9.16 shows.

Fig. 9.16. There is a remarkable complexity reduction. Upper panel : postsynaptic
potential in time. Lower panel : phase plane at the pre-epileptic and the seizure
region. The first plot is shows some chaotic character, while the second is much
more ordered.

We might have some sense about the general, formal mechanisms of the
onset of critical states.

Common message to explain the emergence of epilepsy and emer-
gence of earthquake:

Transition from pre-epileptic and preseismic states toward critical
states:

• Gradually increased spatial and temporal correlations

• More dramatic change in energy release

better supports the “intermittent criticality” than the “self-organized
criticality” hypothesis.

Based on the argument of [314].
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9.3.5 Towards Predicting Market Crashes: Analysis
of Price Peaks

Irrational expectations often initiate a super-exponential growth, which leads
to instability and a crash. Are there stock-market behaviors controlled by
general laws? Bertrand Roehner, an econophysicist from Paris, hopes to find
the dynamic equations (i.e causal explanation) of price dynamics. He first
starts with “modest goals”, such as finding regular patterns behind specu-
lations [436]. Specifically, the shape of price peaks is characterized by two
symmetry parameters. An idealized curve is shown in Fig. 9.17. Three time
points, i.e., the initial time, the time of the peak and the time of the stop of
the fall, denoted by t1, t2 and t3 respectively, should be determined. To each
time point a price value, p1, p2 and p3 is assigned. The duration of the bull
market and bear market is measured by Tup := t2 − t1, and Tdown := t3 − t2.

Fig. 9.17. Form of the price peaks. Based on Fig. 6.2 of [436].

The rising phase of curve leading to peaks is rarely slower than exponen-
tial, and the real important difference whether it is exponential (so it tends
to infinite during infinite time), or super-exponential leading to finite-size sin-
gularities. The peak and bottom amplitude is defined as A := p2/p1, and
B := p3/p1. Roehner suggests an empirical relationship to resilience: there
seems to be correlation between A and B:

B = aA+ b,

where the value of a is about 0.4−0.5. From the positive sign of a implies that
for larger peak amplitude, the bottom amplitude is also higher. With other
words, large peak amplitude defends the system to fall to low.

As we have known since Newton, the best predictions can be given by
dynamical models. So, let’s discuss the different versions of dynamical models
to catch the most important aspects of extreme events.
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9.3.6 Dynamical Models of Extreme Events

Model of Self-Organized Criticality: Sandpile Model

Self-organized criticality suggests that the same effect may lead to small, but
also to very large avalanches, so the outcome is not really predictable. A fa-
mous toy model was offered Bak, Tang, and Wiesenfeld 1987 [39].

Self-organized criticality: a generating algorithm

Each point z(x, y) in the grid has a number n associated with it
(say, average slope of the sand pile at that point).

For a randomly selected point:
z(x, y)→ z(x, y) + 1
if z(x, y) > threshold, than
z(x, y) = z(x, y)− 4
z(x± 1, y)→ z(x± 1, y) + 1
z(x, y ± 1)→ z(x, y ± 1) + 1

If this redistribution results in n to be too big for any nearby grid points
than start next iteration; else: stop and take randomly another point
z(x, y)

Figure 9.18 illustrates the actual and simulated avalanche distributions.
Avalanches show power law distribution, i.e., perturbation of a single point
may result avalanche with very different size.

The model of self-organized criticality suggests that one mechanism to-
wards catastrophic events are the occurrence of small events which don’t stop,
and by this way they are leading to unpredictability.

“Explosions”: Finite Time Singularities
and Intermittent Criticality

Finite time singularity roughly speaking means that a dynamical variable gets
an infinite value during finite time. This phenomenon is qualitatively differ-
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Fig. 9.18. Avalanches: self-organized criticality. Left : the number of avalanches and
number of grains involved in an avalanche are plotted in log–log space. Middle:
A region with avalanches While their sizes are different, each of them were triggered
by the addition of a single grain. Right : the frequency distribution of avalanches
with different size. From Introduction to Self-Organized Criticality & Earthquake;
Winslow http://www.geo.lsa.umich.edu/˜ruff/Geo105.W97/SOC/SOCeq.html.

ent from the exponential growth, when infinite value can be attained during
infinite time only. Figure 1.3 showed both exponential and super-exponential
growth. The simplest representative dynamical evolution equation leading to
a finite-time singularity is:

dx
dt

= xm, its solution is: x(t) = x(0)
(
tc − t
tc

)− 1
m−1

, (9.22)

with m > 1, while m = 0 leads to linear, and m = 1 to exponential growth,
as Fig. 9.19 shows.

Fig. 9.19. Linear, exponential and super-exponential growth in linear and log-linear
scales.

Such kinds of equation with m > 1 implements large, “higher-than-linear”
(HTL) positive feedback, which seems to be a general mechanism behind finite
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time singularities. It ensures that the “instantaneous doubling time” tends to
zero after a finite period.

General Mechanism for Finite Time Singularities

As cybernetics envisioned, the lack of the stabilizing effects of negative feed-
back mechanisms may lead to catastrophic consequences. If there are no mech-
anisms to compensate for the effects of HTL positive feedback, the processes
lead to finite time singularities.

Positive feedback seems to be a general mechanism behind eruption of
earthquakes, financial crisis (stock market crashes, hyperinflation), and epilep-
tic seizures, as we review here briefly.

Positive Feedback Phenomena Leading to Earthquakes

The analysis of the role of positive feedback mechanisms in amplifying seismic
activities led to the conclusion [454] that great earthquakes are critical singular
events, and even simple models help to explain the generation of such kinds
of singularities. Their statement is that, opposed to conclusions of the theory
of self-organized criticality, the precursors of the dynamic process leading to
singularities can be found.

What kinds of mechanisms may lead to accelerated seismic activity?

Models that have been proposed to describe accelerating seismicity be-
fore large earthquakes fall into two general classes: (i) related to mechanical
feedback; (ii) based on the decay of the “stress shadow” from a prior event.

(i) The power law acceleration of regional seismicity is due to positive
feedback in the failure process at constant large-scale stress. This feedback
can be the result of stress transfer from damaged to intact regions, or it can
result from the effect of damage in lowering the local elastic stiffness. Sammis
and Sornette [454] showed that for both cases simple models lead to finite-time
singularities.

(ii) The phenomenon of“stress shadow” inhibits seismic activity after a big
earthquake. After the 1906 earthquake in San Francisco, the seismic activity
dramatically reduced for about seventy years. The recovery of a stress shadow
might be followed by accelerated seismicity resulted from the increasing stress
as the shadow is eroded by tectonic loading. Finally this acceleration may lead
to finite time singularities.
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Positive Feedback Phenomena Leading to Financial Crisis

The onset of two types of financial crisis, stock market crash and hyperinflation
is generated by the positive feedback between the actual and the expected
growth rate.

Large stock market crashes, are the social analogues of big earthquakes
(as all analogies, this is also has scope and limits). Sornette’s view is that
the stock market crash is not induced by single local events (such as a raise
in the interest values, or other governmental regulations), but due to the
unsustainable velocity of price increase. This speculative increase will take
the system or more and more unstable situation. Finally, the market collapses
due to any small disturbance.

While the conventional economic theory, which is based on the equilib-
rium between demand and supply, the complex systems approach suggests
that partially due to our susceptibility to imitate each others behavior, there
is a period when both demand and supply increase which finally lead to sin-
gularities. Equilibrium theory works well when the negative feedback effects
expresses its stabilizing effect to the increase due to positive feedback. While
in “normal situations” the activities of “buyers” and “sellers” neutralize each
other, in “critical situations” there is a cooperative effects due to the imitative
behavior (“everybody wants to buy since everybody else has already bought”).
So, the positive feedback is HTL, and the increase is unsustainable. For the
comparison of the “equilibrium” and the “intermittent criticality” approaches
see Fig. 9.20.

Fig. 9.20. Comparison of the equilibrium and the “intermittent criticality” ap-
proaches. The equilibrium between demand and supply can be stabilized due to the
interplay between positive and negative feedback (upper panel). In case of the dom-
inance of HTL positive feedback the process tends towards crisis, since the growth
cannot be sustained.
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Positive Feedback Phenomena Leading to Epilepsy

The stable dynamic operation of the brain is based on the balance of excita-
tory and inhibitory interactions. The impairment of the inhibitory synaptic
transmission implies the onset of epileptic seizures. Epileptic activity occurs in
a population of neurons when the membrane potentials of the neurons are“ab-
normally” synchronized. Both experiments and theoretical studies suggest the
existence of a general synchronization mechanism in the hippocampal CA3 re-
gion. Synaptic inhibition regulates the spread of firing of pyramidal neurons.
In experimental situations inhibition may be reduced by applying drugs to
block (mostly) GABA-A receptors (Fig 9.21). If inhibition falls below a crit-
ical level, the degree of synchrony exceeds the threshold of normal patterns,
and the system dynamics switches to epileptic pattern. Collective phenomena
occurring in neural networks, such in case of disinhibiton-induced epilepsy
have been studied successfully studied by combined physiological computa-
tional studies by Roger Traub and Richard Miles. Their book [517] is one of
my favorite, and influenced me very much.

Fig. 9.21. An excitatory–inhibitory network supplemented with self-excitatory and
self-inhibitory connections.

A Key to the Prediction?: Log-Periodic Corrections

Log-periodic correction of the dynamics towards crisis

On a refined scale it was found for different systems and variables (from acous-
tic energy to stock market price) that the “power law dynamics” is modulated
with log-periodicity, as Figs. 9.22 and 9.23 show.

To describe also the log-periodic correction of the “power law”, dynamics
leading to finite-time singularities has been corrected.

In case of stock market crash, the simple price equation

log[p(t)] = A+B(tc − t)β (9.23)
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Fig. 9.22. Energy release rate of approaching rupture. Based on [472].

Fig. 9.23. Examples of log-periodicity: The S&P 500 index on Wall Street prior to
the October 1987 Crash. The US dollar against the Deutschmark and Swiss Franc
prior and around the collapse. The continuous line is a regression curve with a power
law superimposed log-periodic oscillation. Based on [472].
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has been refined by Sornette to as

log[p(t)] = A+B(tc − t)β →
log[p(t)] = A+B(tc − t)β [1 + C cos(ω log((tc − t)/T ))].

(9.24)

From a formal point of view, log-periodicity reflects the fact that critical
exponent or more generally dimensions can be “complex”, (of course, here
“complex” means such kinds of numbers which when squared give negative
values).

Fractal dimensions have an important role, as we know, to characterize
strange attractors related to chaotic dynamics. The notion of the “complex
fractal” means a further generalization of the notion. The measured variable
shows “power law” dynamics related to the real value of the exponents, and
a log-periodic corrections due to the imaginary part of the exponent.

What did we learn?

The theory of complex systems suggests:

• extreme events:
may be predicted
their precursors can be detected

• there are methodological similarities to analyze and model different
“critical events” occurring in physical, life and social phenomena

• unbalanced higher-than-linear positive feedback is the source of cri-
sis

• there are initial results and many open problems.



10

How Many Cultures We Have?

10.1 Complexity as a Unifying Concept

10.1.1 Systems and Simulations

Complex systems theory, as we may understand it, preserves the best tradi-
tions of the general systems theory of von Bertalanffy, mentioned in Sect. 2.2.1.
While he was a biologist, who worked on the basic principles of the life, he also
explored the universal laws of organizations. It seems, however, that his main
interest was improving the human condition by applying “systems thinking”.
Systems thinking is an important concept, and generally we feel that “com-
plex problems”should be approached by different methods. Roughly speaking,
a problem is “simple” when a single cause and a single effect can be identi-
fied. Probably the soft, and too abstract (better saying, empty) methods of
systems thinking generated some revulsion, mostly among those who believe
in the power of mathematical models of specific phenomena.

Collective wisdom about specialists and generalists:

The specialist knows everything about nothing, while the generalist
knows nothing about everything.

Systems theory suggests that“the whole is more than the sum of its parts”.
This is a controversial statement, since we never know how it comes down in
practice. Others may have similar feelings:“ I usually hate this slogan but here
it holds in a spectacular way”, writes Karl Sigmund in his Customer Reviews,
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(actually about [385]),
http://www.amazon.com/Evolutionary-Dynamics-Exploring-Equations-Life/
dp/0674023382, 30 April 2007).

While most likely the quest for universal laws was not a feasible project,
complex systems might have universal features [35]. The price to get universal
features is to give up the details. Physicists are traditionally very good in
neglecting the details to see the big picture. (As a humble chemist by formal
training, who has been working mostly on computational neuroscience, I agree
with those who believe that not the devil but the angels live in the details.)1

Tamás Vicsek is a particularly successful Hungarian physicist, who de-
signed simulation experiments of very different crowd behaviors, from bac-
terial colonies via flocking of birds to collective phenomena of humans; the
latter e.g., in theater (many hands clapping) and in soccer stadium (Mex-
ican wave - La Ola - , and panic) [49, 485, 338, 150, 209]. His recurring
method is to show with surprisingly simple models how collective phenomena
emerge by self-organized mechanisms. There is no need to external instruction
to form global order, interaction with local neighbors is sufficient. “Surpris-
ingly simple” means that he has sufficient courage to use such models, e.g.,
of waves in excitable medium (mentioned in Sect. 4.2.3) to describe waves in
human population. Actually the Mexican wave model was motivated by the
Wiener-Rosenblueth model of the cardiac wave propagation [503] (and it is
just a coincidence that Arturo Rosenblueth (1900–1970) was a Mexican phys-
iologist). However complex a human is, her state is characterized by a scalar
variable with three possible values. She may be in an active, inactive or re-
fractory state. There is a somewhat more detailed model, but the approach is
the same. “Many scientists implicitly assume that we understand a particular
phenomenon if we have a (computer) model that provides results that are con-
sistent with observations and that makes correct predictions...” [538]. Model
making is a combination of art and science. The most important question to
be answered is not what we should put into the model, but what to neglect.
Vicsek’s success indicates a possible direction.

10.1.2 The Topics of the Book in Retrospective: Natural
and Human Socioeconomic Systems

A large part of the book illustrates through examples how causal dynamical
systems work.

1 “Mert az angyal a részletekben lakik. ”Petri György: Mosoly” . . .“For the angel
is in the detail.” György Petri: Smile; Translated by Clive Wilmer and George
Gömöri. (Thanks to Máté Lengyel.)
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While mechanical systems are supposed to belong to the class of simple
systems, even the mechanical clock, the symbol of a periodic machine Uni-
verse, (i) utilizes the concept of feedback and (ii) might benefit from a lit-
tle chaos. Idealized (frictionless) mechanical systems show time reversibility,
macroscopic processes have arrow of time. The first and second laws of ther-
modynamics reflects the constancy and change of nature.

Chemical kinetics uses both deterministic and stochastic models. Autocat-
alytic reactions are examples of positive feedback: the larger the concentration
of a reagent, the larger the velocity of its own production. Such kinds of re-
actions are the ingredients of the generating mechanism of complex temporal
and spatial patterns.

Reaction–diffusion systems, somewhat counter-intuitively, are the basis of
biological pattern formation. While diffusion is a process which is driven by
spatial gradients to eliminate inhomogeneities, the coupling of certain spatial
processes (such as diffusion) and local processes (such as chemical reaction)
may lead to the formation of spatial structures.

Systems biology adopts the perspective of a multilevel approach, and was
developed recently as a reaction to the overwhelming success of molecular
biology. It adopts different techniques from simulation of chemical reactions
to analysis of biochemical and genetic networks. A challenge of the classical
dynamic description is that cells are self-referential systems. It is far from
being clear what is a really appropriate mathematical framework to describe
the dynamics of such kinds of systems.

A higher level of biocomplexity is related to dynamics of ecological networks.
A key question is whether how an ecological system preserves both its stability
and diversity. Ecological communities seem to be connected together by weak
relationships.

Epidemic models have also have large practical significance. Too much
data have been accumulated to model the spread of such diseases, as HIV
and SARS. The most important result of the classical epidemic model studies
stated (in accordance to real data) that epidemics is a threshold phenomenon.
The spread of an epidemic in human or computer networks is much more
complicated, in certain situations the spread does not have any threshold.

One big family of evolutionary dynamics uses generalized versions of the
replicator equation to describe selection and mutation. The units of replication
may be very different, from molecules, via genes to behavioral strategies.

Neurodynamics has several different functional roles. First, it deals with
the generation and control of normal and pathological brain rhythms. Epilepsy
was mentioned, as an example, where unbalanced positive feedback leads to
pathological behavior. It is also an example, where new methods of predic-
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tion may have important practical consequences. In relationship with another
neurological disorder, anxiety, my own interest was reviewed: a new way of
drug discovery can benefit from integrating the kinetic models of drug effects
into the conventional network dynamics and to design drugs which are able
to generate some “best” physiological temporal patterns.

Second, the emergence of complexity through self-organizing mechanisms
has been studied on both the ontogenetic and the phylogenetic time scale.
Self-organization phenomena are related to normal ontogenetic development
and plastic behavior occurring at different hierarchical levels of the nervous
system. An important question here is the balance between determinism and
randomness in the nervous system. Mental development is seen not only as
a simple “consequence”of neural development, since mind not only represents,
but also creates reality.

Large sets of seismic data have been accumulated with the hope of being
able to predict eruption of earthquakes. Unbalanced positive feedback was also
mentioned, as a possible mechanism of amplifying smaller seismic activities.

The scope (and limits) of dynamical models of socioeconomic systems were
illustrated by a number of examples.

Segregation dynamics is the popular, demonstrative example of the power
of simulations in social sciences. By simulations the effects of different pref-
erence functions on the emerging spatial patterns can be analyzed. The core
models of social epidemics and opinion dynamics were reviewed. Simple as-
sumptions, such as interactions among three basic populations (infected, sus-
ceptibles and removed) reflect the characteristic features of behavioral pat-
terns for the propagation of ideas.

The war and love dynamics were examined by toy models. There are
different qualitative outcomes. Occasionally there are pure winners and losers.
Under other conditions, everybody survives at a certain fixed level, or there
is a periodic transition among different states (say, love and hate...).

Economic activities, such as business cycles often show oscillations, and
fluctuations. Technically oscillations are deterministic phenomena generated
by the interaction of variables, such as investment and saving. Probably the
real patterns are not truly oscillatory, and chaotic processes (including their
control) may be more relevant. Fluctuations are random phenomena. One
of the key discoveries of the new discipline, econophysics, is that financial
time series have much larger fluctuations, than a Gaussian distribution would
predict. Stock market data, among others, should be subject of statistical
analysis of extreme events.
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Dynamics of illicit drug market seems to be chaotic, due to the interaction
of positive and negative feedback loops among the addicts and sellers popu-
lations. Model-based control strategies may offer methods to shift the system
to a predictable periodic state, or even a low level fixed equilibrium.

The availability of the on-line database of the US patent citations opened
the possibility to explain the temporal development of the network of ci-
tations by a dynamical model. We assumed that the attractiveness of the
patents (combined by their age and popularity) characterizes sufficiently well
the state of the system. The development of the network was given by a simple
probabilistic rule, and worked well.

Models of evolution of cooperation are now extended. Originally it was
assumed that altruistic mechanisms work for gene-sharing communities, but
it seems to be reasonable that different levels of reciprocal interactions are the
driving force behind constructive evolution.

I am fully aware of not mentioning in this book many important issues,
which are often related to complex systems. Global warming and terrorist
networks have been hot topics, and complex systems research has already
offered methods to analyze them. Also, I mention here that Yaneer Bar-Yam’s
Dynamics of Complex Systems [42] thematically obviously overlaps with the
present book, but of course you may notice the ten years difference (and the
different interest of the authors).

While complex systems approach has the power to unify different levels,
methods, problems from physical via biological to social systems, there is no
magic bullet. Complexity systems have a number of ingredients.

10.2 The Ingredients of Complex Systems

Paradoxes. We have seen two types of paradoxes, one in linguistic situation,
as it was discussed in Sect. 1.2.3 and another related to multistable percep-
tion of figures mentioned in Sect. 2.2.3. Paradoxes are characterized by some
deviation between the expected and the actual behaviors of a system, and
it is generally a consequence of false assumptions. In a logical situation the
observer’s opinion oscillates between a “true’ and a “false” value.

Circular and network causality. As opposed to simple systems, where
causes and effects (actually most often a single cause and a single effect)
can be separated, a system is certainly complex, if an effect feeds back into its
cause. Biological cells, ecological networks, business relationships and other
social structures are full with such kinds of feedback loops.
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Organizational closures. As Robert Rosen suggested, a cell is internally
controlled, and it main feature is its organizationally closure. Of course, it
does not mean that it is not thermodynamically open. But the connection
of these two types of open/closed properties, I think, was never addressed
appropriately.

Finite-time singularity. Unbalanced positive feedback may lead to finite-
time singularities if the self-amplification is larger than the threshold necessary
to exponential increase. In such systems the characteristic variable tends to
have infinite value during finite time. In chemical systems this phenomenon
is identified with explosion. In other systems, such in case of stock prices, the
superexponential increase cannot be continued for “ever” due to the unstable
nature of this process, and is followed by a compensatory process (i.e., stock
market crash).

Chaos and fractals. Chaos it is often, erroneously, identified with complex-
ity. As we know, systems with low structural complexity (as the logistic map)
also may lead to chaos. Chaos is certainly dynamically complex, and different
measures of complexity, such as fractal dimension, have been defined. The
extreme sensitivity to initial conditions are very important property of chaos,
and lead to fractal attractors. It generated a big excitement when it turned
out that chaos generated fractal structures that are rather extensively found
in nature and society.

Emergence. Complex systems (understood now as population of homoge-
neous or heterogeneous units) may show collective phenomena, which cannot
be predicted from the behavior of the constituents. Self-sustained oscillation
(a technically not very complex phenomena) and chaos may emerge in con-
sequence of interactions of specific variables in certain regions of parameters.
Levels of hierarchical organizations, from subatomic to cosmic, are emergent
products. Organization principles, which regulate the emergence, were sug-
gested to exist from quantum physics, via chemical kinetic and life itself to,
say, the evolution of social behavior, as cooperation, and the formation of
urban segregation, panic, stock market crash, etc.

Self-organized complexity. Many events/phenomena are characterized by
probability distributions with long tails, which follow the power law relation-
ship. Phenomena with large fluctuations, as stock market crashes, or natural
disasters are extremely rare events. Seemingly different phenomena might be
generated by similar mechanisms. Power law distribution is a specific case
of the property of power law scale-invariance, which assumes a relationship
between two variables in the form of

y = axk, (10.1)
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where a and k are constants, the latter is called the scaling exponent. Sta-
tistical physics has a formalism to treat phase transitions. The characteristic
variable of the transition behaves as (10.1), where x := |T − Tc|, T is the
temperature, Tc is its critical value, and k is the critical exponent. One of
the big successes of statistical physics is the demonstration of common criti-
cal exponents for various phenomena. So a large family of phenomena belong
to the same universality class, independently from the details. Maybe angels
live in the universal, too. Self-organized criticality and intermittent criticality
are general mechanism suggested to explain the emergence of self-organized
complexity in physics, the brain, finance, and in many other situations. While
both approaches is based on the integration of different space- and timescales,
mechanisms based on intermittent criticality may be predicted. Many specific
examples are being studied now by these methods.

10.3 Complexity Explained: In Defense of (Bounded)
Rationality

Complexity, Explanation, Rationality: What We Wanted to Achieve?

Complex systems theory has a double soul and double strategy. First, it sug-
gests that there is an already existing methodology, the theory and practice of
dynamic modeling, and we believe that many social phenomena, traditionally
studied by descriptive-normative methods, can be attacked by them. Second,
we clearly see the limits of our own methods, mostly for situations, when
different space- and timescales are integrated, when networks of positive and
negative loops are interconnected, when the observer is not independent from
the observed phenomena, etc. Whatever is the situation, physical, biological
and social complexity could and should be understood as an emergent product
of the interplay among constituents, and it is difficult to imagine other pos-
sibilities, at least within the scientific framework. This view does not exclude
the possibilities of having a feedback from the “whole” to the “parts”.

From Natural Science to Humanities and Back

Whether we like it or not (actually not, we can’t do too much just to see
the reduction of the prestige of science, the somewhat increasing influence of
pseudoscientific ideas. “Intelligent design” pretends to be science. Many of us
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feels that it is a strange and inadequate situation that science must defend
itself. Of course, critics of science appeared in novels of giant writers, such as
in Flaubert’ Bouvard and Pecuchet, in Canetti’s Auto-da-fé and Hesse’s The
Glass Bead Game [175, 90, 235]. (To the memory of Péter Balassa.)

Complex systems approach comes predominantly from natural sciences,
but we are fully aware of the existence of limits of model-based scientific
thinking. Still, scientists have the ambition to tell something about the pos-
sibility of understanding and controlling our uncertain world. Also we know,
that only very few scientists are celebrities, and only a very very few of us has
any influence on media and popular culture.

Science War or the Crisis of Modernity

While the science war was initiated by accusing social scientists to use “fash-
ionable nonsense”, and already Popper ( a rare philosopher whom scientists
like) claimed that the criteria of rationality in social sciences are much less
solid, than in natural sciences. Well, fellows from social sciences/humanities
pass judgments on scientists - these uneducated hicks - because of their lacking
consideration of the crisis of modernity.

Among my coeval and elder colleagues there is a common understanding
that, after all, the real stuff is Science: we measure and calculate, and the car-
avan keeps moving on, however slowly, accompanied simply by the unharmful
barking of some philosophers.

The rationale of classical Science is : experiment-measure-calculate. The
engineering version is plan-construct-control/command, while humanities rely
on understanding, interpretation, participation.

However beautiful are constructions based on definitions, axioms, state-
ments and proofs, they rarely reflect faithfully what is called reality. Mathe-
maticians, the most respected rational fantasy players already left a big battle
behind, and the rigorous, formalist program of mathematics could not be com-
pleted. Imre Lakatos (1922–1974)’s work on the philosophy of mathematics
analyzed the way of progress in mathematics. After his early death it was
written [570]:

“The thesis of ’Proofs and Refutations’ is that the development of mathe-
matics does not consist (as conventional philosophy of mathematics tells us it
does) in the steady accumulation of eternal truths. Mathematics develops, ac-
cording to Lakatos, in a much more dramatic and exciting way - by a process
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of conjecture, followed by attempts to ’prove’ the conjecture (i.e., to reduce it
to other conjectures) followed by criticism via attempts to produce counter-
examples both to the conjectured theorem and to the various steps in the
proof.”

The alternative of classical rationality is not at all irrationality. As Herbert
Simone suggested, the concept of “bounded rationality” is more appropriate
to describe our behavior (fortunately) than perfect rationality. A new type
of rationality, what we might call “resigning rationality”, asks what we can
do in situations, when we have difficulties with concepts of objective exter-
nal observer and of objective reality. Can we accept the existence of “tacit
knowledge” of Michael Polanyi [410], or the possibility of self-reflection?

Model and Truth

By thinking in and with models we consciously give up a language, which
implies that we might be the only ones, who are able to know the only truth.
We don’t say that “these and these are the facts, and only the facts matter”.
A more appropriate language says: “By assuming this and that, and adopting
the set of these rules, we may imply this and that”. This is not a shame. We
may admit that we are not the owners of the final and infallible truth.

The Age of Fallibility

What can we do after accepting the limits if classical rationality? George
Soros, known as Popper’s student and admirer, argues that reflexivity and
fallibility are the most important features of the new age we live. Reflexivity
is related to our decision making mechanisms (say, buying/selling in the stock
market). The decision depends on both knowledge and expectation, and they
influence reality [475].

George Soros

Could the recognition of our imperfect understanding serve to es-
tablish the open society as a desirable form of social organization? I
believe it could, although there are formidable difficulties in the way.
We must promote a belief in our own fallibility to the status that we
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normally confer on a belief in ultimate truth. But if ultimate truth is
not attainable, how can we accept our fallibility as ultimate truth?

This is an apparent paradox, but it can be resolved. The first propo-
sition, that our understanding is imperfect, is consistent with a second
proposition: that we must accept the first proposition as an article of
faith. The need for articles of faith arises exactly because our under-
standing is imperfect. If we enjoyed perfect knowledge, there would be
no need for beliefs. But to accept this line of reasoning requires a pro-
found change in the role that we accord our beliefs....

To derive a political and social agenda from a philosophical, epis-
temological argument seems like a hopeless undertaking. Yet it can
be done. There is historical precedent. The Enlightenment was a cele-
bration of the power of reason, and it provided the inspiration for the
Declaration of Independence and the Bill of Rights. The belief in reason
was carried to excess in the French Revolution, with unpleasant side
effects; nevertheless, it was the beginning of modernity. We have now
had 200 years of experience with the Age of Reason, and as reasonable
people we ought to recognize that reason has its limitations. The time
is ripe for developing a conceptual framework based on our fallibility.
Where reason has failed, fallibility may yet succeed.

From the ”The Capitalist Threat” [474].

Interestingly, while Soros benefited literally very much from his deep un-
derstanding of the heterogeneous nature of the world (economy), as the Reader
knows, Thomas Friedman, an influential journalist of the New York Times,
wrote a best-seller about the globalization (I found strange that Soros was
not mentioned) with the title “The World Is Flat” [185], stating that there
is a tendency to reduce this heterogeneity, mostly due to the development of
Internet technologies. This makes possible to include China and India in the
complex supply chain.

Towards a New Synthesis? From the ”two cultures” to the third

C. Snow pointed out the gap between the cultures of literary intellectuals and
of scientists [470]. Actually he blamed mostly non-scientists.
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Snow’s critique:

“A good many times I have been present at gatherings of people
who, by the standards of the traditional culture, are thought highly
educated and who have with considerable gusto been expressing their
incredulity of scientists. Once or twice I have been provoked and have
asked the company how many of them could describe the Second Law
of Thermodynamics. The response was cold: it was also negative. Yet
I was asking something which is the scientific equivalent of: Have you
read a work of Shakespeare’s?

I now believe that if I had asked an even simpler question – such
as, What do you mean by mass, or acceleration, which is the scientific
equivalent of saying, Can you read? – not more than one in ten of the
highly educated would have felt that I was speaking the same language.
So the great edifice of modern physics goes up, and the majority of the
cleverest people in the western world have about as much insight into
it as their neolithic ancestors would have had.”

I used to annoy my social scientist friends by asking about the laws of ther-
modynamics, but abandoned this endeavor, since I realized that it is counter-
productive, and does not help to narrow the gap between our way of thinking.
Probably I am not right. Steven Pinker, Harvard psychologist, working on
cognition and languages, and who writes also excellent popular books, just
wrote (27 May 2007) in the New York Times Book Review:

Steven Pinker about scientific illiteracy:

People who would sneer at the vulgarian who has never read Virginia
Woolf will insouciantly boast of their ignorance of basic physics. Most of
our intellectual magazines discuss science only when it bears on their
political concerns or when they can portray science as just another
political arena.

From [408].

Pinker is a member of the informal group coordinated by John Brockman.
Thanks to Brockman, the works and thoughts of a set of scientific intellectuals
seem to be integrated in a “third culture” [75, 76], see also the website http:
//www.edge.org.
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The third culture movement is optimistic with the hope to understand
and explain the real world of humans, machines, societies and the Universe.
Science, technology and business is now interconnected and forms a global
culture.

The new humanists

“...something radically new is in the air: new ways of understand-
ing physical systems, new ways of thinking about thinking that call
into question many of our basic assumptions. A realistic biology of the
mind, advances in physics, information technology, genetics, neurobiol-
ogy, engineering, the chemistry of materials -all are challenging basic
assumptions of who and what we are, of what it means to be human.
The arts and the sciences are again joining together as one culture, the
third culture...”

From John Brockman: Introduction: The New Humanists, in [76].

Instead of Summary

I think, the perspective what a pluralistic theory of complex systems offers,
is the key to understand, explain and control the world which seemed to
be derailed. We may have the chance to get a better insight into our own
cognitive-emotional structures. Analysis based on the combination of biolog-
ical and social approaches will help to explain and control our choices and
decision makings at individual level, and the evolution of norms and values
in societies. Increasing knowledge about our (and others) genes, brains and
minds, our willingness to cooperate and compete both individually and in
groups should help to understand the world and our role in it.

But of course, flat or not, that will be a different world.
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17. Aradi, I., and Érdi, P. Computational neuropharmacology: dynamical ap-
proaches in drug discovery. Trends in Pharmacological Sciences 27 (2006),
240–243.

18. Arbib, M. The Metaphorical Brain 2: Neural Networks and Beyond. Wiley-
Interscience, New York, 1989.

19. Arbib, M. Warren McCulloch’s search for the logic of the nervous system.
Perspectives in Biology and Medicine 43 (2000), 193–216.

20. Arbib, M. Neuroinformatics. In The handbook of brain theory and neural
networks, second edition, M. Arbib, Ed. MIT press, 2003, pp. 741–745.

21. Arbib, M. Schema theory. In The Handbook of Brain Theory and Neural
Networks, M. Arbib, Ed., 2nd ed. MIT Press, 2003), pp. 993–998.
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157. Erdős, P., and Rényi, A. On the evolution of random graphs. Institute of
Mathematics, Hungarian Academy of Sciences 5 (1960).
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198. Geritz, S., Kisdi, E., Meszéna, G., and Metz, J. Evolutionarily singular
strategies and the adaptive growth and branching of the evolutionary tree.
Evol. Ecol. 12 (1998).

199. Gerstein, G., and Mandelbrot, B. Random walk models for the spike
activity of a single neuron. Biophys J. 71 (1964), 41–68.



374 References

200. Gibson, J. The Senses Considered as Perceptual Systems. Houghton Mifflin,
Bosten, MA, 1966.

201. Gilbert, C. Circuitry, architecture, and functional dynamics of visual cortex.
Cereb Cortex 3, 5 (1993), 373–86.

202. Gilbert, C., and Wiesel, T. Clustered intrinsic connections in cat visual
cortex. J Neurosci 3, 5 (1983), 1116–33.

203. Gilbert, C. D. Horizontal integration in the neocortex. Trends Neurosci. 8
(1985), 160–165.

204. Gillespie, D. Markov Processes. (An introduction to physical scientists.).
Academic Press, 1992.

205. Gillet, V., and Willett, P. Chemoinformatics techniques for processing
chemical structure databases. In Computer Applications in Pharmaceutical
Research and Development, S. Ekins, Ed. John Wiley and Sons, 2006.

206. Gluzman, S., and Sornette, D. Log-periodic route to fractal functions.
Phys. Rev. E 65 (2002), 036142.

207. Goldenfeld, N., and Kadanoff, L. Simple lessons from complexity. Science
284 (1999), 87–89.

208. Goodhill, G., and Carreira-Perpinan, M. Cortical columns. Encyclopedia
of Cognitive Science 1 (2002), 845–851.

209. Goodwin, M. A growth cycle. In Socialism, Capitalism and Economic Growth,
C. Feinstein, Ed. Cambridge University Press, 1967.

210. Goto, S., Okuno, Y., Hattori, M., Nishioka, T., and Kanehisa, M. LIG-
AND: database of chemical compounds and reactions in biological pathways.
Nucleic Acids Res 30 (2002), 402–404.

211. Gould, S. Dollo on Dollo’s law: Irreversibility and the status of evolutionary
laws. Journal of the History of Biology 3 (1970), 189–212.

212. Gould, S. Ontogeny and Phylogeny. Harvard Univ. Press, Cambridge MA,
1977.

213. Grafen, A. Fisher the evolutionary biologist. Journal of the Royal Statistical
Society: Series D (The Statistician) 52 (2003).

214. Granovetter, M. The strength of weak ties. American Journal of Sociology
78 (1973), 1360–1380.

215. Granovetter, M. The strength of weak ties: A network theory revisited.
Sociological Theory 1 (1983), 201–233.

216. Grassberger, P. On the critical behavior of the general epidemic process
and dynamical percolation. Math. Biosci. 63 (1983), 157–172.

217. Grassberger, P. Toward a quantitative theory of selfgenerated complexity.
Intl. J. Theo. Phys. 25, 9 (1986), 907–938.

218. Gray, B., and Roberts, M. Analysis of chemical kinetic systems over the
entire parameter space i. the Sal’nikov thermokinetic oscillator. Proceedings
of the Royal Society of London. Series A, Mathematical and Physical Sciences
416, 1851 (1988), 391–402.

219. Gray, C., and Singer, W. Stimulus-specific neuronal oscillations in orien-
tation columns of cat visual cortex. Proc. Nat. Acad. Sci. USA 86 (1989),
1698–1702.

220. Gray, C., and Viana di Prisco, G. Properties of stimulus-dependent rhyth-
mic activity of the visual cortical neurons in the alert cat. Tech. Rep. 16, Soc.
Neurosci. Abs., 1993.

221. Gray, J. A., and McNaughton, N. The neuropsychology of anxiety, sec-
ond ed. Oxford Psychology Series. Oxford University Press, 2000.



References 375
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238. Hofstadter, D. Gödel, Escher, Bach: an Eternal Golden Braid. Penguin
Books, 1979.

239. Holland, J. Adaptation in Natural and Artificial Systems. University of
Michigan Press, Ann Arbor, 1975.

240. Holyst, J., and Urbanowicz, K. Chaos control in economical model by
time-delayed feedback method. Physica A 287 (2000).

241. Horn, F. Necessary and sufficient conditions for complex balancing in chemical
kinetics. Arch. Rational Mech. Anal. 49 (1972), 172–186.
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496. Székács, I. Psychoanalysis and Natural Science (in Hungarian). Párbeszéd
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501. Szentágothai, J., and Érdi, P. Self-organization in the nervous system.

Journal of Social and Biological Structures 12 (1989), 367–384.
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