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Efficiency Enhancement of Estimation
of Distribution Algorithms
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Summary. Efficiency-enhancement techniques speedup the search process of esti-
mation of distribution algorithms (EDAs) and thereby enable EDAs to solve hard
problems in practical time. This chapter provides a decomposition and an overview
of different efficiency-enhancement techniques for estimation of distribution algo-
rithms. Principled approaches for designing an evaluation-relaxation, and a time-
continuation technique are discussed in detail.
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7.1 Introduction

A key challenge in genetic and evolutionary algorithm research is the design
of competent genetic algorithms (GAs) that can solve hard problems quickly,
reliably, and accurately. Estimation of distribution algorithms (EDAs) are
one such class of competent GAs. In essence, EDAs take problems that were
intractable with first-generation GAs and render them tractable, oftentimes
requiring only a polynomial (usually subquadratic) number of fitness evalu-
ations. However, for large-scale problems, the task of computing even a sub-
quadratic number of function evaluations can be daunting. This is especially
the case if the fitness evaluation is a complex simulation, model, or compu-
tation. For example, if a search problem requires over a million evaluations,
and if each evaluation takes about 10 s, EDAs would take over 120 days to
successfully solve the problem. This places a premium on a variety of effi-
ciency enhancement techniques. In essence, while competence leads us from
intractability to tractability, efficiency enhancement takes us from tractability
to practicality. In addition to function evaluations, in EDAs, the probabilistic
model building process can also be computationally intensive, especially with
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increasing problem sizes, making a variety of model-efficiency-enhancement
techniques also a necessity.

A distinct advantage of EDAs over many other evolutionary algorithms
is that the probabilistic models contain useful information about problem
structure that can be exploited in the principled design of various efficiency-
enhancement methods. Systematically incorporating problem knowledge
mined through the model-building process of EDAs into the design of an
efficiency-enhancement technique makes it adaptive and can potentially en-
hance the speed-up of the method. For example, when a simple surrogate
(approximate fitness function) is used as an alternative to an expensive and
accurate fitness evaluation, we obtain a moderate speed-up of about 1.3[75].
On the other hand, when the probabilistic model is used to design a surro-
gate, we obtain a speed-up of about 50 [64]. That is, by incorporating problem
knowledge contained in the probabilistic model into the design of the surro-
gate, we obtain about 39-fold increase in the speed-up.

In this chapter, we present an overview of different efficiency-enhancement
techniques, used to speedup not only the search process, but also the model-
building process. We will also illustrate systematic and principled ways
of incorporating and integrating the knowledge gained through probabilis-
tic models in the efficiency-enhancement methods — specifically, evaluation
relaxation [72], and time continuation [24] — to yield maximum speedup.
Additionally, subsequent chapters will discuss in detail some of the efficiency-
enhancement methods outlined here.

This chapter is organized as follows. We start with a brief outline of funda-
mental tradeoffs exploited by different EDA efficiency-enhancement methods
and discuss four broad classes of efficiency enhancement techniques (1) Paral-
lelization, (2) hybridization, and (3) time continuation, and (4) evaluation re-
laxation. We then provide examples of two principled efficiency-enhancement
techniques (1) An evaluation-relaxation scheme where we build an endoge-
nous fitness-estimate model using the probabilistic models built by EDAs —
specifically, the Bayesian optimization algorithm (BOA) [62, also see chapter
by Pelikan et al] — in Sect. 7.3, and (2) a time-continuation scheme where we
develop a scalable mutation operator in the extended compact GA (eCGA)
[37, also see chapter by Harik et al] that searches locally in the substructural
neighborhood in Sect. 7.4. Summary and key conclusions are given in Sect. 7.5.

7.2 Decomposition of Efficiency Enhancement
Techniques

In practical optimization problems we are often faced with limited computa-
tion resources, which brings forth different tradeoffs involving (1) time, which
is the product of population size, number of generations per epoch, and the
number of convergence epochs, and (2) solution quality assessment. Note that
the time includes both the function-evaluation time and the EDA time (time
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for selection, model building, model sampling, and replacement). It should
be noted that the EDA time — especially the model building, sampling, and
replacement — can be very significant and sometimes comparable to — if not
more than — the function-evaluation time.

One or more of the following tradeoffs are exploited by efficiency-
enhancement techniques to speedup EDAs:

Quality-Duration Tradeoff: Usually, the longer we run an EDA (with a
sufficient population size), the higher will be the solution quality. However,
in real-world scenarios, the computational resources are often limited, which
leads to a tradeoff between solution quality and the search duration. There-
fore, efficiency can be gained by choosing a search procedure that maximizes
solution quality given the computational resource requirements. For example,
quality-duration tradeoff might result in deciding between running a single
epoch of an EDA with large population, as opposed to multiple epochs of the
EDA with small population.

In addition to the search process, building a high quality model in EDAs
might require longer time. On the other hand, reasonably accurate models
might be built in less amount of time. Therefore, efficiency in EDAs can be
gained by correctly deciding model accuracies during the search process.

Accuracy-Cost Tradeoff: Oftentimes, many complex real-world optimiza-
tion problems involve computationally expensive function evaluation. How-
ever, an array of cheaper fitness functions can be easily developed, but at the
cost of accuracy of fitness estimation. That is, the approximate fitness func-
tions (or surrogates) suffer from various levels of error, and typically, cheaper
the fitness function, larger the error in it. This introduces a tradeoff between
fitness functions that are computationally cheap, but less accurate and fit-
ness functions that are accurate, but computationally expensive. Therefore,
we have to decide on the level of solution-quality assessment accuracy required
during the search process, such that high-quality solutions can be obtained at
minimum computational cost.

Additionally, in EDAs, a similar tradeoff exists between the probabilistic
model accuracy and the cost. Typically, high-quality models are more expen-
sive than low-quality models and striking an appropriate balance between
model accuracy and model cost can significantly improve the model-building
efficiency of EDAs.

Time Budget and Resource Allocation Tradeoff: Given limited com-
putational resource its allocation in terms of population size, run duration,
and number of convergence epochs can significantly influence the efficiency
of the search algorithm. Time budgeting tradeoffs are often faced when dis-
tributing the EDA process between multiple processors (to strike a balance
between communication and computation times), dividing the overall search
time between different variation operators of an EDA such as crossover and
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mutation, or dividing the search time between different local and global search
methods.

Additionally, in EDAs time budgeting tradeoffs can also be faced when
dividing resources between model building and model usage (in terms of ex-
ploration via model sampling and evaluation of sampled individuals).

Efficiency-enhancement techniques that exploit one or more of the afore-
mentioned tradeoffs can be broadly classified into four categories:

Parallelization: EDAs are run on multiple processors and the computations
are distributed among these processors [14]. The use of parallelization —
of both the search process and the model-building process — in EDAs is
discussed in detail elsewhere in this book (see chapter by Ocenasek et al).

Hybridization: Domain-specific knowledge and other techniques are coupled
with EDAs to create a search bias and to accelerate the search process
(16,26, 39,44, 54,80]. In addition to traditional hybridization methods,
prior knowledge can be incorporated in the probabilistic models of EDAs,
details of which are provided elsewhere in this book (see chapter by
Baluja). Additionally, the effectiveness of hybridizing EDAs with local
search methods is empirically demonstrated for the spin-glass problems
elsewhere in this book (see chapter by Pelikan and Hartmann).

Time continuation/utilization: Capabilities of both mutation and recom-
bination are utilized to the fullest extent, and time budgeting issues are
addressed depending on the problem type [24,47,73,74,82,83]. In this
chapter, we will illustrate a principled manner of incorporating neigh-
borhood information, contained in the probabilistic models, with time-
continuation operators to yield maximum speedup.

Evaluation relaxation: Accurate, but expensive fitness functions are re-
placed by less accurate, but inexpensive fitness functions (or surrogates),
and thereby the total number of costly fitness evaluations is reduced
(2,8,31,43,53,64,72,75,76,81]. In this chapter, we will illustrate a prin-
cipled approach for using substructural knowledge provided by proba-
bilistic models of EDAs to develop an endogenous surrogate that can be
used instead of the expensive fitness function to obtain high-quality so-
lutions and thus provide maximum speedup. In addition to relaxing the
solution-quality assessment measures, we can also relax the model-quality
assessment in EDAs [66].

The speedup obtained by employing an efficiency-enhancement technique
(EET) is measured in terms of a ratio of the computation effort required by
an EDA when the is not used to that required when the EET is used. That
is, 1 = Thase /Tefﬁciency,enhanced. The speedup obtained by employing even a
single EET can potentially be significant. Furthermore, assuming that the
performance of one of the above methods does not affect the performance of
others, if we employ more that one EET, the overall speedup is the product
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of individual speedups. That is, if the speedups obtained by employing par-
allelization, hybridization, time continuation and evaluation relaxation be 7y,
T, My, and 7 respectively, then the overall speedup obtained is

Ttotal = TlpTh Tt e-

Even if the speedup obtained by a single EET is modest, a combination of
two or more EETSs can yield a significant speedup. For example, if we use
a parallel EDA that yields linear speedup with 100 processors, and each of
the other three EETs makes EDAs 25% more efficient, then together they
yield a speedup of 100 * 1.25% = 195.3. That is evaluation relaxation, time
continuation, and hybridization would give slightly more than 95 processors’
worth of additional computation power.

Before we demonstrate principled methodologies for utilizing information
from probabilistic models of EDAs for maximum efficiency enhancement, we
present a brief outline of each of the four classes of efficiency-enhancement
techniques.

7.2.1 Parallelization

In parallelization, EDAs are run on multiple processors and the computations
are distributed among these processors [13,14]. Evolutionary algorithms are
by nature parallel, and many different parallelization approaches such as a
simple master-slave [9, 30], coarse-grained [32, 67, 84], fine-grained [27, 28, 50,
70], or hierarchical [23, 29, 33, 48] architectures can be readily used. Regardless
of how parallelization is done, the key idea is to distribute the computational
load of EDAs on several processors thereby speeding-up the search process.
A principled design theory exists for developing an efficient parallel GA and
optimizing the key facts of parallel architecture, connectivity, and deme size
[14], some of which are discussed in the next chapter. Apart from parallelizing
the function evaluations, the probabilistic model building process can also be
parallelized [56—58] which is also discussed in the chapter by Ocenasek et al.

7.2.2 Hybridization

In hybridization, domain-specific knowledge and other local-search techniques
are coupled with evolutionary algorithms to obtain high-quality solutions in
reasonable time [16,26, 39,44, 54,80]. Most industrial-strength evolutionary
algorithms employ some sort of local search for a number of reasons such
as achieving faster convergence [12, 39, 80], repairing infeasible solutions into
legal ones [42, 59], initializing the population [21, 68], and refining of solutions
obtained by a GA [41]. In addition to traditional ways of hybridizing EDAs
[34,46, 60,61, 71], prior knowledge of the search problem can be incorporated
into the probabilistic models as discussed elsewhere in this book (see chapter
by Baluja).
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While evolutionary-algorithm practitioners have often understood that
real-world or commercial applications require hybridization, there have been
limited efforts in developing a principled design framework on answering crit-
ical issues such as the optimal division of labor between global and local
searches (or the right mix of exploration and exploitation) [26, 79], the effect
of local search on sampling [39,40], and the optimal duration of local search
[39,45], and similar efforts are yet to be attempted for understanding and
designing hybrid EDAs.

7.2.3 Time Continuation

In time continuation, capabilities of both mutation and recombination are
optimally utilized to obtain a solution of as high quality as possible with a
given limited computational resource [24,47,73,74,82,83]. Time utilization
(or continuation) exploits the tradeoff between the search for solutions with
large population and a single convergence epoch and using a small population
with multiple convergence epochs.

Early theoretical investigations indicate that when the subsolutions are
of equal (or nearly equal) salience and both recombination and mutation op-
erators have the linkage information, then a small population with multiple
convergence epochs is more efficient. However, if the fitness function is noisy
or has overlapping subsolutions, then a large population with single conver-
gence epoch is more efficient [73,74]. On the other hand, if the subsolutions
of the problem are of nonuniform salience, which essentially requires serial
processing, then a small population with multiple convergence epochs is more
efficient [24]. While early efforts on developing adaptive continuation opera-
tors using probabilistic models of EDAs are promising [35,47, 73], much work
needs to be done to develop a principled design theory for efficiency enhance-
ment via time continuation and to design adaptive continuation operators to
reinitialize population between convergence epochs.

7.2.4 Evaluation relaxation

In evaluation relaxation, an accurate, but computationally expensive fitness
evaluation is replaced with a less accurate, but computationally inexpensive
fitness estimate. The low-cost, less-accurate fitness estimate can either be (1)
exogenous, as in the case of approximate fitness functions [8,43,49], where
external means can be used to develop the fitness estimate, or (2) endogenous,
as in the case of fitness inheritance [81] where, some of the offspring fitness is
estimate based on fitness of parental solutions.

Evaluation relaxation in GAs dates back to early, largely empirical work of
Grefenstette and Fitzpatrick [31] in image registration [20] where significant
speedups were obtained by reduced random sampling of the pixels of an im-
age. Approximate models have since been used extensively to solve complex
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optimization problems in many engineering applications such as aerospace
and structural engineering [8,11,19].

While early evaluation-relaxation studies were largely empirical in nature,
design theories have since been developed to understand the effect of approx-
imate evaluations via surrogates on population sizing and convergence time
and to optimize speedups in approximate fitness functions with known vari-
ance [51, 53], in integrated fitness functions [3,4], in simple functions of known
variance or known bias [72], and in fitness inheritance [75]. While exogenous
surrogates can be readily used in EDAs, the probabilistic models of EDAs can
be effectively used to develop endogenous surrogates that provide significant
speedup [64, 76], details of which are provided in the next section. In addition
to relaxing the solution-quality assessment measures, we can also relax the
model-quality assessment in EDAs. For example, we can use sporadic model
building, where the structure of the probabilistic model is built once every
few generations and the probabilities are updated every generation [66].

7.3 Evaluation Relaxation: Designing Adaptive
Endogenous Surrogates

As mentioned earlier, a distinct advantage of EDAs over first-generation GAs
is the availability of variable-interaction information in terms of the proba-
bilistic models mined from a population of promising solutions. Therefore, we
can use the probabilistic models to infer the structural form of the surrogate.
This is in contrast to surrogates often used to speedup evolutionary algo-
rithms, which are of fixed form and do not adapt to key variable interactions
of the underlying search problem. In other words, with the help of probabilis-
tic models built in EDAs, we can use the probabilistic models to decide on
the form of the surrogate and use one of the system identification, estimation,
or regression methods to estimate the coefficients of the surrogate.

For example, the probabilistic model of eCGA represents nonoverlapping
partitions of variables. The resulting surrogate inferred from the model would
then be a polynomial, whose order and terms are decided based on the sub-
structures identified by the model, and the coefficients of the surrogate rep-
resent the partial contribution of the subsolutions to the overall fitness of the
individual [76]. The surrogates designed with the information provided by the
probabilistic models are quite accurate and yield substantial speedups. For
example, on a class of boundedly difficult additively decomposable problems
endogenous surrogates in BOA yields speedups of about 50 [64]. This is in con-
trast to a moderate speed-up of about 1.3 obtained by using a simple fitness
inheritance method [75, 81].

In the remainder of this section, we illustrate the design of adaptive en-
dogenous surrogates in the Bayesian optimization algorithm. We note that the
design method can be extended to other EDAs and the key idea is to using
the probabilistic model to infer the structural form of the surrogate and to
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use system-identification and estimation tools for computing the coefficients
of the surrogate.

7.3.1 Evaluation Relaxation: Endogenous Surrogates in BOA

The Bayesian optimization algorithm (BOA) uses Bayesian networks to model
candidate solutions [62, also see chapter by Pelikan et al]. The structure of
the Bayesian network is encoded by a directed acyclic graph with the nodes
corresponding to the variables in the modeled data set and the edges cor-
responding to conditional dependencies. A Bayesian network encodes a joint
probability distribution given by

p(X) = HP(Xi\Hi)v (7.1)

where X = (Xo,...,X,,—1) is a vector of all the variables in the problem; IT;
is the set of parents of X; (the set of nodes from which there exists an edge to
X;); and p(X;|II;) is the conditional probability of X, given its parents II;.

The parameters of the Bayesian networks are represented by a set of condi-
tional probability tables (CPTs) specifying a conditional probability for each
variable given any instance of the variables that the variable depends on. CPTs
store conditional probabilities p(X;|IT;) for each variable X;. Local structures
— in the form of decision trees or decision graphs — can also be used in place
of full CPTs to enable more efficient representation of local conditional prob-
ability distributions in Bayesian networks. While we describe the design of
endogenous surrogate in BOA with CPTs, similar methodology can be used
for BOA with decision trees and graphs.

Given the probabilistic model (in form of a Bayesian network), we can
infer the form of the surrogate as an acyclic tree whose nodes correspond to
the variables and the edges correspond to the marginal fitness contributions of
subsolutions (or the coefficients of the surrogate). That is, for every variable
X; and each possible value x; of X;, an estimate of the marginal fitness con-
tribution of a subsolution with X; = x; must be stored for each instance m; of
X;’s parents II;. In the binary case, each row in the CPT is thus extended by
two additional entries. Figure 7.1 shows an example of the probability model
and the substructural surrogate in BOA. The substructural fitness can be
estimated as

4
fcst(XlaX2,~~ :f Z X|H (72)

where f(X;|I1;) denotes the average fitness of solutions with X; and IT;. That
is,

_ 1 _

f(Xilll;) = — Z fy;) — fUL), (7.3)

h .
{dly;Dwi,mi}
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Fig. 7.1. Substructural fitness estimation model in Bayesian optimization algo-
rithm. The estimated fitness for the model is given by fest(X1,X2,...,X7) =
F+F(X0) + F(X2|X1) + F(Xa] X2 X1) + f(X5) + f(Xa|Xs5) + F(X7) + f(Xe| X7)

where ny, is the total number of individuals that contain the schema m;, y; is
the j*0 individual and f(y;) is its fitness, and f(II;) is the average fitness of
all solutions with I7;.

Similar to earlier fitness-inheritance studies, we begin with fully evaluating
the initial population, and thereafter evaluating an offspring with a probability
1—p;. In other words, we use the endogenous surrogate to estimate the fitness
of an offspring with probability p;. One question remains as to where to obtain
information for computing the coefficients of the surrogate, which is addressed
in Sect 7.3.2.

7.3.2 Where to Estimate the Marginal Fitnesses From?

In the proposed method, for each instance z; of X; and each instance m; of

X,;’s parents II;, we must compute the average fitness of all solutions with
X; = x; and II; = ;. In this section, we discuss two sources for computing
the coefficients of the surrogate:

1. Selected parents that were evaluated using the actual fitness function
2. The offspring that were evaluated the actual fitness function

The reason for restricting computation of the coefficients of the surrogate to
selected parents and offspring is that the probabilistic model used as the basis
for selecting relevant statistics represents nonlinearities in the population of
parents and the population of offspring. Since it is best to maximize learn-
ing data available, it seems natural to use both populations to compute the
marginal fitness of the components of the surrogate. The reason for restricting
input for computing these statistics to solutions that were evaluated using the
actual fitness function is that the fitness of other solutions was estimated only
and it involves errors that could mislead the surrogate and propagate through
generations.
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We have extensively tested the proposed evaluation-relaxation scheme on
a class of boundedly difficult additively decomposable problems. Before pre-
senting the key results, we now briefly introduce facetwise models to predict
the scalability and speed-up of using endogenous surrogates as an alternative
to expensive fitness evaluation.

7.3.3 Scalability and Speedup

Facetwise and dimensional models can be used to analyze the scalability of
and the speedup provided by endogenous surrogates in EDAs. In this section,
we present the key results of the analysis and the details are given elsewhere
[76].

The error introduced by the surrogate can be modeled as additive Gaussian
noise with zero mean and variance piafz)t, where p; is the probability of an
individual receiving estimated fitness, and of, is the true fitness variance.
However, this approximation is not valid for \}ery high p; values as the sub-
structural fitness is estimated from very few individuals, which increases the
error in the estimate significantly. Empirically, we observed that the noise
variance becomes significantly higher than the above approximation when
p; > 0.85. Error due to variance (as in additive Gaussian noise) increases both
the population size and run duration required for EDA success [25, 38, 52, 72].

The increase in the required population size due to the use of the sub-
structural surrogate is given by

= — =(1+p). (7.4)
Mo
where n, is the minimum population size required to obtain a solution of
quality (m —1)/m when the endogenous surrogate is not used. Here, m is the
number of key substructures of the search problem.

The increase in the run duration due to the use of the surrogate is given

by
2
ter = ;= V1+pi (7.5)

c,0

where t., is the run duration — in other words, the number of generations —
taken by the EDA to successfully solve the search problem when the surrogate
is not used.

Using (7.4) and (7.5) and, after further simplifications and approximations,
we can estimate the increase in the total number of function evaluations re-
quired to obtain a solution with at least m — 1 out of m substructures at their
optimal values as

Ngere = (14 i) (1= pi). (7.6)

Therefore, the speedup provided by using endogenous fitness-estimation
model is given by the inverse of the function-evaluation ratio:
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(1+p) 7 (1—p)

(7.7)

Tlendogenous fitness model =

Equation (7.6) indicates that the number of function evaluations initially
increases with p;, reaching a maximum at p; = 0.2. The function-evaluation-
ratio model indicates that the number of function evaluations decreases with
p; for p; > 0.2 and reaches a minimum at p; = 1. In other words, the speedup
decreases initially (p; < 0.2) and then increases reaching a maximum at p; = 1.
However, as mentioned earlier, the facetwise models for the population sizing
and the convergence time are not valid at very high values of p;. Nevertheless,
the models are suggestive and as shown in the results, we obtain maximum
speedups when p; is close to 1.0.

It should be noted that in our scalability and speedup analysis, we only
considered the cost of actual fitness evaluation. In other words, we ignored
the time complexity of selection, fitness model construction, generation of new
candidate solutions, and fitness estimation. Combining these factors with the
complexity estimate for the actual fitness evaluation can be used to compute
the optimal proportion of candidate solutions whose fitnesses can be estimated
using the endogenous surrogate. We reiterate that the proposed evaluation-
relaxation scheme is beneficial when the actual fitness evaluation is expensive,
in which case the above costs are indeed negligible and the models developed
in this section valid.

7.3.4 Results and Discussion

We use two test functions for verifying and validating the use of the endoge-
nous surrogate instead of costly, but accurate function-evaluation method. Our
approach in verifying the models and observing if the proposed evaluation-
relaxation scheme yields speedup is to consider bounding adversarial problems
that exploit one or more dimensions of problem difficulty [25]. Particularly, we
are interested in problems where substructure identification and exchange is
critical for the EDA success. Specifically, we use OneMax — where the fitness
function is the number of ones in the binary string — and m — k deceptive trap
problem [1,17, 18, 22].

While the optimization of the OneMax problem is easy, the probabilistic
models built by EDAs such as eCGA and BOA, however, are known to be only
partially correct and include spurious linkages [63]. Therefore, the speed-up
results on the OneMax problem will indicate if the effect of using partially
correct linkage mapping on the endogenous surrogate is significant. For an
ideal surrogate developed for the OneMax problem, the average fitness of a 1
in any leaf should be approximately 0.5, whereas the average fitness of a 0 in
any leaf should be approximately —0.5.

Unlike, the OneMax problem, m — k deceptive problems are boundedly
difficult and the accurate identification and exchange of key substructures

are critical to EDA success. For the m — k trap problem, f(X; = 0) and
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f(X; = 1) depend on the state of the search because the distribution of
contexts of each bit changes over time and bits in a trap are not independent.
The context of each leaf also determines whether f(X; = 0) < f(X; = 1) or
f(X; =0) > f(X; = 1) in that particular leaf.

Figure 7.2(a) and 7.2(b) present the scalability and speedup results of the
evaluation-relaxation scheme for BOA on a 50-bit OneMax, 10-4 and 10-5
deceptive trap functions. We considered a binary (s = 2) tournament selec-
tion without replacement. For each test problem, the following proportions of
using the surrogate, p;, were considered: 0-0.9 with step 0.1, 0.91-0.99 with
step 0.01, and 0.991-0.999 with step 0.001. For each test problem and p; value,
30 independent experiments were performed. Each experiment consisted of 10
independent runs with the minimum population size to ensure convergence to
a solution within 10% of the optimum (i.e., with at least 90% correct bits) in
all 10 runs. For each experiment, bisection method was used to determine the
minimum population size, and the number of evaluations (excluding the evalu-
ations done using the model of fitness) was recorded. The average of 10 runs in
all experiments was then computed and displayed as a function of the propor-
tion of candidate solutions for which fitness was estimated using the surrogate.
Therefore, each point in Figs. 7.2(a) and 7.2(b) represents an average of 300
BOA runs that found a solution that is at most 10% from the optimum.

In all experiments, the number of actual fitness evaluations decreases with
p;. Furthermore, the surrogates built in BOA are applicable at high p; values,
even as high as 0.99. That is, by evaluating less than 1% of candidate solutions
and estimating the fitness for the rest using the endogenous surrogate, we
obtain speedup of 31 (for OneMax) to 53 (for m k-Trap). In other words,
by developing and using the endogenous surrogate to estimate the fitness of

O 50-bit OneMax O 50-bit OneMax >
S & 104-Trap 50{ ¢ 104-Trap 1
Iy > 105-Trap . > 10 5-Trap
= Theory =—— Theory
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Fig. 7.2. The effect of using the endogenous surrogate on the total number of
function evaluations required for BOA success, and the speedup obtained by using
the evaluation relaxation-scheme in BOA. The empirical results are obtained for a
50-bit OneMax, 10 4-Trap and 10 5-trap problems
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99% of the individuals, we can reduce the number of actual fitness evaluation
required to obtain high quality solutions by a factor of up to 53.

Overall, the results suggest that significant efficiency enhancement can
be achieved through an endogenous surrogate that incorporates knowledge of
important subsolutions of a problem and their partial fitnesses. The results
clearly indicate that using the surrogate in EDAs can reduce the number of
solutions that must be evaluated using the actual fitness function by a factor of
31-53. Consequently, if fitness evaluation is a bottleneck, there is a lot of room
for improvement using endogenous surrogates in EDAs in general, and BOA,
in particular. For real-world problems, the actual savings may depend on the
problem being considered. However, it can be expected that developing and
using the fitness-estimate model enables significant reduction in the number of
fitness evaluations on many problems because deceptive problems of bounded
difficulty bound a large class of important nearly decomposable problems.

The probabilistic models are not only useful for the design of surrogates,
but can be exploited in other facets of efficiency enhancement as well. In the
following section, we illustrate the use of probabilistic models in the principled
design of time continuation operators.

7.4 Time Continuation: Mutation in EDAs

In time continuation, we investigate and decide between the fundamental
tradeoff between using an evolutionary algorithm with a large population for a
single convergence epoch or with a small population for multiple convergence
epochs, as illustrated in Fig. 7.3. A continuation operator is required when
using a small-population, multiple-epoch evolutionary algorithm for maintain
diversity in population between epochs. In the ideal case, the continuation op-
erator perturbs only bad building blocks (BBs) at the end of each convergence
epoch. However, in practice, the continuation operator not only perturbs bad
building blocks, but also some good ones, and a regeneration cost — or cost of
reduction in solution quality between two epochs — is incurred. Since the con-
tinuation operator modifies only a few individuals to seed the population in
subsequent epochs, it is assumed to be some form of mutation or local search
method. Therefore, the decision making involved in time continuation can also
be posed as choosing between two key genetic operators — recombination and
mutation.

Goldberg [24] developed an analytical framework to optimally solve the
time continuation problem. Early studies considered the effect of the salience
structure and observed that while a large population run is preferable for
problems with near-uniform salience structure, a small population run is ad-
vantageous for problems with exponential-salience structure [24, 82, 83]. More
recent studies considered the effectiveness of incorporating the building-block
structure into both global and local evolutionary algorithm operators and the
effect of noise, salience structure and the crosstalk between different building
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Fig. 7.3. Two scenarios of resource utilization: (a) Large population, single con-
vergence epoch, and (b) Small population, multiple convergence epochs

blocks on time continuation [74,77]. When both global and local operators
are given the substructural information (or good neighborhood information),
a small population run is beneficial for deterministic problems with near-
uniform salience structure. On the other hand, for noisy problems, a large
population is preferred.

One of the key challenges in time continuation is the design of effective con-
tinuation operators that searches in the correct neighborhoods. Existing muta-
tion (or continuation) operators usually search in the local neighborhood of an
individual, without taking into account the global neighborhood information.
In genetic algorithms, mutation is usually a secondary search operator which
performs random walk locally around a solution. On the other hand, in evolu-
tion strategies, while powerful mutation operators are used [6, 10, 36,69, 78],
the neighborhood information is still local around a single or few solutions.
In local-search literature, while the importance of using a good neighbor-
hood operator is often highlighted [5, 7, 15, 85, 86], no systematic methods for
designing neighborhood operators that can solve a broad class of bounding
problems have been developed.

However, for solving boundedly difficult problems, local neighborhood in-
formation is not sufficient, and a mutation operator which uses local neighbor-
hoods requires O(m* logm) number of evaluations [55]. Therefore, we utilize
the probabilistic models built in eCGA for automatically building global neigh-
borhood (or linkage) information into the mutation operator. Unlike, adaptive
mutation techniques in evolution strategies, which usually have local neigh-
borhood information adapted over time, our method leads to a more global
induction of the neighborhood.

In Sect. 7.4.1, we illustrate the design of an efficient operator that utilizes
the global neighborhood information mined by the probabilistic models of the
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extended compact genetic algorithm (eCGA) [37, also see chapter by Harik
et al] to search among competing subsolutions.

7.4.1 Mutation in eCGA: Searching in Substructural
Neighborhood

As described in the chapter by Harik et al, eCGA builds marginal product
models that yields a direct mapping of linkage groups among successful indi-
viduals. Therefore, we use the model-building procedure of eCGA to identify
the key substructures of a problem. Once the linkage-groups are identified,
we use an enumerative building-block-wise mutation operator [74] to search
for the best among competing subsolutions. For example, if the model builder
identifies m BBs of size k each, the eCGA continuation operator will select
the best subsolution out of 2 possible ones in each of the m partition.

That is, from a sample of randomly generated candidate solution the top
solutions (as determined by the selection mechanism) are used to build prob-
abilistic model in eCGA. The best solution in the population is used for
substructural mutation: Consider the first nonmutated substructure, where
the substructures are arbitrarily chosen from left-to-right, however, different
schemes can be — or may required to be — chosen to decide the order of
choosing substructures to mutate. For example, substructural partitions that
contain most active variables might be mutated before those that contain less
active variables. For the substructure in consideration, create 2¥ — 1 unique
individuals with all possible subsolutions in the chosen partition, where k is
order of the substructure. The subsolutions in other partitions are not modi-
fied. Evaluate all 2¥ — 1 individuals and retain the best for mutation of other
substructures. Thus at each convergence epoch the best subsolution in each
partition is chosen and the search ends after m convergence epochs, where m
is the number of substructures in the problem.

Note that the performance of the above mutation can be slightly improved
by using a greedy heuristic to search for the best among competing BBs, how-
ever, as shown later, the scalability of the mutation operator is determined by
the population-size required to accurately identify the building blocks. Fur-
thermore, we perform linkage identification only once in the initial generation.
This offline linkage identification works well on problems with BBs of nearly
equal salience. However, for problems with BBs of nonuniform salience, we
would have to perform linkage identification and update BB information in
regular intervals. The key idea in designing the mutation operator in other
EDAs such as BOA is that the operator should effectively use the neighbor-
hood information contained in the probabilistic models.

We now present the scalability of the enumerative BB-wise mutation op-
erator and followed by an analysis of the efficiency enhancement provided by
time continuation in eCGA.
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7.4.2 Scalability of Building-Block-Wise Mutation

The scalability of the BB-wise mutation operator depends on two factors (1)
the population size required to build accurate probabilistic models of the link-
age groups, and (2) the total number of evaluations required by the BB-wise
mutation operator to find optimal subsolutions in all the partitions. Pelikan,
Sastry, and Goldberg [65] developed facetwise models for predicting the critical
and maximum population-size required to correctly identify good interactions
among variables. They showed that the minimum population size scales as

Nmin = O (2km1‘05) , (7.8)

and the maximum population size which avoids discovery of false dependencies
between independent variables is given by

Nmax = O (2km2'1) ) (7.9)

In other words, to avoid incorrect identification of BBs, the population size
should be less than np.x. Since we require that all the BBs be correctly
identified in the first generation itself, the population size required should be
greater than npi,, but less than ny .. That is,

] (kal'05) <n<eOe (2km2'1) . (7.10)

Since the model building is performed only once, the total number of function
evaluations scales as the population size. That is,

O (2"m"%) < npy < O (28m*). (7.11)

During BB-wise mutation, we evaluate 2¥ — 1 individuals for determining
the best BBs in each of the m partitions. Therefore, the total number of
function evaluations used during BB-wise mutation is

o = (2" = 1) m = O (2"m). (7.12)

From Equations 7.11 and 7.12, the total number of function evaluations scales
as
O (2"m"%) < ng < O (2"m*). (7.13)

We now empirically verify the scale-up of the population size and the
number of function evaluations required for successfully solving the m — k de-
ceptive trap problem in Figs. 7.4(a) and 7.4(b), respectively. For the empirical
runs, we use tournament selection without replacement with a tournament size
of 8. The average number of subsolutions correctly converged are computed
over 30 independent runs. The minimum population size required such that
m — 1 subsolutions converge to the correct value is determined by a bisection
method [72]. The results of population-size is averaged over 30 such bisection
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Fig. 7.4. Population size (7.10) and the number of function evaluations (7.13)
required by BB-wise mutation for solving m — k Trap function. The results are
averaged over 900 runs for the number of function evaluations and 30 bisection runs
for the population size. The relative deviation for the empirical results is less than
0.2%. The population size and the number of function evaluations both scale as
9(2km1.5)

runs, while the results for the function-evaluation ratio is averaged over 900
independent runs.

In contrast to fixed mutation operators which require O(m* logm) num-
ber of function evaluations to solve additively separable GA-hard problems
[565], the proposed eCGA-based BB-wise mutation operator that automatically
identifies the linkage groups requires only O(28m!®) (polynomial) number of
evaluations.

7.4.3 Crossover vs. Mutation in eCGA

We know that eCGA scales as © (Qk\/ﬁml'f’ log m) [73, also see chapter by

Harik et al], and from (7.13), we know that the BB-wise mutation scales as
e (2km1'5) for additively separable problem of bounded difficulty. Therefore,

the BB-wise mutation operator in eCGA is © (\/Elog m) faster than eCGA in

solving boundedly difficult additively separable problems. That is, the speedup
— which is defined as the ratio of number of function evaluations required by
eCGA to that required by the selectomutative GA — is given by

ng(eCGA)
ng(BBwise Mutation

n= ] =6 (\/%logm) , (7.14)
which is empirically verified in Fig. 7.5. The results clearly indicate the effi-
ciency enhancement provided by the time continuation operator that automat-
ically and adaptively searches for the subsolution neighborhood as identified
by eCGA.
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Fig. 7.5. Empirical verification of the speedup (7.14) obtained by using the proba-
bilistic model building BB-wise mutation over eCGA for the m — k Trap function.
The results show that the speedup scales as 8(\/Elog m)

Time-continuation scenarios have also been studied when dealing with
noisy problems and problems with overlapping building blocks, where a com-
petent crossover is often more efficient than a competent mutation, and
therefore a large-population, single convergence epoch eCGA run is preferred
[74,77]. One of the important efforts directly motivated by this study, which is
currently underway, is the design and development of adaptive time continu-
ation operators that utilize the substructural models built by eCGA not only
in mutation and recombination operators, but also to automatically decide
between using a large population with single convergence epoch or a small
population eCGA with multiple convergence epochs [47]. Simply stated, the
model building is used to identify the appropriate population size regime and
whether local or global operators are used. For example, for noisy problems
an adaptive time continuation operator should implicitly switch from local
to global search operator as the problem becomes more noisy. The decision
making depends upon the type of the problem being solved, and results in
significant savings even for modestly sized problems.

7.5 Summary and Conclusions

Like any industrial-strength search algorithm, practical deployment of EDAs
strongly rely on one or more efficiency-enhancement techniques such as
parallelization, hybridization, time continuation, and evaluation relaxation.
While EDAs take problems that were intractable by first generation genetic
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algorithms, and render them tractable, principled efficiency-enhancement
techniques take us from tractability to practicality. In this chapter, we pre-
sented an overview of various efficiency-enhancement techniques for speeding-
up EDAs. We also provided two examples of principled efficiency-enhancement
techniques, both of which utilize the probabilistic models built by the EDAs.
The first example was an evaluation-relaxation method, where we build an
endogenous substructural surrogate to estimate fitness of majority of the
population, while actual fitness is computed for only a small portion of the
population. The second example developed a competent mutation (or time
continuation) operator in the extended compact genetic algorithm, which uses
the probabilistic models and searches locally in the subsolution neighborhood.

The two examples clearly demonstrate that by systematically incorporat-
ing problem knowledge gained through the probabilistic models built in EDAs
into the efficiency-enhancement technique, the speedup can be significantly
enhanced. Furthermore, the overall efficiency of combining such nearly inde-
pendent efficiency-enhancement techniques is multiplicative. For example, if
we use a parallel EDA that yields linear speedup with 100 processors, and each
of the other three EETs makes EDAs 25% more efficient, then together they
yield a speedup of 100 * 1.253 = 195.3. That is, evaluation relaxation, time
continuation, and hybridization would give slightly more than 95 processors’
worth of additional computation power.
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