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1 Introduction: Scenarios and Chances in the Basis of
Decisions

As defined in [18],a chance in chance discovery means to understand an unno-
ticed event/situation which can be (uncertain, but) significant for making a
decision. Associating the event with the appearance of a product or a service,
customers seek a valuable event, i.e., the appearance of a product/service
significant for his/her decision to improve daily life. Associating the event
with a message from a customer, people in the side of business should look
at a valuable event, i.e., a message significant for the decision to improve the
service.

Chance discovery is an essential basic research area applicable to all kinds
of business. The above definition of a chance may have sounded counter-
intuitive for reader thinking about an accident or uncertainty, say events oc-
curring by chance. To such an opinion, we have been asserting chance discovery
means the discovery of chance, not by chance. However, according to the re-
cent progress of studies on the methods of chance discovery, the relevance
between discovery of chance and discovery by chance came to be more posi-
tively recognized. That is, a chance defined as an event significant for decision
making has all the natures of a chance in the phrase “by chance,” i.e. (1) un-
certainty, (2) accident (3) probability, if we introduce scenario-based thoughts
about chance discovery, and these can all be put into a power of survival.

Note here, that a decision means to choose one from multiple possible
scenarios of future events and actions, so there is “uncertainty” in (1), in
the future scenarios where chance discovery is desired. In other words, uncer-
tainty can be the motivation to decide something. Therefore, “probability” in
(3) rather than True/False may become an appropriate measure of the justi-
fication of a scenario. An “accident” of (2) implies uncertainty to lead to an
opportunity or to a risk, relying on the future scenario.

In general, a scenario is a time series of events/states to occur under a cer-
tain context. And, a chance can be regarded as the cross of multiple scenarios.
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For example, suppose a customer of a drug store buys a number of items in
series, a few items per month. He should do this because he has a certain per-
sistent disease. In this case, a remedy of the disease suggested from his doctor
is the context shared over the event-sequence, where an event is this patient’s
purchase of a set of drugs. This event-sequence is a scenario under the context
proposed by the doctor. However, the patient may hear about a new drug,
and begin to buy it to change the context, from the remedy he followed so far
to a new remedy to seep up his cure. In other words, the patient introduces a
new scenario. After a month, his doctor gets upset hearing this change due to
the patient’s ignorance about the risk of the new drug. The doctor urgently
introduces a powerful method to overcome all the by-effects of the risky new
drug - changing to the third scenario.

In this example, we find two “chances” in the three scenarios. The first
chance is the information about the new drug which changed from the first
remedy scenario to the second, riskier one. Then the doctor’s surprise came
to be the second chance to turn to the third scenario. Under the definition of
“chance,” i.e., an event or a situation significant for decision making, a chance
occurs at the cross point of multiple scenarios as in the example because a
decision is to select one scenario in the future. Generally speaking, a set of
alternative scenarios form a basis of decision making, in domains where the
choice of a sequence of events affects the future significantly. Based on this
idea, the methods of chance discovery have been making successful contribu-
tions to science and business domains [1].

Now let us stand on the position of a surgeon looking at the time series of
symptoms during the progress of an individual patient’s disease. The surgeon
should make appropriate actions for curing this patient, at appropriate times.
If he does so, the patient’s disease may be cured. However, otherwise the
patient’s health condition might be worsened radically. The problem here can
be described as choosing one from multiple scenarios. For example, suppose
states 4 and 5 in Eq. (1) mean two opposite situations.

Scenario 1 = {state 0— > state 1— > state 2— > state 3— >
state 4 (a normal condition)}.
Scenario 2 = {state 4— > state 5— > state 6 (a fatal condition)}. (1)

Each event-sequence in Eq. (1) is called a scenario if the events in it share
some common context. For example, Scenario 1 is a scenario in the context
of cure, and Scenario 2 is a scenario in the context of disease progress. Here,
suppose there is a hidden state 11, which may come shortly after or before
state 2 and state 5. The surgeon should choose an effective action at the time
of state 2, in order to turn this patient to state 3 and state 4 rather than to
state 5, if possible. Such a state as state 2, essential for making a decision, is
a chance in this case.

Detecting an event at a crossover point among multiple scenarios, as state
2 above, and selecting the scenario going through such a cross point means a
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chance discovery. In general, the meaning of a scenario with an explanatory
context is easier to understand than an event shown alone. In the example
of the two scenarios above, the scenario leading to cure is apparently better
than the other scenario leading to a fatal condition. However, the meaning of
chance events, which occurs on the bridge from a normal scenario to a fatal
scenario, i.e., state 2, state 11, and state 5 in Fig. 1, are hard to understand if
they are shown independently of more familiar events. For example, if you are
a doctor and find polyp is in a patient’s stomach, it would be hard to decide
to cut it away or to do nothing else than leaving it at the current position.
On the other hand, suppose you find the patient is at the turning point of
two scenarios - in one, the polyp will turn larger and gets worsened. In the
other, the polyp will be cut away and the patient will be cured. Having such
scenarios, you can easily choose the latter choice.

Consequently, an event should be regarded as a valuable chance if the dif-
ference of the merits of scenarios including the event is large, and this differ-
ence is a measure of the utility of the chance. Discovering a chance and taking
it into consideration is required for making useful scenarios, and proposing a
number of scenarios even if some are useless is desired in advance for realizing
chance discovery. For realizing these understandings, visualizing the scenario
map showing the relations between states as in Fig. 1 is expected to be useful.
Here, let us call each familiar scenario, such as Scenario 1 or Scenario 2 , an
island. And, let us call the link between islands a bridge. In chance discov-
ery, the problem is to have the user obtain bridges between islands, in order
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Fig. 1. A chance existing at the cross point of scenarios. The scenario in the thick
arrows emerged from Scenario 1 and Scenario 2.
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to explain the meaning of the connections among islands via bridges, as a
scenario expressed in understandable language.

The research goal of chance discovery has been to enable to choose useful
scenarios at the time one should do so, i.e., at the time of a chance, and to
accelerate the decision to act on the optimal scenario.

2 Scenario “Emergence” in the Mind of Experts

In the term “scenario development”, a scenario may sound like something to
be “developed” by human(s) who consciously rules the process of making a
scenario. However, valuable scenarios really “emerge” by unconscious interac-
tion of humans and their environment. This occurs like the event 2 appears
for itself and all the events in Fig. 1 self-organizes a complex new scenario as
the think curved arrow.

For example, a scenario workshop developed by the Danish Board of Tech-
nology [26] starts from scenarios preset by writers, then experts in the domain
relevant to the preset scenarios discuss to improve the scenarios. The discus-
sants write down their opinions during the workshop, but it is rare they notice
all the reasons why those opinions came out and why the scenarios have got
obtained finally. Rather, new ideas emerge by the self-organizing interactions
of particles of ideas from participants. As Montero writes in Chapter 3, self-
organization is in the essence of scenario emergence.

This process of scenario workshop can be compared with the KJ (Kawakita
Jiro) method, the method in the origin of creation aid, where participants
write down their initial ideas on KJ cards and arrange the cards in a 2D-space
in co-working for finding good plans. Here, the idea on each card reflects the
future scenario in a participants’ mind. The new combination of proposed
scenarios, made during the arrangement and the rearrangements of KJ cards,
helps the emergence of new valuable scenarios, putting in our terminology.
In some design processes, on the other hand, it has been pointed out that
ambiguous information can trigger creation [6]. The common points among
the scenario “workshop”, the “combination” of ideas in KJ method, and the
“ambiguity” of the information to a designer is that scenarios presented from
the viewpoint of each participant’s environment are bridged via ambiguous
pieces of information about different mental worlds they attend. From these
bridges, each participant recognizes situations or events which may work as
“chances” to import others’ scenarios to get combined with one’s own. This
can be extended to other domains than designing. In the example of Eq. (1),
a surgeon who almost gave up because he guessed his patient is in Scenario 2,
may obtain a new hope in Scenario 1 proposed by his colleague who noticed
that state 2 is bridging to both scenarios - only if it is still before or at the
time of state 2. Here, state 2 is uncertain in that its future can potentially
go in two directions, and this uncertainty can make a chance, an opportunity
not only a risk.
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3 The Process of Chance Discovery

Note that the difference of chance discovery and data mining is that chance
discovery aims at obtaining the chances at the cross points of meaningful
scenarios, whereas data mining obtains meaningful patterns in the data. If
a method of data mining can obtain such pattern as “(state 1 -> state 2)
-> state 11 -> (state 5 -> state 6)” in Fig.1, where the cross of Scenario
1 and Scenario 2 is included, then we can say such a tool can be used for
chance discovery. However, in general, a data mining tool which can obtain
such a complex pattern tends to obtain a huge number of other long patterns,
and finally human (user) should choose the most meaningful pattern. As a
result, in chance discovery, a critical thing to consider is human’s thoughts
for choosing meaningful scenarios, and a data mining tool can be a powerful
support for the thinking human(s).

If co-workers in a company section are discussing in order to choose a future
scenario of business, their empathy with a proposed scenario is necessary for
taking the scenario into their new actions. This empathy leads to not only
logical thinking and agreement, but also the mutual understanding of each
other’s stand points from the level of emotion. By the coupling of scenarios
under participants’ empathy with scenarios and the underlying daily lives of
proposers, a scenario meaningful for the team working tends to emerge. We
call this a scenario emergence in communication. And, a data mining tool to
be mentioned hereafter which has a function to visualize a scenario map as
in Fig.1 can support the coupling, the creation, and the choice of scenarios.
As well, tools for predicting rare events [4, 8, 9] plays a significant role in the
process of chance discovery.

Suppose we have two scenarios, Scenario 1 and Scenario 2 in Fig.1, a
new scenario may emerge as in the thick arrows. Here, the scenarios make
a crossover and generate a new one, like the crossover of chromosomes gen-
erating a new chromosome. It is easy to write this way. However, we should
stop here and think carefully. We should imagine a simple but real setting
in business to consider the difficulties to communicate having empathy with
the proposed scenarios and with the underlying daily lives of participants. Let
us take an example of a chain of sushi-bars. Traditional sushi-bars were not
big companies. However, the recent outbreak of low-price sushi-bars made a
number of sushi-bar chain companies. A chain may have tens of sushi-bars all
over Japan. In this situation, a chain involves sushi-masters, the head of each
sushi-bar, central managers controlling a number of sushi-bars, advertisement
and customer-relationship sections, etc. From these staffs, let us pick (a) 10
sushi masters from two local sushi-bars (five from each), and (b) five members
of the customer-relation section of the company. The problem is whether or
not these 15 staffs can find a coherent decision, i.e., consensus, in developing
a new sushi item.
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Sushi-master 1 in bar A) I often see customers eating O-toro and Chu-
toro. Both items are of oily meat of tuna, so I think we should make
original oily tuna items.

Sushi-master 2 in bar B) Your customers are rich, because your place is
in a high-class area Ginza. Our customers are students, so we have to
increase squids and sardines.

Sushi-master 3 in bar B) No, no! Students take O-toro if we serve in our
price.

Sushi-master 1 in bar A) Why don’t you think of Ise-ebi (king robster)?
This s still rare, but the customers look very happy when they eat one.

Sushi-master 2 in bar B) Umm™ You do not know students = Students
can not even imagine the taste of Ise-ebi. How can they order Ise-ebi
when they can not imagine its taste?

Customers relation staff 1) Why don’t you propose the customers to try
Ise-ebi with any explanation about its taste, if you think they do not
know it?

Sushi-master 8 in bar B) Students are very greedy = We are too busy
making what they order. How can we explain about Ise-ebi?

Customers relation staff 2) We may have to make a pamphlet of new
items, including Ise-ebi, to inform customers about their tastes.

Sushi-master 3 in bar B) No! You cannot move their interest with such
papers! They do not read before eating!

As found here, a difficulty lies in finding a consensus in scenario com-
munications. The reason is that the participants have different background
domains, and it is hard to present in advance the details of all expertise to be
used in their own thoughts for communication. For this reason, they have to
discover possible points of consensus, with considering the overview of each
other’s background domain. And, each domain is too complex to be under-
stand quickly in the beginning of communication. They can not even ask
suitable questions about each other’s experiences.

Recently, scenario communication came to be supported by tools and the-
ories on chance discovery. The communication is positioned in the process of
chance discovery as in Fig. 2, which illustrates the process of chance discovery,
called the Double Helix (DH) model [19, 21] . This process starts from a state
of user’s mind concerned with a new chance, and this concern is reflected to
collecting external data, i.e., data from the object environment, to be visu-
alized by a data-mining tool such as KeyGraph and IDM introduced in the
next section, specifically designed for chance discovery. By exploring on this
map, i.e., the visual result of data-mining, basic scenarios and their values rise
in each user’s mind. Then users join a workshop for chance discovery sharing
the map. In this workshop, participants begin to understand the relations of
islands (familiar contexts for participants) and bridges (unfamiliar relations
between islands) in the map.
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In the next step, a visual data mining has been applied to the internal data,
i.e., the data recording the thoughts and messages of participants. Looking at
this new map of messages during the communication, the participants notice
their own awareness of bridges between basic scenarios, and the islands get
connected to have novel scenarios emerge. Here participants may discover
chances, because each visualized island corresponds to a basic scenario familiar
to some participants and a bridge means a cross of those basic scenarios. That
is, connecting the islands via bridges generates a scenario, not confined to an
existing island and not too unfamiliar to understand. Based on the scenario
selected from those generated here, participant(s) make or simulate actions,
and obtain concerns with newer chances - the spiral process progresses to the
initial step of the next cycle. As a matter of fact, in the number of successful
cases chance discovery were realized by following the steps of double helix [1]
(See Chapter by Ohsawa and Usui in Part V).

Even if we get a bunch of visualization tools, the double helix may take
the inefficient iteration of cycles, in the worst case forcing to take months for
one chance. If the empathy among participants is hard to establish during
these cycles, this long process may lead only to a flood of meaningless conflic-
tions. Even worse, the complexity of diagrams visualizing the scenario maps
sometimes disturbs communications. Thus, as well as tools for data analysis
and visualization, environments for communications and thoughts have been
developed for chance discovery.
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4 Tools for Chance Discovery and the Environment for
Scenario Communications

In this section, let me introduce some of our technical developments. These
are formed of tools for visualizing scenario maps and the environment for
collaborators’ communication about future scenarios.

4.1 Tools for Chance Discovery

We show briefly the outlines of two tools, which have been the most fre-
quently used in real projects of chance discovery in companies. The details
of computation schema are presented in the following chapters, and some
chapters further improves these methods for respective purposes.

KeyGraph [19, 25] A map showing the relations of events/states in
the target environment is visualized. For example, a map of the market is
shown on the metaphor of islands (established clusters of consumers) and
bridges (unnoticed relations between consumers in islands), if it is applied to
consumption data [17]. When it is applied to the internal data, i.e., messages in
communication, islands show basic opinions and bridges show new ideas con-
necting basic opinions. In a textile company, KeyGraphs having real pieces
of textile products put on its surface has been introduced. This realized an
exceptional growth in their sales performance [30](Chapter 19 of this book),
and made a trigger to start their process of chance discovery. In DISCUS,
the collaboration of Illinois University and NCSA, KeyGraph is made from
communication content, and is always visualized during the on-line commu-
nication. This enabled to enhance innovative scenario-communications in the
domain of marketing. The recent versions of KeyGraph [7] (Chapter 20 of this
book) have the functions to accept user’s annotations on the graphical results.

A visualized map showing the relations of events/states in the target en-
vironment is useful for participants of a scenario communication in exploring
event-relations where scenarios can be drawn, as in Fig. 1, based on personal
experiences in their minds. We call this map a scenario map. KeyGraph is a
tool for visualizing a scenario map. If the environment represents the world
of daily life of people, an event (e.g., “Q3-17) may represent an answer (e.g.,
choosing ‘1’ from ‘1’ and ‘0’) to a question (e.g., “Q3”) in a questionnaire
about daily lifestyle. By visualizing the map where answers appear in a graph
as in Fig. 3, one can see the overview of the behaviors of survey subjects. In
this case, a period (*.”) is put at each end of one subject’s answer-set. E.g, let
D1 be: D1 ="Mr. A: Q1-1 Q2-1 Q3-1.

Mrs.B:Ql-1 Q2-1 Q3-1 Q4-1.

Mr.C: Q4-1 Q5-1 Q7-1 Q8-1.

Mrs.D : Q5-1 Q2-1 Q3-1 Q5-1 Q7-1 Q8-1.

Ms.E: Q1-1 Q2-1 Q7-1 Q8-1 Q9-1.

Mr.F: Q5-1 Q7-1 Q8-1 Q9-1. (2)

KeyGraph, of the following steps, is applied to D1 ([20]for details).
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KeyGraph-Step 1: Events appearing many times in the data (e.g., “Q1-
17 in Eq. (2)) are depicted with black nodes, and each pair of such frequent
events occurring often in the same set (e.g., in the same sequence ending with
a period) is linked via solid lines. For example, Q1-1, Q2-1, and Q3-1 from
Eq. (2) are all connected with a solid line. Each connected graph obtained here
forms one island, implying a basic context underlying the belonging events.
A clustering method as in [13] can be applied here.

KeyGraph-Step 2: Events which may not be so frequent as the black nodes
in islands but co-occurring with multiple islands, e.g., “Q4-1" in Eq. (2), are
obtained as hubs. A path of links connecting islands via hubs is called a bridge.
If a hub is rarer than black nodes, it is colored in a different color (e.g. red)
than black. We can regard such a new hub as a candidate of chance, i.e., an
event significant for context-jumping decisions.

In the example of Fig. 3, the result of KeyGraph, the island {Q1-1, Q2-1,
Q3-1} means the basic context of established popularity e.g. preference to
use mobile phones, and the island of {Q5-1, Q7-1, Q8-1} shows another basic
context such as the preference to listen to music by CD players. Then, the
bridge “Q4-1” representing an answer “Yes, I use a mobile phone for listening
to new music” may mean the instrument for listening to music can change
from CD players to mobile phones. If there are clues to determine temporal or
causal directions between events, the user may put arrows to the links in the
corresponding directions. Then, the scenario map can be the basis for drawing
scenarios.

In Fig.4, the result of KeyGraph for D2 in Eq. (3) below, the island of
{customers} means the basic context about customers, and the island of
{steel, concrete, company} shows the basic business context in the mind of
people chatting. The bridge “restructuring” shows the company may introduce
restructuring, where employees may be fired, for acquiring the good feeling
of customers. “Restructuring” might be rare in the communication of the
company staffs, but this expresses their potential concern about restructuring
in the near future.

Q2-1

Q8-1 Q9-1

Fig. 3. An example of KeyGraph on Polaris: Islands are obtained from D1 in Eq. (2),
including event-set {Q1-1, Q2-1, Q3-1} and {Q5-1, Q7-1, Q8-1} respectively. The
nodes in and outside of islands show frequent and rare events respectively, and Q4-1
and Q9-1 here show rare events in bridges between the two islands.
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Fig. 4. An example of KeyGraph: Islands are obtained from D2 in Eq. (3), each
including event-set {market}, {steel, concrete, company}, {customers} etc. The
double-circled nodes and white nodes show frequent and rare words respectively,
forming hubs of bridges.

D2 = “Mr. X: In the market of general construction, the customers
decreased.
Mr. Y: Yes ... Our company, building from concrete and steel, is in
this bad trend.
Mrs. Z: This state of the market induces a further decrease of
customers.
Our company may have to introduce restructuring for satisfying
customers.
Mr. W: Then the company can reduce the price of concrete, steel,
and construction.

Ms. V: But that may reduce us the power of this company.” (3)

As in [22], we can also focus on the most interesting part of the data-
set by using Boolean search. For example, if we enter “concrete & (market |
customer),” the sentences including “concrete” and either or both of “market”
or “customer” are chosen from Eq. (3). Then we can read messages about the
market or customers of a concrete-production company. As user likes, the
extracted sentences can be visualized by KeyGraph, and the user can see
the structure of conversations relevant to the market of concrete products.

Influence Diffusion Model (IDM) [14] (see Chapter 7), Whereas
KeyGraph visualizes a map of events, commercial items, words, and messages,
shown as a set of islands and bridges, IDM shows the influence flows among
those items. IDM has been applied to the intra-company informal discussion
board, and the manager noticed potential leaders of opinions in her section,
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and potential desires of the section members [15]. The integration of Key-
Graph and IDM made successful discoveries of hepatits scenarios [23].

Since KeyGraph appeared, some researchers of chance discovery have been
presenting the importance of understanding chances on the bridges among
islands, and studying how the bridges can be visualized, extracted and recog-
nized to make a decision, in the corresponding real world domain. At the
same time, their most important domain was the communication of human
because the tipping points in human society emerge from the communications
of people from multiple domains.

In Fig. 5, let us show an exemplification of IDM applied to oral conversation
by 8 people discussing about the information ethics on the Internet. Each node
here depicts one message, and a thin link with arrow points from a message
to one responding to it. The response to a message is identified by choosing
a message succeeding many words from the original message. In this figure,
islands are the fat clusters of messages surrounded by dotted circular frames.

Each frame has a meaning as marked by the bold large letters. The colored
nodes mean influential messages extracted by the method shown below. These
colored nodes are extracted by the computation of the influence of each node
to the overall community discussing. This example shows the bridging parts
of the structure make the appearance of a new context in the conversation.

The number on each arrow means the rate of words, inherited from the
arrow-tail, of all words in the arrow-head message carried from the original
message C1l of which the influence is being considered. These numbers are
multiplied along paths from C1 to all other messages following the arrows,
and the products obtained for all these paths are summed up as the influence
of C1.

If message X is more influential according to this computation than its
child (neighbor in the lower stream), X tends to have many children. If X

[2001.8.17, Meeting on Current
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Fig. 5. The islands (dotted circles), bridges (between islands), and the keys (red
nodes) in a chain of messages.
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Fig. 6. The computation of influences of messages.

is more influential than its parent, it means the topic of X changed at X
and the new topic diffused in the lower stream of X. That is, a message of
(locally) largest influences has the strongest impacts on the context-shift in
the communication. Such a message is colored as in Fig. 5. By words in such
messages, customers can be activated and make expands the market.

For on-line communications in well-designed sites, this method can be used
more easily than real conversations because the responding relations among
messages can be easily extracted. See Fig. 7. This is the result of IDM for an
on-line fan-club of Uniqlo, the biggest brand of casual cloths in Japan. You
see the most influential messages are in one path, i.e. the path relevant to
pale-olive colored flees. In this manner, the most influential topics tend to
appear in a line in a message chain.

In the similar manner as in the chain of messages, we can find the chain of
people as in Fig. 8. Here, the word-inheritance between people are numerically
dealt with similarly to between messages in Fig. 6, and the people who talked
less frequently were sometimes obtained as more influential. As in [3, 4] the
results of human chains were validated to be perfectly precise, according to
the participant of discussion about architecture.

4.2 Environment for Thoughts and Communications

We can count some previous work on creative communications. In
ThinkTank™ [3] (http://pbl.stanford.edu/Research%20Projects/thinktank.
htm), messages in a lot of topics are entered in the corresponding thread,
and participants can switch between difference threads. For each entry of
message, a new thread may be set if user likes to talk in a new context. More
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Fig. 8. The human chain from on on-line community.

significantly, data relevant to each message is posted and deposited during
the conversations. This way of storing data is apparently useful in reusing
the data as external data in Fig. 2, relevant to user’s concern, because user’s
concern is normally expressed in natural words in messages, and such words
are linked in ThinkTank™ to data posted by senders. Frucher et al found
topics influential to members’ future activities from the text of ThinkTank™,
by visualizing with KeyGraph [5].

Fruchter also invented RECALL [2], an integrated tool for aiding design,
where various kinds of internal data (data about thoughts and communi-
cations) are thrown but are too deep to be saved as explicit knowledge in
the mind of designer hem/herself. RECALL is a powerful tool for showing
significant pieces of information about some past message he/she feels impor-
tant but cannot recall explicitly. For example, a group of users keep drawing
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images about their own ideas, speaking frankly about what they felt and
thought, during communication about their business scenarios. These words
about intuitive thoughts are hard to write down in a notebook, so they some-
times find it difficult to restore what they discussed, after the session. RE-
CALL allows them to click on a component of the image they drew on the way
of communication, and plays the sound RECALL recorded when the users
drew the component. They will say “Yes, this is what we thought at that
time!” In this book, Fruchter extends her works on social intelligence design
(SID), i.e., design of the environment for creative communication, integrating
her SID technologies and the concepts on chance discovery.

We also consider the importance of a member’s role in a collaborative com-
munity. A leader must choose an action that increases benefit and reduces risk.
When the leader cannot make such a decision, the group’s action will be deter-
mined through community member’ discussion. However, this decision cannot
be made in blind discussions, so that a systematic discussion is necessary to
choose effective action in a limited time. Here, the interleaving of divergence
and convergence in the discussion according to members’ common knowledge
and background leads to that effective conclusions. In Part ITI, Sunayama
proposes a bulletin board system framework in which the scenario creation, a
series of actions to be undertaken, is established through the discussion and
exchange of opinions.

Whereas Llora et al presented the method for reflecting the users’ thought
onto the output of KeyGraph applied to the text data of communication [12],
Iwase and Takama presents a bulletin board system where users can annotate
on the map presented by KeyGraph for given external data. They started this
work since 2004. In Chapter 17, they show some experiments showing the
running of their on-line system. Here, the mapping to the graph generated by
KeyGraph and the scenario drawn up by a user is proposed. The mapping
is used for extracting the data referred to in the scenario and for annotating
those in the original data file. The annotated data files are expected to be
used for further data analysis as well as for supporting group discussion.

5 Further Progress with Basic Research

Recently, studies came to be dedicated to experts working in real world
domains where discoveries of hidden links are desired. We can say Chance
Discovery is one of the leading research domains which began to run from
2000 in this direction.

A relevant research area to Chance Discovery is Evidence Extraction and
Link Discovery (EELD), where important links of people with other people
and with their own actions are discovered from heterogeneous sources of data
[16, 29, 27]. The difference between Chance Discovery and EELD, for the
time being, is in the position of human factors in the research approaches.
In Chance Discovery, the visualization techniques such as KeyGraph have
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been used for clarifying the effect of chances, by enforcing the user’s thoughts
on scenarios in the real environment. On the other hand, the EELD program
mainly contributed to identifying the most significant links among items more
automatically and precisely than human. I expect these two will meet, because
the latest studies in EELD is oriented to coupling symbolic expressions of hu-
man knowledge with a machine learning system [28], whereas chance discovery
has been integrating the human process of externalizing the tacit experiences
and the power of machines for finding a surprising trigger to the activation
of the environment. That is, human’s interaction with machine intelligence is
coming to the centers of these two domains. Some studies in EELD, such as
data visualization for decision making [11, 10], serve bridges between human
and machine.

However, the complexity of the real world was sometimes even beyond
the reach of both Chance Discovery and EELD: A few nerd users of cellu-
lar, not frequently sending out comments, are likely to create new fashion
causing strong influences on other users. The developer’s question is “where
is the innovative user?” It is meaningless to ask hundreds of monitors “who
gave you the idea to use cellular this way?” because users seldom know the
innovative users, but only see other users’ accessories of cellular which are
the indirect influences of the innovation. As a result, neither comments nor
names of innovators can be included in data. Here arose a problem of Data
Crystallization.

This may be the meeting point of Chance Discovery and EELD: The detec-
tion of unobserved but significant events, as a grand challenge ignited in [24]
and presented by Maeno and Ohsawa in Part VI in this book. Data crystal-
lizing means this challenge, and to extend Chance Discovery to the discovery
of significant events in more uncertain environment. And, the sphere of real
world applications linked from this basic research is expected to include intel-
ligence analysis, development of new products, aiding corporate activities by
detecting interest of employees, etc.

For example, let us consider the intelligence analysis, where expert inves-
tigators of criminal-group behaviors are exploring missing links among mem-
bers. The head boss (see the dark guy at the top of Fig.9) of the criminal
organization may phone a few times to sub-leaders managing local sections
(Mr. A and Mr. B in Fig.9). For responding to these top-level commands,
each local section holds its internal communication, via different media from
that the boss used for contacting sub-leaders. Then, sub-leaders may meet to
achieve consensus before responding to the boss. Meanwhile, the boss does not
appear in the meetings. In this way, some who is never observed in meetings
or mailing lists may be the real boss.

In the study of Data Crystallization, our research team is revealing events
potentially important but never observed. For example, some leaders of an on-
line community were deleted from the data of conversation, and our method
was applied to the “cleaned” data. As a result, the participants who were
most tightly linked to the leaders came to be visualized, and finally the leaders
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Fig. 9. Intelligence analysis seeking hidden leader.

were identified by investigation of their real human relations. Because such
leaders are not included in the data, existing mining methods hardly help in
identifying them. Data crystallization is the challenge to this hard problem
from an extension of what we have been calling Chance Discovery since 2000.

6 Conclusion of this Chapter

KeyGraph and IDM are not the only techniques for chance discovery. Com-
putation approaches on the Bayesian, the Fuzzy methods that have been de-
veloped and employed for dealing with uncertainty in the future are other
promising tools as Chai et al and Hubey presents in Chapters in Part II.
These may also be mixed with the methods of Data Crystallization.

We should also note that the process of chance discovery is not completed
by the Double Helix process. Before everything, the participants of scenario
communication should have a prepared mind. In business, one should be pre-
pared for dealing with customers. In all daily life, human has to deal with
his/her own and others’ value criteria and morals. The Chapters on scenario
communication applicable to business by Yada, and on the cognitive aspect
introduced by Magnani are two bases for developing a new generation process
of chance discovery.

Finally, as pointed out in this Chapter, we should keep in mind that the
word “chance” includes the meanings of both opportunity and risk. Whereas
the Chapters in Part V show chance discovery methods for finding oppor-
tunities for business success, we includes major works on risk discoveries in
Part VI. Focusing on the medical topics [Chapter 22 through 24], reader will
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find how human’s attention and concern with risks are to be integrated with
the real information in the environment. Chance Discovery, after all, is a
research domain about human interaction with the complex and dynamic en-
vironment via the exchange of revised information.
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