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Abstract. This paper focuses on how multiparadigm – namely, constraint, ob-
ject-oriented and higher-order – programming can be drawn upon not only to 
specify multiparameterized linguistic realization engines but also and above all 
to rationalize their configuration into full-fledged generation modules for spe-
cific language-application pairs. We describe Manati, one such engine whose 
instantiations render linguistic form to conceptual/semantic directed hyper-
graphs, and point out how its constraint-based concurrent architecture entails 
collaboration and interleaving so as to allow the definition and optimization of 
global quality measures.   

1   Introduction 

Natural Language Generation (NLG) refers to rendering linguistic form to input in a 
non-linguistic representation. As pointed out by e.g. Reiter & Dale [13], Cahill & 
Reape [2], Paiva [11], this can be a very complex task involving processing both 
linguistic (e.g. lexicalization, aggregation and referring expression generation) and 
otherwise (content selection and layout planning). In this paper, we are exclusively 
concerned with the linguistic aspect of generation, herein referred to as linguistic 
realization. 

A range of linguistic realization work has been reported on so far in the literature 
varying in scope and depth. Nonetheless, it is a rare work that focuses on configura-
bility issues, especially in a multiparameterization scenario. By configurability we 
mean ease of configuration, or rather, instantiation of required parameters in a disci-
plined, manageable, friendly manner. Parameter, in turn, refers to any blank whatso-
ever that should be filled in so as to make a generic solution into a full-fledged  
linguistic realization component. Possible parameters are grammars, lexicons,  
strategies, heuristics, etc. 

In fact, there is far more usual to be material either detailing an isolated solution 
(an instantiation of a single parameter, e.g. Eddy [7]) or sketching a complex solution 
(i.e. a multiparameterized one, e.g. Stone & Doran [16]) – in either case, usually with 
not much regard to the discipline of instantiation. This communication takes a com-
plementary path and attempts to focus on (i) the case of abstracting away a reusable 
NLG solution by (ii) (multi)parameterizing it in (iii) a hopefully highly configurable 
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fashion on the basis of (iv) multiparadigm – namely, constraint, object-oriented and 
higher-order – programming. An additional concern is to give evidence that the con-
current constraint-based architecture thus obtained is highly collaborative and prone 
to yield globally optimal results by enabling interparameter synergy.  

Most of this paper is dedicated to demonstrating how the above principles guided 
the design of Manati, a linguistic realization engine that has originally and so far been 
developed as a hopefully reusable component in a Portuguese-Brazilian Sign  
Language (LIBRAS) interlingua-based semiautomatic translation project.  

The paper proceeds as follows. Section 2 motivates our linguistic realization effort 
by describing the requirements of the translation application that gives rise to Manati. 
Section 3 sketches Manati proper and shows how it addresses the three-way tug-of-
war between parameterization, configurability and optimality and meets the require-
ments in Section 2. Finally, Section 4 draws conclusions and hints at future enhance-
ments.  

2 Context: Interlingua-Based Semiautomatic  
Cross-Modal Translation 

This paper reports on partial results of a comprehensive, currently ongoing project in 
machine translation named PUL∅ (Portuguese-UNL-LIST deOralizer), whose aim is 
to reduce the cost and turnaround of translating written Portuguese into “spoken”1 
LIBRAS,  the Brazilian Sign Language. PUL∅ is not intended to produce actual 
LIBRAS speech, but a script thereof – LIST (LIBRAS Script for Translation) – to 
feed an eventual speech synthesizer.  

It might be assumed that cross-modal translation –  i.e. bridging the gap between 
oral and sign languages – should have no special status in principle, were one to avail 
of sufficient formal descriptions of the languages involved. Even so, it is often the 
case that: 

– sign languages are much less understood, thus lacking in  description; 
– one cannot rely so much on isomorphism as in intra-modal translation. For a start, 

one-to-one mappings between sentences is much less likely in cross-modal trans-
lation. Second, different text planning strategies arise with mode-specific referen-
tial devices [1][15]. Third, the iconic/mime substratum of sign languages usually 
pulverizes semantic fields, spoiling lots of usually valid direct translations; 

– sign languages are usually not written, in spite of the occasional availability of a 
writing system. This entails serious further difficulties, as a translation project can 
hardly be validated without a speech synthesis/recognition module.  

Finally, PUL∅ follows the semantic transfer approach to machine translation 
(Hutchings & Sommers [8]), using the UNL (Universal Networking Language 
[10][17]) as an interlingua or semantic-content representation formalism.  The 
UNL attempts to capture sentence meaning by means of directed hypergraphs, where 
(i) basic nodes refer to instances of basic “universal concepts”, or Universal Words 

                                                           
1 The words spoken, speech, etc. are employed here especially as opposed to written, writing, 

etc. More specifically, those words should not be regarded as necessarily implying orality. 
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(UWs), (ii) labeled directed edges state binary relations between node referents, (iii) 
hypernodes provide for recursion and nesting, or simply “complex concepts” and (iv) 
node attributes allow for concept “modalization”.  

3 Case Study: Manati 

Manati is the linguistic realization engine all UNL-LIST conversion in PUL∅ is 
based on. In other words, PUL∅ includes a configuration of Manati, i.e. a module 
obtained by fixing Manati’s parameters. The engine is fully implemented in Oz 
(http://www.mozart-oz.org [14][18]) and heavily draws upon the expressiveness and 
elegant, seamless multiparadigm integration  of this language to meet its require-
ments. Like Koller & Striegnitz’s generation work [9], it builds upon work by  
Duchier [3][4] & Debusmann [6], but is fundamentally distinct from the former, 
which strictly focuses on taming flat semantics, a non-issue here. For space reasons, a 
very shallow description follows; for further information, please refer to [12]. 

3.1   Parameters 

Manati currently allows the rationalized configuration of ten orthogonal parameters in 
that independently and modularly defined, namely: 

a) input formalism, which, even though restricted to hypergraph types, is free to 
accept any open set of UWs (node labels) and closed set of relations (edge labels) 
and attributes; 

b) morphosyntax: each part of speech (POS) in the target language must be defined 
as a record with arity {avm, constr}, where feature  avm is an attribute-value  
matrix (AVM) type, and constr, a constraint on instances of avm; 

c) syntactic mapping: a specific mapper class hierarchy must be provided in order 
exclusively to specify the mapping of UNL (hyper)graphs onto syntactic depend-
ency trees [3] in the target language. Roughly speaking, mappers simply convert 
(i) semantic nodes into lexemes (classes of lexical items) and (ii) semantic rela-
tions into syntactic roles; or, in NLG jargon, they are responsible for lexical 
choice and aggregation. It is worth noticing that mappers are not interested either 
in morphosyntatic constraints, such as agreement, or in final linear ordering of 
morphemes;  

d) mapping preconditions: in order to optimize resource usage during search, part 
of if not all precondition checking in mappers can optionally be delegated to  
a specific class hierarchy. Such so-called precond classes are associated with  
mappers by lexicon data;    

e) governor-governee constraints: a specific class hierarchy must be provided in 
order exclusively to tell morphosyntactic constraints on each pair of syntactically 
related target nodes (i.e. words or morphemes). Such so-called gamma classes are 
associated with mappers by lexicon data and have methods of the signature 
Role(Parent.feats Child.feats) invoked for each syntactic relation Role their corre-
sponding mappers establish between any target nodes Parent (governor) and Child 
(governee);  



 Reconciling Parameterization, Configurability and Optimality in NLG 355 

 

f) linear precedence: a specific class hierarchy must be provided in order exclu-
sively to determine the final ordering of target nodes and carry out whatever fur-
ther tasks that might occasionally be required on mapper completion, when all di-
rect child nodes are accessible – though not as yet fully determined – for e.g. tell-
ing further constraints. Such so-called finishUp classes tackle linear precedence by 
telling constraints relating target nodes to each of their children and children to 
each other; 

g) any number of oracles – e.g. user prompts, knowledge bases, etc. – to resort to at 
virtually any generation stage; 

h) lexicon: Manati’s lexicon is more of a transfer rule base, each of whose entries 
is a tuple (UW, TransList, POS, Precond, Mapper, Gamma, FinishUp), where UW 
is a source node label; TransList, a character string list of possible target language 
translations; POS, the part of speech of the elements of TransList; and Precond, 
Mapper, Gamma and FinishUp, classes of the homonymous types; 

i) output formalism, i.e. how the resulting syntactic trees are to be printed out. This 
is highly configurable ranging smoothly from raw lists of target language words to 
fully structured trees by means of user-defined bracketing. Words and bracketed 
groups may be associated with arbitrary Output AVMs (OAVMs) created by Fin-
ishUp classes. OAVMs may be useful to add syntactic and prosodic annotations 
(as required by PUL∅) or even to output morphologic features, leaving full inflec-
tion of words to dedicated modules and thus downsizing the lexicon. 

4 Conclusions and Future Work 

We have presented Manati, a linguistic realization engine that attempts to equate the 
tension between parameterization, configurability and optimality. Manati is currently 
being configured to generate the Brazilian Sign Language and shall be evaluated 
against other generation engines in the near future. Scheduled further work on Manati 
includes full coverage of generation tasks – e.g. content selection and referring  
expression generation – and support to configurability of additional or alternative 
optimality measures goals and optimum search strategies. 
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