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Abstract. A basic scheme for extracting digital image watermark is proposed 
using independent component analysis (ICA). The algorithm in terms of 
fastICA is discussed and used to separate the watermark from the mixed 
sources. The behavior of the proposed approach with several robustness tests of 
the image watermark is also carried out to demonstrate that ICA technique 
could provide a flexible and robust system for performing digital watermark 
detection and extraction. The preliminary experimental results show that the 
proposed watermarking method is effective and robust to some possible attacks. 

1   Introduction 

In the past decade, there exist many methods developed for hiding digital image 
watermarks in various areas such as digital images, video and other multimedia for 
the purposes of copyright protection. The success and the effectiveness of assessing 
the digital watermarking methods are based on both the efficiency of the algorithms 
used and the abilities of resisting the possible attacks. Recently, there is a rapid 
growth of digital image and digital image watermark since the recent growth of 
network multimedia systems has met a series of problems related to the protection of 
intellectual property rights. Digital watermark can be regarded as a procedure of a 
robust and imperceptible digital code, which consists of the specified information 
embedded in the host signals like digital images. All types of protection systems 
involve the use of both encryption and authentication techniques. One of these ideas 
for the protection of intellectual property rights is embedding digital watermarks into 
multimedia data [1]. The watermark is a digital code irremovably, robustly, and 
imperceptibly embedded in the host data and typically contains information about 
origin, status, and destination of the signals. The basic principles of watermarking 
methods use small and pseudorandom changes to the selected coefficients in the 
spatial or transform domain. Most of the watermark detection schemes apply some 
kinds of correlating detector to verify the presence of the embedded watermarking [1]. 

ICA technique is a signal processing algorithm to represent a finite set of random 
variables as the linear combinations of independent component variables [2,3]. The  
ICA for digital watermarking belongs to the method of removal attack [4]. In this 
contribution, ICA was proposed to deal with the problem of detecting the digital 
image watermark and testing the robustness of the proposed scheme.  
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2   The Scheme of Digital Watermarking 

Firstly, the procedure of watermarking embedding is provided. The basic idea is to 
add a watermark signal to the host data to be watermarked so that the watermark 
signal is unobtrusive and secure in the signal mixture but can be recovered from the 
signal mixture later on. Generally, three main topics were involved for designing a 
watermarking system, including design of the watermark W to be added to the host 
signal, the embedding method which incorporates the watermark to the host signal X 
to obtain the watermarked signal Y, and the proper extraction algorithm to recover the 
watermark information from the mixing signal. The watermark should be any signal 
related with a message. As a matter of fact, the differences of the watermark method 
are more or less dependent on the signal design, embedding, and recovery. Usually 
the correlation techniques are employed for watermark recovery [5]. We adopt the 
embedding procedure for our ICA scheme  

MbaKXW ∗++=  (1) 

bMaKXW ++=  (2) 

where X is the host data, K denotes key and the star symbol represents the 
convolution operation. Both M and K are inserted in the spatial domain of the X 
while a and b stand for the small weighting coefficients. The number of observed 
linear mixture inputs is required to at least equal to or larger than the number of 
independent sources so that the identification of ICA can be performed. Mostly, at 
least we need three linear mixtures of three independent sources for our purpose. 
Two more mixed images are generated to be added to the watermarked image W by 
using the key image and the original image I in which both c and d denote arbitrary 
real numbers: 

WW =1 ,  cKWW +=2 ,  dIWW +=3  (3) 

To apply ICA algorithm, three images above can be set as three rows in one 
matrix for the purpose of de-watermarking. 

3   Blind Extraction 

By using ICA, we desire to minimize the statistical dependence of the component of 
the representation [3,4]. The ICA is supposed that the time courses of activation of the 
sources are as statistically independent as possible. Most ICA is performed using 
information-theoretic unsupervised learning algorithms [4,5]. In this contribution, the 
fixed-point algorithm is adopted for detecting digital image watermark in two stages. 
First of all, the procedure of principal component analysis was used for whitening 
such that the whitened data matrix has the following form [6] 
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2/1  Y −Λ=  (4) 
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Where 
sΛ  denotes the diagonal matrix containing k eigenvalues of the 

estimated data correlation matrix, and Us is the matrix containing the respective 
eigenvectors in the same order. Thus from the rank of the diagonal matrix, the 
number of sources or independent components can be determined. Secondly, 
higher-order statistics (HOS) and their characteristics [7,8] were used for our 
problem. After finishing the procedure of whitening, the fastICA algorithm in terms 
of HOS can be summarized as the following three stages [9,10]: First, we need to 
choose an initial vector w(0) randomly which is normalized to be unit norm. The 
send stage is to estimate one ICA basis vector by using the following fixed-point 
iteration procedure: 

)1(3)]1([)( 3 −−−= kwkwYYkw T  (5) 

where (·)3 means the element-wise operation. Finally, w(k) is normalized in terms of 
dividing it by its norm. When w(k) is not converged, we need to go back to the 
second stage. If we can project a new initial basis vector w(0) onto the subspace 
which is orthogonal to the subspace spanned by the previously found ICA basis 
vectors, and follow the same procedure, other ICA basis vectors can be estimated 
sequentially. 

4   Experimental Results 

In this section, ICA is applied with some simulations to show the validity and 
feasibility of the proposed scheme. Both watermark detection and extraction are 
investigated. Fig.1 shows an example of watermark extraction. The performance of 
watermark extraction is evaluated by calculating the defined normalized correlation 
coefficient [11,12]:  
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(6) 

where L denotes the total number of pixels of the image, and both m and 
m̂ represent the original and the extracted watermark sequences with zero-mean 
values, respectively. The value range of r is between minus one and unity. The unit 
r means that the image extracted perfectly matched the original. The minus sign 
indicates that the extracted image is a reverse version of its original image. To 
evaluate the performance of the example in Fig.1, the normalized correlation 
coefficients between the original and the extracted images were estimated with the 
host image of 0.9991, the key image of about unity and the watermark of 0.9989, 
which proves that the fast ICA algorithm effectively separates the images from the 
mixture signal. 
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          (a)              (b)                    (c) 

 
         (d)        (e)                 (f) 

 
           (g)          (h)                    (i) 

Fig. 1. (a) original Debbie image, (b) key image, (c) watermark, (d) watermarked image, (e) 
and (f) generated mixture images, (g) extracted Debbie image. (h) extracted watermark, (i) 
extracted key 

5   Test of Robustness  

Test of watermark attack is another important problem for assessing the performance 
of the proposed digital watermarking method [13]. The watermark attack is a 
procedure which can be used to evaluate the robustness of the presented watermarking 
scheme. The watermarking system should be robust against data distortions 
introduced through standard data processing and attacks. There are several watermark 
attack techniques such as simple attacks, removal attacks and detection-disabling 
attacks. In this section, we focus on testing the attack performances under the 
conditions of noise addition, the image compression and the filtering. Firstly, the test 
of the noise addition was investigated. The watermarked Cameraman image is 
corrupted by the Gaussian noise. One simulation was carried out and shown in Fig. 2. 
Note that the maximum acceptable noise level is limited by comparing the energy 
strength of the embedded watermark. When the additive noise energy level goes up to 
40-50 times higher than the energy level of the text watermark, the simulation shows 
that the watermark become unpreventable. Next, the operation-compression is 
employed to test the watermarked image by using the Lenna image. The compressed 
format is JPEG and the compressed proportion is set with 8:1. Fig. 3 (a) and (b) show 
the original images. The extracted Lenna image and the watermark image in terms of 
the proposed algorithm are shown in Fig. 3 (c) and (d). The test results via JPEC 
compression demonstrate the success of the presented ICA method in extracting the 
watermark even after compression attacks. Finally, the attack of low pass filtering 
was carried out. Fig. 4 (a) and (b) give two watermarked Debbie images filtered with 
a 2D low-pass Gaussian and a 2D average filter of size 5x5, respectively. The text 
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watermark was shown in Fig. 4 (c).  The watermarked Debbie image filtered with a 
low pass average filter was demonstrated in Fig. 4 (d) while the extracted watermark 
image was given in Fig. 4 (e). It can be seen that the ICA scheme can well survive 
these types of low pass filtering attacks.  

 
(a)                            (b)                   (c) 

Fig. 2. Test of the strong noise attack. (a) original Cameraman image. (b) extracted Cameraman 
image. (c) extracted the watermark noise 

              
(a)                   (b)               (c)                           (d)  

Fig. 3. Illustartion of the robustness of ICA demixing ability with respect to JPEG compression. 
(a-b) the original images. (c-d) the extracted image from compressed mixtures of the originals 

                
(a)                      (b)                        (c)            (d)              (e) 

Fig. 4. The attack test with 2-D low-pass Gaussian filtering and two dimensional average 
filtering 

6   Conclusions 

We have presented a new scheme for the detection and the extraction of digital image 
watermarking based on independent component analysis. The fastICA algorithm was 
discussed and adopted to the problem of image processing. In addition, the ICA was 
used to investigate the robustness of the proposed procedure of digital image 
watermarking. Several aspects of attacks were also tested. The preliminary 
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experimental results demonstrate the success of ICA algorithm in performing the 
watermark detection and extraction. 
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