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Social Robots58. Social Robots that Interact with People

Cynthia Breazeal, Atsuo Takanishi, Tetsunori Kobayashi

This chapter surveys some of the principal re-
search trends in social robotics and its application
to human–robot interaction (HRI). Social (or so-
ciable) robots are designed to interact with people
in a natural, interpersonal manner – often to
achieve social-emotional goals in diverse appli-
cations such as education, health, quality of life,
entertainment, communication, and collabora-
tion. The long-term goal of creating social robots
that are competent and capable partners for peo-
ple is quite a challenging task. They will need to be
able to communicate naturally with people using
both verbal and nonverbal signals. They will need
to engage us not only on a cognitive level, but on
an emotional level as well. They will need a wide
range of social-cognitive skills and a theory of
other minds to understand human behavior, and
to be intuitively understood by people. A deep un-
derstanding of human intelligence and behavior
across multiple dimensions (i. e., cognitive, affec-
tive, physical, social, etc.) is necessary in order to
design robots that can successfully play a benefi-
cial role in the daily lives of people. This requires
a multidisciplinary approach where the design of
social robot technologies and methodologies are
informed by robotics, artificial intelligence,
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chology, neuroscience, human factors, design,
anthropology, and more.

The way a person interacts with a social robot (or so-
ciable robot) is quite different from interacting with
the majority of autonomous mobile robots today. Mod-
ern autonomous robots are generally viewed as tools
that human specialists use to perform hazardous tasks
in remote environments (i. e., sweeping minefields,
inspecting oil wells, mapping mines, etc.). In dra-
matic contrast, social (or sociable) robots are designed
to engage people in an interpersonal manner, often
as partners, in order to achieve social or emotional
goals.

The development of socially intelligent and socially
skillful robots drives research to develop autonomous
or semiautonomous robots that are natural and intuitive
for the general public to interact with, communicate
with, work with as partners, and teach new capabilities.
Dautenhahn’s work is among the earliest in thinking
about robots with interpersonal social intelligence where
relationships between specific individuals are impor-
tant [58.1,2]. These early works pose the question What
are the common social mechanisms of communication
and understanding that can produce efficient, enjoyable,
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1350 Part G Human-Centered and Life-Like Robotics

natural, and meaningful interactions between humans
and robots?

Promisingly, there have been initial and ongoing
strides in all of these areas ([58.3–11], etc.). In addi-
tion, this domain motivates new questions for robotics
researchers, such as how to design for a success-
ful long-term relationship where the robot remains
appealing and provides consistent benefit to people
over weeks, months, and even years. The benefit
that social robots provide people extends far beyond
strict task performing utility to include educational
(Chap. 55), health and therapeutic (Chap. 53), domestic
(Chap. 54), social and emotional goals (e.g., enter-
tainment, companionship, communication, etc.), and
more.

We begin this chapter with a brief overview of
a wide assortment of socially interactive robots that
have been developed around the world (Sect. 58.1).
We follow with selected topics that highlight some
of the representative research themes: multimodal
communication (Sect. 58.2), expressive emotion-based
interaction (Sect. 58.3), and social-cognitive skills
(Sect. 58.4). We rely on examples form our own re-
search programs to illustrate these trends, while making
reference to other excellent work performed in other re-
search labs. The following robotic platforms are used as
case studies through the sections: Kismet and Leonardo
developed at MIT, and Waseda Eye No. 4 Refined II
(WE-4RII), ROBISUKE, and ROBITA developed also
at Waseda University.

58.1 Social Robot Embodiment

Social robots are designed to interact with people in hu-
mancentric terms and to operate in human environments
alongside people. Many social robots are humanoid
or animal-like in form, although this does not have
to be the case. A unifying characteristic is that so-
cial robots engage people in an interpersonal manner,
communicating and coordinating their behavior with
humans through verbal, nonverbal, or affective modal-
ities. As can be seen in the following examples, social
robots exploit many different modalities to communicate
and express social-emotional behavior. These include
whole-body motion, proxemics (i. e., interpersonal dis-
tance), gestures, facial expressions, gaze behavior, head
orientation, linguistic or emotive vocalization, touch-
based communication, and an assortment of display
technologies.

For social robots to close the communication loop
and coordinate their behavior with people, they must
also be able to perceive, interpret, and respond appro-
priately to verbal and nonverbal cues from humans.

Fig. 58.1a–c Examples of socially interactive humanoid
robots: (a) humanoid robots developed at Waseda Univer-
sity from left to right: a flautist robot WF-4RII [58.12],
WABIAN-2 [58.13], and WE-4RII [58.14] (b) Robovie III
developed by the Advanced Telecommunications Research
Institute International (ATR) Intelligent Robotics and Com-
munication Laboratories, which is able to gesture with its
arms and give a hug (c) quest for curiosity (QRIO), a small
biped entertainment robot previously developed by Sony,
is very well known for its impressive dancing ability

Given the richness of human behavior and the com-
plexity of human environments, many social robots are
among the most sophisticated, articulate, behaviorally
rich, and intelligent robots today.

a)

c)b)
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Social Robots that Interact with People 58.1 Social Robot Embodiment 1351

As shown in Fig. 58.1, a number of socially in-
teractive humanoid robots have been developed (see
Chap. 56) that can participate in whole body social in-
teraction with people such as dancing [58.15], walking
hand-in-hand [58.16,17], playing a musical duet [58.12],
or transferring skills to unskilled persons [58.18]. Their
arms and hands are designed to exhibit human-like ges-
tures such as pointing, shrugging shoulders, shaking
hands, or giving a hug [58.19–21]. Some of them are
designed with mechanical faces to communicate with
humans via facial expressions.

Whereas many of these humanoids have a mechan-
ical appearance, android robots are designed to have
a very human-like appearance with skin, teeth, hair, and
clothes (Fig. 58.2). A design challenge of android robots
is to avoid the uncanny valley where the appearance and
movement of the robot resemble more of an animate
corpse than a living human. Designs that fall within the
uncanny valley elicit a strong negative reaction from
people [58.30].

There are a number of more creature-like social
robots that take their aesthetic and behavioral inspi-
ration from animals (Fig. 58.3). Given that people pet
and stroke companion animals, touch-based commu-
nication has been explored in several of these more
animal-inspired robots. Sony’s entertainment robot dog,
AIBO [58.26], is a well-known commercial example.
Other robots in this category have a more organic ap-
pearance, such as the therapeutic companion robot seal,
Paro [58.27]. Researchers have also chosen to design
robots with a more fanciful appearance, melding anthro-
pomorphic with animal-like qualities such as Leonardo
([58.28, 29, 31], etc.).

Many social robots are not overtly humanoid or
zoomorphic, but still capture key social attributes
(Fig. 58.4), for instance, one of the best-known and pi-
oneering social robots Kismet [58.3] developed at the
MIT Artificial Intelligence Lab. Kismet had a very ex-
pressive mechanical face with anthropomorphic features
like large blue eyes. Another example is the danc-
ing robot Keepon developed by National Institute of
Information and Communications Technology (NiCT)
(Japan). This small yellow robot has a simplistic face
and uses a classic animation technique called squash
and stretch for expression of the body [58.32].

Many mobile social robots have been fitted with
faces to enhance social interaction (Fig. 58.4). Some ex-
amples are the elder-care robot, Pearl, and the robotic
receptionist Valerie with a graphical face on a liquid-
crystal display (LCD) screen [58.33], both developed at
Carnegie Mellon University [58.34]. Other examples are

robots like PaPeRo developed by NEC, aiming at a com-
mercial product [58.35]. Still, some social robots have

a) b)

d)c)

Fig. 58.2a–d Some examples of androids: (a) one of the earliest
face robots developed at the Science University of Tokyo [58.22]
(b) Geminoid HI-1 developed by the ATR Intelligent Robotics and
Communication Laboratories [58.23] (c) ROMAN, developed at
the University of Kaiserslautern [58.24] (d) the Waseda DOCOMO
FACE Robot No. 2 developed by Waseda University [58.25]

a) b)

d)c)

Fig. 58.3a–d Examples of social robots inspired by animals with
anthropomorphic qualities (from left to right): (a) AIBO, the robotic
dog previously developed by Sony [58.26], (b) Paro the therapeutic
seal robot developed at AIST [58.27], (c) Mel the conversational
robotic penguin developed at MERL [58.28], and (d) Leonardo
developed at the MIT Media Lab [58.29]
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1352 Part G Human-Centered and Life-Like Robotics

c)

a) b)

d) e)

Fig. 58.4a–e Examples of social robots that are neither humanoid nor zoomorphic but capture key social attributes:
(a) Kismet [58.3], (b) Keepon [58.32], (c) PaPeRo [58.35], (d) Pearl [58.34], (e) Valerie [58.33]

no overt social features like faces or eyes, but rely purely
on language-based communication. Issues of proxemics
on mobile social robots have also been explored such as

how a robot should approach a person [58.36], follow
a person [58.37], or maintain appropriate interpersonal
distance [58.38].

58.2 Multimodal Communication

Natural conversational ability is an important skill for
social robots. Historically, even first-generation hu-
manoid robots developed in the 1970s and 1980s
(i. e., WABOT and WABOT-2) had primitive conver-
sational skills modeled as simple combinations of
speech input/output mappings [58.39, 40]. More recent
examples are PaPeRo [58.35] and receptionist robot
(ASKA) [58.41] that have conversational functions to
work as information terminals.

In natural human conversation, however, people
send and receive nonverbal information that supple-
ments linguistic information. These paralinguistic cues
help smooth and regulate communication between
individuals.

The representative roles of paralinguistic informa-
tion are as follows:

1. Regulators: expressions such as gestures, poses, and
vocalizations that are used to regulate/control con-
versational turn-taking.

2. State displays: signs of internal state including af-
fect, cognitive, or conversational states that improve
interface transparency.

3. Illustrators: gestures that supplement information
for the utterance. These include pointing gestures,
iconic gestures,

This section focuses on conversational robots with
paralinguistic communication abilities. Modern social
robots employ both linguistic and paralinguistic infor-
mation to perform different kinds of tasks [58.28, 29,
33].
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Social Robots that Interact with People 58.2 Multimodal Communication 1353

58.2.1 Robots that Express Paralinguistic
Information

In many cases, the same paralinguistic information can
be conveyed through auditory or visual channels. How-
ever the characteristics of these channels have different
properties. Sound has a strong property of attracting at-
tention instantaneously. It can be used effectively for
interruption, but it can also be disruptive and annoying.
In addition, the timing of auditory paralinguistic cues is
very strict. Overall, auditory paralinguistic signals are
not suitable for continuous display. Visual paralinguis-
tic cues are silent, the timing is a slightly less critical,
and they can be used continuously. Hence, auditory and
visual cues can be effectively used together to coopera-
tively convey the same information and emphasize it, or
they can be used to convey different information simul-
taneously and contribute to efficiency. Thus, it is very
important to choose the proper combination of modality
and paralinguistic cues according to the situation. We
provide examples below.

Regulatory Cues
Some of the earliest social robots displayed paralin-
guistic information to regulate interaction with people.
Hadaly2 was the first robot to use mutual gaze as
a paralinguistic cue to regulate conversation [58.42,43].
When the robot and human achieved mutual gaze, ap-
proximated using face recognition to determine when
the human’s face was facing the robot, Hadaly2 ex-
pressed readiness to commence conversation by blinking
its eyes. Other examples are Kismet [58.44] and
Leonardo [58.29], which have implemented paralinguis-
tic cues called envelope displays to regulate the exchange
of speaking turns. Humans tend to make eye contact
and raise their eyebrows when ready to relinquish their
speaking turn, and tend to break gaze and blink when
starting their speaking turn. These cues were shown to
be effective in smoothing and synchronizing the ex-
change of speaking turns with human subjects, resulting
in fewer interruptions and awkward long pauses between
turns [58.3, 45].

State-Display Cues
Other robots use state-display cues whereby the face or
gaze of the robot is used to indicate its conversational or
cognitive state. In general, this makes the robot’s inter-
nal state more transparent to a person, so they can better
predict and interpret the robot’s conversational state and
level of understanding. ROBITA used the tightness of
its facial expression to indicate readiness to engage in

conversation; a tight face was used to express conversa-
tional readiness, while a lose face communicated a lack
of readiness to engage [58.5, 46].

Other state-display cues are back-channel responses.
Human listeners use back-channel feedback (such as
small head nods) to convey when speakers are suc-
cessfully following the conversation. Response time
for back-channel cues is very important because that
cue is associated with the corresponding content.
ROBISUKE [58.47] employed finite-state transducer
(FST) technology to achieve rapid understanding of the
speech signal. This allowed the robot to resolve ambigui-
ties in meaning and prepare its own responses even when
the speaker was in mid-sentence. ROBITA [58.5] pro-
vided humans with back-channel information via head
nods and a tight face expression while listening.

Another back-channel signal is an expression of con-
fusion by the listener (verbal or nonverbal). This flags
the speaker to stop and try to repair the broken com-
munication. Robots such as Leonardo and ROBITA use
facial displays of confusion when speech recognition
fails in order to intuitively communicate to the human
that he or she should repeat their last utterance.

Similarly, gaze direction is a highly salient cue to
convey the attentional focus of a robot. This is very use-
ful if a human is trying to point out a particular object as
a shared referent – such as pointing to an object before
labeling it for the robot. These paralinguistic cues are
useful for facilitating efficient conversational progress
whereby errors and misunderstandings are identified
and repaired immediately [58.45]; for instance, Leonar-
do’s gaze behavior is used for performing envelope
displays as well as for establishing shared attention
with the human partner. Human subject studies have
verified that Leonardo’s paralinguistic cues contribute
positively to the transparency of the robot’s behav-
ior and make the overall interaction more robust and
efficient [58.45].

Illustrator Cues
A number of robots have implemented illustrator cues
to direct the attention of a human [58.28, 48]. Often
these robots use a variety of cues and the timing be-
tween them (such as gaze, head pose, pointing gestures,
and conversational speech) to perform joint attention. In
cases where a robot may be interacting with more than
one person, the robot must properly take into account
the location and orientation of the object, itself, and the
individuals. ROBITA used such information to choose
the proper gesture while considering the other people’s
point of view.
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1354 Part G Human-Centered and Life-Like Robotics

58.2.2 Robots that Understand
Paralinguistic Information

Humans readily express paralinguistic cues when in-
teracting with robots just as they do with people.
Consequently, conversational robots must be able to rec-
ognize and properly respond to these cues as well. This is
a very difficult research challenge given the wide variety,
subtlety, and timing of these human cues.

Regulatory Cues
A few robots can track a human’s paralinguistic cues
to help regulate the conversation. The most common
cues used for recognizing the end of the human’s speak-
ing turn are mutual gaze (estimated using head pose
to determine when human looks back to the robot)
and paused speech. As a more sophisticated example,
humans frequently provide short acknowledgement ut-
terances (e.g., ‘uh-huh’, ‘um-hmm’, ‘huh’, etc.) as the
robot explains something. These responses are either ac-
knowledgments or acknowledgment-like repetitions, or

a)

b) c)

Fig. 58.5a–c Examples of conversational robots: (a) RO-
BITA performing group conversation; (b) Robonaut
interpreting the pointing gestures of a human to determine
which nut to fasten on the wheel; (c) Leonardo uses gaze
and joint attention to ground the human’s pointing gesture
for the desired referent

ask-backs or ask-back-like repetitions. It is very difficult
to distinguish these two kinds of utterances from the lin-
guistic information as represented by the transcription
of the utterance. The only way to distinguish them is
by their prosody (not what, but how something is said).
ROBISUKE could distinguish the utterance as either an
acknowledgment or an ask-back from the prosody of
utterance [58.49].

State-Display Cues
A number of robots are able to recognize and respond to
state-display cues such as back-channel feedback nods,
acknowledgement of an utterance, and attentional fo-
cus. One of the most robust systems for handling back
channel feedback nods is Mel [58.28]. A sophisticated
head nod recognition system was developed whereby
the robot could successfully distinguish small feed-
back nods from other kinds of head nods such as those
that communicate agreement. Mel used this informa-
tion to determine its own nodding behavior in order to
be an appropriate response for the human. In a series
of human subject studies, Sidner et al. found these par-
alinguistic cues to enhance the social engagement of
the robot to people [58.28]. With respect to recognizing
successful or unsuccessful acknowledgement of an ut-
terance, ROBISUKE used facial expression and prosody
of the person’s utterance [58.50] to make this determi-
nation. In a collaborative assembly task scenario, Sakita
et al. [58.51] presented a robotic system that used hu-
man gaze information to deduce the human’s intention
of which object to operate upon next. The robot used this
information to choose an appropriate cooperative action
such as either taking over for a human, settling a human’s
hesitation, or executing simultaneously with a human.

Illustrator Cues
A number of robots are able to recognize deictic gestures
of a person conveyed either through pointing gestures or
head pose. For example, Leonardo is able to infer the
object referent in an interaction by considering a num-
ber of factors including pointing gesture, head pose, and
speech. Brooks and Breazeal [58.52] developed a de-
ictic recognition system that enabled a robot to infer
the correct object referent from correlated speech and
deictic gesture. Interestingly, it was found that the ac-
curacy of the human’s pointing gesture is surprisingly
poor. As a result, the deictic recognition system relies on
coordinated speech and gesture information, with spa-
tial knowledge provided by a three-dimensional (3-D)
spatial database constructed by the robot using real-time
vision, and a deictic spatial reasoning system. This sys-
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Social Robots that Interact with People 58.2 Multimodal Communication 1355

tem was successfully demonstrated on the dexterous
humanoid Robonaut developed at National Aeronautics
and Space and Administration (NASA) Johnson Space
Center (JSC) (Fig. 58.5b) where the human points to and
labels a set of four bolts on a wheel to be fastened in
order by the robot.

58.2.3 Group Conversation

The ability to express and understand paralinguistic cues
plays an important role in face-to-face conversation.
The same is true for group conversation where a robot
converses with two or more people. We use ROBITA,
shown in Fig. 58.5a, as the illustrative example of this
ability [58.46].

To continue a conversation, it is important for all con-
versational participants to understand who plays which
role. ROBITA frames this problem with respect to infor-
mation flow – to understand who is speaking to whom
and when, and to determine each person’s presence
as a conversational partner. During group conversation,
ROBITA tries to classify the participants as the speaker
or as listeners. There is only one speaker at a time and
the rest are listeners. The listeners are classified into
a primal listener, to whom the utterance is directed, and
secondly listeners, who observe the message exchange
between the speaker and the primal listener. ROBITA
discerns these roles by recognizing the face direction of
the speaker. The person to whom the speaker is looking
is recognized as the primal listener.

To convey participation and improve its social pres-
ence in conversation, ROBITA tries to understand the
conversational roles to look at the appropriate person.
If the speaker faces ROBITA, then the robot recognizes
itself as the primal listener and that the message is in-
tended for itself. ROBITA faces the speaker when it is the
primal listener. When ROBITA is a secondary listener,
it looks at either the speaker or the primal listener.

58.2.4 Communication in Collaboration

Verbal and paralinguistic communication plays a very
important role in coordinating joint action during
collaborative tasks. Sharing information through com-
munication acts is critical given that each teammate
often has only partial knowledge relevant to solving the
problem, each has different capabilities, and possibly di-
verging beliefs about the state of the task. For instance,
all teammates need to establish and maintain a set of
mutual beliefs regarding the current state of the task, the

respective roles and capabilities of each member, and
the responsibilities of each teammate [58.53]. This is
called common ground [58.54].

Dialog certainly plays an important role in establish-
ing common ground. Each conversant is committed to
the shared goal of establishing and maintaining a state
of mutual belief with the other. To succeed, the speaker
composes a description that is adequate for the pur-
pose of being understood by the listener, and the listener
shares the goal of understanding the speaker. This com-
munication acts serve to achieve robust team behavior
despite adverse conditions, including breaks in com-
munication and other difficulties in achieving the team
goals.

Humans also use nonverbal skills such as visual per-
spective taking and shared attention to establish common
ground with others. They orient their own gaze and di-
rect the gaze of their teammate through deictic cues
such as pointing gestures in order to establish common
ground. Given that visual perspective taking, shared at-
tention, and the use of deictic cues to direct attention are
core psychological processes that people use to coordi-
nate joint action about objects and events in the world,
robot teammates must be able to display and interpret
these behaviors and cues when working with humans in
a manner that adheres to human expectations.

Breazeal et al. [58.45] investigated the impact
grounding using nonverbal social cues and behavior on
task performance by a human–robot team. In a human
subject experiment, participants guided Leonardo to per-
form a physical task using speech and gesture. The robot
communicates either implicitly through behavior (such
as gaze and facial expressions) or explicitly through
nonverbal social cues (i. e., explicit pointing gestures).
The robot’s explicit grounding acts include visually at-
tending to the human’s actions to acknowledge their
contributions, issuing a short nod to acknowledge the
success and completion of the task or subtask, visu-
ally attending to the person’s attention directing cues
such as to where the human looks or points, looking
back to the human once the robot operates on an ar-
tifact to make sure its contribution is acknowledged,
and pointing to artifacts in the workspace to direct the
human’s attention toward them. Both self-reporting via
questionnaire and behavioral analysis of video support
the hypothesis that implicit nonverbal communication
positively impacts human–robot task performance with
respect to understandability of the robot, efficiency of
task performance, and robustness to errors that arise
from miscommunication [58.45].
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58.3 Expressive Emotion-Based Interaction

Humans are fundamentally emotional beings. Conse-
quently, human communication and social interaction
often includes affective or emotive factors. To sup-
port the emotional side of human behavior, researchers
are exploring affective interaction and communication
between people and robots. To participate in emotion-
based interactions, robots must be able to recognize and
interpret affective signals from humans, possess their
own internal models of emotions (often inspired by psy-
chological theories), and be able to communicate this
affective state to others.

The robot’s computational model of emotion deter-
mines the robot’s emotional responses according to its
interactions with the external environment and its own
internal cognitive-affective state. In psychology, emo-
tional behavior depends upon many internal factors (i. e.,
the current emotional state, the cognitive state, current
desires, physical states, etc.) These physical, cognitive,
and affective states are deeply interrelated, and modulate
and bias one another.

A growing number of socio-emotional robots have
been designed, such as AIBO [58.26], QRIO [58.55],
FEELIX [58.56], and many others. In this section, we
highlight research in this area using two primary ex-
amples: Kismet and the Waseda Emotion Expression
Humanoid Robot No. 4 Refined II.

58.3.1 Kismet: Inspiration
from Developmental Psychology

Kismet is the first autonomous robot explicitly designed
to explore socio-emotive face-to-face interactions with
people [58.3]. Research with Kismet focused on explor-
ing the origins of social interaction and communication
in people, namely that which occurs between caregiver
and infant, though extensive computational modeling
guided by insights from psychology and ethology.

Protosocial Responses
and Origins of Communication

Early infant–caregiver exchanges are heavily grounded
in the regulation of emotion and its expression. Inspired
by these interactions, Kismet’s cognitive-affective ar-
chitecture was designed to implement core protosocial
responses exhibited by infants given their critical
role in normal social development (see Fig. 58.6).
Guided by recent psychological theories, Kismet’s
cognitive-affective architecture (Fig. 58.6) emphasized
parallel and interacting systems of emotion and cog-

nition [58.57]. Internally, Kismet’s models of emotion
interacted intimately with its cognitive systems to in-
fluence behavior and goal arbitration [58.58]. Through
a process of behavioral homeostasis [58.59], these emo-
tive responses served to restore the robot’s internal
affective state to a mildly aroused, slightly positive
state – corresponding to a state of interest and en-
gagement in people and its surroundings that fosters
learning.

One purpose of Kismet’s emotive responses was to
reflect the degree to which its drives and goals were be-
ing successfully met [58.60]. A second purpose was to
use emotive communication signals to regulate and ne-
gotiate its interactions with people [58.61]. Specifically,
Kismet utilized emotive displays to regulate the inten-
sity of playful interactions with people, making sure to
keep the complexity of the perceptual stimulus within
a range the robot could handle and potentially learn
from [58.62]. In effect, Kismet socially negotiated its in-
teraction with people via its emotive responses to have
humans help it achieve its goals, and satiate its drives,
and maintain a suitable learning environment.

Multimodal Expressive Skills
With respect to its expressive abilities, Kismet gen-
erated a wide assortment of facial expressions with
corresponding body posture to mirror its affective state.
Kismet’s facial expressions are generated using an
interpolation-based technique over a three-dimensional
space (Fig. 58.8). The basis facial postures are designed
according to the componential model of facial expres-
sions theorized by Smith and Scott [58.63] (Fig. 58.9)
whereby individual facial features move to convey af-
fective information. The three affective dimensions of
the interpolation space correspond to arousal, valence,
and stance. These same three attributes are used to affec-
tively appraise the myriad of environmental and internal
factors (stimuli, goals, motives, etc.) that contribute to
Kismet’s emotional state [58.58, 64].

In addition to facial expression, Kismet used an ex-
pressive vocalization system to generate a wide range of
emotive utterances corresponding to joy, sorrow, dis-
gust, fear, anger, surprise, and interest [58.65]. The
robot’s speech was accompanied with appropriate motor
movements of the lips, jaw, and face [58.65].

Breazeal and Aryananda [58.66] found that even
simple acoustic features (such as pitch mean and en-
ergy variance) can be used by the robot to classify
the affective prosody of an utterance along valence
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Social Robots that Interact with People 58.3 Expressive Emotion-Based Interaction 1357

Delay, difficulty in achieving goal
of adaptive behavior

Anger,
frustration

Presence of a thraetening,
overwhelming stimulus

Prolonged presence of a desired
stimulus

Calm

Success in achieving goal of active
behavior, or praise

Prolonged absence of a desired
stimulus, or scolding

Need of an absent and desired
stimulus

Presence of an undesired stimulus

Fear, distress

Disgust

A sudden, close stimulus
Appearance of a desired stimulus

Show displeasure to caregiver to modify his/her
behavior

Move away from a potentially dangerous stimuli

Continued interaction with a desired stimulus

Reallocate resources to the next relevant behavior
(or to reinforce behavior in a learning context)

Evoke sympathy and attention from caregiver
(or to discourage behavior in a learning context)

Explore environment for desired stimulus

Signal rejection or presented stimulus to caregiver

Alert
Attend to new, salient object

Joy

Sorrow

Boredom

Surprise
Interest

Complain

Engage

Escape

Withdraw, reject

Display pleasure

Display sorrow

Seek

Startle response
Orient

Antecedent conditions Emotio Behavior Function

Fig. 58.6 A table summarizing the protosocial emotive responses of Kismet (adapted from Plutchik [58.59])

and arousal dimensions. Using these acoustic fea-
tures and others suggested by Fernald [58.67], Kismet
could recognize the affective intent in human speech
as communicated through vocal prosody that corre-
sponds to praising, soothing, scolding, and attentional
bids [58.66].

58.3.2 WE-4RII: A Model
of Emotion Inspired by Motion

As another example of a cognitive-affective architecture,
the mental model of WE-4RII is shown in Fig. 58.10. In
this section, we offer a more technical description of
this model to illustrate how such mental models can be
computationally implemented [58.68].

The core of this architecture is the emotion model.
In dynamics, the movement of objects is described by
the equation of motion. The WE-4RII mental model
posits that the dynamics of mental transitions might be
expressed by similar equations. Hence, the robot im-
plements equations of emotion as shown in (58.1) as
a second-order differential equation analogous to the
equation of motion. Also, three emotional coefficient
matrixes corresponding to the emotional inertia, emo-
tional viscosity, and emotional elasticity matrixes are
introduced:

MË+Γ Ė+ K E = FEA , (58.1)

where M is the emotional inertia matrix, Γ is the emo-
tional viscosity matrix, K is the emotional elasticity
matrix, and FEA is the emotional appraisal.

Here, emotional appraisal stands for the total effect
of the stimuli on mental state. By using the equations

of emotion, the robot can express the transient aspects
of the mental state after the robot senses the stimuli
from the environment. Moreover, the robot can express
different reactions to the same stimuli by changing the
emotional coefficient matrixes, and the robot can obtain
complex and various mental trajectories, such as a slow
reaction or an oscillated reaction [58.69, 70].

Mood Model
Human mental states are affected not only by emotion
but also by mood. While emotion is characterized as
a strong change that is caused in a short time, moods
change more gradually over an extended time. Emotion
and mood are closely related, so in this model, moods
are represented by introducing the mood vector Md that
consists of a pleasantness axis and an activation axis
shown in (58.2)

Md = (
MdP, MdA, 0

)
. (58.2)

Because the robot’s current mental state influences the
pleasantness component of the mood vector MdP, MdP
is defined as the integral of the pleasantness component
of the emotion vector as shown in (58.3). On the other
hand, because the activation component of the mood
vector MdA is similar to human biological rhythm such
as the internal clock [58.69, 70], the van del Pol equa-
tion (which is an equation of self-excited oscillation) is
applied to describe it as (58.4).

MdP =
∫

EP dt , (58.3)

M̈dA + (
1− M2

dA

)
ṀdA + MdA = 0 . (58.4)

Part
G

5
8
.3



1358 Part G Human-Centered and Life-Like Robotics

Sensors

Motors

Feature
extraction

Microphone

Threatening
stimulus

Scolding
speech

Undesired
stimulus

Desired
stimulus

Praising
speech

Et. cetera

Affective releasers
Goal
archieved

People
percept Iooming

stimulus

Toy
percept

Under-
stimulated
drive

Et. cetera

Cognitive releasers

Disgust Fear Joy Sorrow SurpriseAnger

Emotion abitration/activation

Voice PostureFace

Motor system

Motor expression
Motor skills

Toy
behavior
hierarchy

Fatigue
behavior
hierarchy

Social
behavior
hierarchy

Behavior system

Disgust Fear

Joy Sorrow Surprise

Anger

Emotion elicitors

Social
drive

Stimul.
drive

Fatigue
drive

Drives

Et. cetera

(A, V, S)

Affective appraisal

Affective
speech
recognizer

Active emotion

Emotional
expression

Behavioral
response

Active emotion

Behavior
state

Contextualized perceptual
and internal state contribution

Visual
attention

Vision
joint position,
velocity

Color, size,
motion,
skin tone

Color size
motion,
skin tone

Pitch,
energy,
phonemes

Affectively
tagged
releasers

Elicitor
contributions Net (A, V, S)

Locus of
attention

Fig. 58.7 The cognitive-affective architecture of Kismet. The gray boxes with rounded corners represent the cognitive
systems responsible for perception, attention, drives, goal arbitration and execution. The white boxes represent the
affective processes including affective appraisals of incoming events, basic emotive responses, and expressive motor
behavior (vocalizations, facial expressions, etc.)
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Open stancea)

b)

Closed stance

Stern

Joy

Calm

Tired

Disgust

Allert

Unhappy

Surprise

Fear

Soothed

Content

Sorrow

Anger Accepting
Low
arousal

High
arousal

Positive
valence

Negative
valence

Fig. 58.8 (a) The basis facial poses
of Kismet that are interpolated to
generate a wide repertoire of ex-
pressions. The blend is determined
according to the net affective state
of the robot (arousal, valence, and
stance). (b) A sampling of a range of
Kismet’s facial expressions from in-
terpolation within this space of basis
poses

Need model
For bilateral interaction, humans as well as robots should
not only react to an individual’s behavior but also behave
according to internal needs. As a motivator of sponta-
neous behavior, a need model has been integrated with
the mental model. Stimuli from the internal and exter-
nal environment affect both the needs and the emotions
of the robot. Therefore, WE-4RII has a two-layered
structure of emotions and needs.

The need state of the robot is described by the need
matrix N. The need matrix of WE-4RII is comprised
of three kinds of needs (appetite, need for security, and
need for exploration). However, the need matrix can be
expanded to include other needs. The need matrixes Nt
at time t and Nt+Δt at t +Δt are described by (58.5).

Nt+Δt = Nt + PNΔN , (58.5)

where PN is the need personality matrix, and ΔN are
small differences between two need states.

Equation (58.5) determines the robot need based on
the stimuli from the internal and external environments.
It is considered a differential equation for a continu-
ous dynamical system. Therefore, (58.5) are named the
equations of need [58.69, 71].

Facial Expression
WE-4RII can express seven basic emotions defined by
Ekman [58.72]. To express them, a three-dimensional
mental space consisting of pleasantness, activation, and
certainty axes is defined based on psychological research
([58.73, 74]). This is represented as the emotion vector
E described in (58.6)

E = (EP, EA, EC) . (58.6)
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Meaning Eyebrow
frown
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More (More)
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Less

Facial action

Fig. 58.9 A mapping of how facial features relate to underlying affective dimensions, inspired by Smith and Scott [58.63].
Kismet does not have lower eyelids, so we note this in parentheses

Seven emotions and their corresponding expressions are
mapped into the 3-D mental space shown in Fig. 58.11.

WE-4RII determines its emotion by the emotion vector
E passing through each region ([58.69, 70]).

58.4 Socio-cognitive Skills

Socially intelligent robots, however, must understand
and interact with animate entities (i. e., people, animals,
and other social robots) whose behavior is governed
by having a mind and body. In other words, social
robots need the ability recognize, understand, and pre-
dict human behavior in terms of the underlying mental
states such as beliefs, intents, desires, feelings, etc. Psy-
chology calls this ability theory of mind (also known
as mindreading, mental perception, social common-
sense, folk psychology, social understanding, among
others).

This section reviews research in implementing mod-
els of human socio-cognitive skills and abilities on
robots. Social robots will need a diverse repertoire of
such skills to realize their full potential in daily human
life – to communicate, cooperate, and learn from people
in a humancentric and human-compatible manner.

For instance, social robots will need to be aware of
people’s goals and intentions so that they can appropri-
ately adjust their behavior to help us as our goals and
needs change. They will need to be able to draw their
attention flexibly to what we currently find of interest
so that their behavior can be coordinated and informa-
tion can be focused about the same thing. They need to
realize that perceiving a given situation from different
perspectives impacts what we know and believe to be
true about it. This will enable them to bring important

information to our attention that is not easily accessi-
ble to us when we need it. Social robots will need to be
deeply aware of our emotions, feelings, and attitudes to
be able to prioritize what is the most important thing to
do for us according to what pleases us or to what we find
to be most urgent, relevant, or significant.

Furthermore, the behavior of social robots will need
to adhere to people’s expectations. Namely, people will
apply their theory of mind to understand the robot in
terms of these mental states as well.

External environment

Internal environment

Intelligence

Sensing

Recognition

Sensing

Autonomic reflex

Need

Sensing
personality

Motion

Behavior

Motion

Need

Expression
personality

Consciousness

Motion reflex
Robot

Emotion Emotion

Need

Mood
Emotion

Fig. 58.10 The mental model implemented on the WE-4RII
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Fig. 58.11a–h The expressions of WF-4RII: (a) 3-D mental space, (b) region mapping of emotion, (c–h) seven basic
facial expressions of the WE-4RII

58.4.1 Shared Attention

Scassellati’s [58.75] was one of the earliest works to
pose the question of how to endow robots with a theory of
other minds. Inspired by the theoretical viewpoints pro-
posed from the study of autism (believed to be a deficit
of theory of mind), Scassellati implemented a hybrid
model of those models proposed by Leslie [58.76] and
Baron-Cohen [58.77] where shared attention is viewed
to be a critical (and missing) precursor to the theory of
mind competence. This hybrid model was implemented
on the humanoid robot Cog. The robot was able to ex-
hibit an assortment of social-cognitive skills such as joint
attention, distinguishing an entity in the environment as
either being animate or inanimate, and imitating only
entities deemed to be animate.

Several researchers have explored models of joint
reference, guided by insights provided by developmen-
tal psychology and autism research [58.78–80]. Normal
human infants first demonstrate the ability to share atten-
tion with others at 9–12 months of age, such as following
the adult’s gaze or pointing gestures to the object being
referred [58.77, 81]. In these works, joint attention is
a learned process. For instance, the robot learns the vi-
sual motor mapping from the human’s attentional cue
(often using head pose as a popular indicator of what

the human is currently looking at) to the motor com-
mands necessary to have the robot look at the same
thing. This process is often bootstrapped by having the
human look to where the robot initiates its gaze. In Fasel
et al. [58.80], the robot learns a model of joint attention
because it discovers that the human’s gaze is a reli-
able indicator of where there is something interesting to
look.

Thomaz et al. [58.82] explore attention-monitoring
behavior of a robot in a social referencing interaction.
In the developmental psychology literature, the ability
for babies to actively monitor that others are looking
at the same thing is a strong indicator of shared atten-
tion [58.83]. Social referencing in considered to be an
early demonstration of shared attention because the baby
looks back and forth between the novel object and the
adult’s emotive reaction toward that object to learn the
association between the two. To implement shared at-
tention, the robot’s attentional state is modeled with two
related but distinct foci: the current attentional focus
(what is being looked at right now) and the referential
focus (the current topic of shared focus, i. e., what com-
munication, activities, etc. are about). Furthermore, the
robot maintains a model for its own attentional state and
a model for the attentional state of the human. The robot
uses the heuristic of looking time upon a shared object
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to infer the referent of the interaction. Once the referent
has been identified, the robot monitors the attention of
the human in order to associate their emotional reaction
about that object to the intended target.

58.4.2 Emotional Empathy

For humans, the dynamic coupling of like minds
through the actions of similar bodies is critical for ac-
quiring human-like intuitions about the internal states of
others. Dautenhahn [58.2] is one of the earliest works to
explore empathic mechanisms of understanding others
in social robot–robot interaction.

It is likely that emotional empathy in humans is
learned, beginning in infancy. Various experiments with
human adults have shown a dual affect–body connec-
tion whereby posing one’s face into a specific emotive
facial expression actually elicits the feeling associated
with that emotion [58.84, 85]. Hence, imitating the fa-
cial expressions of others could cause an infant to
feel what the other is feeling, thereby allowing the
infant to learn the association of observed emotive
expressions of others with the infant’s own internal
affective states. Other time-locked multimodal cues

a)

b)

Fig. 58.12a,b Kismet and a young woman mirroring af-
fect. Facial expression and affective tone of voice are tightly
correlated: (a) mirroring interest/arousal, (b) mirroring neg-
ative affect.

may facilitate learning this mapping, such as affec-
tive speech that accompanies emotive facial expressions
during social encounters between caregivers and in-
fants.

Using a similar approach, Breazeal et al. [58.86]
posit that a robot could learn the affective meaning of
emotive expressions signaled through another person’s
facial expressions, body language, and synchronized
multimodal cues such as vocal prosody (see Fig. 58.12).
For the robot, certain kinds of stimuli, such as pleasing
or soothing tones of speech, have hardwired affective
appraisals with respect to arousal and valence [58.66].
This computational model is based on the developmen-
tal findings of Fernald [58.67] that showed that certain
prosodic contours are indicative of different affective
intents in infant-directed speech. These affective intents
are highly correlated with the corresponding emotive
facial expression.

The tasks that couple these heterogeneous pro-
cesses are face-to-face interactions and imitations. Via
dual body–affect pathways, when the robot imitates the
emotive facial expressions of others, it evokes the cor-
responding internal affective state (in terms of arousal
and valence variables as described in Sect. 58.3.1) that
would ordinarily give rise to the same expression
during an emotive response. This is reinforced by af-
fective information coming from the person’s speech
signal.

These time-locked multimodal states occur because
of the similarity in bodies and body–affect mappings,
and they enable the robot to learn to associate its in-
ternal affective state with the corresponding observed
expression. Thus, the robot uses its own cognitive and
affective mechanisms and dual body–affect pathways
as a simulator for inferring the human’s affective state
as conveyed through behavior. This enables the robot
to learn the association between visually observed facial
expressions to the underlying affective meaning of those
expressions. This is an empathetic approach because the
robot takes on the corresponding affective state of the
human in order to learn and recognize the emotional
meaning of the particular facial expression.

58.4.3 Mental Perspective Taking

This section explores this empathetic, self-as-simulator
approach further to address more general challenges in
endowing robots with mental perspective-taking abil-
ities. These approaches are inspired and informed by
theories championed by neuroscience and embodied
cognition called simulation theory.
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Simulation Theory
Simulation theory holds that certain parts of the brain
have dual use; they are used not only to generate our
own behavior and mental states, but also simulate the
introceptive states of the other person [58.87]. In other
words, we engage in a process of perspective taking and
mental simulation.

For instance, Gallese and Goldman [58.88] pro-
posed that a class of neurons discovered in monkeys
(called mirror neurons) is a possible neurological mech-
anism underlying both imitative abilities and simulation
theory-type prediction of the behavior of others and their
mental states. Further, Meltzoff and Decety [58.89] posit
that imitation is the critical link in the story that con-
nects the function of mirror neurons to the development
of adult mindreading skills. From the field of embodied
cognition, Barsalou et al. [58.90] present additional evi-
dence from various social embodiment phenomena that,
when observing an action, people activate some part of
their own representation of that action as well as other
cognitive states that relate to that action.

Mirror Systems for Recognizing Actions
Inspired by these theories and findings, Johnson and
Demiris [58.91] employ a simulation of visual per-
ception to recreate the visual egocentric sensory space
and corresponding egocentric behavioral space of the
observed agent to increase the accuracy of action recog-
nition. This approach is based on their hierarchical
attentive multiple models for execution and recogni-
tion (HAMMER) architecture that takes an approach
inspired by mirror neurons to action recognition and im-
itation by directly involving the observer’s motor system
in the action recognition process. Specifically, during
observation of another’s actions, all of the observer’s
inverse models (akin to motor programs) are executed
in parallel via simulation using forward models, and
then compared to the observed action. The one that
matches best is selected as being the recognized ac-
tion. Perceptual perspective taking is needed to provide
meaningful data for comparison. The simulated actions
used by the observer during recognition must be gener-
ated as though from the point of view of the other person.
They demonstrate this approach in an experiment where
a robot attributes perceptions and recognizes the actions
of a second robot [58.91].

Mental Perspective-Taking
for Inferring Beliefs and Goals

Gray et al. [58.92] have implemented computational
models of simulation-theoretic mechanisms throughout

several systems within Leonardo’s cognitive architec-
ture to enable the robot to infer beliefs and goal states
of a human collaborator.

The robot reuses its belief-construction systems
from the visual perspective of the human to predict the
beliefs the human is likely to hold to be true given what
he or she can visually observe. This enables the robot to
recognize and reason about the beliefs held by a person,
even when they diverge from the robot’s own beliefs
about the same situation.

In psychology, the ability to appreciate the diver-
gent beliefs of another is classically demonstrated by
the famous false-belief task. In this task, subjects are
told a story with pictorial aides that typically proceeds
as follows: two children, Sally and Anne, are playing
together in a room. Sally places a toy in one of two
containers. Sally then leaves the room, and while she
is gone, tricky Anne moves the toy into the other con-
tainer. Sally returns. At this point the human subject is
asked “Where will Sally look for the toy?”

The robot, Leonardo, has demonstrated its ability to
pass these sorts of false-belief tasks where it observes
two humans playing the roles of Sally and Anne [58.93].
Within the robot’s goal-directed behavior system (where
schemas relate preconditions and actions with desired
outcomes) motor information is used along with percep-
tual and other contextual clues (such as hierarchically
structured task knowledge) to infer the human’s goals
and how he or she might be trying to achieve them (i. e.,
plan recognition).

58.4.4 Perspective Taking in Collaboration

By using a simulation-theoretic methodology, mental
inferences made across different cognitive systems can
interact in interesting and useful ways to support col-
laborative behavior where a robot offers its human
teammate appropriate assistance.

Using Visual Perspective Taking
to Resolve Ambiguous Referents

Trafton et al. [58.94] have developed and implemented
visual and spatial perspective-taking abilities based
on mental simulation to support human–robot inter-
action and collaboration. Their cognitive architecture,
polyscheme, is designed to model how humans in-
tegrate multiple representational methods, reasoning,
and planning methods to keep track of the world,
including rich facilities for representing counterfac-
tual worlds. It thus supports simulations of other
people’s visual perspective to reason about interac-
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tions and the world from this alternate point of
view.

They have demonstrated these skills in a number of
experiments, such as demonstrating the robot’s ability
to learn how to play hide and seek with a person, where
the robot learns what makes a good hiding place with
respect to being completely occluded from the human
seeker’s point of view [58.95]. They have also demon-
strated the usefulness of this system for a robot that
solves a series of perspective-taking problems using the
same frames of references and spatial reasoning abili-
ties that astronauts do to facilitate collaborative problem
solving – such as repairing a vehicle with another person
that has a different vantage point [58.94]. For instance,
the robot can handle egocentric requests (i. e., “hand me
the cone to my right”), addressee-centric requests (i. e.,
“hand me the cone to your right”), or object-centered
requests (i. e., “hand me the cone in front of the box”).

In Trafton et al. [58.96], a human interacts with the
robot using a multimodal interface that supports speech
and gesture. The robot’s perspective-taking skills are
used to resolve ambiguous referents that can arise when
a person asks a robot perform an action in relation to an
object (i. e., asking the robot to “hand me the wrench”
when there are multiple wrenches to choose from). In
particular, a visual occlusion in the workspace might
hide another candidate wrench from the person’s view-
point but not from the robot’s viewpoint (see Fig. 58.13).
The robot can infer which is the intended object by tak-
ing the visual perspective of the human and applying
principles of joint salience and least effort. If there still
remains an ambiguity, the robot can act to resolve it by
asking “which one?”

Providing Informational
or Instrumental Support

Gray et al. have demonstrated the ability for the
Leonardo robot to successfully infer its human partner’s
beliefs, desires, and intentions from real-time behav-
ior during collaborative tasks. The shared workspace
can have either visual occlusions [58.92] or can change
dynamically where not all participants know of these
changes [58.93]. The robot can integrate these mental
state inferences to decide how best to help the person
such as offering instrumental support (acting on the en-
vironment to help the human complete their goal) or
provide informational support (giving relevant informa-
tion that the person needs to successfully achieve his or
her goal).

Consider the following scenario: a helpful robot is
introduced to two people, Sally and Anne. All three

watch as Anne hides chips in a box to the left of the
robot and cookies in a box to the right. Sally leaves the
room, at which point Anne plays a trick on Sally by
swapping the contents of the boxes and then locks both
boxes with a combination lock. Anne leaves, and Sally
soon returns craving the chips she saw placed in one
of the boxes. Sally remembers seeing the chips placed
in the left box and attempts to open it by working the
combination lock. The robot has matching chips and
cookies that it can give out. What should the robot do to
assist Sally?

Mindreading skills play an important role in this plan
recognition scenario where the robot must observe Sally
in real time to infer Sally’s misconception of where the
chips are (Anne switched the location when Sally was
out of the room), to infer what her desire is based on
her behavior (Sally never explicitly said she wants the
chips), and to recognize that Sally’s plan for how to
get the chips is actually invalid (she is trying to open

Table

O
cclusion

Fig. 58.13 Robonaut using visual perspective taking to dis-
ambiguate the intended referent when asked to hand me the
wrench. The human can only see one wrench, but the robot
can see both. The robot correctly hands the wrench that
both can see
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the wrong box). The robot has true knowledge of the
situation, and must then reason about how best to help
Sally get the object of her desire.

Gray et al. [58.93] combines these three kinds of
mental inferences to demonstrate intention recognition
with divergent beliefs for collaborative robots. Specifi-
cally, for the case of informational support, Leonardo
relates its own beliefs about the state of the shared
workspace to those of the human based on the visual

perspective of each. If a visual occlusion exists or an
event occurs that prevents the human from knowing
important information about the workspace, the robot
knows to direct the human’s attention to bring that in-
formation into common ground. For instance, Leonardo
points to the box that actually holds the chips. For the
case of instrumental support, Leonardo helps the per-
son by directly giving the person a matching bag of
chips.

58.5 Conclusion and Further Reading

In this chapter, we have presented some of the principal
research trends in social robotics and human–robot in-
teraction. We have relied heavily on examples from our
own research to illustrate these trends, and have used
excellent examples drawn from other research groups
around the world.

From this overview, we have shown that one of the
most important goals social robots as applied HRI is
the creation of robots that are human-compatible and
human-centered in their design. Their differences from
human abilities should complement and enhance our
strengths. Their similarities to human abilities, such as
computationally implementing human cognitive or af-
fective models, may help us to understand ourselves
better. We expect that in the coming decades many
other researchers, especially young researchers, will ac-
tively contribute to the transition from today’s robots
into capable robot partners of tomorrow.

For further reading, we recommend the following
conference proceedings, books, articles, and journal
special issues on HRI.

Annual conference proceedings for human–robot
interaction:

• Proceedings of the 1st and 2nd Association for
Computing Machinery (ACM)/Institute of Electrical
and Electronics Engineers (IEEE) International Con-
ference on Human–Robot Interaction (HRI 2006,
HRI 2007)• Proceedings of the 15th IEEE International Sym-
posium on Robot and Human Interactive Com-
munication Getting to Know Socially Intelligent

Robots (Ro-Man, Bellingham 2006) published by
the IEEE• Multidisciplinary Collaboration for Socially Assis-
tive Robotics. Papers from the 2007 Association for
the Advancement of Artificial Intelligence (AAAI)
Spring Symposium. Technical report SS-07-07,
AAAI Press, Menlo Park

Books:

• C. Breazeal: Designing Sociable Robots (MIT Press,
Cambridge 2002)• R. W. Picard: Affective Computing (MIT Press, Cam-
bridge 1997)• J.-M. Fellous, M. Arbib: Who Needs Emotions: The
Brain Meets the Robot. (Oxford Univ. Press, New
York 2005)

Review articles:

• T. Fong, I. Nourbakshsh, K. Dautenhahn: A survey
of social robots., Robot. Auton. Syst. 42, 143 – 166
(2003)

Special issues of journals on HRI:

• R. Murphy, E. Rogers (Eds.): Special Issue on
Human–Robot Interaction, IEEE Trans. Syst. Man
Cybernet. 24(2) (2004)• S. Kiesler and P. Hinds (Eds.): Special Issue on
Human–Robot Interaction, Human–Comput. Inter-
act. 9(1-2) (2004)• F. Laschi, C. Breazeal, C. Nakauchi (Eds.): Guest
Editorial Special Issue on Human–Robot Interac-
tion, IEEE Trans. Robot. 23(5) (2007)
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