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Abstract. In order to deliver relevant information at the right time to its mobile
users, systems such as event notification systems need to be aware of the users’
context, which includes the current time, their location, or the devices they use.
Many context frameworks have been introduced in the past few years. However,
they usually do not consider the notion of characteristic features of contexts that
are invariant during certain time intervals. Knowing the current situation of a
user allows the system to better target the information to be delivered. This paper
presents a model to handle various contexts and situations in information logis-
tics. A context is defined as a collection of values usually observed by sensors,
e. g., location or temperature. A situation builds on this concept by introducing
semantical aspects defined in an ontology. Our situation awareness proposal has
been tested in two projects.

1 Introduction

Information logistics aims at providing a subscriber with the right information at the right
time and at the right place (see for instance [4]). Two of its representative applications
are ongoing projects at Fraunhofer ISST, namely Personalized Web Services for the
Olympic Games 2008 in Beijing [10] and MeLog (“Message Logistics”) [13], which
consists in delivering mobile users their personal electronic messages according to their
relevance with respect to the users’ current situation. In such applications, beyond the
classical dimensions of time and place, content represents a major challenge. Indeed,
the information need that will turn into delivered content is a dynamic concept, i. e., a
function of time, space, and preferences of the user, among other parameters.

Location-based services have emerged a few years ago to allow end users to obtain
information based on some location, usually the position of the user [16]. Such services,
for instance mechanisms to answer a query such as “Where is the nearest subway sta-
tion?” or “What are the exhibitions in the city today?” are currently receiving a great
deal of interest. They manipulate the common aspects of location and time but also more
complex notions such as the profile of a user. In most event notification systems (ENS)
designed so far, the profile of a user consists of more or less static definitions of personal
data such as name and address as well as preference data (cf. [9]). With the dynamic
incurred by the time and location components, the profile of the user has to be defined
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in a highly dynamic way, i. e., as a function of the other dimensions. In other words, the
user demand may change rapidly according to such dimensions. A type of user demand
can be gathered in time intervals. For instance, if a user is in the car, he or she would like
to be kept updated on the (current) traffic situation in some area. Situation awareness is
a solution to this problem; the fact of being in the car represents a certain situation.

This paper focuses on a model to handle user situations as well as the surroundings
of the user – including time and current location – and other attributes referred to as
the context of the user. The idea is to abstract from sensors and derive semantics as
much as possible. Only then the user demand may be satisfied, i. e., information filtered
and personalized. Even though some of these notions have been studied in the past few
years, we are not aware of any model that encompasses all these notions in a unified
framework. The notion of situation has been studied in different fields of computer
science such as computational linguistics (situation theory [2, 3]) and robotics (situation
calculus [11, 12]). Although there are similarities to our situation definition, the scope
of application of these approaches is different. Our situation model complements the
area of information logistics [4] by a formal description of the user’s environment and
its influences on the information need of the user. The definition of our situation model
is based on definitions that had been established in the fields of artificial intelligence
[12] and context awareness [1, 14]. Especially the interpretation of context data and their
aggregation as studied in [8] is closely related to our work. Research done in the field
of semantic networks and ontologies [6, 7] plays an essential role in our model, in order
to interpret real situations.

This paper is organized as follows. Section 2 gives the example of a typical application
in information logistics (MeLog). This example serves as a reference throughout the
paper. Section 3 presents our model of context and situation. In Sect. 4, we get back to
the application and we describe it using our model. Finally, Sect. 5 draws our conclusions
and presents future perspectives.

2 An Example Scenario

In order to illustrate our needs and motivate our approach towards an integrated model
on situations, let us consider a real world scenario: Mr. Busy is a project manager in a
large scale distributed enterprise. He spends half of is working time out of his office on
business travel. Due to his traveling activities he has a logistic problem with messages:
In the average, an amount of about 60 e-mail messages, 5 faxes and 5 voice messages are
usually addressed to his office every day. Some of these messages are very important for
him to get during his travel, because they might contain useful information for the next
business meeting or just for traveling purposes. To solve this problem he has to check
these messages regularly which is often rather inconvenient and sometimes impossible.

Let us consider a small snapshot of the business travel plan of Mr. Busy in order to
make the task clear. Based on various information sources like his organizer or the travel
management unit we can describe his travel in a sequence of situations:

until 12:00 at the office, working
12:00 - 12:30 taking a taxi to the airport 12:30 - 13:30 at the
airport Berlin Tegel 13:30 - 15:00 flight 452 to London Heathrow



Context- and Situation-Awareness in Information Logistics 337

15:00 - 15:20 at the airport London Heathrow 15:20 - 16:30 in a
car with Ms. Miller 16:30 - 19:00 project meeting in London 19:00
- 19:30 taking a taxi to Hotel Comfort ... 10:30 - 07:00 flight
608 to Bejing

From the time he left several messages arrived in his office. Now let us presume that
Mr. Busy has a perfect virtual assistant who selects only the messages that are relevant
to the known situations during his travel. This perfect assistant decides the relevance to
the incoming messages as follows:

voice: the car is repaired and
ready to collect (not yet relevant) e-mail: report on
project P1 (relevant for meeting)
e-mail: virus alert from IT support (not
yet relevant) e-mail: invitation to a birthday party (not yet
relevant) e-mail: report on project P3 (not yet relevant) e-mail:
better connecting flight from Bejing available (relevant for
travel) fax: night events in London from Hotel Comfort
(relevant for leisure) e-mail: letter from the board about last
year activities (not yet relevant)

Being aware of the current and preferably the future situations of his client is essential
for such a perfect assistant. The MeLog application described in Sect. 4 utilizes situation
awareness by comparing situation patterns with observed situation sequences in order
to provide the functionality of such an assistant. This approach is based on a situation
model described in the following section.

3 Situation Model

This section is concerned with our situation model, the kernel of our approach. We
introduce the concept of a situation and describe its associated operators. These operators
allow to handle many real-life situations and to use them in order to deliver the right
information at the right time.

3.1 From Context to Situations

A situation is defined in [12] as “the complete state of the universe at an instant of time”.
However, in order to describe someone’s individual situation we do not need the whole
state of the universe but rather use a subset that is considered relevant [5]. A state –
called context in our model – is a collection of context variables, each representing one
relevant observable real world parameter, e. g.,

gpsLocation = (52.5264, 13.4172) ,

velocity = 1.8 km/h .

A context can be considered as a snapshot or instantiation of all context variables at
some point in time. The observation may physically be done via any kind of sensor func-
tion which do not play any role here. The value of a context variable (e. g., gpsLocation)
will slightly change from time to time, i. e., from context to context, whereas we would
not say that a slight movement of a participant within the conference room really affects
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the situation of the people attending the meeting. We use the notion of characteristic
features of a context to get properties that are more stable over time. A characteristic
feature – or characteristic for short – is a logical proposition about a context or a subset
of its components, i. e., its context variables:

organizationalLocation (conferenceRoom) ,

kindOfMovement (slow) .

The mapping between context variables (e. g., velocity) and characteristic features
(e. g., kindOfMovement) is defined using application-dependent aggregation rules which
are also not discussed in detail here. From the examples used in the previous sections one
can see the possible existence of a generalization/specialization relation. That means,
one characteristic feature can be inferred when knowing another one. If we know, for
example, that a project meeting takes place Tuesday, we can say also that it takes place
weekdays. To utilize this, we use concept graphs (directed acyclic graphs), where the
nodes are connected by subsumes-relations (Fig. 1). We utilize these kind of graphs or
taxonomies because they are simple and reflect common ways of human thinking and
structuring. Throughout this paper we will refer to such kind of graphs as dimension
structures. Context and its characteristics encompass many dimensions or aspects [14],
e. g., time, location, activities, or kind of movement, which should be handled separately.
A dimension can be viewed as the type of a characteristic feature and is represented by a
predicate and a dimension structure. For many of these aspects ontologies representing
common knowledge already exist and can be used to express context characteristics.

company
headquarters

departments

room802
room803
…

production
design
marketing

...
cafeteria
conferenceRoom
room7162
room7163
...
...

any

none

unknown

Fig. 1. Example of a dimension structure

We are now able to give a more formal definition of situation. We use the concept of
characteristic features described previously. A situation in our model will be formed by
a sequence of contexts with invariant characteristics and is described as a triple

S = (tbeg, tend, cs)

where
tbeg is the starting time of the situation (i. e., the time of the first context

of the sequence),
tend is its end time (i. e., the time of the last context of the sequence), and
cs is a set of characteristic features which are invariant throughout the

sequence. cs is interpreted as the conjunction of all characteristic
features: cf1 ∧ . . . ∧ cfn.
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This definition offers a rich concept that enables us to describe the activity and
the location of the user, such as being “at home”, “at the office”, “in the train”, or
“on the phone”. We would like to emphasize two major features. First, the notion of
situation may encompass many dimensions as one can be both in a taxi and on the
phone. To handle this aspect efficiently we chose not to mix dimensions and to consider
them separately. Second, the generalization/specialization notions of our characteristics
enable the description of situations on different levels of granularity. It can be general,
e. g., “traveling”, or more precise, e. g., “in a taxi going down the Champs Elysees”.

Situation Awareness. Recognizing and identifying situations is a central requirement
for applications in information logistics. Applications that make use of situations and are
able to handle changes such as entering or leaving a situation are denoted situation-aware
applications. There are two ways for such an application to utilize the situation model:
(1) Analysis of past and current situations, where context information is available. (2)
“Situation construction” or planning of situations with assumed characteristics, where
context information is not available, but where the characteristics (which are propositions
about the contexts) impose restrictions on context variables. These restrictions can be
used afterwards to check whether the planned situation actually takes or took place, or
not. In addition, one can define typical situations and check whether an actual situation
complies with a certain definition. This last point will be further discussed as an example
in Sect. 4.2. To define typical situations we additionally use the notion of situation
patterns, as logical propositions about situation characteristics.

3.2 Operators

The situations defined above are handled through operators. We distinguish operators
that manipulate whole situations from the ones that work on characteristics of situations.

Operators on Characteristics. The following three operators have in common that
they deal with similarities or analogies between characteristics:

generalize (cs1, cs2) → csr

This operator takes two sets of characteristics cs1, cs2, and finds the most specific set
of characteristics csr that is common for both. In order to do that it utilizes the subsumes
relation of the dimension structures used and finds the least common ancestor.

fulfills (cs, p) → {true, false}
This operator determines whether a set of characteristics cs complies to the conditions

of a situation pattern p.

compare (cs1, cs2) → [0, 1] ⊂ R

This operator computes the similarity between two given sets of characteristics cs1,
cs2 by applying a similarity metric on the subsumes-paths within the dimensions (e. g.,
semantic distance [15]).

Operators on Situations. We use the notion of situation sequences to denote a series
of directly subsequent situations.

previous (s) → sp
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This operator determines the predecessor sp of a given situation s (nil if there is no
situation known).

next (s) → ss

This operator determines the successor ss of a given situation s (nil if there is no
situation known).

combine (seq) → sr

This operator tries to find a generalized situation sr covering the whole time interval
of a situation sequence seq. The resulting situation will be built such that, the begin time
equals the begin time of the first situation and the end time equals the end time of the last
situation of the sequence. The characteristic of the resulting situation will be the most
specific generalized characteristic of all situations. If the sequence contains no situations
the result will be nil. If the sequence contains only one situation the result will be this
situation.

4 Application

In this section, we present the MeLog system as a functional prototype of a situation-
aware application in information logistics. MeLog is short for “message logistics” and
was developed within the scope of a research project at Fraunhofer ISST in 2002 and
2003.

4.1 The MeLog System

MeLog gives automatic decision support in order to deliver electronic messages such as
e-mail, converted fax, or voice messages at the right time. Based on user situations such
as “at the airport”, “eating at a restaurant”, and “during the project meeting”, the system
recognizes the most relevant topics and delivers messages that have high information
value for these or the following situations. In order to do that, MeLog in a first step
calculates the relevance between a message and the user’s situations via his or her topics
of interest. Based on relevance, time-dependent utility and acceptance functions are
then taken into account in order to calculate the time of highest information value. The
strategies and algorithms of these calculations are not discussed here in detail.

The MeLog system consists of several components. As shown in Fig. 2 they can be
divided into components of the system kernel layer and components of the data model
layer. The kernel layer encompasses all functional components. That is, this layer is
responsible for the recognition of context data, the aggregation of that data, and the
derivation of situations.

The data layer manages all information sources necessary for predicting the informa-
tion value, such as dimension ontologies, situation history, etc. One concrete example
of dimension data we used is the user’s address book. The set of topic descriptions
known as overall “interesting” to the user also belongs to the data layer. Examples of
topic structure sources are the user’s e-mail folder structure or similar structures found
in document management systems.
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System Kernel 
Layer

Rated 
Messages

Data Model 
Layer

Context Recognizer

Topic Management
Diverse Sources of
Topic Information

Message Classifier

Situation Broker

MeLog
Rating

• Dimension Ontologies

• Aggregation Rules
• Situation History

• Topic Structures

• Situation Patterns 

• Utility Functions
• Acceptance Functions

Diverse Observation
Sources

Incoming
Messages

Fig. 2. MeLog system architecture

Another category of input is context data, gathered by different observation sources.
Besides other sources MeLog takes advantage of the entries in the user’s electronic
diary, such as appointments. These entries serve as information about situations that
are planned by the user. Any kind of sensor data incorporated by the system is also an
observation source in this view. Thus it is a major capability of the approach to consider
aspects of planned situations as well as real world sensor data.

4.2 Back to the Example Scenario

In the following short example we want to find out whether actual situations, in this case
the flight to London and the project meeting, fit to typical situations defined by the user,
in this case traveling and meetings for project P1. Afterwards the relevance of messages
can be calculated on the basis of these typical situations and their associated information
demand.

In our example context data is available from the following sensors: (1) location sen-
sors; decimal geo coordinates (type: WGS84), (2) electronic organizer; entry keywords
(type: string), (3) laptop; used documents (type: string).

Our situation characteristics are described by the following dimensions: (1) trans-
portation in use, (2) organizational location, (3) kind of movement, (4) person in presence,
(5) document in use.

Behind each of these dimensions a domain-dependent dimension structure is used in
order to describe meta knowledge about the values within the dimension. In our example
Mr. Busy has defined characteristics of two typical situations as well as the information
demand associated with these patterns:

p("traveling") =
[transportationInUse(any), kindOfMovement(any/../significant)]
p("meeting P1") =
[organizationalLocation(any/../company/departments/design)

OR organizationalLocation(any/../company/headquarters),
personInPresence(any/../staff/design/project teams/team P1)

OR personInPresence(any/../partners/companyX/marketing),
kindOfMovement(none),
documentInUse(any/../work/projects/project P1)]
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The first one means “when Mr. Busy is traveling, he uses transportation and he is
moving significantly”. The second means “when Mr. Busy is in a meeting about Project
P1 he is either in the headquarters or design department, people from the project team or
marketing partners are in presence, he is not moving, and he uses documents for project
P1”. The generalize operator can be used to derive such patterns from past situations,
e. g., if several “traveling” situations already took place the common characteristics of
a typical situation can be derived from generalizing these observed situations.

Table 1. Context data gathered during business travel

Time Coordinates from Keywords from Documents from laptop
location sensor electronic organizer

. . . . . . . . . . . .
11:57:45 (52.5264, 13.4172) office, working design-plan-alpha-2b.tex
11:57:46 (52.5263, 13.4171) office, working none
. . . . . . . . . . . .
15:42:01 (52.4259, 12.6045) flight, berlin, london project-P4-report.pdf
. . . . . . . . . . . .
17:35:21 (51.5851, 0.0351) meeting, miller, turner project-P1-milestone.ppt
. . . . . . . . . . . .
19:31:22 (51.5626, 0.0687) hotel none
. . . . . . . . . . . .

Table 1 shows a part of the raw sensor data the application gets before and during
the business travel. According to predefined aggregation rules, nodes within the dimen-
sions structures can be derived from that data. Based on that the characteristics of an
observed situation can be inferred. Such rules tell the application, for instance, which of
the observed coordinates correspond to which node within the organizational location
ontology (cf. Fig. 1). Based on this aggregation MeLog derives two situations from the
sensor data, situation s1 (flight, 13:30 - 15:00) and situation s2 (meeting, 16:30 - 19:00).
The characteristics of these situations are shown below.

cs(s1) =
[transportationInUse(any/../airplane),

kindOfMovement(any/../significant),
documentsInUse(any/../work/projects/project P4/project-P4-report.pdf)]

cs(s2) =
[organizationalLocation(any/../company/departments/design/room7163),

personInPresence(any/../staff/design/project teams/team P1/Ms. Miller),
personInPresence(any/../staff/design/project teams/team P1/Mr. Turner),
kindOfMovement(none),
documentInUse(any/../work/projects/project P1/project-P1-milestone.pdf)]

Now the application uses the fulfills operator in order to decide whether these ob-
served situations fit to the predefined situation patterns. Checking whether the charac-
teristics of the “flight” situation fulfill the characteristics of the “traveling” pattern gives
the following term:

fulfills(cs(s1), p("traveling"))
= fulfills(transportationInUse(airplane), transportationInUse(any)) AND

fulfills(kindOfMovement(significant), kindOfMovement(significant))
= TRUE
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Analogically follows:

fulfills(cs(s2), p("traveling")) =
FALSE fulfills(cs(s1), p("meeting P1")) = FALSE fulfills(cs(s2),
p("meeting P1")) = TRUE

According to the outcome of the operations above the information demand associated
with a typical “travel” situation can be also associated with the observed “flight” situation.
The demand associated with a typical “project P1 meeting” situation can be associated
with the observed “meeting” situation.

5 Conclusion

This paper presented a model to handle various contexts and situations in information
logistics. A context is defined as a collection of values extracted from the environment
at a certain time (e. g., location and speed extracted by sensors). A situation builds on
this concept by introducing propositions about context data, which form characteristic
features that are stable over a time interval. Semantical aspects in form of ontologies are
used to enable interpretation of situations by applications. When the system is able to
deduce situations from the context, it is implicitly able to infer the user’s information
demand. This enables the delivery of information relevant at a certain point in time.

Currently we focus on the prediction of situations. By mining situation sequences,
one is able to find patterns in situations and to predict future situations, hence anticipate
the information that will be of interest to the user in the future. A second research
direction is to use our model as a means to precisely describe and analyze scenarios in
information logistics, in order to derive application needs in that field. Grouping people
according to the situation they share combined with the analysis of appropriate levels of
individualization are points of particular interest in such applications.
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