I 3 Splice

Definition
One edge of the splicing reaction.

» Alternative Splicing and Glial Maturation

' 5 Untranslated Region (5 UTR)

Definition
The 5 region of the mRNA that is not translated into
protein. It extends from the transcription start site to the
translation ATG start site, and contains regulatory
sequences that control mRNA stability and translation
efficiency.

'14-3-3

Definition

A large family of acidic adaptor proteins of ~30 kDa
that mainly (but not solely) interact with phosphoserine
or -threonine sites on target proteins to facilitate their
activity. 14-3-3 proteins have 9-10 alpha helices,
generally form homo- or heterodimers, and contain a
number of common modification sites (e.g. phosphory-
lation, divalent cation binding, and so forth) to regulate
their activities, interactions, and localizations.

» Synaptic Proteins and Regulated Exocytosis

| 65-kDa Synaptic Vesicle Protein

» Calcium Binding Proteins

' 2074v Alphal-Betal
and Alpha6-Betal-Integrin

Definition

Integrins are a family of alpha-beta-heterodimers,
comprising of different beta chains that associate with
different alpha chains. Integrins primarily mediate cell
adhesion and recognize a variety of ligands including
extracellular matrix proteins, cell surface proteins and
plasma proteins.

| A1-A7 Cell Groups (Noradrenergic
Cell Groups)

Definition

A1-A7 is the original designation for separate catechol-
amine cell groups located in the brainstem by the use of
fluorescent histochemical methods. The numbering
began in the medulla and continued into the forebrain.
Groups A1-A7 are located only in the medulla, and are
noradrenergic.

» Cellulae noradrenergicae/Al — A7



2 A8-A17 Cell Groups (Dopaminergic Cell Groups)

I A8-A17 Cell Groups (Dopaminergic
Cell Groups)

Definition

A1-A17 is the original designation for separate
catecholamine cell groups located in the brain by the
use of fluorescent histochemical methods. The number-
ing began in the medulla and continued into the
forebrain. Groups A8-A16 are dopaminergic, and reside
primarily in the midbrain and hypothalamus. Another
dopaminergic cell type, A17, appears in the retina.

I Abducens Nucleus

Definition

A nucleus which contains both motoneurons and
interneurons. The motoneurons send direct projections
to the lateral rectus muscles. The interneurons send
projections via the medial longitudinal fasiculus to the
contralateral medial rectus motoneurons neurons.

' AS-, C-Fibers

Definition

Small-diameter myelinated (conduction velocity 2—30
m/s, diameter below <4 um) or unmyelinated (conduc-
tion velocity At;2 m/s, diameter Atl-2 pm) afferent
nerve fibers.

» Complex Regional Pain Syndromes: Pathophysiolog-
ical Mechanisms

[
Abducens Internuclear Neuron

Definition

Neurons located within the abducens nucleus which
project to the contralateral medial rectus motoneurons
to produce conjugate eye movements.

» Accommodation—vergence Interactions
» Near Response Neuron
» Saccade-Vergence Interactions

I Abducens Nerve (VI)

Synonyms
»N. abducens (N. VI); » Abducent Nerve (VI)

Definition

Abducens nerve (VI) has a purely motor function and
innervates the lateral rectus muscle of the eyeball,
generating an abduction movement of the eyeball
(hence the name) Nucleus: nucleus of abducens nerve.

Skull: superior orbital fissure.

Damage to the nerve causes inversion of the
ipsilateral eyeball towards the nose. This produces
diplopia (double vision), increasingly so the more the
two visual axes deviate from each other. Looking in the
direction of the respective eye reduces the severity of
the diplopia.

» Nerves

[
Absence Epilepsy

Definition

Absence (petit mal) seizures are a group of epileptic
syndromes typically starting in childhood or adoles-
cence and characterized by a sudden brief lack of
attention (indicated by a stare or cessation of behavior)
and mild automatic movements (fluttering of eyelids
or facial twitches) for some seconds to minutes.
The »electroencephalogram shows typical three-per-
second spikes and waves. Absence Pepilepsies are
generalized, i.e. the whole »neocortex shifts into a state
of sleep-like oscillations.

» Electroencephalography

| Absolute Temperature

Definition

A (positive) temperature scale postulated by the second
law of thermodynamics. It is physically related to the
laws of ideal gases.

» Mechanics
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I Absolute Threshold

Definition
The lowest intensity of sensory stimulation that can be
detected.

» Sensory Systems

I Absolute Threshold in Acoustics

Definition

This characterizes the lowest level of sound that a
listener can reliably detect and is sometimes referred to
as threshold of audibility. The units are typically
reported in dB sound pressure level (SPL).

» Psychoacoustics

| Absorption (Sound Absorption)

Definition
Change in sound energy into some other form, usually
heat, in passing through a medium or striking a surface.

» Acoustics

| Abstinence Syndrome

Definition

The abstinence syndrome (synonym: withdrawal symp-
tom) is observed after withdrawal of a drug to which a
person is addicted. For example, the abstinence
syndrome after alcohol withdrawal is characterized by
» tremor, nausea, tachycardia, sweating and sometimes
» hallucinations.

" Abstract Entity

Definition

Something that exists but is not spatiotemporally
located, e.g. universals (whiteness, horseness), numbers
or states of affairs.

» Possible World
» Property

I Abundance of Degrees of
Freedom

Definition

An apparent excess of elemental variables (cf. redun-
dancy); the term assumes that elemental variables
(degrees-of-freedom) are not eliminated in voluntary
movements, but they are all used to stabilize impor-
tant task-related performance variables (principle of
abundance).

» Coordination
» Redundancy

I . . o
Abventricular Division

Definition
Any cell divisions that occur outside the ventricular and
subventricular zones.

[

ACC

Definition
Anterior cingulate cortex.




4 Acceleration

I .
Acceleration

Definition

The time-derivative of the velocity vector of a specific
particle. For a material body, at each instant of time
there exists an acceleration field, namely an accelera-
tion vector assigned to each particle of the body.

» Mechanics
» Measurement Techniques

| Accessory Nerve (XI)

Synonyms
»N. accessorius (N.XI)

Definition
The accessory nerve has two parts:

e Accessory nerve (XI), cranial roots: these fibers arise
from nucleus ambiguus and innervate the pharynx
and larynx muscles and course together with the
vagus nerve (X). Skull: Foramen jugulare.

e Accessory nerve (XI), spinal root: it arises from a
nuclear column in the cervical cord (spinal root
nucleus of accessory nerve) and innervate the
sternocleidomastoid muscle and the trapezius muscle.

Skull: Foramen magnum.

Dysfunction of the accessory nerve (XI) results in
accessory paralysis rendering it more difficult to lift the
arm above shoulder level (trapezius muscle), and
turning the head to the unimpaired side is possible only
after having successfully contended with resistance
(sternocleidomastoid muscle).

» Nerves

[
Accessory Nucleus of Oculomotor
Nerve

Synonyms
» Accessorius n. Oculomotorii

Definition

The accessory nucleus (Edinger-Westphal) is the
parasympathetic nuclear component of the oculomotor
nucleus.

It contains the somas of the preganglionic parasym-
pathetic fibers and innervates the sphincter muscle of
pupil as well as the ciliary muscle. It receives its
afferents from the pretectal area of the ipsi- and
contralateral side. Its efferents course in the ipsilateral
oculomotor nerve to the second neuron in the ciliary
ganglion.

» Mesencephalon

[
Accessory Neuromast

Definition

Supernumary neuromasts found only in teleosts. Most
likely sensitive to fluid velocity and may mediate
rheotaxis in teleosts.

» Evolution of the Mechanosensory and Electrosensory
Lateral Line Systems

I Accessory Olfactory Bulb

Definition
Specialized region adjacent to the dorsocaudal main
olfactory bulb receiving input from the vomeronasal
organ. Axons of vomeronasal sensory neurons are
bundled in the vomeronasal nerve and terminate
in accessory olfactory bulb glomeruli where they
form synapses with the dendrites of mitral cells, the
first-order relay neurons in the accessory olfactory
system.

Axons from vomeronasal sensory neurons expres-
sing the same vomeronasal receptor converge onto a

small number of glomeruli in the accessory olfactory
bulb.

» Accessory Olfactory System
» Evolution of Olfactory and Vomeronasal Systems
» Vomeronasal Organ (Jacobson’s Organ)
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| Accessory Olfactory System

ULriCH BOoEHM
Center for Molecular Neurobiology, Institute for Neural
Signal Transduction, Hamburg, Germany

Synonyms
Vomeronasal system; Vomeronasal pathway

Definition

Second olfactory pathway found in addition to the
»main olfactory system in terrestrial vertebrates.
Initiating in the neuroepithelium of the vomeronasal
organ, the »accessory olfactory system is specialized
in the detection of pheromones. The accessory olfac-
tory system converges and synergizes with the main
olfactory system to control behaviors and hormonal
changes triggered by chemosensory cues.

Characteristics

Vomeronasal Organ

In addition to the main »olfactory epithelium (OE), a
second chemoreceptive structure can be found at the
base of the nasal septum in most terrestrial vertebrates.
This structure is called »vomeronasal (or Jacobson’s)
»organ (VNO) and is specialized in the detection of
»pheromones [1]. Pheromones are chemical cues that
are released by animals and act on members of the same
species to regulate populations of animals and their
social interactions by eliciting stereotyped behaviors
and neuroendocrine alterations.

Pheromonal effects in mammals range from intermale
aggression to reproductive behaviors and endocrine
changes [1]. In rodents, pheromones can influence the
onset of puberty as well as the length of the estrus cycle in
females, and cause a surge in serum testosterone levels in
males. In the »Bruce effect, implantation failure results
from exposure of a female mouse to the urine of a male
genetically different from the inseminating male, cou-
pling a pheromone effect with the detection of “individu-
ality cues.” Male pheromones can also stimulate female
courtship behaviors, as well as receptive posturing
(lordosis). Vice versa, female pheromones can act on
males to stimulate mounting behavior, increased intro-
mission attempts, and ultrasonic vocalizations associated
with courtship. Experimental ablation of the VNO has
shown that it contributes to most if not all of these
pheromone effects [1].

Due to advances in molecular biology and genetic
engineering of mice, the molecular architecture of the
mouse VNO in particular has emerged in great detail [2].
The mouse VNO is a bilateral tubular structure con-
tained in a cartilaginous capsule, which is connected to

the nasal cavity via a narrow duct [1] (Figs. 1a and 2b).
Stimulus access to the VNO depends on a vascular
pumping mechanism that is activated in situations
of novelty.

The VNO contains two populations of bipolar
»vomeronasal sensory neurons (» VSNs), which appear
to be specialized in responding to different types of
»ligands (Fig. 1) [2]. Each VSN expresses members of
two large families of »vomeronasal receptors (VRs), the
VIRs and V2Rs (Figs. 1b and c). VRs are seven-
transmembrane-domain » G-protein-coupled receptors
(»GPCRs) and members of each family are diverse in
amino acid sequence, suggesting that they may recognize
a variety of different sensory ligands [3]. It appears that
each VSN may express only one VIR or V2R gene and
that ~500-1000 VSNs express the same VR [2].

Expression of VIRs and V2Rs is anatomically
confined to specific zones in the VNO »neuroepithe-
lium (Fig. la). Members of the VIR family are
exclusively expressed by VSNs located in the apical
zone (Figs. 1a and b) and appear to be specialized in the
detection of pheromones [4]. Each of the few mouse
pheromones identified so far (Fig. 1b) is detected with
high specificity by a unique small subset of VSNs in the
apical VIR positive zone (Figs. 3a and b), suggesting
that VSN are very narrowly tuned. However, it is not
known whether a given pheromone is recognized by
one or multiple VRs, and only one VR-ligand pair has
been identified so far [2]. A mouse line lacking a cluster
of VIR genes has clearly established their contribution
in the detection of some pheromones [5].

In contrast, members of the V2R family are
specifically expressed by VSNs located in the basal
zone of the epithelium and appear to be specialized
in the detection of individuality cues such as peptides
(Figs. lc and 3d, e) [2]. A small number of VSNs
respond to two different »major histocompatibility
complex (MHC) class I peptides [6] as well as to a
sex-specific peptide secreted from exocrine glands [2]
(Figs. 1c and 3e) and all of them are located in the basal
V2R positive zone (Fig. 3d). MHC class I peptides are
fragments of intracellular proteins which are presented
on the cell surface by MHC class I molecules. This
process is called »antigen presentation and enables
cytotoxic T cells to identify and selectively eliminate
those cells that are synthesizing foreign or abnormal
proteins. MHC-peptide complexes can be shed from the
cell surface and their fragments appear in urine and
other body fluids, which can get access to the VNO [6].
It has been shown, that MHC peptides can function as
individuality signals during social recognition offering
a molecular basis to explain the pregnancy block in the
Bruce effect [6].

Chemosensory signal transduction in VSNs is
distinct from that in w»olfactory sensory neurons
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Accessory Olfactory System. Figure 1 Molecular architecture of the vomeronasal organ. (a) Schematic
representation of a rodent vomeronasal organ (coronal view). Vomeronasal receptors of the V1R family (Fig. 1b) are
expressed by sensory neurons in the apical zone (black) whereas V2R family members (Fig. 1c) are expressed by
sensory neurons in the basal zone of the epithelium (orange). (b) V1Rs are seven-transmembrane-domain GPCRs
that appear to be specialized in detecting pheromones (pheromone colors correspond to Fig. 3a and b). (c) V2R
GPCRs contain a long N-terminal extracellular domain and appear to be specialized in the detection of peptides
such as the mouse strain specific MHC class | peptides SYFPEITHI and AAPDNRETF (see Figs. 3d and e) and

exocrine-gland secreting peptide 1 (ESP1).

(»OSNs), but poorly understood. VIR and V2R
positive VSNs express different G proteins, Gy, and
G,o, respectively, however a direct role in VSN
»sensory transduction still needs to be demonstrated.
Signal transduction in VSNs involves a diacylglycerol-
activated cation channel, which partially depends on
TRPC2, a VNO-specific member of the Trp family of
»calcium channels [7].

From Vomeronasal Organ to Accessory Olfactory Bulb:
Segregation and Convergence

Each VSN projects one single »axon to the »accessory
olfactory bulb (»AOB), which is a specialized region
adjacent to the dorsocaudal main »olfactory bulb
(MOB). VSN axons are bundled in the vomeronasal
nerve and terminate in anatomically discrete synaptic
units called » glomeruli where they form synapses with
the »dendrites of AOB »mitral cells, the first-order
relay neurons in the accessory olfactory system [1].

Neurons that express VIR/Gg;, or V2R/G, synapse in
the anterior or posterior part of the AOB, respectively,
maintaining the anatomical segregation observed in
the VNO [1] (Fig. 2c). This raises the possibility
that signals generated by the VIR and V2R families are
eventually targeted to brain regions that mediate
different behavioral and physiological effects.

Axons from ~500-1000 VSNs expressing the same
VR converge onto a small number (6-30) of glomeruli
in the AOB [7] (Fig. 2¢). This wiring pattern is similar
but not identical compared to that in the MOB where
axons of olfactory sensory neurons (OSNs) expressing
the same »odorant receptor (OR) converge onto 1 or
2 glomeruli at two specific locations in the MOB [3].
AOB mitral cells can have from one up to six dendrites
contacting multiple glomeruli innervated by neurons
expressing the same VIR or V2R [2]. Therefore
convergence in the AOB is achieved by dendritic
convergence of mitral cells.
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PMCO

Accessory Olfactory System. Figure 2 The rodent accessory olfactory system. (a) Schematic representation of a
rodent nasal cavity and brain (lateral view). AOB mitral cells project to vomeronasal and extended amygdala.

For abbreviations, see text. (b) Schematic representation of a coronal section through a rodent nose. The VNO is a
bilateral tubular structure located at the base of the nasal septum. (c) VSNs that express the same V1R or V2R
converge on a small number of glomeruli in the accessory olfactory bulb (AOB). The apical layer of the epithelium
projects to the anterior part of the AOB whereas the basal layer projects to the posterior part. Adapted from [2].

Accessory Olfactory System Signaling Beyond the Bulb
Sensory signals generated in the VNO follow neural
pathways separate from those that carry odor signals
from the OE [1]. OE signals are transmitted to the
MORB, and then relayed through the primary »olfactory
cortex to higher cortical areas involved in conscious
» perception as well as »limbic areas controlling basic
drives and »emotions [3]. In contrast, VNO signals are
relayed through the AOB to regions of the »amygdala
and »hypothalamus implicated in behavioral and
physiological effects of pheromones. Although the
general projections of the accessory olfactory system
are known, the individual cells and neural circuits that
mediate pheromonal effects on behavior and physiolo-
gy have not been identified. Only recently some new
techniques using genetically engineered mouse models
have started to reveal individual neurons in the
hypothalamus that appear to integrate »chemosensory
information.

How are signals generated by VSN relayed beyond
the bulb? AOB mitral cells project to the medial
amygdaloid nucleus (MEA) and posteromedial cortical
amygdaloid area (PMCO; which taken together are
referred to as the vomeronasal amygdala), as well as to
the bed nucleus of the accessory olfactory tract (BAOT)
and the posteromedial bed nucleus of the stria terminalis
(BSTMPM, also called “extended amygdala”) (Fig. 2a).

All of these connections are bidirectional suggesting
» feedback loops [2].

It is not known whether the VIR/V2R segregation
observed in VNO and AOB is preserved in connections
beyond the bulb. Although differential projections from
the distinct AOB zones to the vomeronasal amygdala
were observed in some species, this segregation could
not be confirmed in the mouse [1]. Several studies
of neural activation in rodents, however, suggest some
functional segregation within the vomeronasal amyg-
dala itself [1].

Information from the vomeronasal amygdala to
the medial hypothalamus is sent both by direct pro-
jections and via a relay in the BSTMPM [1]. Therefore
the BSTMPM receives vomeronasal information
both by direct innervation from AOB »mitral cells
and via a relay in the vomeronasal amygdala, suggest-
ing a prominent role in the integration of accessory
olfactory signaling [2]. It is not known whether acc-
essory olfactory signaling involving a particular
chemosensory stimulus can bypass any of these
relay nodes. The BSTMPM is also a prominent part
of a sexually dimorphic forebrain circuit including the
MEA and several nuclei in the hypothalamus [2].

It is not yet known if signals relayed by AOB mitral
cells representing two different VRs converge onto
the same neuron(s) in the vomeronasal amygdala or
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Accessory Olfactory System. Figure 3 Chemoselectivity of vomeronasal sensory neurons. (a) VSN activation
map produced by successive stimulation with each of the six ligands listed in B (each at 107 M). Each ligand

activated a unique, nonoverlapping subset of VSNs. Inset, low-power transmitted light image of the VNO slice; black
box, imaged area. Scale bar, 50 pm. (b) Summary of the tuning profiles of 47 VSNs responding to the six ligands. For
each VSN, the magnitude of the Ca" response was plotted as a percentage of the maximal response to a given
chemical. Dark grey, 100%; white 0%. Without exception, VSNs responded to only one of the pheromones tested.
Thus, computed tuning curves were identical for all VSNs that responded to the same pheromone. (c) Two structural
analogues of 2-sec-butyl-4,5-dihydrothiazole, isobutyl-4,5-dihydrothiazole and methyl-4,5-dihydrothiazole, were
unable to evoke a Ca?* response in VSNs (each tested at 107® M). Adapted from [4]. (d) Spatial representation of
peptide-induced activity in VNO sensory epithelium using an acute slice preparation. Shown are reconstructed VSN
response maps for the MHC class | ligands AAPDNRETF (107'2 M, green) and SYFPEITHI (1072 M, red). Cells
responding to both peptides are shown in yellow. Black arrows indicate peptide-sensitive neurons that are localized at
the base of the epithelium. Black boxes: imaged areas. Scale bar, 100 um. (e). Ultrasensitive detection of the MHC

class | ligand SYFPEITHI by VSNs. Traces are summed field potentials evoked by brief pulses of increasing

concentrations of ligand. Adapted from [6].

BSTMPM or if a stereotyped map represents vomer-
onasal input in the amygdala.

Ultimately, VNO signals are relayed to specific
neurons in the hypothalamus, which initiate and control
the behavioral and hormonal responses triggered by
pheromones. At the center of hypothalamic control of
reproduction are »GnRH neurons, which regulate the
reproductive endocrine status in mammals. Recent
studies using »transneuronal tracers have shown, that
GnRH neurons appear to integrate both vomeronasal
[8] and main olfactory signals [8,9]. In addition, these
studies have revealed feedback loops between the
neuroendocrine hypothalamus and both the main and
accessory olfactory systems [8], suggesting that the

animal’s neuroendocrine status might modulate its
susceptibility to chemosensory cues.

Multiple Level Convergence and Synergism of the Main
and Accessory Olfactory Systems

Because the main and accessory olfactory systems
consist of anatomically separated chemosensory epithe-
lia (Fig. 2a) with different molecular profiles and
parallel largely non-overlapping projections, strict func-
tional dichotomy was postulated with each olfactory
system specialized in distinct behavioral domains [1].
However, experimental evidence is accumulating that
hints at complementary roles of the two olfactory
systems and it is important to point out that accessory
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olfactory signaling is not functionally equivalent to
pheromone signaling [2].

Several experiments across species have shown that
pheromone signals are not exclusively perceived by the
VNO, but can also be processed by the main olfactory
system [2]. Consistent with this, 2-heptanone (Fig. 1b),
the only ligand matched to a particular VR (VIRDb2) so
far, is also recognized by an olfactory receptor
(mOR912-93; [2]). Vive versa, some odorants can also
stimulate VSNs [2]. In addition, both the main and the
accessory olfactory bulbs are stimulated by both
pheromones and general odorants in mice [2]. Further-
more, the two MHC class I peptides recognized by
VSNs were recently shown to stimulate OSNs at
equally low concentrations, consistent with numerous
studies demonstrating participation of the main olfac-
tory system in MHC-related behaviors [2]). Thus, both
OE and VNO can contribute to olfactory recognition of
pheromones, odorants and peptides.

Convergence of the main and accessory olfactory
systems could potentially also occur at different levels in
the brain [1,2]. For example, the MEA in hamster has
been shown to share extensive bidirectional connections
with the cortical nucleus of the amygdala (ACO), which
receives information from the MOB but not AOB [1]. In
addition, convergence could occur in the hypothalamus,
for example in GnRH neurons, which apparently receive
information from both olfactory systems [§].

Potential synergism of both olfactory systems is
evident in the analysis of reproductive behavior in
hamster where complete removal of the olfactory bulbs
(bulbectomy) in hamsters completely eliminates mating
whereas VNO or OE ablation alone have more subtle
effects [1]. Therefore it appears that both olfactory
systems can converge and synergize to express
reproductive behaviors and hormonal changes triggered
by chemosensory cues in rodents.

Do Humans Have a Functional Accessory Olfactory
System?

Fueled by significant public interest, pheromonal
communication in humans is controversially debated
[7]. Both anatomical and molecular evidence clearly
speaks against the existence of a functional human
accessory olfactory system. Although an embryonic
structure resembling a VNO and a fetal AOB have been
identified, they degenerate before birth [1]. A »vomer-
onasal pit has been described in some adults, however
this structure is not connected to the brain. In addition,
no AOB has been found in adults. On the molecular
level, hallmarks of the rodent accessory olfactory
system are missing in humans. The V2R family is not
found in the »human genome, the VIR repertoire is
reduced from 150 functional genes in mice to five in
humans and the gene encoding the human TRPC2
channel is a »pseudogene [7].

The apparent absence of a functional accessory
olfactory system in humans does however not imply
that humans do not have pheromonal communication.
Some chemosensory effects like synchronized estrus in
women living in close proximity are well documented
[7]. Presumably these more subtle pheromonal effects
in humans are mediated by the main olfactory
epithelium. Consistent with this, a family of putative
pheromone receptors expressed in the main olfactory
epithelium has recently been identified [10].

» Evolution of Olfactory and Vomeronasal Systems
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| Accessory Optic System

Definition
A subcortical visual pathway that is responsible for the
analysis of optic flow that results from self-motion.

» Optic Flow
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| Accessory Subunits of lon Channels

Definition

Most of the pores forming subunits of ion channels are
complexed with additional, accessory subunits that can
influence key properties of ion channels, such as
trafficking and targeting of ion channels to specific cell
membrane components. Accessory subunits can also
modulate channel gating, such as the activation or
inactivation properties of voltage-gated ion channels.

»lon Channels from Development to Disease

| Accommodation of the Lens

Definition
Increase in the refractive power of the lens of the eye.

| Accommodation-Vergence
Interactions

LAWRENCE MAYS
University of North Carolina at Charlotte, NC, USA

Definition

In this context, accommodation refers to the change in
the refractive power of the crystalline lens of the eye.
A unit of refractive power is the Diopter, which is the
reciprocal of the focal length measured in meters.
Positive accommodation decreases the focal length of
the lens, allowing near objects to be seen clearly, while
negative accommodation or relaxation of accommoda-
tion increases the focal length for viewing more distant
objects. Vergence, or vergence angle, refers to the angle
between the lines of sight of the two eyes in the
horizontal plane. Clinically, vergence angle is usually
expressed in terms of prism diopters. A prism diopter is
the deviation of light by one cm at a distance of one
meter, and is ~0.57°. Convergence (> Convergent eye
movement) is an increase in vergence angle, and occurs
when viewing a near object with both eyes. Divergence
(» Divergent eye movement) is a decrease in vergence
angle. Accommodative convergence (AC) is the incre-
ase in vergence angle which occurs when the lens

accommodates to view a nearer object. The AC/A ratio
is the change in vergence angle for each Diopter of
accommodative demand. Convergence accommodation
(CA) is the increase in lens accommodation which
occurs when the eyes converge. The CA/C ratio is the
amount of accommodation (in Diopters) associated
with a given change in convergence (usually measured
in prism diopters).

Characteristics

Upstream Events/Conditions

The primary stimulus for »accommodation of the lens
is optical blur caused by a mismatch between the
distance to the object of regard and the refractive power
of the lens. Since blur decreases the spatial frequencies
of the image, any element in the visual system which
is tuned to spatial frequency can be used to detect blur.
Indeed, many neurons in the visual cortices show such
sensitivity. In operation, accommodation is modeled as
a negative feedback system (top half of Fig. 1) the goal
of which is to minimize blur [1]. The primary stimulus
for horizontal ocular vergence is binocular disparity,
which is the difference between the locations of an
image on the two retinas. Many neurons in the primary
visual cortex, the first point in the geniculo-striate
system at which inputs from the two eyes are combined
[2], are sensitive to absolute horizontal binocular
disparity, and so could provide a useful disparity error
signal. Single binocular vision requires that binocular
disparity be reduced to a fraction of a degree. Like the
accommodative system, the vergence system is mod-
eled as a negative feedback system (bottom half
of Fig. 1). It is important to note that for both the
accommodation and vergence systems, the subtraction
of the accommodative or vergence response from the
demands imposed by the visual stimulus is geometric
and not neural.

Interactions Between Systems

The observations that accommodation by itself drives
vergence and vergence responses drive accommodation
suggest a simple cross linking of these systems, as
indicated by the crossed arrows in the Fig. 1. The
strengths of these cross-links are given by the AC/A
(accommodation to vergence drive) and CA/C (ver-
gence to accommodation drive) ratios. Control system
analysis indicates that as long as the product of AC/A
and CA/C, measured in equivalent units (Diopters for
accommodation and Meter Angles for vergence) is less
than unity, the system is stable. Indeed, the accom-
modative and vergence systems work in a synergistic
manner via these cross-links to facilitate responses
to changes in the distance of visual objects. Both
psychophysical [1] and neurophysiological studies [3]
have supported this model.
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Accommodation open loop

H
+ Blur Accom Lens > AR
_ '( ) control
Object
distance
Disparity [Vergence EOM > CR
. '+( )_ control ° -

| —e

Disparity open loop

Accommodation-Vergence Interactions. Figure 1 Representation of the dual-interaction model of
accommodation and vergence. Both the accommodation (upper half of figure) and the disparity vergence (lower half)
systems are controlled by negative feedback. The input to both controllers is Object Distance. For the
accommodative controller, the error signal is optical blur, arises from the mismatch (difference) between Object
Distance and the Accommodative Response (AR). The blur-driven accommodative controller (Accom Control)
produces an output proportion to this error to drive the neurons controlling the crystalline lens (Lens) and thus
changes the AR. The accommodative system can be made open loop by placing pinholes in the optical path which
eliminates blur, regardless of the relationship between the Object Distance and the AR. This is shown schematically
by a switch represented by the dashed arrow at top. A similar system is used for the disparity vergence system;
except that the error signal for the controller (Vergence Control) is binocular disparity, which is the difference between
the vergence demand imposed by Object Distance and the Convergence Response (CR). The output of the vergence
controller goes to the extraocular muscles (EOMs) which adjust vergence angle. This feedback loop can be opened
(dashed arrow at bottom) by any manipulation which eliminates binocular viewing of the target, such as occluding one
eye. The accommodation-vergence interaction is due to cross-links by which some fraction of the output of the
accommodative controller is added to output of the vergence controller (accommodative convergence, downward
angled arrow), and some fraction of the output of the vergence controller is added to the output of the accommodative
controller (convergence accommodation, upward angled arrow). The strengths of these cross-links is assessed by
the AC/A and CA/C ratios. In order to measure the AC/A ratio, the disparity feedback system must be open loop, and
measurement of the CA/C ratio requires that the accommodative feedback system be open loop.

Although not indicated by the Fig. 1, there is some
flexibility associated with these cross-links. For exam-
ple, if a subject is required to binocularly view a target
at a given distance through base-out prisms, a greater
demand is placed upon the systems to converge
than to accommodate. Subjects have some limited
ability to dissociate the convergence and accommoda-
tive responses. However, if the convergence demand
imposed by the prisms is too great, the subjects will
experience blurring of the target, caused by the
excessive driving of the accommodative system by the
vergence systems via the AC/A cross-link. If the change
in vergence demand by the prisms is gradual and takes
place over a time course of minutes, prism adaptation
may occur. Prism adaptation may be considered as a
change in the vergence offset or bias in the relationship
between accommodation and vergence [4]. Adaptation
with base-out prisms causes the eyes to be more
converged for a given level of accommodative demand.
Prism adaptation is also called phoria adaptation,

because it is measured as a change in the phoria. There
is some evidence for adaptation of accommodation
when accommodative and vergence demands are
mismatched, but the degree of adaptation appears to
be modest.

In addition to the changes in bias or offsets, the AC/A
and CA/C ratios can be modified. Prolonged viewing
of targets using periscopic spectacles which simulate
a larger inter-ocular distance results in an increase in
the AC/A ratio and a corresponding decrease in the
CA/C ratio [5]. Optical manipulations which effectively
decrease the inter-ocular distance decrease the AC/A
ratio and increase the CA/C ratio, although the observed
changes are more modest. For adults, the inter-ocular
distance is constant, and so are the AC/A and CA/C
ratios for a given individual, although there are
differences in the ratios among people. The capacity
to increase the AC/A ratio with increasing inter-ocular
separation is probably important during childhood
growth.
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Downstream Events/Conditions

Although both the vergence and accommodative
control systems strive to minimize error, this is rarely
realized. Error within the vergence systems is termed
binocular disparity. If it is small enough to permit single
vision (i.e. less than about 0.25°) this error is termed
“fixation disparity.” Larger binocular disparities lead to
double vision, or »diplopia, which generally results in
the suppression of one eye’s image by the nervous
system. Errors in accommodation seem to be more
readily tolerated, and the mismatch between the
accommodative demand and the eye’s response is
termed “accommodative lag.” With aging, there is a
progressive loss of the ability to accommodate
(presbyopia), which is believed to be due to the gradual
loss of elasticity of the crystalline lens.

Involved Structures

The neuronal circuits for both accommodation and
vergence are believed to be located in the midbrain.
Although it seems likely that visual cortical inputs provide
the sensory inputs to this mechanism, the pathways are
not known. Neuronal signals related to accommodation
and vergence are found on midbrain near response cells
(» Near response neurons). Most near response cells have
a firing rate which is proportional to both accommodation
and vergence. Many also have a signal related to vergence
velocity, and presumably, to accommodation velocity as
well. A subset of near response cells has been shown to
project to the »medial rectus subdivisions of the oculo-
motor nucleus, the site of medial rectus motoneurons,
which are needed to generate convergence of the eyes [3].
Near response cells may also project to the Edinger-
Westphal nucleus to control accommodation, but this has
not been demonstrated. Neurons in the abducens nucleus
are also involved in ocular vergence, but neither direct nor
indirect projections from near response neurons to the
abducens nucleus have been shown. Lens accommodation
is effected by the action of the ciliary muscle of the eye,
which has both parasympathetic and sympathetic inputs.
Parasympathetic input, which appears to be more
important for accommodation, is relayed from the
midbrain Edinger-Westphal nucleus via the ciliary
ganglion.

Methods to Measure This Event/Condition

The most commonly used measure of the interaction
between accommodation and vergence is the AC/A
ratio. This is measured by first opening the vergence
feedback loop (see dashed arrow in lower half of
Fig. 1). This is done by dissociating vision in the two
eyes, often with a hand-held occluder, so that they do
not see the same object at the same time. Typically, a
clinician will measure the subject’s phoria while
viewing a distant target. The phoria is the deviation of
the non-viewing eye from the target. The phoria will

then be re-measured while the subject views a near
target. The AC/A is calculated as the ratio of the change
in phoria to the change in accommodative demand.
A typical AC/A ratio value is 4 prism diopters per
Diopter, or about 0.6 Meter Angles (MA) per Diopter.
Note that this describes a stimulus AC/A ratio; in that
the subject’s accommodative response is not measured.
The accommodative response can be measured, but
this is rarely done in clinical settings. The CA/C ratio
must be determined independently, since it cannot be
calculated from the AC/A ratio. To measure the CA/C
ratio, it is necessary to open the accommodative
feedback loop (dashed arrow on top half of Fig. 1),
which can be done by having the subject view a target
through optical pinholes. Convergence can be elicited
by placing base-out prisms in the optical path as the
subject views a target binocularly. The associated change
in accommodation, which can be measured using retino-
scopy or by means of an optometer, is expressed as a ratio
of accommodative change per unit of vergence change.
When expressed in equivalent units, the CA/C ratio
is usually around 0.7 D/MA. This corresponds to about
0.1 Diopters per prism diopter. Due to the specialized
optical equipment needed to measure the CA/C ratio,
it is rarely done in clinical settings.
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Accumbens Nucleus

Synonyms
» Nucl. Accumbens

Definition
At the site where the corpus striatum borders on the
septal nuclei is situated the accumbens nucleus (septal),
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which has a structure similar to the corpus striatum, but
has unusually intensive fiber connections to the limbic
system and hence is viewed as being a link in emotion/
motivation and movement.

» Telencephalon

[
Accuracy Versus Speed Rule

Definition
» Fitts” Law.

» Eye-Hand Coordination

|
Acetylation of Nucleosomal Histones

»Histone Acetylation in the Developing Central
Nervous System

| Acetylcholine (ACh)

Definition

Acetylcholine (ACh) is a classical neurotransmitter
found both in the central nervous system (CNS) and the
peripheral nervous system (PNS). Cells that produce
acetylcholine are referred to as cholinergic. Acetylcho-
line formed the basis for early studies of synaptic
transmission which led to the formation of key
principles of chemical neurotransmission. The transfer
of the acetyl group from acetyl-coenzyme A to choline
is a single step process that forms acetylcholine and is
dependent on the enzyme choline acetyltransferase
(ChAT). Acetylcholine is inactivated by the enzyme
acetylcholinesterase, which converts acetylcholine to
choline and acetic acid. Choline is transported back into
the presynaptic terminal where it is used to synthesize
acetylcholine. Acetylcholine is released from both
somatic motor nerve terminals (at the neuromuscular
junction) and autonomic preganglionic terminals, as
well as at synapses in enteric ganglia and some central
synapses. In the central nervous system, cholinergic

neurons are primarily located in the basal forebrain and
brainstem. Acetylcholine acts at nicotinic and musca-
rinic acetylcholine receptors.

» Acetylcholine Receptors
» Autonomic Ganglia

» Basal Forebrain

» Cholinergic Brainstem

» Neuromuscular Junction

I Acetylcholinesterase

Definition
Enzyme that breaks down acetylcholine at the synapse.

» Evolution of Subpallial Cholinergic Cell Groups

I N-acetyl-5-methoxytryptamine

» Melatonin

" AchR

Definition
Acetylcholine Receptor.

» Acetylcholine

I Achromatopsia

Definition
Color blindness resulting from damage to cortical visual
area V4.

» Visual Neuropsychology
» Visual Perception
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I Acid-Sensing lon Channels

Definition

Acid-sensing ion channels (ASICs) are members of the
epithelial sodium channel (ENaC)/degenerin (DEG)
family, characterized by two transmembrane domains
and a large cysteine-rich extracellular domain. ASICs
are expressed in neurons, and function as extracellular
proton-gated cation channels, preferably permeable to
Na'.

» Taste Bud

I Acinopterygians

Definition

The subclass of Osteichthyes, the bony fishes, that
comprise the ray-finned fishes. These include five major
clades: the cladistians (reedfishes, or bichirs), chon-
drosteans (paddlefishes and sturgeons), ginglymodi
(gars), halecomorphi (the single species Amia calva,
the bowfin), and teleosts (the very large radiation of
bony fishes).

»Evolution of Brain: at Invertebrate—vertebrate
Transition

I Acoustic Labyrinth

» Cochlea

I - -
Acoustic Neurinoma

Definition
Tumor arising from the nerve sheath cells. Other terms
to describe this entity include acoustic schwannoma,
neurilemoma, acoustic neuroma. This tumor arises on
the cranial nerve VIII (acoustic). It is presumably
formed by Schwann cells (or their progenitors).
Schwannoma arises eccentrically within the nerve,
displacing the axons and sparing the nerve. This feature
makes nerve-sparing surgery possible in some cases.

Tissue architecture of the tumor is characterized by
dense or loose structures named Antoni A or B
respectively. Acoustic schwannoma corresponds histo-
logically to WHO grade 1. Maligant progression of
acoustic schwannoma is extremely rare. Clinical
presentation typically includes tinnitus (ringing in the
ear) and hearing loss. Magnetic resonance imaging
(MRYI) is the study of choice for detection of this tumor
and usually reveals well-circumscribed, sometimes
cystic and enhancing mass. Treatment modalities
employed include observation, surgical resection and/
or radiotherapy. Bilateral acoustic schwannomas are the
hallmark of a neurogenetic disease Neurofibromatosis

type 2.

» Gliomas
» Schwann Cell

I Acoustic Sensillum

» Invertebrate Ears and Hearing

I Acoustic Striae

Definition

Fiber tracts that emerge from the cochlear nucleus
containing the axons of neurons projecting to higher
auditory centers.

» Cochlear Nucleus

[
Acousticolateralis Organ

» Electroreceptor Organs

I Acousticolateralis System

» Evolution of the Mechanosensory and Electrosensory
Lateral Line Systems
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| Acoustics
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Definition

» Acoustics is the study of »sound [1,2]. Sound is
produced when an object vibrates causing a pressure
wave to propagate through a medium (e.g., air) to a
receiver.

Characteristics

As acoustics is the study of sound [1,2], it is the study
of how objects produce sound through vibration. An
object must have mass and inertia in order to vibrate. A
spring attached to a weight may serve as a model for a
vibrating object, with the weight representing the
properties of mass and the spring the properties of
inertia. When the weight is pulled away from or pushed
past its resting point, the spring will cause the weight to
vibrate. A force moves the object and the spring applies
a restoring force. These forces can be expressed as the
moving force, F' = ma, and the restoring force, F' = —sx,
where m is mass, s is stiffness, and a and x are
acceleration terms. In a frictionless world with no
» resistance, the two forces offset each other when the
weight vibrates resulting in ma + sx = 0. This equation
has as one of its solutions a(f) = 4 Sin[/(s/m)t + 6],
where s, m are defined as above, a(f) is the instanta-
neous displacement of the weight as a function of time,
t is the time in seconds, 4 is the peak distance that the
weight moves, and @ is the »starting phase (in radians)
that describes the position of the start of the vibration
relative to the weight’s resting position.

Hence, a sinusoidal (sin) function describes the motion
ofthe free vibration of the weight and spring. The formula
a(f) can be rewritten as a(f) = A Sin(2aft + 6), where A4
is the peak amplitude, fis »frequency (for the mass and
spring f= /[s/m]), tis the time, and f is the starting phase.
Such a sinusoidal vibration produces a »simple or pure-
tone sound. The frequency of vibration ( () is expressed
in »Hertz (»Hz), in which “n” Hz means that the object
has gone through “n” vibratory »cycles in one second.
When friction is included, the sinusoidal pattern of
vibration becomes a damped pattern in which the
amplitude of vibration decreases over time, at a rate that
is proportional to the amount of resistance.

Vibrating objects then impart their pattern of vibration
to the molecules within a medium (e.g., air). As air is the
medium for sound transmission for most animals, we
will consider the transmission of sound through air. Air
consists of molecules in constant random motion. When

a vibrating object moves in one direction, air molecules
are pushed in the same direction (assuming no frictional
forces). The molecules next to the vibrating object are
compressed together as the object moves outward from
its resting state, creating an area of greater air-molecule
density. As the density of air molecules increases, the
pressure increases creating an area of »condensation. As
the vibrating object moves in the opposite direction (back
toward its resting state), the air molecules fill the space
vacated by the vibrating object moving in the opposite
direction. As the vibrating object moves back past
its resting state, an even larger vacated area is generated
for the air molecules to fill. Now the density of air
molecules has decreased, lowering the pressure, and
generating an area of »rarefaction.

The mere presence of molecules in air creates P static
air pressure, which is proportional to the density of
molecules. The changes in pressure due to the vibrating
object are changes in this existing static air pressure.
Imagine a photograph of the air molecules taken when
the object was vibrating, freezing the density pattern ata
moment in time (Fig. 1).

The molecules appear to cluster at some points in
space (condensation) and spread farther apart at other
places (rarefaction). The molecular motion at a
condensation tends to be away from the source, and
the motion at a rarefaction tends to be toward the
source. As an object vibrates, it causes a sound pressure
wave with alternating areas of condensation and
rarefactions to radiate out from the source in a spherical

Static air
pressure

Rarefaction Condensation

Source

Acoustics. Figure 1 A depiction of a sound wave and
areas of condensation and rarefaction of increased and
decreased pressure (above and below the static air
pressure) as the wave motion forces the air molecules to
move away from and toward the vibrating source.
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manner. The distance between successive condensa-
tions or rarefactions is the »wavelength (A) of sound;
A= cl/f, where c is the speed of sound in meters/second,
fis the frequency, and A is expressed in units of distance
(e.g., meters). The speed of sound in air is approxi-
mately 345 m s ', although it can vary as a function of
temperature, density, and humidity.

A propagating wave produces instantaneous changes
in pressure p(f) = mv / tAr, where m is the mass, v is the
velocity, ¢ is the time, and Ar is the area. The root-mean-
square (rms) pressure (p) describes an average pressure.
Since force, F'=mv /t, then, p = F'/ Ar. As a vibrating
object exerts a force, this means that the force moves an
object through some distance. This is a definition of
work. Energy (E) is the ability to do work. Power (P) is
the rate at which work is done. Therefore P = E/T,
where T is the time in seconds over which the work
is done. »Sound intensity (»/) is a measure of sound
power, = p?/p,c, p is the rms pressure, p, is the density
of the medium, and c is the speed of sound in the
medium. Sound pressure is usually expressed in units
of micropascal (uPa) and sound intensity in units of
watt/cm®.

Given the very large range over which sound intensity
can vary (especially in terms of the range for hearing), a
logarithmic relationship is often used to measure sound
»level in terms of sound intensity and sound pressure.
The ratio of two sound intensities (/; and /,) expressed in
» decibels (»dB)is 10 log I / I,. As I=p* / p,c, then the
formula for decibels in terms of pressure (p) is decibel
(dB)=101og 1, / I, =20 log (p;1 / p»). The decibel (dB),
therefore, is 10 times the log of the ratio of two
intensities, two powers, or two energies and 20 times the
log of the ratio of two pressures. Two conventions are
commonly used to define decibels in relative terms.
Experiments conducted in the 1930s determined that a
pressure of 20 pPa was the smallest sound pressure
required for the average young adult to detect the
presence of a mid-frequency pure tone. When decibels
are expressed relative to 20 pPa (i.e., p, = 20 pPa),
they are expressed as decibels of » Sound Pressure Level
(dB SPL), and they indicate the decibel level relative to
the softest sound that humans can detect. »Sensation
Level (dB SL) is referenced to the least intense sound a
particular subject can detect in a particular experimental
situation (for example, at a particular frequency).
Decibels of »Hearing Loss (dB HL) is a measure
like dB SL, in that dB HL is expressed relative to
standardized levels required for listeners with normal
hearing to detect tones of different frequencies.

The sound wave propagates out from the source
in a spherical manner. Since sound intensity is inversely
proportional to area, and the area of a sphere is pro-
portional to its radius squared, sound intensity decrea-
ses as function of the square of the distance from

the source. This inverse relationship between sound
intensity and distance is referred to as the »inverse-
square law. Thus, for each doubling of the distance from
the sound source, sound intensity decreases by a factor
of 4, or about 6 dB (10 logd = 6.02 dB) assuming
the sound wave does not encounter any obstacles as
it radiates out from the vibrating source.

The sound pressure wave can encounter objects as
it travels from its source. The sound wave can be
reflected from the object, absorbed at the boundary
of the object, transmitted through the medium of the
object, or »-diffracted around the object. The amount
of reflection depends on the difference between the
characteristic »impedance of the original medium in
which the sound wave is traveling and that of the object
the sound wave encounters. » Characteristic impedance
(»Zc) is defined as Zc = p,c, where p,, is the density of
the medium and c is the speed of the sound in the
medium. Notice that Zc is the same as the denominator
of the definition of sound intensity, i.e., /= p* / Zc. The
greater the characteristic impedance of the object,
the greater the magnitude of the sound wave that is
reflected from the surface of the object.

Sound is diffracted around objects whose diameters
are approximately equal to or less than the wavelength
of the sound wave. The level of sound on the side of
an object opposite the direction in which the sound
travels may be less than that on the side that the
sound wave encounters first. That is, objects can
produce a sound shadow. Since wavelength is inversely
proportional to frequency, the higher the frequency
of the sound wave, the greater the amount of attenuation
due to the sound shadow.

The reflections of sound waves traveling in enclosed
spaces (e.g., in a tube) can produce a pattern of reflections
that can both reinforce and cancel the pressure waveform.
Under appropriate conditions, a »standing wave can be
created. A standing wave creates areas of increased
pressure within the enclosed spaces (»antinodes),
interspaced with areas of decreased pressure (»nodes).
The fundamental frequency ( f;) of the standing wave is
related to the length of the enclosed space (e.g., fo =c¢/
(2L), where c is speed of sound, L is length of enclosed
space, when the enclosed space is closed or opened at
both ends).

The reflections from surfaces in enclosed spaces like
rooms can reinforce each other and the combined
reflected sound wave can last a long time after the
originating sound has ceased. In this case, »reverbera-
tion is produced and the time it takes the reverberant
sound level to decrease 60 dB from the original sound
level is the »reverberation time of the room. Reverber-
ation time is proportional to the size of the room
and inversely proportional to the amount of sound that
is absorbed by the surfaces of the room.
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Sound may be analyzed in several ways. The time
waveform representing the relationship between sound
pressure or intensity and time may be converted into a
frequency-domain representation using a mathematical
procedure known as the » Fourier transform. Using the
Fourier transform, any » time-domain waveform can be
represented by the sum (or integral) of a set of simple
sinusoidal time-domain components.

For »periodic time-domain waveforms, the discrete
Fourier transform is

() =1/2A, + Z[an cos(nw,t) + by sin(nw,t)]

for n=20to oo,

where f(f) is the time-domain waveform, A, is a
DC shift in the baseline of the time-domain waveform,
o, = 2af,, f, is the fundamental frequency of the
periodic complex time-domain waveform, and a, and
b, are magnitude constants expressed in terms of
amplitude or power.

For non-periodic waveforms the Fourier transform is
f(t) = 1/2m [ f(w)e™' dw, over the integral from —oo
to +oo, where f(¢) is the time-domain waveform, f(w)
is »frequency domain transform, j is complex number
(N-1), and w = 2xf: The exponential (¢!*") is related to a
complex form of the trigonometric sinusoidal function.

Thus, either the time-domain or the frequency
domain description of the sound waveform provides a
unique and complete characterization of the waveform.
In the frequency domain, the sinusoidal components
are described by »spectra. The »magnitude spectrum
indicates the magnitude (pressure or intensity) of
each sinusoidal component as a function of its frequency
(e.g., for discrete Fourier transforms of “n” components,
the magnitude spectrum is the relationship between
Cn = /(a2 + b2) and nw,). The »phase spectrum
indicates the starting phase of each sinusoidal component
as a function of its frequency (e.g., for discrete Fourier
transforms of “n”” components, the phase spectrum is the
relationship between the arctangent (a,/b,) and nw,).
Thus, the magnitude and phase spectra completely and
uniquely describe the waveform. If sound is to be
described in terms of pressure variations over time, then
the time-domain waveform is used. If it is important to
know the frequency components of the sound, then the
frequency-domain description is used.

Any system that analyzes sound can be described
as linear or nonlinear. A »linear analysis system means
that the spectrum of the sound would only change in
the sense that the amplitudes and starting phase of the
input spectrum might change, but the frequency
components at the output of the analysis system are the
same as those of the input spectrum. In a »nonlinear
system, there may be frequency components at the output
of the analysis system that were not present in the input.

For instance, if the input to a nonlinear analysis system
was a spectrum of two sinusoidal components with
frequencies f1 and 2 (f1 > f2), then a nonlinear system of
the form y = x", where x is the sum of the components
with frequencies fl and f2, can produce nonlinear
»distortion components at mf1, mf2, (m—1)fl + (p—1)
f2,and (m—1)f1 — (p—1)f2, wherem= p=1ton, m#p.If
n =2, then the output spectrum would contain frequency
components at fl and f2 (the input components), 2f1, 2f2
(»harmonics), fl + f2 (»>summation tones), and f1—{2
(»difference tones). Since the additional sinusoidal
components would be added to the input components,
the time-domain description of the output of a nonlinear
system is distorted relative to the input.

Filtering may be used to estimate the magnitude
spectrum of a complex time-domain waveform. A » filter
is a device or function that passes the frequency
components of a sound within the »passband of the
filter without altering their magnitude. The magnitudes of
frequency components with frequencies that lie outside of
the passband are attenuated. For instance, a bandpass
filter with a 500-Hz to 1,000-Hz passband and a 6-dB/
octave »roll off would not change the magnitude of the
frequency components with frequencies between 500 and
1,000 Hz. The magnitude of components with frequen-
cies greater than 1,000 Hz, or less than 500 Hz, would be
reduced by 6 dB for each »octave (doubling) of the
component’s frequency away from 500 or 1,000 Hz (e.g.,
components at two octaves below 500 Hz, 125 Hz,
and two octaves above 1,000 Hz, 4,000 Hz, will have
magnitudes at the output of the filter that are 12 dB
less than they were at the input to the filter).

In the example above, if a »complex sound input
to the filter had frequency components in the range
of 500-1,000 Hz, the filter output would be greater
in level than if the complex sound only had frequencies
above 4,000 Hz. Thus, the output of each filter in a bank
of bandpass filters can estimate the relative magnitudes
of the frequency components in a complex sound.
The accuracy of the estimate depends on the density
of filters, the width of the passbands of each filter
(the width of the passband is related to the »Q of the
filter, where Q is the ratio of the filter’s center frequency
and its bandwidth), and steepness of the roll offs of
each filter. Thus, a bank of bandpass filters may be
used to estimate the magnitude spectrum of a sound.

The description of sound and its analysis provided
above covers the major aspects of sound that affect
auditory processing. The auditory system is sensitive
to the pressure wave and how any objects that it
encounters as it travels from its source to the ears of a
listener affect it. Both the time and frequency domain
descriptions of sound are coded by the auditory peri-
phery. A filter bank is often used to model the frequency
analysis performed by the biomechanics of the inner
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ear. The auditory system is nonlinear at almost every
stage of processing and is remarkably sensitive to
the acoustic properties of vibrating objects.
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Definition

Learning about the predictive relation between a
conditioned stimulus (CS) and an unconditioned
stimulus (US) follows a negatively accelerated acquisi-
tion curve. A common index of acquisition is the ability
of the CS to elicit a conditioned response. Control
procedures are used to ensure that the change in
behavior to the CS is due to learning about the CS-US
relation and not to experience with the events per se. In
the unpaired control procedure, the same number of
CSs and USs is presented as in the paired condition but
they are never contiguous in time; in the random control
procedure, the probability of an US is unchanged by the
presence or absence of the CS.

» Theory on Classical Conditioning

I Across-Neuron (also: Across-Fiber)
Pattern Code

Definition

Hypothesis stating that neural information is repre-
sented by spatiotemporal patterns of activity and
amounts of activity in populations of nerve fibers and
central neurons rather than in the activity of individual
neurons. For example, since the three types of retinal
cones respond broadly, albeit differentially, to over-
lapping ranges of light wavelengths, any individual
wavelength is represented by a specific ratio of
activities across the different cone types.

» Color Processing
» Photoreceptors
» Sensory Systems

I Actin

Definition

Actin filaments (microfilament) are a major structural
component of the cellular cytoskeleton. The monomeric
globular form (G-actin) polymerizes to form long
helical filaments (F-actin), 7-9 nm in diameter. All
subunits are oriented in the same direction resulting in a
structural polarity where the ends of the filament are
different. The structural polarity has important func-
tional implications where the barbed end (+ end) of the
filament has a faster rate of growth than the pointed (-)
end. Actin is also the name of one of the two contractile
proteins implicated in muscle contraction. Actin
(sometimes also referred to as the thin filament) consists
of two chains of serially linked actin globules that are
wrapped around each other in a helical fashion. Actin
also contains tropomyosin, a long fibrous protein that
lies in the groove formed by the actin chains and three
sub-units of troponin, troponin T, I and C. Tropomyosin
and troponin are regulatory proteins associated with
controlling cross-bridge binding to actin.

» Force Depression/Enhancement in Skeletal Muscles
» Molecular and Cellular Biomechanics
» Sliding Filament Theory

I Actin-associating Protein Kinase (Akt)

Definition

Akt, also known as protein kinase B (PKB) is involved
in intracellular signaling. Its roles include glucose
metabolism and cell survival. Akt regulates cell
survival and metabolism by binding to and regulating
downstream effectors such as transcription factors and
anti-apoptotic molecules.

» Neurotrophic Factors in Nerve Regeneration

I Actinopterygians

Definition
Sistergroup of sarcopterygians, include all ray-finned
fishes, i.e., bichirs (Polypterus) and the reedfish



Action, Action-Theory 19

(Calamoichthys), together forming the cladistians, the
sturgeons (chondrosteans) the gars (Lepisosteus; gin-
glymodes) and the bowfin (Amia; halecomorphs), as
well as the manifold modern ray-finned fishes, the
teleosts.

» Evolution of the Brain: In Fishes
» Evolution of the Telencephalon: In Anamniotes
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Synonyms
Action; Behavior; Doing; Action-theory; Philosophy
of action

Definition

Usually an action is defined as something which is done
by an agent for a reason, where the reason explains the
action. But here, at the latest, agreement comes to an
end and various action-theories start.

Description of the Theory

There is no single action-theory but a variety of theories
which address a number of closely interrelated topics
that shape what is usually called »philosophy of action.
Although many of these topics had already been dis-
cussed in traditional philosophy (notably by Aristotle,
Hume, Kant), these discussions were then usually
regarded as part of moral philosophy. Philosophy of
action as a discipline of its own came up in the middle of
the twentieth century (helpful collections of classical
papers in action theory are [1,2]).

The Central Question: What are Actions?

The main target of any action-theory is to give an
adequate account of »what actions are. An action is
something we do, not something that merely happens to
us, like rotating with the earth or catching a cold. Yet,
not everything done is properly called an action.
Warming the seat of a chair or outwearing one’s shoes
are things we do, but they are not actions. Neither is it
an action if someone trembles when he is scared or
blinks when something is approaching his eyes. Hence,
actions are to be distinguished from things that happen
to us and also from mere behavior, particularly reflexive
behavior.

In order to account for the difference, actions are
usually regarded as events each of one of which is a
person’s doing something for a reason, where the
person’s having the reason explains why they did
the thing. In ordinary language the term “reason” is
used in two different ways to explain actions: reasons
are either states of affairs that speak in favor of the
action (The reason I phone you is that your uncle died)
or reasons are mental states that motivate the action
(The reason I phone you is that I want to invite you
for dinner). Both kinds of reasons (so called »externa-
land »internal reasons) have been used to specify what
actions are.

The idea that reasons basically are external reasons,
i.e. states of affairs in the environment of the agent, and
that actions are the agent’s Presponse to them was
proposed, among others, by Georg Henrik von Wright
[3]. But this view faces a number of serious problems:
First, usually we would only regard such responses as
actions if the agent also realizes the specific features of
the environment, i.e. if she has the respective internal
reason as well. Secondly, we would still take them to be
actions even if the features do not in fact obtain, as long
as the agent mistakenly assumes that they do. And
thirdly, it is not quite clear how an adherent of this
approach could account for the explanatory power of
reasons.

Because of these problems and because it is initially
so plausible that we are agents because we have minds,
the received understanding of action in modern action
theory is »mentalistic, which means that the specific
difference between actions and other doings is located
in the mental attitudes the agent has towards her doings.
Actions are done, because the agent wants, wills or
intends them to occur. Mentalistic proposals differ with
respect to the mental attitudes they take to be crucial
and/or with respect to what they regard as the proper
relationship between these attitudes and the respective
actions.

The classical mentalistic view is P volitionalism,
according to which actions have to be preceded by
volitions or Pacts of will that trigger the action.
Volitionalism arguably originates in the early Christian
adaptation of antique concepts of agency, particularly in
the writings of Augustine. However, in recent philoso-
phy of action volitionalism met at least two serious
problems: first, there are many everyday, routine actions,
which we seem to perform without a preceding act of
will, and secondly volitionalism seems to imply that
volitions are actions too, which would presuppose that
they in turn are preceded by another act of will, and so
on, ad infinitum. Despite these difficulties there are still
defenders of volitionalism.

The dominant mentalistic alternative to volitionalism
is the so-called »belief-desire thesis. According to this
view it is characteristic of actions that they are
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performed because the agent has a desire (or more
generally: a pro-attitude) towards doing something and
believes that what she does is of the desired kind. The
agent might e.g. phone her friend because she wants to
invite him for dinner and believes that phoning him is a
way to invite him. In the terminology of the leading
proponent of this view, Donald Davidson, the belief-
desire pair is called the action’s »primary reason [4].
Actions are things done for primary reasons.

However, the belief-desire thesis, too, faces an obvi-
ous problem: it seems to account merely for »intentional
actions, leaving all kinds of unintentional, involuntary,
inadvertent actions unexplained. If the agent phones
her friend because she mistook his number for the
number of her parents, she does not act on a primary
reason for phoning him, yet her phoning him is neither
just something that happened to her nor a mere behavior,
it is a mistaken, misguided action. What is therefore
needed is a two-step account of actions: they are either
intentional (i.e. done for a primary reason) or they are
performed by doing something else intentionally.

For some time, roughly between 1970 and 1990, the
metaphysical question of how to understand this by-
locution played an important role in action theory (for
an overview see [5]). According to Davidson and others
“by” only relates different descriptions of the same,
numerically identical action. Hence, in their termi-
nology, actions are intentional only under a certain
description (P> coarse grained account). According to
authors like Alvin Goldman and Jaegwon Kim on the
other hand “by” always or at least sometimes relates
different, numerically distinct actions (»fine-grained
accounts). These views were usually combined with
ontological claims as to whether actions are events at
all, whether they are restricted to bodily movements or
could also comprise some other events, or whether
actions should in the last analysis be seen as internal,
mental phenomena: e.g. strivings, tryings or decisions.

The ontological debate in action theory also focused
on the problem of how to account for so called »negative
actions, i.e. omitting something or letting something
happen. On the one hand it seems to be beyond doubt
that part of what we intentionally do belongs to this
negative kind (e.g. if we abstain from smoking because
it is unhealthy), on the other hand negative actions seem
to be ontologically unreal, because in a sense the agent is
not doing anything at all.

The intentionality of actions also gave rise to the
question, whether a pair of beliefs and desires is really
sufficient for an action to occur or whether it is
necessary to have an »intention in advance of one’s
action. The proposal to augment the belief-desire thesis
by an additional mental component, the agent’s
intention or choice, has the advantage to preserve the
initial plausibility of volitionalism with a good chance
for avoiding some of its difficulties. However, the

proposal it is still faced with the problem that
particularly routine acts seem not to be preceded by
such an attitude. Yet in any case, even if not all actions
presuppose intentions separate from the agent’s primary
reasons, it is an important task in action theory to
account for the role an agent’s intentions play, since
intentions are crucial for understanding »planned,
»complex and P joint actions [6]. Authors disagree
though on what intentions are and particularly whether
they could be reduced to other kinds of intentional
attitudes.

Other mental phenomena also play an important role
for agency. Actions are not only performed for reasons
or intentions, we also act on e.g. fury, love, fear, or
shame. Sometimes we even act just for fun or “for
nothing.” What this shows is that, at least, action theory
has to take into account other mental antecedents of
actions that add to action explanations, although some
authors go further and regard the existence of such
»arational actions as a refutation of the belief-desire
thesis and of its too rationalistic view of actions.

Despite their differences all mentalistic approaches
agree in the idea that for a doing to be an action it is not
sufficient that the agent has the respective mental
antecedents, the doing must also be explained by them.
This leads to a second major topic in the philosophy of
action, the character of action explanations.

Action Explanations

Action explanations combine two ideas: first the action
is described as, in a sense, being »adequate (or fitting)
to the explanantia, and secondly it is described as
happening because of its adequacy.

The first idea is easily illustrated by explanations
based on the agent’s acts of will, volitions, intentions or
decisions. The action fulfils what is expressed in the
content of the respective attitude. The agent’s phoning
her friend fits to her preliminary intention, because
phoning him is what she intended to do.

Primary reasons fit the action in showing it as being
reasonable, in the sense that the agent could have
concluded from the reasons she has that it is somehow
favorable to perform the action. The agent’s desire to
invite her friend together with her belief that this could
be done by phoning him speak in favor of phoning him.
The idea that reasons allow for a special sort of
inference to the respective action goes back to Aristotle
who called inferences like these »practical syllogisms.
Obviously there is something to the idea that action
explanations have such a quasi-logical structure, but
there is widespread disagreement as to whether
practical inferences could be valid at all, whether they
follow a special kind of (deontic) logic and which form
a conclusion of a practical syllogism has. Is it, e.g. a
value judgement, an expression of intention or perhaps
the action itself ?
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Moreover, pointing out the primary reason of an
action seems to be quite a feeble kind of explanation.
Since agents usually have many competing desires
which they cannot fulfill simultaneously, simply saying
that there was a reason in favor for the agent’s action
doesn’t explain why it was just this desire she satisfied
and not any other. So one might wonder why we are at
all interested in an agent’s reasons.

One way to cope with this question is to regard the
agent’s intentional states as constituting something like
a P hierarchical structure, ordered according to the
strength of her desires and the subjective probability of
her beliefs. Reason explanations would then carry an
implicit presumption that the reasons mentioned were
on top of this hierarchy. Seen in this light the agent is a
perfectly »rational being and reasons explain an action
because from the agent’s perspective every action is
displayed as the very rational thing to do.

Obviously, this view has difficulties in coping with
familiar cases of »-irrationality, e.g. instances of weak-
ness of will, and also with agency in dilemmatic cases.
Moreover, as Rational Choice Theory and Game
Theory have made vivid, it is sometimes awfully
complicated to figure out how to behave rationally,
hence it would be surprising if every human agent could
be regarded as a perfectly rational being.

But besides these difficulties there is the second idea
that for an occurrence’s being an action it may not be
sufficient that it is rational in the light of the agent, but
that it also has to be caused by the agent’s intention.

When this topic was discussed in the mid twentieth
century by, among others, Ludwig Wittgenstein, Gilbert
Ryle and G.E.M. Anscombe there was widespread
agreement that because reason explanations aim at an
» interpretation (or an understanding) of the action they
could not at the same time be causal explanations. The
most prominent argument for this view was the so
called logical connection argument, according to which
the connection between a reason for doing something
and the resultant action is incompatible with the logical
independence requisite for cause and effect.

During the sixties these arguments were criticized
very effectively, most prominently by Davidson. Since
then it is the received view that reason explanations are
a special kind of causal explanations. This causalistic
view fits well with different approaches to the mind
body problem that were developed in these days in the
»philosophy of mind, e.g. identity theory and func-
tionalism. But there are still authors who doubt that
reason explanations are causal and defend alternative
views (P interpretative or »teleological approaches).

One reason for being skeptical about the causalistic
approach is that there are cases where although inten-
tional attitudes rationalize as well as cause something
the agent does, what she does isn’t an action. A student,
e.g. who wants to avoid an examination may try so hard

to find a way of getting around it that she absentmind-
edly runs into a car on the street and spends her time in
the hospital instead of being examined. Although the
student certainly knows that having a car accident
is a suitable means for avoiding an examination, and
although her want to avoid the examination also has
caused the accident, the accident still was not an
intentional act of her. Some authors regard such cases of
so called »wayward causal chains as evidence against
causalism. What they show in any case is that there is
more to the explanatory value of reason explanations
than just rationalization and causation. Speaking
metaphorically, the causation has to take the right
route, and it is a widely discussed topic in today’s action
theory how to unwrap this metaphor.

Agents

Another reason for being reluctant to accept the
standard causal account of action explanations is that
it may threaten our » freedom and responsibility (» Will,
freedom of). The suspicion that taking reasons to be
causes of actions would leave us no real freedom of
choice has led some authors (most prominently Roderick
Chisholm) to the view (foreshadowed in ancient concep-
tions of causality) that instead of the agent’s intentional
attitudes the agent herself should be regarded as the cause
of the action.

But although most action theorists are reluctant with
regard to such a special kind of »agent causality, many
agree that the standard belief-desire thesis under-
estimates the role of the agent, as far as full-fledged
human agency is concerned. What is usually assumed to
be missing is some sort of complexity that distinguishes
agents like us from simpler (e.g. animal) agents.
Moreover most authors agree that the crucial difference
is to be found in features that are usually associated with
concepts like »personality and »autonomy (»personal
autonomy). These features in turn are either located in
the reflective structure of the intentionality of persons
(e.g. Harry Frankfurt’s conception of second order
volitions in [7]), or in a special capability of valuing
(e.g. Charles Taylor’s distinction between weak and
strong evaluations in [8]).

Parallel to this debate about the characteristics of
paradigmatic full-fledged human agents there is also a
discussion about borderline cases of »non-human
agency. In accordance with common sense most authors
agree that at least higher mammals are agents, but some
authors are willing to concede agency to lower animals,
plants and perhaps even artifacts as well. A rather
different and also widely discussed question is
concerned with corporate agency. While animals
typically raise worries whether they are sophisticated
enough for being agents, corporations, in a sense, are
obviously very smart, but on the other hand they seem
to be too lofty entities for counting them as true agents.
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Why Action Theory?

There are several good reasons for being interested in
the results of action theory. Action theory is part of
»anthropology i.e. the study of human nature. In
particular, there are strong connections with the
philosophy of mind. On the one hand actions are
typically characterized by their mental antecedents,
therefore most problems in action theory can only be
solved by taking into account the nature of these
antecedents. On the other hand, many influential
characterizations of mental states in the philosophy of
mind refer to their behavioral output (e.g. behaviorism,
functionalism), so that presumably any plausible theory
of the mind has to offer an account of actions as well
(for an overview see [9]).

The findings of action theory also have strong
bearings on Pethical issues. For one thing ethics is
obviously interested in the problem of freedom of the
will since free will is usually regarded as a prerequisite
of moral responsibility, and for another there are some
important distinctions in moral theory that rely on
corresponding differences in action theory, most
prominently the difference between actively doing
something and letting something happen or omitting
something, which e.g. is at the basis of the distinc-
tion in medical ethics between killing a patient and
letting him die. Another distinction that is relevant for
applied ethics is the one between causing something
and merely accepting it as a side effect, which, e.g. is
sometimes employed for drawing the line between
permitted and forbidden killings of civilians in warfare.
Both distinctions have to be elucidated in action theory
in order to estimate their ethical impact in moral
philosophy [10].
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Synonyms
Discharge; Impulse; Spike

Definition

The action potential is the active electrical response of
an excitable cell membrane to a stimulus, reflected in a
fairly stereotyped change in membrane potential from a
resting value (negative inside) to a depolarized (either
positive or less negative inside) value and back. The
durations of action potentials range from a few
milliseconds in neurons to hundreds of milliseconds
in cardiac, gastric and intestinal cells. The underlying
mechanism consists of voltage-dependent opening
of Na*, Ca>" and K" channels. The response is initially
depolarizing due to opening of Na“ and/or Ca®"
channels, and subsequently repolarizing due to delayed
opening of K* channels.

Characteristics

The action potential represents membrane mechanisms,
that yield an electrical signal, which propagates over
long distances. The signal originates from an encoding
process that converts graded, non-propagating » recep-
tor potentials or synaptic potentials into action
potentials (> Sensory Systems).

Various examples of action potentials (red lines) in
different cells are displayed in Fig. 1. Most of them
are pulses (also called “impulses” or “spikes”) of fairly
short duration, on the order of 1-3 ms (Fig. la, b)
except for those in heart or smooth muscle cells
(Fig. Ic, d). A spike (Fig. 1a) evolves from a »resting
membrane potential of about =50 to —90 mV, (»Mem-
brane Potential — Basics), depolarizes at a steep rate and
reaches a peak which, depending on the resting
potential from which it arises, ranges from a much less
negative value than at rest (typically —10 mV to =5 mV)
to a positive voltage (»overshoot). In cardiac Purkinje
fibers, myocytes and some cells of the gastro intestinal
tract. the action potential has a prolonged plateau phase
(Fig. 1c), while in neurons and skeletal muscle cells,
rapid repolarization brings the action potential back
close to the resting potential, where a »delayed
depolarization or protracted »afterhyperpolarization
(AHP) may follow (Fig. 1a, b). Some neurons, such as
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Action Potential. Figure 1 (a—e) Intracellular records of membrane and action potentials (red lines).

(a) Schematic representation of an action potential with its phases. (b) The action potential measured in a squid
axon is a prototype of the fast action potential produced by nerve or muscle fibers. It is about 100 times faster than
the action potentials of heart muscle cells. In heart and smooth muscle cells (c,d), the rising phase of the action
potential is carried by Na* currents through Na* channels, while the prolonged plateau phase is mediated by Ca?*
currents through Ca?* channels. E: Endocrine cells such as the pancreatic B-cells also produce action potentials,
which are mediated by Ca®* and trigger exocytosis of the hormone (in this case insulin) (Adapted from ref. [1]).

the »motoneurons innervating skeletal muscle fibers,
may have pronounced (several mV deep) and long-
lasting (50-200 ms) afterhyperpolarizations.

The Squid Giant Axon

The basic processes underlying the generation of the
axon action potential were studied and described by
Hodgkin, Huxley (A.L. Hodgkin, A.F. Huxley, Nobel
Prize of Physiology or Medicine 1963) and coworkers,
including B. Katz (Nobel Prize of Physiology and
Medicine (1970). The giant axon of the squid turned out
to be a favourable structure because its size (diameter
0.5-1 mm) and robustness allowed it to be removed

from the animal, placed in a bath and subjected to
varying extracellular compositions. Its size allowed
insertion of relatively bulky longitudinal electrodes,
and because of membrane durability it was possible
to squeeze out the intracellular content and replace it
with solutions of varying composition (» Intracellular
Recording).

Processes Underlying the Squid-Axon Action Potential
Need for Extracellular Na*

The squid-axon experiments showed that the depolari-
zation (rising phase) of the action potential results from
a regenerative increase in Na'" conductance, beginning
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with the observation that reducing extracellular Na"
concentration diminished the amplitude and rate of
depolarization. Subsequently, current measurements
were made with the »voltage-clamp technique, which
identified voltage- and time-dependent properties
associated with the action potential.

Voltage-Dependent Currents
Voltage changes during the action potential are
associated with several different currents:

e Na' and K" conductances and the ensuing currents
show complicated dependencies on both time t and
time-varying membrane potential V(t):

INa(V, 1) = gna(V5 1) [V() — Bxal, - (12)

k(V,1) = gc (V1) [V() —Ei],  (1b)
These dependencies lead to a fast ionic current I;,,(V,t)
through the membrane, composed of Na' and K"
currents:

Iion<V7 t) = INa(V, t) + IK(V, t) (2)

e Although small and relatively insignificant in the
squid axon, a so-called leakage or »leak current
through other ion channels must be taken into
account, if only for corrective purposes [2]:

IL(V, 1) = g (V. 1) [V(1) — Ed]. 3)

e Fast voltage changes during the action potential
generate P capacitative currents Ic due to charging
and discharging the membrane capacitance C.:

Ie(t) = C.dV(t) /dt (4)

e The total current during the action potential would
thus be:

Itot(t) = INa(V7 t) + IK(Vv t) + IL(V’ t) + IC(t) (5)

The superposition of various time-and voltage-varying
currents was difficult to disentangle using the more
conventional methods of the time. The invention of the
voltage-clamp technique (> Intracellular recording)
made it possible to separate and analyze voltage- and
time-dependent properties of the action potential.

Voltage Clamp

The basic idea of the voltage-clamp technique is as
follows. Rather than studying the naturally occurring
action potential with its complicated time- and voltage-
dependent currents, abrupt step-like changes in mem-
brane potential from an initial “holding” potential Vy, to
a final test potential V¢ are utilized. The fundamental
principle is to keep the membrane potential constant
before and after the step by injecting, via a second intra-
axonal electrode, currents into the axon. These currents

would, of necessity, have the same magnitude, but the
opposite polarity of those elicited by the voltage step.

The method was revolutionary for its time, introdu-
cing a number of advantages:

1. The transient capacitative current I (Eq. 4) is
isolated because it only occurs during a very brief
time (order of microseconds), whereas the slower
ionic currents persist and can be measured indepen-
dently of Ic.

2. The membrane potential can be “clamped” at
various, constant test levels, at which the time
course of the voltage-dependent net current [I,¢; ()]
can be followed.

3. Varying the voltage-step size reveals the dependency
of ion conductances on membrane potential.

4. Conditioning voltage steps and holding poten-
tials permit measurements of time- and voltage-
dependent properties of ion channel activation and
inactivation.

5. Changes in extra- and intracellular ion concentra-
tions, and/or elimination of specific ion conduc-
tances with ion channel neurotoxins, can be used in
conjunction with voltage-clamp protocols to eluci-
date the relative contributions of I,(t) and Ix(t) to
Inct(t)'

6. The experimental arrangement for voltage-clamping
the squid axon has the further advantage of
producing a uniform space clamp, because an
identical transmembrane potential change is im-
pressed across the entire length of the membrane.
The result is that current changes due to longitudinal
current spread between regions of different mem-
brane voltage cannot contaminate transmembrane
current flow through voltage-gated ion channels.

Na* and K* Currents Elicited by Depolarization

An example of a voltage-clamp experiment is shown in
Fig. 2. The membrane is abruptly depolarized from an
initial holding potential of =65 mV by 56 mV to -9 mV
(upper trace). This evokes an initial capacitative current
(not shown) that is very brief and precedes an inward-
outward sequence of slower currents (middle panel,
lower trace). Provided this latter sequence is ionic,
various manipulations should demonstrate its nature
and composition.

Replacing about 90% of the external Na® with
choline, an impermeant ion, renders the Na* concentra-
tions inside and outside the axon approximately equal
and, according to the Nernst equation (»Membrane
Potential — Basics), brings En, to about zero. If, after the
step, the membrane potential is then held at 0 mV, no net
Na" current should flow, and the remaining current
should be due to K" (Fig. 2, middle panel, blue line
labelled “10% Na '), as verified by the observation that
its magnitude is altered by varying extracellular K"
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Action Potential. Figure 2 Classical ion substitution
method for studying the ionic basis of voltage-clamp
currents. The axon is depolarized from —65 mV by 56 mV
to -9 mV (top trace). With normal seawater (100% Na*),
the typical curve (black line in the middle panel) results.
Reducing the external Na* concentration to 10% of
normal results in the blue line (labeled “10% Na*) in the
middle panel. The difference between these two curves
(green line in lower panel) corresponds to the current
carried by Na*. T = 8.5°C (Adapted from ref. [3]).

concentration (not shown). The K" current is slowly
activated by depolarization, directed outward, has a
slow time course, and remains activated throughout the
depolarization. The difference between the K* current
(blue line) and the mixed current (Fig. 2, middle panel,
black line labelled “100% Na ") is plotted in the bottom
trace (green line labelled “Difference current”) and
corresponds to the current carried by Na" (» Intracellu-
lar Recording). It is an inward current that peaks within
1 ms and then decays over a few milliseconds despite
continued depolarization. Hence, the Na® current is
quickly activated, but subsequently »inactivates auto-
matically (see below).

Dependence of Na* and K* Currents and Conductances
on Depolarization Amplitude

The precise dependence of these currents on the
amplitude of the voltage steps and, hence, the steady
state potential, can be established [4] by stepping the
membrane from a holding potential (say —65 mV) to
various end-potentials. The late K current increases as
the depolarizing steps increase. By contrast, the early
Na" current first increases, but subsequently decreases
with increasing depolarization, is absent at +52 mV
(corresponding approximately to the Na' equilibrium

potential), and is reversed in sign (directed outward) at
+65 mV. The Na" and K" currents can be transformed
into the underlying conductance changes by using
Egs. 1a, b. Like the currents, these conductance changes
depend on the amplitude of the voltage step. While the
K" conductance remains elevated with continuing
depolarization, the Na* decays on its own. This process
is due to ion channel inactivation (see below).

Pharmacological Identification of Na* and K*
Conductances

The above results indicate that the squid giant axon
must possess (at least) two voltage-dependent con-
ductances with different, very specific properties.
Indeed, voltage-clamp experiments have shown that
they also have very different pharmacological sensitiv-
ities. The neurotoxins »tetrodotoxin (TTX) or »saxi-
toxin (STX) and local anaesthetics such as procaine,
cocaine and tetracaine block voltage-gated Na' current
but leave the K' current intact. On the other hand,
»tetracthylammonium (TEA) as well as cesium ions
block K currents but not sodium currents [5].

lon channels that carry Na* Current Inactivate during
the Time Course of the Action Potential

Voltage-clamp experiments such as those described
above pointed to two processes that bring about the fall
of the action potential from its peak: inactivation of the
Na' conductance and late development of the K*
conductance. If both Na' activation and inactivation
during an action potential are triggered by depolarization,
the two processes must be timed in such a manner as not
to cancel each other. Inactivation should have a slower
time course that allows it to follow activation. By the
same token, any degree of antecedent inactivation should
suppress a second activation (see below), and preceding
membrane potential changes should influence the
amount of Na" activation. These predictions have been
confirmed in pulse-conditioning experiments and have
functional consequences on discharge properties during
bursts of action potentials (see below).

In voltage-clamp experiments on squid giant axons,
depolarization from —65 mV to —21 mV elicits the usual
inward-outward sequence of currents. However, when
the voltage step to —21 mV is preceded by a short-
lasting, smaller depolarization of 14 mV (conditioning
pre-pulse), the inward current is much reduced.
Conversely, when a hyperpolarizing pre-pulse of 31 mV
is applied, the step depolarization elicits a much
stronger inward current. A plot of normalized inward
current vs. amount of conditioning potential change
shows that at the normal resting potential, about one-
third of the Na" current is inactivated. The functional
consequence is that antecedent membrane hyperpolari-
zation decreases the degree of inactivation and therefore
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increases action potential amplitude, while residual
membrane depolarization has the opposite effect.

The time course of recovery from Na' inactivation
has been worked out in paired depolarizing pulse
paradigms, where the pulses are delivered at varied
intervals. They show that the Na" system recovers from
inactivation with an approximately exponential time
course and a time constant on the order of 5 ms, with the
time constant depending on the holding potentials [5].

At the peak of an action potential and during the
subsequent decline toward resting potential the Na"
channels exhibit reduced depolarization-dependent
permeability, from which recovery occurs gradually
over several milliseconds. This period of reduced
channel reactivity characterizes the »refractory period.
At peak membrane depolarization and shortly thereaf-
ter, Na" permeability cannot be activated at all, however
strong the depolarization. This is called the absolute
refractory period. During the subsequent relative
refractory period, Na' permeability can be increased
by relatively large degrees of membrane depolarization.

Proteolytic enzymes such as pronase or papain
applied intracellularly impair or remove Na' inactiva-
tion, leading to long-lasting Na' activation during
prolonged depolarization [5].

Consequences of Na* Inactivation

The impact of membrane depolarization on both
activation and inactivation of Na* conductance has
profound functional consequences. The sequence of
Na" activation and inactivation:

1. Limits action potential frequency. Since an action
potential is followed by an absolute refractory
period, there is a minimal interval at which one
action potential can follow the preceding one. This
minimal interval defines the maximal rate of
occurrence of action potentials.

2. Leads to accommodation. When a nerve fiber is
slowly depolarized by a ramp-like rather than a step-
like waveform, the Na" inactivation may have time
enough to develop in step with Na" activation. Slow
depolarization — even to very high levels — may thus
not elicit action potentials, but rather completely
prevent their generation.

3. Has clinical implications. Nerve, muscle and gut
paralysis can result from long-lasting depolarization
(»depolarization block).

The Hodgkin—Huxley Model of the Action Potential

Voltage-clamp experiments revealed that the Na" and
K" conductances that give rise to the action potential
vary with membrane potential and time. A successful
attempt at quantitatively describing these dependencies
and mathematically model the squid-axon action
potential was made by Hodgkin and Huxley [6]. They

were able to reconstruct the shape of the action potential
and its underlying ion conductance changes, as shown
in Fig. 3. The “HH equations” and variations thereof are
still used to model neuron bioelectrical properties.

Channel Gating Currents

Hodgkin and Huxley [6] suggested that channel
opening should be associated with the movement of
charged particles within the membrane. This was
subsequently demonstrated in voltage-clamp experiments
with computer averaging and subtraction techniques [7].

Single-Channel Currents

Within the last 25 years, it has become possible to
voltage-clamp small patches of cell membrane and
record single-channel currents with the »patch-clamp
technique (» Intracellular Recording). Single-channel
inward currents appear at varying times after step
depolarization, but most often close to the beginning.
When hundreds of individual recordings are averaged,
the average inward current has a time course com-
parable with that of the inward Na' current shown in
Fig. 2 (green line in lower panel: “Difference curve”).
Experiments such as these have revealed some
interesting properties of single ion channels. They
indicate that channel behavior is probabilistic; the
current reflects the probability of being open. The Na*
current recorded with gross electrodes (Fig. 2) results
from the superimposed activity of many Na' channels.

Action Potentials in Central Neurons

The squid axon is a relatively simple system devoted
to conducting action potentials along the axon (> Action
Potential Propagation), and probably for this reason
can be content with two major ion conductances.
Central neurons, however, have much more varied
signal-processing functions and therefore express
complex repertoires of ion channels, endowing them
with a plethora of firing behaviors. Thus, individual
neurons in the mammalian brain typically express several
subtypes of »voltage-dependent Na* channels, »volt-
age-dependent Ca®" channels, »voltage-dependent K*
channels, »Ca®-activated K= channels (»Neuronal
potassium  channels), P hyperpolarization-activated,
»non-selective cation channels, and more. The different
combinations of channels enable diverse action potential
shapes and firing patterns. Action potential amplitude,
shape and firing rate are particularly important at
presynaptic axon terminals, where they co-determine —
via the amount of presynaptic Ca*" influx — the amount of
released »neurotransmitter [8].

Contribution of Na* Currents to Action Potentials

In central neurons, very much like in the squid axon, the
rising phase of the action potential is generated by very
fast activation and inactivation of voltage-dependent
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Action Potential. Figure 3 Reconstruction of the action potential. The time courses of the propagated action
potential and underlying ionic conductance changes computed by Hodgkin and Huxley [5] from their voltage-clamp
data. The constants used were appropriate to a temperature of 18.5°C. The calculated net entry of Na* was

4.33 pmole/cm?, and the net exit of K* was 4.26 pmole/cm?. The calculated conduction velocity was 18.8 m/s (Adapted

from ref. [6]).

Na' channels, although the detailed kinetics may vary
between different types of neuron and even between
different parts of a neuron [8].

Contribution of Ca®* Current to Action Potentials
Although individual mammalian neurons typically
express at least four or five types of voltage-dependent
Ca’" channels, inward Ca®" currents contribute little to
the action potential upstroke because of their slow
activation kinetics, whereby they start to be activated
near the peak of the action potential and are maximal
during the repolarization phase. In addition to initiating
intracellular signalling pathways, the action potential-
evoked Ca”" influx influences action-potential shape
and firing pattern. Conversely, since the activation and
inactivation kinetics of the Ca** channels are strongly
voltage-dependent, the shape and width of the action
potential determines the amount of evoked Ca®" influx
and thereby, at presynaptic terminals, the amount of
neurotransmitter released [8].

Among the Ca?" channels expressed are low-voltage-
activated T-type channels (Cav3 family channels) and
high-voltage-activated channels including L-type
(Cavl.2 and Cavl.3), P/Q-type channels (Cav2.1),
N-type (Cav2.2) and R-type (Cav2.3) channels.

Pharmacological blockade of Ca®" channels often
broadens the action potential and lengthens dischage
duration, because Ca”" influx leads to opening of large-
conductance »Ca’-activated K channels (»BK
channels) that promote membrane repolarization.
Small-conductance Ca**-activated K™ channels (SK
channels) are also coupled to Ca®" influx. They activate
too slowly to affect action-potential repolarization, but
they do contribute to the following afterhyperpolariza-
tion (AHP; below) [8].

Contribution of K* Current to Action Potentials

Central neurons express a huge variety of voltage-gated
K" channels, only a fraction of which activate appre-
ciably during the action potential. Significant con-
tributions to action potential repolarization are
commonly made by Kv3 family and Kv4 family
channels mediating the A-type current (I5.) In some
» fast-spiking neurons (below), Kv3-mediated current
appears to be the major current flowing during
repolarization. In glutamatergic neurons of hippocam-
pus and cortex, repolarization is mediated by at least
three types of K* currents: the BK Ca®"-activated K*
current (above), and two purely voltage-dependent
currents, [, and Ip. I, shows relatively rapid inactivation
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and is, in cell bodies and dendrites, mostly mediated by
the Kv4 family channels. I, is activated by sub-threshold
depolarizations, inactivates slowly and is blocked by
»4-aminopyridine, which broadens action potentials.
In some neurons, high rates of firing lead to broaden-
ing of action potentials that probably results from
cumulative inactivation of K' channels, and may
facilitate synaptic transmission by increasing Ca*" influx
in presynaptic terminals [8].

Afterdepolarization

In many neurons (e.g., pyramidal cells of hippocampus
and cortex), the fast phase of action potential repolari-
zation is followed by a delayed depolarization, either
attached to the fast phase as a slow phase or as a hump
intercalated between a fast transient and a subsequent
afterhyperpolarization. The origins of »afterdepolar-
ization may be passive and/or active. That is, an action
potential in the cell soma may recharge the dendritic
tree with its large surface area and M capacitance
(electrical), which takes time. This electrotonic mecha-
nism may be amplified by active dendritic conduc-
tances, whose activation is often delayed and slower
than that of the somatic conductances. Active ionic
currents contributing to afterdepolarization include
»persistent Na' currents, »resurgent Na' currents,
R-type and T-type Ca®" currents, and currents due to
»non-selective cation currents [8].

Afterhyperpolarization (AHP)

While in the squid axon, the afterhyperpolarization
(Fig. 3) is generated by the merely slowly inactivating
voltage-dependent K conductance activated during the
action potential, afterhyperpolarizations in mammalian
central neurons are more complex. First, they may show
different phases: fast, medium and slow. Second, the
contributing K™ channels include BK and SK channels
and Kv7 channels mediating the »M-current. BK-
channel-mediated afterhyperpolarizations are usually
brief, while SK-channel-mediated ones can last up
to seconds [8].

Repetitive Firing

Many central neurons discharge action potential over a
wide range of frequencies and with various patterns, to
which many factors already discussed may contribute.
For example, if the hump-like intermittent afterdepolar-
ization is fast and large enough, it may elicit new spikes
and thus burst firing [8]. On the other hand, the depth
and duration of afterhyperpolarization (reduced excit-
ability) co-determines the firing pattern, e.g., in skeleto-
motoneurons [9].

The rates and patterns of repetitive firing are
also influenced by several sub-threshold currents
that flow between action potentials and accelerate or
slow the approach to threshold. Such currents include the

steady-state “persistent” Na® current, I, and Ip K"
currents, the I, current carried by »hyperpolarization-
activated cyclic nucleotide-gated (HCN) channels, and
currents carried by low-voltage-activated (T-type) Ca*"
channels [8].

The »A-type K current (I) activates and inacti-
vates at sub-threshold voltages. During the post-spike
hyperpolarization, I, inactivation is partially removed;
during the subsequent depolarization, I first activates
and slows the approach to threshold, and then
inactivates enabling threshold crossing. The I current
plays a similar role but inactivates more slowly [8].

Most central neurons possess TTX-sensitive and
insensitive, voltage-dependent, steady-state “persistent”
inward Na' current flowing at voltages between —65
and —40 mV, which significantly influences sub-
threshold membrane potential changes and thus the firing
rate and pattern of discharge [8].

One function of low-voltage-gated (T-type) Ca*"
currents is the generation of »rebound bursting following
hyperpolarization (e.g., after a prolonged inhibitory
synaptic input), which removes its inactivation [8].

Many central neurons fire spontaneously (without
overt excitatory inputs) and fairly regularly, and are
called “»pacemakers”. In some of these neurons, the
“persistent” Na" current plays the major role to drive
membrane potential to threshold, in others it is the I
current. In dopaminergic midbrain neurons, a sub-
threshold Ca®" current appears to drive pacemaker
activity [8].

Fast-Spiking Neurons

Neurons capable of firing at high rates for prolonged
periods, e.g., cerebellar »Purkinje cells, often possess
voltage-gated K™ channels of the Kv3 family, whose
fast and steeply voltage-dependent activation and
inactivation kinetics allow them to produce narrow
action potentials and short refractory periods suitable
for fast repetitive firing. In some types of central
neurons, this mechanism may be supported by a
special “resurgent” Na" current, which activates transi-
ently upon repolarization after inactivation due to
strong depolarization and is sensitive to tetrodotoxin
(TTX) [8].
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Synonyms
Action potential conduction

Definition
Movement of the action potential along the cell surface.

Characteristics

The evolutionary pressure to develop the P-action
potential resulted from the inability of graded local
membrane potential changes to electronically spread
across the cell surface over wide distances
(»Electrotonic  Spread). Self-evidently, the action
potential holds its promise to do exactly that, otherwise
it would not have evolved. The mechanisms underlying
the propagation along muscle fibers and axons are
surprisingly simple: amplification of »graded potential
changes into much larger, all-or-none action potentials
and electrotonic spread. Action potential propagation

along a nerve or muscle fiber occurs automatically as a
consequence of the axonal cable structure (»Cable
Theory).

Continuous Action Potential Propagation

along an Axon or Muscle Fiber

First consider a smooth muscle or nerve fiber. The
mechanism, somewhat simplified, is as follows.

Propagation Mechanism

Since charging or discharging of a capacitor takes some
time, expressed in the time constant, the substantial
depolarization-induced ionic (Na') currents are de-
layed. The amount of current needed to unload the
membrane capacitor by a certain amount depends on the
capacitor’s surface, which increases linearly with fiber
radius, and so the capacitative current required for
depolarization should increase by a given amount. But
note that the amount of source current also increases
linearly with the fiber radius because the number of
opening Na" channels does.

Conduction Velocity

In axons like the squid axon, the conduction velocity v
is related to the »space constant (»Cable Theory) for
electrotonic spread. The reason is simple: The farther
the local currents reach out in front at any moment, the
more advanced are the membrane regions that are
depolarized to threshold for action potential generation
the next moment. Thus:

voo A = VRy/Ri (1)

where Ry, is the membrane resistance and R; is the
longitudinal resistance of the fiber interior.
Since, with r being the fiber radius,

Ryool/(2ar)  Ryoo1/(mr?)

voo i 2)

One means of increasing the conduction velocity is
therefore to increase the fiber diameter. This means is
used especially by invertebrates. For example, the squid
giant axon innervates the mantle musculature whose
rapid contraction ejects water in the squid’s flight
reaction. Clearly, a high action potential conduction
velocity has a high survival value, and therefore the
axon has evolved to reach fiber diameters of 0.5-1 mm
and maximal conduction velocities of up to ca. 20 ms ™'
(depending on ambient temperature).

In higher organisms, however, the evolutionary pres-
sure on the complexity and speed of neural information
transmission increases dramatically, requiring an ever-
increasing number of fast parallel signal channels. For
example, the human optic nerve contains about 1 million
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nerve fibers, many of them conducting several times
faster than the squid giant axon. These values cannot be
achieved with the squid solution of producing “giant”
axons. Just imagine how the human optic nerve would
look like if made up of giant axons of appropriate
conduction velocities. The problem for Nature therefore
was to invent a more efficient method that would allow
for an increase in velocity without a proportional increase
in space as well as metabolic and other costs.

Saltatory Action Potential Propagation along an Axon
Since the conduction velocity is related to cable
properties of the axon, a possible solution to the above
problem would be to change one or the other cable
parameter appropriately. A possible mechanism would
be to increase the »length constant A = VRy/R; by
increasing Ry, that is, by thickening the membrane
somehow (»Cable Theory).

Myelination

The solution Nature came up with is a »myelinsheath.
In the peripheral nervous system, myelin sheaths are
built by »Schwann cells, in the central nervous system
they are built by »oligodendrocytes, this different
origin having implications for diseases and restoration
of function after injury. A myelin sheath is built by
repetitively wrapping the cell membranes of a Schwann
cell or oligodendrocyte around an axon, in which
process the cytoplasm is squeezed out. Thereby a
stretch of axon of 0.5-2 mm length becomes covered
by a multi-layered stack of membranes, adjacent
stretches being separated by gaps of 1-2 pm. These
gaps are called »nodes of Ranvier and the stretches in
between internodes. There may be as many as 100
myelin wrappings between two nodes of Ranvier,
producing a sheath as thick as 2 pm [2].

The myelin sheath is a good insulator. With 100
double-membrane layers in the sheath, the Ohmic
resistance of the sheath to perpendicular current flow is
200 times higher than that of the single cell membrane.
By contrast, because the capacity of a capacitor is
inversely proportional to the distance of the plates, the
capacity of the myelin sheath and, hence, the amount of
charge stored across it for a particular potential
difference, is 200 times smaller than that of the single
membrane layer. The amount of charge stored on an
internodal region of 2 mm length is only about half
that stored in a single 1-2 um »node of Ranvier [2].
The reduced charge capacity and the higher resistance
to transmembrane current flow cause resting and action
potentials to be generated only at the nodes.

Saltatory Conduction
When a node is depolarized during an action potential,
local circuit currents depolarize the next one ahead,

without discharging the internodal region. The excitation
thus hops from node to node rather than coursing
continuously through all membrane regions, this mode
of propagation being called »saltatory conduction (salt-
are, Latin for to leap, dance). The conduction velocity v is
determined by a number of factors [2], but largely by the
length of the »internode, which is approximately
proportional to the fiber diameter. In myelinated nerve
fibers, the conduction velocity is linearly correlated with
outer fiber diameter, with the proportionality constant
(Hursh factor) being about 6 m/s per um in cats, where
maximal conduction velocities are on the order of
120 m's™" for a fiber of 20 um diameter. For comparison,
according to the square-root rule (1), an unmyelinated
squid axon of 20 um diameter would have a conduction
velocity of 4 m s [2]. It should be noted that conduction
velocity in myelinated and unmyelinated fibers also
depends directly on temperature, because the operation of
channels does. Na" channels, for instance, open more
slowly at lower temperatures [2]. This is an experimental
means of slowing nerve conduction in human and animal
experiments.
Saltatory conduction confers several advantages:

1. Economy of space: A myelinated frog nerve fiber of
10 pm diameter has the same conduction velocity as
an unmyelinated squid axon of 500 um diameter,
but 2,500 10-um fibers can be packed into the volume
of a squid giant axon. A mammalian muscle
nerve typically contains on the order of 2,000
large-diameter (10-20 pm) fibers and is about 1 mm
thick. If the nerve were composed of the same number
of unmyelinated fibers of the same conduction
velocities, its diameter would lie between 3.5 and
4 cm [2].

2. Economy of energy expenditure: The »Na -K ‘pump
that generates and maintains the resting potential is
needed only at and close to the nodes of Ranvier,
amounting to an immense saving of metabolic energy.

3. High safety factor for conduction: The current
density discharging the capacitor at the narrow
nodes of Ranvier is so high as to easily secure action
potential generation.

In the central nervous system, the “white matter” is
characterized by high concentrations of myelinated
axons, while the “gray matter” contains lower concen-
trations of myelin.

Problems with Myelination

The myelin sheath has been an extremely useful invention
of Nature to dramatically enhance information transmis-
sion and processing capabilities in the nervous system.
However, as all good inventions, it has its drawbacks.
These are indicated by limits to regeneration after injury
(»Regeneration) and various neurological diseases
involving myelin.
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Axon Regeneration and Its Limits
Prerequisites for functional recovery following axonal
interruption (axotomy) in the nervous system are [3]:

1. Survival of the injured neuron.

2. Axon regrowth of sufficient length to reach its target.

3. Axon guidance and path-finding such that the
appropriate connections are reformed.

4. Formation and maintenance of functional synapses.

Functional recovery following injury differs dramati-
cally in the peripheral and the central nervous system
(»Regeneration). If a peripheral nerve is injured so
that some or all of its axons are severed, it usually
regenerates by sending out new processes. Thus there is
a robust growth of injured axons within the peripheral
nervous system of vertebrates and in some regions
of the central nervous system of lower vertebrates [3].
This is facilitated by the nerve sheath being intact or re-
sutured surgically. By contrast, axon regeneration is
much less likely in the central nervous system. In the
central nervous system of adult mammals and higher
vertebrates, neurons that survive axotomy extend their
axons only a short distance (approximately 1 mm). The
reasons for this are multiple and complex, from physical
or molecular barriers built by glial scarring at the lesion
site, to the possibility that the normal myelinated
environment contains potent growth inhibitors or lacks
growth-promoting molecules. However, combined
approaches raise the possibility of overcoming these
problems [4].

Demyelination Disorders

The importance of myelin for normal nervous system
operation is attested to by a number of demyelination
diseases, two of which are the » Guillain-Barré
syndrome and »Multiple sclerosis.

Action Potential Propagation. Table 1

Ephaptic Transmission

Demyelination disorders may impair fast action poten-
tial propagation, but also lead to non-synaptic contacts
between nerve fibers with pathological transfer of
electrical impulses.

Composition of Peripheral Nerves

Peripheral nerves are composed of nerve fibers of
different degree of myelination, diameter and conduc-
tion velocity. Using both histological and electrophysi-
ological techniques, nerve fibers have been classified as
shown in Table 1.

Back-Propagation of Action Potentials
In many neurons, action potentials originate close to the
origin of the centrifugal axon and then not only travel
down the efferent axon, but also ‘back-propagate’ re-
trogradely into the dendritic tree. These back-propagating
action potentials are supported by active, »tetrodotoxin-
sensitive, »voltage-dependent Na channels and possibly
» Ca”'channels, and decrease in amplitude but increase in
width, the further they travel into the tree. The extent of
this decremental back-progagation varies widely between
different types of central neurons, different specimens of
the same sort, and possibly different dendritic branches
of individual cells. Back-propagation depends on cell
morphology and densities of dendritic ion channels,
modulatory influences provided by excitatory and
inhibitory inputs and »neuromodulators [8].

Several functions have been proposed for back-
propagating action potentials, among which are [8]:

1. Short-term changes in »synaptic efficacy due to
the back-propagating action potential’s drastic
effects on membrane potential and voltage- and

Properties of different peripheral nerve fiber groups (Data from [5-7])

Group Function Diameter Conduction
(um) velocity (m s™)
| Aa la afferents from muscle spindle endings (stretch) ca. 12-20 |ca. 70-120
Ib afferents from Golgi tendon organs (force)
Motor efferents to skeletal muscles
Il AB Afferents from cutaneous mechano-receptors (pressure, ca. 6-12 ca. 30-70
touch, vibration)
Afferents from secondary muscle spindle endings (stretch)
Il Ay Motor efferents to muscle spindle (intrafusal ca. 2-8 muscle | ca. 2-8 ca. 15-30
fibers)
1] Ad Afferents for mechano-, chemo-, thermo- and nociception ca. 1-5 ca. 5-30
B Preganglionic sympathetic efferents <3 ca. 3-15
\Y, C Afferents for mechano-, chemo-, thermo- and nociception |0.1-1.3 ca. 0.6-2
unyelinated | Postganglionic sympathetic efferents (motor to glands and
smooth muscle)
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time-dependent dendritic ion channels, whereby the
properties of synaptic conductances are changed.

2. Long-term changes in synaptic efficacy. It has been
proposed that back-propagating action potentials
change synaptic efficacy on a long-term time base.
Long-term increases in synaptic efficacy often depend
on increased Ca®" influx, which may elicit a cas-
cade of metabolic events. The rises in intra-dendritic
Ca®" concentrations occur following (i) activation
of »voltage-dependent Ca”*‘channels due to the
back-propagating action potential, (ii) activation of
postsynaptic » N-methyl-D-aspartate (NMDA) chan-
nels during depolarization [8]. Thus, nearly coinci-
dent pre- and postsynaptic activity and consequent
intra-dendritic Ca®" increases would be expected to
strengthen excitatory synapses.

The extent of action potential back-propagation into the
dendritic tree is not invariant, but depends on several
variables, such as interactions between synaptic inputs
and postsynaptic activity and modulatory factors.
Appropriately timed excitatory inputs to distal dendrites
may enhance action potential back-propagation, and
inhibitory (e.g., GABAergic) inputs suppress it [8].
Locally operating inhibitory inputs may control the
routes of action potential propagation through the
dendritic tree and thereby the action of action potentials
on other synaptic inputs. Depending on where in the
soma-dendritic tree the inhibition operates, it may
differentially influence the propagation of excitatory
synaptic currents to the action potential-generating site.
Inhibition at the soma would globally shunt excitation
originating in vast spaces of the dendritic tree, while
local inhibition in the dendrites would counteract
excitation originating peripherally to the site of inhibition.
The converse may now hold for back-propagating action
potentials. Synaptic inhibition acting at the soma may
prevent or attenuate back-propagating action potentials
and, hence, quench their effects on synaptic inputs widely
distributed in the dendritic tree, while local dendritic
inhibition may have subtle and selective local effects.

» Recurrent inhibition in the spinal cord is among the
types of inhibition influencing action potential back-
propagation in »motoneurons. It has been proposed
that recurrent inhibition might provide a mechanism
involved in regulating, calibrating and adapting the
patterns and quantitative characteristics of excitatory
reflex inputs to motoneurons during the stance phase.
It could do so by influencing the degree of retro-
grade invasion of the motoneuron dendritic trees by
back-propagating action potentials [9].
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Definition

The brain represents actions and this information is
used to prepare and execute voluntary movements.
Action representations are also drawn upon when we
imagine a movement or when we observe and
understand actions of others. As regards the underlying
brain structures, action representations involve brain
activity in the frontal and parietal lobes.

Characteristics

Different Pathways for Perception and Action

Action and perception mutually depend on one another
(e.g. when we look for a pen on our desk we first need to
detect it visually before picking it up) and it is not
evident that the underlying mechanisms can in fact
dissociate. Visual input from the retina first reaches
occipital cortex and the visual information is then
further processed in the ventral and dorsal streams of the
brain. Ungerleider and Mishkin [1] postulate that the
dorsal stream, from the occipital primary visual areas to
the inferior parietal lobule, is involved in the perception
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of where objects are in space, whereas the ventral
stream, which ends in the inferior temporal cortex, is
associated with the perception and recognition of
objects. In line with this view, the dorsal and ventral
streams are referred to as the “where-stream” and the
“what-stream” respectively. It has been suggested that
the two streams differ primarily in terms of the output
they provide [2]. Indeed, the output provided by the
dorsal stream plays an important role in action related
processes. Patients with lesions to the posterior parietal
cortex (dorsal stream) have an impaired capacity to
execute spatially accurate movements to visual targets
despite the preserved capacity to correctly estimate
the size of the target (optic ataxia) [3]. Lesions to the
ventral stream, however, leave intact the ability to
act appropriately whereas perceptual judgments are
impaired.

Indeed, appropriate actions need not necessarily rely
on a perfect perception of a visual target. Studies on
visual illusions provide further evidence, an example of
which is the Ebbinghaus-illusion: two identical circles
appear different in size when one of them is surrounded
by set of larger circles (leading to a relative decrease in
perceived size) and the other one is surrounded by a set
of smaller circles (leading to a relative increase in
perceived size). Interestingly, this visual illusion shows
up much weaker when measuring the finger grip as
participants prepare to pick up the central circle [4].
Thus, the grip aperture turns out to be more adequate to
the real size of the circle and thus depends less on the
confounding visual context. The representations guid-
ing our movements are provided by a neural substrate
that does not completely overlap with those representa-
tions involved in visual perception.

Action Observation

One of the most remarkable findings in recent
neurophysiological research is the discovery of a
population of visuo-motor neurons in the ventral
premotor cortex [5]. These neurons were discovered
in the macaque monkey’s frontal area F5 (corresponds
to area 44 in humans) and have been called “P»mirror
neurons” as they fire when a goal-directed action is
executed and during observation of the same action
performed by another agent. These findings gave rise to
a new view on how actions are represented. It has been
suggested that the mere observation of a motor act
causes the observer’s motor system to resonate [5].
Motor representations are thus used to understand the
meaning of an observed motor action. Moreover, the
premotor areas containing mirror neurons are not driven
by the visual input alone as they are still activated when
the final part of the observed action is hidden. In this
context, intended actions are yet another important
factor, which was studied by lacoboni et al. [6]. In that
study participants viewed videos displaying grasping

movements. The video clips showed the action of
grasping a cup in the absence of any other object, and
exactly the same action in the presence of two different
situational contexts: (i) displaying filled cups and
cookies as before having tea, and (ii) an after tea setting
with empty cups and crumbs. It was the context
conditions, which specified the intention of the grasping
movement (either for drinking or cleaning up). The
activity of premotor areas increased in the context
conditions, thus indicating that these neurons do not
only fire when we recognize an action but they also take
into account the goal behind a specific movement. It has
been proposed that these neurons specifically code the
“why” of an action. Furthermore, the mirror neuron
system is not only involved in the understanding of an
action per se, but also in the understanding of body
postures or faces expressing emotions. It has been
suggested that we infer emotions of others on the basis
of an internal simulation.

Imagined Actions

Neuroimaging and behavioral studies on improvements
of motor skills showed similar results when participants
imagined actions as compared to when the movements
were executed (for a review on this topic see [7]). For
example, imagined and executed actions are both
principally controlled by the contralateral hemisphere
and mental practice can improve both the accuracy and
the velocity of an action as well as muscular strength.
Moreover, heart and respiration rates are also increased
during mental rehearsal of an action and this provides
further support for the involvement of at least partly the
same underlying mechanisms. According to Jeannerod
[7] imagined movements can be conceived as covert
actions, which involve several action-related mechan-
isms (with the difference being the non-execution of the
action itself). Cerebral lesions provide yet another
approach to explore whether and to what extent motor
execution and » motor imagery share the same mecha-
nisms. It has been shown that brain lesions leading to an
impaired capacity to execute specific body part move-
ments also affect the capacity to imagine a movement
of the same body part. Moreover, the use of mental
practice has been shown to improve motor performance
after peripheral or cerebral lesions.

Motor representations can also be involved in other
mental imagery abilities such as »mental rotation. For
example, when participants have to judge the laterality
of pictures of hands shown in different orientations on a
screen (is this is a left or right hand?), they mentally
rotate a representation of their own hand to line it up
with the stimulus hand. In this case, a motor strategy
is used automatically to process visual stimuli (pictures
of hands).

As regards the underlying neuronal representation it
has to be pointed out that not only frontal brain areas
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play a role in motor imagery tasks. The parietal cortex
is involved in predicting through mental imagery the
time necessary to perform an action. Sirigu and
colleagues [8] investigated the involvement of the
parietal cortex in patients with unilateral lesions. They
imagined a thumb-finger sequence with either hand.
The patients’ ability to mentally represent the sequence
was impaired when compared to the actual motor
performance. The key role the parietal cortex plays in
monitoring motor intentions is also supported by a more
recent study comparing patients with parietal and
cerebellar lesions [9]. Patients were asked to indicate
both the onset of a finger movement, and the moment
when they have decided to move. Parietal patients
were unable to discriminate the onset of movement
from the moment in which they felt the urge to move,
whereas cerebellar patients behaved like healthy
control subjects. Parietal patients also showed a much
less pronounced progressive and negative rise in the
cortical potentials originating in contralateral motor
areas before motor onset. This is supposed to be the
neuronal correlate of the decision to initiate a motor
preparation. It has therefore been suggested that the
parietal cortex might be involved in a conscious self-
monitoring of the motor intentions originating within
the prefrontal areas.

The Self-Other Distinction

It has been claimed that the experience of oneself being
the cause of an action and the representation of the
»bodily self are related. Gallagher [10] distinguished
between a “sense of ownership” and a “Psense of
agency.” We refer to the former as the feeling of the
body belonging to ourselves. The sense of ownership
appears to rely strongly on the afferent sensory input.
The sense of agency is based on the ability to recognize
oneself as the source of one’s own actions, thoughts,
and intentions. Therefore, the »efferent information
stream of centrally generated commands plays an
important role and constitutes the awareness of having
initiated an action. Afferent and efferent information are
simultaneously involved when people execute actions
and it is therefore not easy to isolate their relative
contributions to the representation of a coherent bodily
self. Imagine, however, someone grasped your forearm
and moved it up and down. There is no reason to doubt
that you will still consider yourself being the owner of
your forearm even though you are not executing its
movement and thus are lacking any sense of agency.
Interestingly, it has been shown that the contribution of
efferent information helps to better recognize one’s own
movements when proprioceptive and visual informa-
tion are not conclusive. Clinical cases suggest dissocia-
tions in the reverse direction such as the alien hand
syndrome (patients attribute to others their own body
parts despite preserved motor functions).
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| Action Tremor

Definition
Also called kinetic tremor is a tremor that occurs during
voluntary movement.

» Essential Tremor

| Activation

»lon Channels from Development to Disease
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| Activation Gating

Definition

Specialized molecular regions of the ion channel
protein, which undergo sequential conformational
changes leading to channel activation (open-conductive
configuration). For a voltage-gated channel the activa-
tion gate is controlled by a number of charged amino
acids (gating charges), which move under the action of
the electric field acting across the membrane and opens
the channel.

I Activation Studies

Definition

Studies based on the fact that alteration in neuronal
activity in a region correlates with alteration of local
cerebral blood flow in the same region during a task
performance. Alteration (activation) of a region in-
dicates that it is involved in the maintenance of the task
activity.

» Positron Emission Tomography

I Activational Hormonal Effects

Definition
Acute changes in structure and/or function of parti-
cular anatomic systems; often resulting from natural
hormonal fluctuations (e.g. menstrual cycle) or labo-
ratory manipulation (e.g. gonadectomy) of adult
organisms.

I Activators

» Stimulants

| Active Avoidance Learning

Definition

Active avoidance is a term applied to a class of tasks in

which animals are required to actively exhibit certain

experimenter-defined responses in order to avoid

punishment. Behaviors that are more compatible with

natural defensive responses to aversive stimuli (see
SSDR in glossary) are more easily learned.

» Aversive Learning
» Passive Avoidance Learning

I Active Electrolocation

Definition

The process by which weakly electric fish can sense
their surroundings by detecting distortions in their own
electric field.

» Reafferent Control in Electric Communication
» Temporal Coding in Electroreception

I Active Touch
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Groupe de recherche sur le systéme nerveux central,
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Definition

Active touch refers to the act of touching, and implies
voluntary, self-generated movements. With active touch,
the environment is explored using specialized touch
organs (the hand or forepaw, whiskers in rodents) in
order to gather information about the properties of
surfaces (texture, hardness, temperature) and/or objects
(size, shape, weight, location) located in the nearby peri-
personal space. In contrast, passive touch, or the act of
being touched, implies that the sensory input is generated
by an external agent; this type of touch is not generally
exploratory in nature (although there can be exceptions
in the laboratory situation). For both modes of touch, the
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sensory input can be dynamic, implying movement
between the skin and the object, or static (no movement).
For example, a hand-held object can be identified using a
combination of active exploratory movements, turning
the object over to examine all of its surfaces (dynamic
active touch), combined with periods of static holds
(static active touch). A special type of dynamic passive
touch, often used in experimental situations, is to
displace surfaces, mounted on a drum or a moveable
platform, over a single region of skin.

Characteristics

Quantitative Description

Active touch is a complex, goal-oriented behavior.
A wide range of relatively stereotyped movements
accompany tactile exploration, and these are optimized
to seek specific sensory information.

Description of the Process

In humans and other primates, the hand is generally
used for active tactile exploration of the surround. Early
in development, human infants preferentially use the
mouth and perioral region for active tactile explora-
tion; these regions continue to play an important role
throughout the life span, but with more restricted roles
(appetitive and sexual). Other species use different
body parts for active tactile exploration, an important
experimental model being the rodent vibrissa system,
along with the associated whisking behavior. In all
cases, the body regions used for active tactile explo-
ration are characterized by having a high density of
peripheral sensory receptors, a correspondingly large
cortical representation (both sensory and motor), and
high sensory acuity.

One important difference between primates and most
other mammals is, however, the fact that the hand is not
only a touch organ, but also has highly developed
effector functions as witnessed by their ability to make
independent finger movements. Indeed, humans are
distinguished from other primates because the manipu-
lative functions of the human hand are combined with
our unique ability to build and use complex tools. This
essay concentrates mainly, but not exclusively, on
studies of active touch in humans and non human
primates.

Sources of Feedback During Active Touch

Depending on the exploratory strategy used (see below),
active touch can generate both cutaneous and proprio-
ceptive feedback. The specialized skin mechanoreceptors
innervated by large fiber myelinated afferents are
considered to play a key role in discriminative touch
(texture, local shape and pattern recognition). Proprio-
ceptive signals, related to joint movement (» kinaesthetic
signals) and position, arise from muscle (muscle spindle,

Golgi tendon organs), joint, and skin mechanoreceptors.
Simultaneous cutaneous and proprioceptive feedback
is often elicited when actively exploring the shape of
an object, and this combined input is called haptic
feedback [1]. The term haptic comes from the Greek term
haptesthai, meaning “able to come into contact with”
(OED online, http://www.oed.com/). In addition to the
sensory feedback generated during active touch, subjects
also have knowledge of the motor commands that
guide the exploratory movements. Indeed, the »primary
somatosensory cortex (S1) is the only primary sensory
receiving area to have direct, reciprocal connections
with primary motor cortex, the region involved in the
execution of active exploratory movements. Thus, Sl
is well-placed to provide on-line sensory information
critical for controlling the exploratory processes. Addi-
tional somatosensory inputs to motor cortex come from
other parietal regions (area 5 and the »secondary
somatosensory cortex, S2), and also from the cerebellum
via the motor thalamus (ventral lateral posterior nucleus).

The Exploratory Process

The movements used during active touch have the over-
riding goal of generating high quality sensory feedback.
While tactile information can be gathered through a
simple static contact, it is generally acknowledged
that tactile perception is better with dynamic stimuli
as compared to static stimuli. For example, roughness
discrimination thresholds are approximately halved when
using dynamic touch as compared to static touch [2].
The superiority of dynamic touch over static touch
can be explained by several factors. Dynamic touch rec-
ruits rapidly adapting cutaneous mechanoreceptors [RA
(»RA afferents) and »PC afferents or Pacinian afferents]
as well as slowly adapting cutaneous mechanoreceptors
[SA typesIand II (» SAland SAIl afferents)], while static
touch only activates SA receptors. Also, the discharge
rates for SA afferents are higher for dynamic stimuli than
for static stimuli, increasing the signal-to-noise ratio.
Finally, S1 neurones show a bias for dynamic as opposed
to static stimuli, so that the population of neurones
contributing to the processing of the tactile input is
potentially larger for dynamic inputs.

During active tactile exploration, the types of move-
ments made are critically dependent on the information
sought. In fact, humans use a series of stereotyped
movement patterns (also called exploratory procedures)
in order to seek specific sensory information (Fig. 1) [3].

Static contact alone can provide information about
the temperature, volume and global shape of an object,
particularly for smaller or local geometric features
(corresponding to what can be sensed with the fingertip)
as well as providing some information about surface
texture. The pressure exploratory procedure, essentially
poking an object with the finger, gives information
about its softness/hardness, along with other surface
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Active Touch. Figure 1 During active tactile exploration of objects and surfaces, different exploratory procedures
are used depending on the property, or properties, sought (in parentheses). (After [3], with permission of the

authors and Elsevier Ltd.).

properties (temperature, texture). Lateral motion, or
rubbing the fingers back and forth over a surface, is
important for texture appreciation. The other explor-
atory procedures are used for extracting information
about global object properties. These include unsup-
ported holding (object is held in the hand and often
hefted; this movement is important for weight estima-
tion), enclosure (provides a general appreciation of both
the material properties and global shape of objects by
enveloping the object closely in the hand; static hold
alternates with movements to shift the position of the
object in the hand), and contour following (trace out
the exact shape of objects). The exploratory procedures
that are specialized for seeking information about
surface properties (texture, temperature, local geomet-
ric features) are characterized by the fact that explora-
tion is performed using the most sensitive skin surface
of the hand, the fingertips.

Active touch generally employs relatively slow move-
ments. For example, when an otherwise smooth surface is
explored to find a small raised square (0.28 mm in height),
then average exploration speed is 85 mm/s (range 55-110
mm/s) [4]. To put this into context, fair to good Braille
readers scan text at 60—125 mm/s, while excellent Braille
readers use faster scans of up to about 190 mm/s. The
optimal scanning speed may, however, vary as a function
of the task. For example, when subjects evaluate surface
texture within the context of a forced-choice texture
discrimination task, then higher average speeds are used,
160 mm/s (sinusoidal movements corresponding to the
lateral motion exploratory procedure) [2]. The impor-
tance of optimizing speed during tactile exploration is

emphasized by observations that perceived roughness
shows a modest decline when subjects are asked to adopt
very rapid scanning speeds of ~200 mm/s; this latter falls
outside the very wide range of speeds that subjects
voluntarily choose when scaling roughness (~10-150
mm/s). With rapid movements, the stimulus likely
becomes less effective, as there is less time for mechanical
deformation of the skin as it passes over the textured
surface. Finally, movements may slow considerably
when the finger encounters a salient feature, presumably
to optimize the quality of the sensory feedback elicited
during the exploration. Thus, finger movement is very
slow (3—4 mm/s) when subjects feel an object in order to
estimate its softness or compliance.

The contact forces applied during active exploration
with the fingertip are relatively light [4]. For example,
average normal forces of ~0.5 N are used during tactile
search for a small raised element. Most importantly,
subjects adopt a strategy of keeping normal force
relatively constant for a given tactile exploration task,
but this is adapted depending on the goal. If subjects
seek a small recessed, rather than an elevated, target,
then normal force is slightly increased to ~0.65 N
presumably to maximize the amount of skin penetrating
the recessed square and so to improve detection.

Lower Level Processes

The mechanisms involved in generating the active
movements essential for active touch have been
described in another essay. The sensory receptors found
in the skin and various deep tissues (muscle, joints),
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and that are activated during active touch, have also
been described elsewhere.

Higher Level Processes

Is Perception Equivalent With Active and Passive touch?
Intuitively, it seems obvious that active touch, in which
case the salient sensory inputs are self-generated, should
show an advantage over passive touch because the
exploration is controlled and optimized by the subject.
Indeed, Gibson [1] argued strongly that passive touch, in
which the parameters of stimulation are controlled by an
external agent, is an unnatural experience. He argued that
active touch should be considered an entirely different
order of sensory experience since the sensory impressions
are directly projected to the environment. For example,
during manual exploration of an object like a pencil or a
paper clip, it is the object that is perceived and not the
areas of skin contacted or the finger movements.

A number of studies have compared perceptual
performance using active and passive touch, but these
have concentrated almost exclusively on tasks depen-
dent on cutaneous feedback. Their results show that
perceptual performance with active and passive touch
is similar when exploratory conditions are suitably
matched [5]. Equivalence for active and passive touch
has been shown for a variety of cutaneous tasks,
including the detection of minute surface irregulari-
ties, texture discrimination, scaling the roughness of
various surfaces, and recognition of raised tactile
patterns (letters, Braille characters). Occasionally,
investigators have shown an advantage for active touch
over passive touch, e.g. recognition of Braille char-
acters, but the findings have not been confirmed in other
studies using similar types of pattern recognition tasks.

Few studies have looked at abilities dependent on
haptic feedback within the context of the active-passive
debate. This is a difficult problem, one that cannot be
easily addressed, because the presence of the motor
command itself modifies the sensitivity of muscle and
joint proprioceptors to limb movements. Coactivation
of the gamma motoneurones along with the alpha
motoneurones directly modifies muscle spindle sensi-
tivity to stretch; activation of muscles inserting into the
joint capsule also modifies joint receptor sensitivity to
movement. Thus, the sensory feedback during passive
movements is likely substantially different from that
associated with active movement (see also below).
Despite these reservations, there have been a few
attempts to compare active and passive touch, e.g.
comparing performance during active and passive
tactual exploration of raised line drawings of the type
used in reading aids for the blind [5]. This task
combined tactile feedback from the exploring index
finger along with kinaesthetic feedback from the arm as
the image is explored. When exploration time was
limited (5 s), then active touch was better than passive;

this advantage disappeared when more time was
allowed for passive touch (30 s). These observations
suggest that active touch is more efficient than passive
touch, but it is not clear whether the task used was truly
haptic in nature, since performance depended most
critically on the arm trajectory and so kinaesthetic
feedback. With technological advances, it is now
possible to use a robot arm with added force feedback
to generate virtual shapes, and explore these by moving
around a manipulandum (kinaesthetic feedback); force
feedback is sensed both through the hand grip
(cutaneous feedback), and the sense of effort required
to perform the exploration. Although not directly tested
yet, it appears that discrimination abilities may be
similar for active and passive explorations of virtual
shapes [6]. This is quite surprising given that the
sensory feedback during passive movements is likely
different from that during active movement (including
no force feedback during the passive testing). If
anything, the results argue in favour of considerable
redundancy in encoding haptic shape.

To summarize, current evidence indicates that there is
perceptual equivalence for active and passive touch in a
range of tasks, mostly dependent only on cutaneous
inputs. Active touch, on the other hand, likely enjoys an
advantage over passive touch in being more efficient:
the relevant sensory information is collected, and
analyzed, more rapidly. More fundamentally, active,
but not passive, touch is used for exploration.

Neuronal Mechanisms of Active and Passive Touch

As much of the evidence points in favor of similar
perceptual abilities with active and passive touch, there
has been a tendency to consider that the underlying
neuronal mechanisms must be the same. One school of
thought believes that sensory inputs are processed in the
same fashion, regardless of the mode of touch; another
school of thought (above) believes that active touch is
more than the sum of its parts (cutaneous and
»proprioceptive inputs), including as it does a
voluntary, intentional component.

During active touch, recordings of neuronal activity in
S1 cortex show that the pattern of discharge reflects the
expected discharge of the various peripheral mechan-
oreceptors (cutaneous and proprioceptive) activated
during tactile exploration [7], with active touch being
inherently noisier than passive touch because of asso-
ciated discharge related to joint movements. In addition,
small numbers of cells are active well in advance of
movement onset, possibly reflecting the motor command
itself, given the existence of reciprocal connections
between motor cortex and S1. A variety of discharge
patterns are found during active touch: the discharge
frequency of some cells varies with both the stimulus (e.g.
surface texture) and the movement parameters (speed,
contact force); others show invariant responses to tactile
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features, independent of the motor kinematics or kinetics;
yet others signal information about the movement
parameters alone. In contrast, S1 neuronal responses
during passive touch are more focused, reflecting the
details of the applied stimulus. As with active touch, a
proportion of S1 cells show invariant responses to tactile
features during passive touch, independent of the
parameters of stimulation, e.g. the speed at which textures
are displaced under the finger tips.

The movements that accompany active touch bring
an added complication to the central processing of
somatic sensory signals since the act of movement
modulates the transmission of tactile inputs to Sl
cortex. This phenomenon is widely referred to as
movement-related gating of sensory transmission [5].
Both the motor command (efference copy) and sensory
feedback from the moving limb (movement reaffer-
ence) contribute. Sensory inputs are most frequently
diminished during movement, but there is also evidence
that some inputs can be selectively enhanced during
active exploration. Much of the evidence showing
gating during active movement comes from studies in
which externally generated test stimuli (e.g. air puff or
electrical stimuli) are applied to the body surface, so
corresponding to passive touch [5]. These studies have
shown that sensory inputs from the moving limb are
diminished prior to, and during, movement (Fig. 2a).

Parallel changes in tactile detection and magnitude
estimates are seen. In contrast, the relative differences

between suprathreshold stimuli are preserved (Fig. 2b).
This latter observation is particularly important for the
active-passive touch debate, because the majority of
studies showing similar perceptual abilities for active
and passive touch used tactile discrimination tasks,
dependent on judgments of the relative differences
between suprathreshold inputs, and not the absolute
amplitude of the signals. Since relative differences are
preserved during movement, performance is similar.
This observation helps to explain the paradoxical
observation of perceptual equivalence for active and
passive touch, in the face of movement-related suppres-
sion in the transmission of tactile stimuli to S1 cortex.
Recordings from single S1 cortical neurons, in both
monkeys and rats, indicate that even behaviorally
relevant inputs during active touch show evidence for
the existence of movement-related suppression of their
responses: many neuronal evoked responses during
active touch are smaller than those evoked during
passive touch, consistent with a gating out of tactile
inputs during movement [5,8]. Although it is difficult to
ensure that stimulation is identical during both modes of
touch, some S1 cells signal somatic stimuli equally well
during active and passive touch, consistent with relative
sparing from movement-related suppressive influences.
In addition, the population of cells encoding behavior-
ally relevant inputs is actually smaller during active
touch than passive touch, possibly reflecting some
pruning of the inputs so that only cells directly involved
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Active Touch. Figure 2 (a) During movement, there is a decrease in the amplitude of somatosensory evoked
potentials (SEPs) recorded from the dorsal column-medial lemniscal pathway that conveys cutaneous and
proprioceptive feedback from the periphery to primary somatosensory cortex (S1) (inset). The time-course of gating
is identical for both perception (detection of near-threshold tactile stimuli) and SEPs, with the decrease preceding
the onset of movement. (b) Psychophysical results suggest that gating is associated with a downward shift of the
stimulus-response curve: the perceived magnitude of suprathreshold stimuli is decreased during movement

(red curve) while relative differences, AR, and so the discrimination threshold, are preserved.
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in the behavioral task are activated. The functional role
of this suppressive mechanism is most likely to reduce
the flow of afferent information that can be predicted
from the motor command so that the detection of
unexpected or novel stimuli is enhanced. Finally, there
is evidence that inputs can be selectively gated in during
active touch: neurones in monkey area 2 (S1) that lack
an obvious peripheral receptive field, discharge in
relation to specific shapes actively grasped in the hand
[9]. Similarly, no-receptive field neurones in S2 encode
surface texture during active touch.

To summarize, there has been a long-standing debate
about the perceptual equivalence of active touch and
passive touch. The underlying neuronal mechanisms
differ, in part, because only active touch involves active
voluntary movements. Moreover, apart from laboratory
studies, passive touch is not used for exploration. It thus
seems unwise to generalize from results obtained
using one form of touch to the other. For example, it
is conceivable that the motor commands associated
with active touch may trigger central mechanisms (e.g.
attention) that contribute to enhance neuronal responses
to salient inputs during active touch. Finally, active
touch enjoys a number of advantages over passive
touch: digits can be oriented so that the most sensitive
skin areas contact the object and; movement speed
can decline at critical times during exploration, so
minimizing suppressive gating influences (themselves
speed-dependent).

Function

Active touch allows one to identify salient objects or
surfaces in the immediate peri-personal space using the
cutaneous and proprioceptive feedback generated during
the exploration. One can then act on this information,
either to control or interact with the surrounding
environment. A typical example might be to search for
a key in one’s pocket; the key can then be used to unlock
a door. This example highlights the use of the hand both
as a touch organ and an effector (wielding a tool).

Pathology

Lesions of the anterior part of the parietal lobe (S1)
produce profound deficits in somaesthesia, including
both simple (light touch, two-point discrimination,
position sense, vibration sense) and complex abilities
(e.g. tactile object recognition, visuotactile matching).
In contrast, patients with lesions of the posterior parietal
cortex (posterior S1 and areas 5 and 7) are particularly
impaired on complex tasks. Some of these patients also
show difficulties in generating exploratory and manip-
ulative finger movements within the context of active
touch, although they can imitate the appropriate finger
movements [10]. Such observations suggest that
posterior parietal cortex plays an important role in
generating and executing exploratory movements

within the context of using sensory feedback to choose
and execute the appropriate exploratory procedure. This
dissociation has been most clearly described in a case
report of a patient with a deficit in tactile object
recognition using active touch, but not passive touch.
The patient had a large infarct that spared S1 but
encompassed regions of the infero-posterior part of the
parietal lobe (possibly including S2), as well as the
temporal lobe and the frontal operculum. Thus, deficits
in active touch do not necessarily follow directly from
the problems in processing somatosensory information.

Active touch is also critically dependent on the
integrity of the somatomotor system, and so lesions
of, for example, the hand representation within the
primary motor cortex (area 4 of the frontal lobe) result
in profound deficits in active hand/digit movements,
and so active touch. Even lesions restricted to more
proximal parts of the arm representation (elbow,
shoulder) can cause difficulties in active tactile explo-
ration because the whole arm is frequently employed
(for example, as one searches for a light switch in
the dark).

Thus, active touch is critically dependent on the
integrity of both the somatosensory cortical regions in
the parietal lobe, as well as the various precentral motor
cortical regions involved in planning and executing
exploratory movements.

» Haptics
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Definition

The eyes are not static recorders of the visual surround-
ings. They scan the scene for new information by making
fast eye movements (»saccades) up to 4 times a second.
Active vision is the study of the relations of these patterns
of fixations to the control of ongoing behavior [1].

Characteristics

Why Move the Eyes?

The human » fovea, the region of maximum acuity, has
a maximum angular diameter of 2°, which means that
it covers an area equivalent to a thumb nail at arm’s
length. Acquiring detailed information from different
places thus requires the eyes to move. A second
requirement of vision is that, having moved, gaze must
remain still until the next eye movement. This is
because the »photoreceptors are slow to respond, and
image motion results in blurring at speeds of more than
a few degrees per second. As a result our usual method
of viewing the world is with a saccade-and-fixate
strategy in which we take in information during
“snapshots” that typically last about 300 ms. Our eyes
are then in rapid motion for about 30 ms, during which
we are effectively blind. A major question in active
vision is how the sequences of fixations that we make
are adapted to the needs of the current task.

Patterns of Gaze During Different Activities

The task we are engaged in determines the pattern of
fixations that we make. In reading Western languages
the eyes move saccadically from left to right taking in
about seven characters per fixation [2]. Interestingly
this number is almost independent of the size of the
type, indicating that the brain can scale saccade size to
fit the letter spacing. In sight-reading piano music gaze
alternates between the upper and lower staves, reading
approximately 3 notes per fixation. In both reading
aloud and sight-reading the time between seeing a

note or letter and speaking or playing it is about 1 s.
Typing is similar. All three activities operate like con-
veyer belts. The content of each fixation passes through
a processor to produce an appropriate motor act and
leaves nothing behind, except meaning in the case of
reading. Sight-reading is particularly interesting because
the two staves are read serially, but combined in the
processor to be emitted simultaneously by the fingers.

In »locomotory activities such as walking vision is
only used to guide the feet if the terrain is rough or there
is a need to avoid obstacles. In those cases the point
of gaze is about two steps ahead of the next footfall,
though not usually exactly on the point of the footfall
itself [3]. About twice as many saccades are made as
there are footfalls, and the time interval between gaze
position and footfall is again about 1 s. When driving the
way gaze is deployed on the road varies with the type
of'road and traffic conditions. On winding country roads
where continuous monitoring of curvature is essential
many studies have found that drivers’ gaze tracks the
tangent point on the inside of the bend [4]. This is the
moving point on the outward convexity of the road edge
(or center line) where the line of sight is tangential to the lane
marker. Provided the driver maintains a constant lateral
position in the lane, the direction of this point relative to
the driver’s present direction of travel provides a direct
measure of the curvature of the bend ahead, and hence
can act as a direct feed-forward control signal for
steering. In practice there is a very high correlation
between observed tangent point direction and steering
wheel angle, after a delay of about 0.8 s. The delay here
is necessary because the vehicle has not yet reached the
point where the curvature was measured. Town driving
is very different. The main problem there is to find a
route through parked vehicles, oncoming traffic and
other obstacles. Gaze typically alternates between the
various hazards, checking their moving locations at a
rate of several fixations per second.

In ball games such as cricket gaze does not always
follow the ball, but often anticipates its future posi-
tion. Thus in cricket a batsman watches the bowler’s
delivery, and from the apparent speed of descent of the
ball estimates the location of its bounce point. A gaze
saccade is made to this point, reaching it about 100 ms
before the ball [5]. In this way the location, time of
arrival and behavior of the ball when it bounces can be
observed, and from these the time and position of
contact with the bat can be obtained. Much the same
happens in table tennis, and no doubt lawn tennis as
well, although that game is too fast to allow currently
available head-mounted eye trackers to be used.

Some of the most interesting patterns of »eye-hand
coordination are seen in such ordinary domestic activities
as food preparation [6]. These activities consist of a
series of actions based around objects such as kettles,
mugs, knives etc. (Fig. 1).
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Active Vision. Figure 1 Eye fixations during the first 10 s of a tea-making video in which the participant inspects the
kettle, picks it up, moves it to the sink while removing the lid, positions it under the faucet and turns on the tap.
The 26 fixations are almost entirely on the objects involved in the action (the sink tidy on the right is the sole
exception). They supply the information required for the task at the time it is needed. From [6].

There are three motor components to these object-
related actions. First, if needed, there is a movement
of the whole trunk towards the next object; this is
followed about half a second later by the first fixation
of the eyes on the object, and about half a second after
that the hands start to move to perform one or more
manipulations on the object. Interestingly, gaze moves
on to the next object in the sequence about half a second
before manipulation of the present object is complete,
implying the existence of a buffer holding whatever
information is required to complete the last action. The
functions of the different fixations that are made during
such actions can be classified into four categories.
“Locating” (or “look-ahead”) fixations establish the
locations or attributes of objects to be dealt with in the
future, with no action occurring at the time. “Directing”
fixations accompany actions where an object is fixated
prior to a hand movement towards it or gaze moves to
position where an object is to be set down. Typically
only a single fixation is involved, and gaze usually
leaves the object or set-down point before the hand
reaches it, so that the act is completed without visual
feedback. “Guiding” fixations are concerned with
manipulations involving more than one object, for
example a kettle and its lid, where both objects have to
be guided relative to each other under visual feedback
so that they dock in an appropriate way. Most tool use is
of this kind (e.g. hammer and nail, spanner and nut).
“Checking” fixations determine when some condition
is met, for example the kettle is filled, the water boils, or
the lid is off the bottle. Such fixations, which may be
unusually long if there is a delay before the condition
to be met, usually terminate actions and trigger the
next one. Interestingly the hands themselves are rarely
if ever fixated, nor are objects once they have been

acquired by the hands. It seems that vision is a scarce
resource and is only employed when P proprioceptive
and »haptic information is unavailable.

General Rules for the Use of Vision During Action

As the preceding paragraphs indicate, gaze is used
to obtain the information needed by the action system,
and each kind of action has a unique (though not exactly
replicable) pattern of fixations associated with it. In
other words the fixation sequences are highly task-
specific. Early in the study of the subject Ballard [7] and
his colleagues suggested two rules that seem to hold for
most patterns of eye-hand coordination. The first is the
“do it where I’m looking” strategy, which states that the
point of fixation is usually very close to the point where
action is taking place. Actions are not performed in
peripheral vision, nor are they performed from memory
when vision is available. The second is the “just in
time” rule: actions are usually initiated within a second
of the fixation that provides the information for that
action. Both rules imply that memory is used frugally.
Apart from look-ahead saccades, which do contribute
to future action planning, there is little evidence that
actions are set up in detail in advance of their execution.

What Drives Fixation Sequences?

A key question in the study of eye movements is: “What
determines where the next saccade will land?”” A popular
model for the specification of saccade targets involves
“psalience” [8]. Certain image features — contrast, color,
high spatial frequency content, motion — are said to be
salient, and it is argued that saccades are directed to
those parts of the visual field where the appropriately
weighted sum of such features is greatest. Whilst this may
hold when vision is otherwise uncommitted, it certainly
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does not hold during active vision. Yarbus [9] demon-
strated over 40 years ago that when subjects are asked
to look at a picture the pattern of eye movements they
make depends crucially on what the experimenter has
asked them to look for. Thus there is a very strong
“»top down” control over fixation sequences, as opposed
to “bottom up” control by image features. The same is
true during visually guided actions. In food preparation,
for example, it is very rare to see fixations directed to
objects that are not relevant to the action sequence, even
though there are distracting objects around which, on a
salience basis, should attract gaze more strongly.

What then does determine fixation sequences during
active vision? Electrode recordings from monkeys and
» fMRI scans in humans have provided some informa-
tion about their neural basis. For complex routines such as
tea making it is necessary to assume that it is the overall
plan, or script, of the activity which determines what
is targeted, and in approximately what sequence. These
plans originate in the Pprefrontal cortex (PFC) in
primates and man. They specify to the eye movement
system what is the next object to be fixated, and with
that provide information about its likely location and
appearance. Remarkably, objects are often fixated with a
single saccade even when they are in the far periphery,
indicating the efficiency of this process. The script must
also inform the motor system what action to perform, and
the eye movement system what to monitor as the action
progresses. Many parts of the brain are involved (Fig. 2).

Output to the »brainstem nuclei of the oculomotor
system (oculomotor nuclei, ON) which move the
eyes comes from the »frontal eye fields (FEF) and
»superior colliculi (SC), with the »parietal cortex
involved in the coordination of reaching and grasping
[10]. The limb motor system also has an input from the
parietal lobe and from the »somatosensory cortex (SS)
and generates its output to the »spinal cord via the
» premotor cortex (PMC) and »primary motor cortex
(MC). Visual input to both systems comes ultimately
from the occipital lobe, and the temporal lobe is also
likely to be involved in establishing the identity of
objects. The coordination of apparently simple actions
is a complex neural operation.

Conclusions

Although we can direct our gaze direction by an act of
will, this rarely happens; for most of the time fixation
patterns are automatic and are not available to conscious
scrutiny. We are even unaware that we look around
the room in a series of discontinuous jerks, rather than a
smooth scan. The principal function of the eye movement
system in man is to direct gaze to locations where the eyes
can provide the executive systems of the brain with the
information they need for perception and action. To do
this the eye movement system has its own knowledge
base —of where to look on a winding road, for example, or

Active Vision. Figure 2 Drawing of the left-hand side of
a macaque brain showing some of the regions and
pathways involved in the neural control of reach-and-
grasp movements. Details in the text. The names of the
four lobes of the cortex are shown. Abbreviations: FEF
frontal eye fields; IPS intraparietal sulcus; MC primary
motor cortex; ON oculomotor nuclei of the brain stem;
PFC prefrontal cortex; PMC premotor cortex;

SS somatosensory cortex; SC superior colliculus of the
mid brain; V primary and secondary visual areas of

the occipital lobe. The cortical output to the limbs
originates in the motor cortex (MC) and runs to the
spinal cord via the brainstem.

how to read a double stave of music — which we cannot
access by introspection. Objective eye-movement record-
ing is the only way to study this hidden information.
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Synonyms
Site of regulated neurotransmitter release

Definition

Physiologically, the active zone is defined as the restric-
ted area of the presynaptic plasma membrane, at which
> synaptic vesicles can fuse and regulated neurotransmit-
ter release can occur. The active zone, as defined here,
consists of two major parts, the active zone plasma
membrane and the associated cytoskeletal matrix, which
is called presynaptic dense projection, presynaptic grid,
presynaptic particle web or »CAZ (cytomatrix assem-
bled at the active zone) [1,2].

The general description given here refers to conven-
tional chemical synapses of the central nervous system.
It should be noted that different types of chemical
synapses display differential adaptations of their active
zones and the associated cytomatrices to their specific
function. Of these specializations, we will briefly
consider here the active zone of vertebrate »neuromus-
cular junctions and of so-called »ribbon synapses, i.e.
specialized excitatory high-throughput synapses occur-
ring, for example, in »photoreceptor cells or bipolar
cells in the retina or in »inner ear hair cells.

Characteristics

Quantitative Description

Typically, the active zone has a diameter of several
hundred nanometers. For representative conventional
synapses in mouse hippocampus and piriform cortex,
average surface areas of ~0.04 um? (square microns)
and ~0,095 pum” have been determined, respectively
[3]. Active zones rarely exceed an area of 0.4 um?, and
large synaptic boutons would rather form multiple
active zones than exceed this upper “limit.” On average,
these active zones accommodate one docking site for
synaptic vesicles per 38006200 nm? [3].

Specialized synapses have active zones of different
sizes and shapes adapted to their particular function.
At the vertebrate neuromuscular synapse, for example
the frog’s »neuromuscular junction, the active zone is
frequently 1-2 um (microns) long and ~75 nm wide [4].

Higher Level Structures
The active zone is a component of the neurotransmis-
sion apparatus of chemical synapses. It is part of the

plasma membrane of presynaptic boutons [1]. The
active zone faces the synaptic cleft and is surrounded
by (and tightly linked to) an endocytic zone, where
synaptic vesicles that have fused with the active zone
membrane are retrieved by clathrin-mediated endocy-
tosis [5,6]. The active zone is precisely aligned with
the region of postsynaptic membrane that harbors the
neurotransmitter reception apparatus, and is defined by
the »postsynaptic density (PSD). The PSD is particu-
larly prominent in excitatory brain synapses.

Lower Level Components

Ultra-Structure of the Active Zone

In the electron microscope, the CAZ or presynaptic
grid appears as a more or less regular array of electron-
dense cone-shaped particles, which extend ~50 nm
into the cytoplasm. A meshwork of cytoskeletal fila-
ments connects the 50 nm particles [2]. Additionally,
filamentous strands extend 100 nm and more from the
active zone plasma membrane into the presynaptic
bouton (Fig. 1a).

At the frog neuromuscular junction, active zone
material extents 50-75 nm into the cytoplasm of the
terminal and has a regularly arranged ultra-structure
consisting of “pegs,” “ribs” and “beams” as revealed
by electron microscope tomography [4]. The molecular
composition of these structures is currently unknown
(Fig. 1b).

» Synaptic ribbons in nerve terminals of »retinal
photoreceptors are horseshoe-shaped specializations of
the CAZ, which extend 300-500 nm into the presynap-
tic cytoplasm and tether »synaptic vesicles. They are
connected to the active zone plasma membrane via a
specialized structure called arciform density [7].

Proteins of the Active Zone Plasma Membrane

Plasma membrane proteins present in the active zone
primarily include ion channels and receptor proteins
that are required for synaptic function, and cell
adhesion molecules (CAMs) involved in adhesion and
alignment of pre- and postsynaptic membranes as
well as in trans-synaptic regulation of plasticity [8].
Most importantly, voltage-gated Ca>" channels (N-type
[Ca,2.2], P/Q-type [Ca,2.1]) mediate the influx of Ca**
upon arrival of a depolarizing Paction potential,
the trigger for synaptic vesicle exocytosis. Basically,
all super-families of CAMs, including immunoglobulin
superfamily members, integrins and cadherins, are
represented at synaptic junctions and are involved
in synaptic function and plasticity. Alpha- and
beta-neurexins seem to be specific CAMs of the active
zone membrane. Beta-neurexins make asymmetric
contacts with postsynaptic neuroligins, while alpha-
neurexins couple Ca®>" channels to synaptic vesicle
exocytosis in a manner that is not yet understood.
Active zone and opposite PSD are surrounded by a belt
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Filamentous
strands

Interconnecting
fibrils

Active Zone. Figure 1 Ultra-structure of the cytomatrix assembled at the active zone. (a) Schematic depiction of the
presynaptic grid at conventional brain synapses. A more or less regular array of 50-nm cone-shaped particles is

thought to define docking sites for synaptic vesicles (SV). Cones appear to be interconnected by fibrils. In addition,
filamentous strands extend 100 nm and more from the active zone plasma membrane into the presynaptic bouton [3].
(b) Cartoon of the active zone at the frog neuromuscular junction as revealed by electron microscope tomography [5].

of cadherin/beta-catenin complexes. Additional cell
membrane proteins thought to reside within the active
zone include ephrin ligand-receptor systems and
receptor tyrosine phosphatases, as well as a variety of
metabotropic receptors.

Molecular Organization of the CAZ

Only few CAZ-specific proteins have been identified to
date [9]. These include the Muncl3 synaptic vesicle
priming factors; the » RIM (Rab3-interacting molecules),
multi-domain proteins that can interact with multiple
other active zone proteins; »Bassoon and Piccolo
(»Piccolo/Aczonin), two very large CAZ scaffolding
proteins; as well as »CAST/ERC (CAZ-Associated

Structural Protein Or Elks/Rab6-Interacting Protein/
CAST), another family of CAZ-specific structural
proteins. In addition, SH3 domain-bearing RIM-binding
proteins (RIM-BPs) and alpha-liprins, which also bind
RIMs and the receptor tyrosine phosphatase LAR, have
been described as bona fide or potential CAZ compo-
nents. These molecules are thought to form the scaffold
of the CAZ, which links proteins of the active zone
plasma membrane to the actin/spectrin-based cortical
cytoskeleton and components of the synaptic vesicle
cycle. Scaffolding molecules of the CAZ can physically
integrate additional effector proteins that are involved
in the organization and regulation of the synaptic
vesicle cycle as listed in 1 and illustrated in (Fig. 2).
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Active Zone. Figure 2 Molecular organization of the CAZ. The CAZ-specific multi-domain proteins RIMs, Bassoon
and Piccolo and the CAST/ERC proteins are thought to act as major scaffolding proteins of the presynaptic
cytomatrix. They can recruit a variety of effector proteins to the CAZ and thereby organize presynaptic processes
functionally and topologically. The CAZ-specific protein Munc13 serves as a priming factor for synaptic vesicles (for
further details and the definition of abbreviations see Table 1). The figure was adapted from Dresbach, Altrock and

Gundelfinger (2003), Neuroforum 3.03, pp 79-86.

Moreover structural components of the CAZ, such
as Piccolo, may serve as a physical link between the
exocytic and endocytic machineries that have to
cooperate precisely in presynaptic boutons [5]. In
addition, a trimeric complex consisting of the mem-
brane-associated guanylate kinase homolog CASK
and the adaptor proteins Veli/Lin7 and Mint (Munc18/
Secl-interactor), which interacts with active zone
membrane proteins such as beta-neurexins and volt-
age-gated Ca®" channels, has been reported to occur
at the active zone [9].

Specialization of the CAZ - Synaptic Ribbons

The photoreceptor ribbon synapse is a unique type
of chemical synapse, structurally and functionally
specialized for the tonic release of neurotransmitter in
the dark. Basically, all scaffolding proteins present
in the CAZ of conventional synapses can be found in
synaptic ribbons. In addition, a ribbon-specific protein,
RIBEYE, has been identified as a major component of
synaptic ribbons [7]. Interestingly, CAZ proteins fall
into two groups: those that are associated with the actual
ribbon (RIBEYE, Piccolo, RIM1 and the Kinesin
KIF3A), and those that associate with the active zone
membrane and/or the arciform density (Muncl3-1,
RIM2, CAST1/ERC2). Bassoon seems to be involved
in anchoring the ribbon to the arciform density [7].
Major constituents of photoreceptor ribbons including

RIBEYE, Piccolo and Bassoon are also present at inner
hair cell ribbons.

Higher Level Processes

The active zone is integrated into the process of
synaptic transmission. In this context, it serves an
essential function in regulated neurotransmitter release
and the organization of the underlying membrane
trafficking cycle (synaptic vesicle cycle).

Lower Level Processes

At the active zone, processes of regulated exocytosis of
neurotransmitter from synaptic vesicles, as well as
refilling of synaptic vesicles (“kiss-and stay”) or their
local recycling (“kiss-and-run” mode), takes place
[5,6]. Components of the active zone plasma membrane
and the associated CAZ are involved in the performance
and regulation of these processes. Processes localized at
the active zone include docking and priming of synaptic
vesicles, entry and sensing of Ca®" ions, control of
membrane fusion and retrieval as well as regulation of
efficiency and fidelity of stimulus-secretion coupling.

Process Regulation

Presynaptic Plasticity

At the active zone, arriving action potentials trigger
exocytosis. Incoming signals can be modulated as
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Active Zone. Table 1

Protein (Synonyms)

Domains/Motifs

Proposed protein—protein Interactions of CAZ proteins

Interaction partners

Proposed function for the

Rab3 interacting molecules
(RIMs: primarily RIM1q;
RIM2a)

(Literature)

interaction

Zn finger Rab3' SV tethering?, Regulation of
SV exocytosis?

PDZ Munc13-12 SV priming

C2A ubMunc13—22 SV priming

Proline-rich sequence | CAST1/ERC2%* Scaffolding

(PRS)

C2B Piccolo® Scaffolding

N-type voltage-dependent Ca®*
channel®

Channel anchoring

Synaptotagmin, SNAP-25°

Ca®* sensing

RIM-BPs’

Scaffolding

a-Liprin®

Scaffolding

N-type voltage-dependent Ca**
channel®

Channel anchoring

Synaptotagmin, SNAP-25°

Ca" sensing

Munc13s N-term region of RIM10? Scaffolding, Rab3 effector
Munc13-1 and
ubMunc13-2
Conserved R region of | Calmodulin® Ca-dependent plasticity
Munc13s
C-term region of DOC2a (double C2 domain pro- | Unknown
Munc13—1 tein)'°
Spectrin B-spllly ™" Cytoskeleton anchoring
msec7—1 ARF-GEF'2 Cytoskeleton regulation
Syntaxin™® SV fusion, SNARE complex
regulation
Bassoon Zn fingers CtBP1/BARS-50 (Lysophospha- | Membrane trafficking?

tidic acid acyl transferase,
LPAAT)"

Regulation of membrane
curvature?

N-terminal of CC2

Ribeye/CtBP2 (LPAAT)™

Membrane trafficking?,

Scaffolding

CC3 CAST/ERC"™ Scaffolding

Piccolo (Aczonin) Q domain Actin-binding protein Abp1'® Actin binding, link to

endocytosis

Zn fingers PRA1" Unknown

PRS GIT (ARF-GAP)™® GTPase regulation,
membrane trafficking

PRS Profilin (actin binding protein)'® | Actin regulation

Ccc3 CAST/ERC'" Scaffolding

PDzZ cAMP-GEFII° GTPase regulation

C2A RIM2° Scaffolding, Rab3 effector

C2B Piccolo® Scaffolding

L-type voltage-dependent Ca%*
channel®

Channel anchoring

CAZ-associated structural
proteins (CASTs, ERCs)

Coiled-coil regions

Bassoon, Piccolo™

Scaffolding

C-term PDZ binding
motif

a-Liprin®®

Scaffolding, Transport?

RIMs>

Scaffolding
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Active Zone. Table 1

Domains/Motifs

Protein (Synonyms)

Interaction partners

Proposed protein—protein Interactions of CAZ proteins (Continued)

Proposed function for the

(Literature) interaction

RIM binding proteins SH3 domains (one of 3)

RIMs”

Scaffolding

(RIM-BPs) SH3 domians (one of 3)

Ca?* channels Ca,2.2 (N-type),
Ca,1.3 (L-type)?

Channel anchoring

a-Liprins (SYD-2) N-term CC region

CAST/ERC?®

Scaffolding, Transport?

C-term SAM domains

KIF1A (kinesin motor)®2

Transport

LAR (receptror tyrosine
phospatase

Receptor anchoring
=

GRIP?

Receptor clustering

"Wang Y, Okamoto M, Schmitz F, Hofmann K, Sudhof TC (1997) Nature 388:593.

2Betz A et al. (2001) Neuron 30:183.
3Ohtsuka T et al. (2002) J Cell Biol 158:577.

4Wang Y, Liu X, Biederer T, Sudhof TC (2002) Proc Natl Acad Sci USA 99:14464.
5Shibasaki T, Sunaga Y, Fujimoto K, Kashima Y, Seino S (2003) J Biol Chem.

8Coppola T et al. (2001) J Biol Chem 276:32756.

"Wang Y, Sugita S, Sudhof TC (2000) J Biol Chem 275:20033.
8Schoch S et al. (2002) Nature 415:321.

®Junge HJ et al. (2004) Cell 118:389.

°0rita S et al., J Biol Chem 272:16081.

""Sakaguchi G et al. (1998) Biochem Biophys Res Commun 248:846.

2Neeb A, Koch H, Schurmann A, Brose N (1999) Eur J Cell Biol 78:533.
3Betz A, Okamoto M, Benseler F, Brose N (1997) J Biol Chem 272:2520.

"4Tom Dieck S et al. (2005) J Cell Biol 168:825.
"®Takao-Rikitsu E et al. (2004) J Cell Biol 164:301.
"8Fenster SD et al. (2003) J Biol Chem 278:20268.
""Fenster SD et al. (2000) Neuron 25:203.

"8Kim S et al. (2003) J Biol Chem 278:6291.
®Wang X et al. (1999) J Cell Biol 147:151.

20K J, Na M, Kim S, Lee JR, Kim E (2003) J Biol Chem 278:42377.

2'Hibino H et al. (2002) Neuron 34:411.
223hin H et al. (2003) J Biol Chem 278:11393.

23pylido R, Serra-Pages C, Tang M, Streuli M, Proc Natl Acad Sci USA 92:11686.

24Wyszynski M et al. (2002) Neuron 34:39.

a function of the history of previous presynaptic
activation (presynaptic plasticity). The major signal
mediator, both for neurotransmitter release and its
modulation is the bivalent Ca®* ion. Two parameters are
thought to determine presynaptic plasticity, i.e. the
conversion of an action potential to a Ca®" current and
the conversion of a Ca®" signal to exocytosis [6].
Components of the active zone essentially govern
processes of presynaptic plasticity. Recently, two CAZ
proteins, RIM and Munc13, have been implicated in the
regulation of presynaptic plasticity [6,10]. Regulation
of the synaptic vesicle priming factor Muncl3 by
the ubiquitous calcium sensor calmodulin may be a
long-searched for molecular mechanism for Ca”'-
dependent presynaptic plasticity. In addition, Munc13’s
function is regulated by the second messenger diacyl-
glycerol [10]. RIMlalpha knock-out mice display
deficits both in short-term plasticity of conventional
synapses and in long-term potentiation of mossy fiber

boutons of the hippocampal CA3 region [6,9]. As
RIMla and Muncl3s can physically interact, it is
conceivable that they fulfill their modulatory effect on
presynaptic function in a concerted manner.

Developmental Assembly of the Active Zone

During brain development, the active zone is assembled
from distinct pre-formed packages in a quantal manner
[8]. Assembly of the major components of the active
zone including membrane proteins, such as N-type Ca”"
channels, cadherins and the target SNARE protein
syntaxin, as well as bona fidle CAZ components, like
Bassoon, Piccolo, RIMs and Munc13, occurs inside the
neurons, probably at the trans-Golgi complex. Accord-
ing to the “active zone transport vesicle” hypothesis
these pre-assembled complexes bud off the Golgi
membrane, are transported into the axon along micro-
tubules, and fuse with the presynaptic membrane in
response to a yet unknown signal. Dense-core active
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zone transport vesicles have a diameter of ~80 nm, and
are found in axonal growth cones and along axons
before synaptogenesis. This mode of assembly may
explain the speed and efficiency with which new
synapses can be formed during development.

Function

The active zone, including the associated cytoskeletal
matrix, is a specialized region of the presynaptic
plasma membrane that serves the regulated release of
neurotransmitter. Here, incoming action potentials
are translated into chemical signals, which can then
be detected by the postsynaptic cell. As both basic
mechanisms of regulated exocytosis and processes
of synaptic plasticity are triggered by calcium [6]
(see above), the appropriate placement of voltage-
dependent Ca®" channels and of Ca*'-sensing and -
modulating systems is of key importance. Various
active zone proteins including Munc13s, RIMs and
Piccolo as well as Synaptotagmins, which are thought to
act as principal Ca®" sensors on synaptic vesicles,
harbor multiple C2 domains as phospholipid-dependent
Ca*"-binding sites.

Proteins assembled at the active zone serve the local
restriction as well as the structural and functional
organization of the synaptic vesicle cycle [6,9]. They
are involved in

e anchoring and clustering active zone membrane
proteins, e.g. Ca®" channels and CAMs,

e recruiting effector molecules to the active zone,

e docking, priming, fusion and retrieval of synaptic
vesicles,

e the local integration and regulation of the actin/
spectrin-based cortical cytoskeleton

e linkage to the endocytic apparatus.

Proposed functions for individual CAZ components
and their interaction partners are summarized in Table 1.

Pathology

Mutations in CAZ genes may result in altered
presynaptic plasticity, epilepsy and impaired vision
and hearing. For example, RIM1alpha knock-out mice
display a decreased probability of neurotransmitter
release and impaired short-term and long-term synaptic
plasticity [9]. Mice mutant for Bassoon suffer from
rapidly generalizing epileptic seizures [9]. Moreover, in
these mice, anchoring of synaptic ribbons to the active
zone is impaired in retinal photoreceptors and cochlear
inner hair cells [7] resulting in dramatic deficiencies in
vision and hearing. To date, no corresponding genetic
defects have been reported for humans. On the other
hand, mutations in presynaptic calcium channels can
result in episodic or spinocerebellar ataxia, familial
hemiplegic migraine or idiopathic generalized epilepsy.
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' Activity Phase

Definition

Portion of the behavioral circadian cycle where the
organism is active. In diurnal organism, the activity
phase occurs during the daytime, in nocturnal organ-
isms, during the nighttime.

» Arrhythmicity/Rhythmicity
» Circadian Cycle

| Activity-dependent Synaptic
Competition

Definition

A refinement process of neural circuitry to select
stronger synaptic inputs among multiple inputs con-
verging on the same target while the other weaker
inputs are eliminated. This process is referred to as
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“competition” because the relative strength of each
synaptic input is evaluated.

» Activity-dependent Synaptic Plasticity
» Synaptic Elimination

I Activity-dependent Synaptic
Modification

Definition

Synaptic depression or facilitation induced by special
patterns of activation of the synapse. Higher-frequency
activation often causes synaptic facilitation, and lower-
frequency activation gives rise to synaptic depression.

» Associative Long-Term Potentiation (LTP)
»Memory, Molecular Mechanisms

I Acquired Immunodeficiency
Syndrome (AIDS)

Definition

Illness and associated conditions caused by infection
with the »human immunodeficiency virus (HIV), a
retrovirus. The syndrome may include neurological
symptoms resulting from the combined degeneration
(vacuolar »myelopathy) of the »corticospinal tract and
the »dorsal columns.

» Human Immunodeficiency Virus (HIV)

| Activity-Dependent Synaptic Plasticity

MicHAEL A. CoLicos
Department of Physiology and Biophysics, Faculty of
Medicine, University of Calgary, Calgary, AB, Canada

Synonyms
Neuronal plasticity

Definition
The ability of the connections between neurons (the
synapses) to change in strength in response to activity.

Characteristics

Introduction

Central to the function of the nervous system is its
ability to change dynamically in response to sensory
input. The process of learning and the formation of
memories allow the individual to adapt to and function
in its environment. In order to accomplish this, the
connectivity between the neurons must be able to
change. Rather than occurring randomly, these changes
must be guided by the information that flows through
the neuronal network. Thus, activity dependent synap-
tic plasticity is an essential mechanism by which
the cognitive function of the central nervous system
is achieved. There are two tiers to the alteration of
synaptic connectivity: changes that take place very
rapidly, which allow immediate response to dynamic
input; and more long-term changes that can consolidate
memories for up to the life of the organism. As one
would expect a mechanistic commonality between these
two tiers exists, and short-term changes, if emphasized
and repeated, will eventually become permanent.

Foundations

At the end of the nineteenth century the Spanish
neuroanatomist Santiago Ramon y Cajal suggested that
since no new neurons are created in the brain during the
life of an individual, memories might be formed by
improving the strength of the connections between
them [1]. In the middle of the twentieth century Donald
Hebb suggested a mechanism by which this strengthen-
ing could occur, postulating that through repeated and
persistent stimulation of a neuron there is an increase in
its efficacy of communication, arising from either a
metabolic change in the cell or the activation of the
growth process [2]. It is now generally accepted that the
connectivity between neurons determines how infor-
mation will be processed by the brain, and the ability to
modify these connections in response to activity
underlies learning and memory. The brain can change
its information processing pathways in response to
input by two basic mechanisms: by forming new
connections or by strengthening the existing ones.
Memory can be generally classified as being either
short-term or long-term. While some forms of altered
synaptic strength can last for extended periods of time
(up to days or weeks), it is generally thought that short-
term memory is associated with changes in synaptic
efficacy, whereas long-term memory involves a struc-
tural change in the connectivity between neurons. These
long-term changes can be expected to last for years. Of
key importance to the function of the nervous system
is that these changes in the strength of neuronal
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connections arise in response to activity. This reflects an
important aspect of how the brain functions, in that
there is selective strengthening of circuits that are being
used. In addition to activity-driven synaptic plasticity,
subsequent regulatory plasticity can also occur. This is a
slower process which modulates the changes in
connectivity themselves, necessary to avoid a loss of
stability in the neuronal network.

Mechanism of Altered Synaptic Efficacy: Long-Term
Potentiation (LTP)

Long-term potentiation is an experimentally-induced
phenomenon by which high frequency activity at a
synapse results in an enhancement, or potentiation, of
subsequent synaptic transmission. Although demon-
stration of an identical phenomenon occurring in the
intact brain is limited, it is widely accepted as a basic
mechanism for learning and memory. LTP was first
described by Terje Lemo in 1966, when he observed
that stimulation of the perforant pathway into the rabbit
hippocampus caused an enhancement of the excitatory
postsynaptic potentials induced in the cells of the
dentate gyrus [3]. Many types and stages of LTP exist.
Two of the most studied are often defined by their
dependence on either the NMDA or on the AMPA
glutamate receptors. Moreover, multiple durations and
phases of LTP rely on different biochemical mechan-
isms, all of which have been extensively investigated
[4]. It is generally believed that LTP is a fundamental
mechanism by which short-term changes in synaptic
efficacy can be achieved.

Long-Term Depression (LTD)

The counterpart to LTP, long-term depression, is a
weakening of synaptic strength which results (in the
hippocampus) from either persistent low-frequency
stimulation or from an extremely strong synaptic
stimulation such as occurs in the cerebellum. From a
functional point of view, the presence of long-term
depression of synaptic strength is essential. To develop
a neural processing system based solely on enhance-
ment of synaptic strengths would result in a general
increase in activity in the brain during the life of the
individual. The ability to reduce synaptic strength or
prune out unwanted synapses is essential for the overall
balance. Mechanistically LTD has not been as rigor-
ously studied as LTP, however it is clear that many
of the mechanisms are in common between the two,
especially calcium influx [5].

Spike Timing Dependent Plasticity (STDP)

Spike timing dependent plasticity illustrates the fine
balance between LTP and LTD. A single dendrite of a
neuron receives many inputs from multiple axons. The
synapses at these junctions most often fire independently,

each following its own rules and dynamics. Conse-
quently, as excitatory postsynaptic potentials are induced
and are traveling down a dendrite it is likely that other
synaptic input will also be depolarizing the dendrites,
causing the two signals to either summate or interfere
with each other. Additionally, when a neuron fires there
is a back propagating depolarization that arises from the
action potential. This back propagating action potential
can affect new incoming EPSPs. If neurotransmitter
release occurs after a back propagating action potential
arrives at the postsynaptic site, LTD can be induced and
synaptic strength decreased. Conversely if the back
propagating action potential arrives at the synapse after
the EPSP, the potential is reinforced, and, LTP can be
induced. Thus, the timing of the arrival of depolarizing
potentials at the synapse can either strengthen or weaken
it. The dependence of such changes in synaptic efficacy
on the coincident timing of activity illustrate the ability
of the nervous system to respond with a high degree
of temporal specificity, and react in a finely tuned
manner by changing the strength of the individual
synaptic connections [6].

Mechanism of Structural Plasticity: Synapse Number

Perhaps the most direct mechanism of synaptic
plasticity is structural change. The strength of the
connections between two neurons can be directly
altered by either adding or removing synapses. In the
1980s Bailey and Chen demonstrated that the process of
habituation in an invertebrate system can alter the
number of connections between neurons [7]. This has
also been demonstrated in mammalian systems, and
researchers hypothesize that by making physical
changes such as these in connectivity, permanent
changes in the functioning of a neuronal system that
last the lifetime of an individual can be achieved. The
mechanism of such changes is often assumed to be
related to the initial process of synaptogenesis that
occurs during embryonic development, which is subse-
quently reinitiated by activity. If one views the changes
in synaptic efficacy as a precursor to more permanent
structural change, one would expect common signaling
pathways between the two processes. The most studied
candidate for this signal is the calcium influx that occurs
during synaptic transmission. It can not only play a
determinate role in altering synaptic efficacy through
mechanisms such as LTP and LTD, but can also induce
cytoskeletal changes through mobilization of actin, a
requisite for morphological change. Additionally, the
nature of the direct change in synaptic connectivity can
be related to the information carried by the activity, for
example high frequency stimulation will cause an
increase in the number of connections, where as low
frequencies result in a loss of connectivity. This change
in synapse density has been eloquently demonstrated
in vivo, using high-resolution imaging of neurons from
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trained versus untrained animals [8]. Synaptic remodel-
ing has also been observed under more controlled
conditions using dissociated hippocampal neuronal
cultures [9]. Thus, during learning and memory forma-
tion, the brain can encode new information in its
structure by directly altering the number of connections
between neurons.

Spine Morphology

In addition to changing the number of presynaptic
contacts, the shape and size of the postsynaptic structure
can also be altered to modulate synaptic transmission.
This can occur by both changing the size of the active
zone, as well as by altering the diameter of the spine
shaft. Changing the morphology of the postsynaptic
spine will modulate the way an incoming depolarization
propagates before actually entering the dendrite and
proceeding to the cell body. Spine dynamics are also
integral to the process of new synapse formation, acting
as targets for synaptogenesis [10].

Summary

Activity-dependent synaptic plasticity describes the
change in neuronal connectivity that occurs as a direct
result of synaptic transmission. This plasticity can be
manifested as either altered synaptic efficacy or as
direct physical synaptic change. The process is assumed
to provide a mechanism of altering information flow
through the neuronal system in a manner which reflects
the incoming activity patterns that initiated the change,
providing a system for learning and memory.
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| Activity-dependent Synaptic
Rearrangement

Definition

A refinement process of neural circuitry regulated by
the strength of neural activity in the pre- and
postsynaptic cells.

» Synaptic Elimination

| Actogram

Definition
An actogram depicts activity patterns of organisms.
Usually, activity on a time base of 24 h is plotted on
horizontal lines below each other for consecutive days.
However, also other time bases can be chosen
(modulo plots). Activity can be depicted quantitatively
or as a state variable. Aligning the same actogram twice
so that two consecutive time episodes are plotted one
after the other and the second episode is repeated just
below the first episode on the successive line is called a
double plotted actogram, facilitating the identification
of rhythms which cross the time base.

» Circadian Rhythm
» Circannual Rhythms

| Actualism

Definition

The view that everything which exists actually exists;
this implies that possible worlds, if they exist at all, have
to exist as part of the actual world.

» Possible World
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I Actuator

Definition

An actuator is a device with the capability of
transforming one type of energy into another. Actuator
differs from sensor in the way it is used. The actuator is
used to transform commands of a control algorithm into
actions applied to the physical system to affect its
behaviour (state).

» Control

I Acutance

» Contrast Enhancement

| Acute and Chronic Ataxic Neuropathy

» Large-Fiber Sensory Neuropathy

I Acute Brain Slice

» Slice Preparation

I Acute Disseminated
Encephalomyelitis

Definition

ADEM belongs to the group of »idiopathic inflamma-
tory demyelinating diseases (IIDDs) and is an autoim-
mune disease with multifocal lesions throughout the
brain and spinal cord, usually following a febrile viral
infection or vaccination, with the highest incidence

during childhood. ADEM is characterized by »enceph-
alopathy and »pyramidal, »cerebellar, and »brainstem
signs, bilateral »optic neuritis, transverse »myelitis,
and altered consciousness. »>Seizures are rare. The
pathogenesis is unknown and may be triggered by a T-
cell mediated autoimmune response to »myelin basic
protein. Treatment includes methylprednisolone, im-
munoglobulins, plasmapheresis, or cytotoxic drugs.

»Idiopathic Inflammatory Demyelinating Diseases
(IIDDs)

I Acute Pain

» Incisional/Postoperative Pain

| Acute Sensory Neuronopathy
Syndrome

Definition

Acute loss of large myelinated sensory nerves subser-
ving touch and proprioception (see Section on Large-
Fiber Sensory neuropathy).

» Proprioception: Effect of Neurological Disease

I Adaptation of Saccadic Eye Movement

Definition
The saccadic eye movement or saccade is a rapid eye
movement to capture an object in the visual field. When
the target is displaced during the saccadic eye
movement, it changes so that the target can be captured.
The forward or backward target displacement causes
a gradual increase or decrease in the saccade amplitude,
respectively. Such a phenomenon is called adaptation of
saccade.

» Saccade, Saccadic Eye Movement
» Sensory Motor Learning/Memory and Cerebellum
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|
Adaptation of Sensory Receptors

Definition

Adaptation is the decline of the electric responses of a
receptor neuron over time in spite of the continued
presence of an appropriated stimulus of constant
strength. This change is apparent as a gradual decrease
in the frequency of spikes generated within the receptor
neuron. Phasic receptors adapt rapidly and inform,
therefore, about the rate of change of a stimulus. Tonic
receptors adapt slowly and inform about the presence
and strength of a stimulus. Many sensory neurons may
unify both response properties and are called phasic-
tonic receptors. They usually show a phasic response at
stimulus onset, followed by a long-lasting, but lower
tonic response.

» Sensory Systems

I Adaptation of Vestibulo-Ocular Reflex

Definition
The vestibulo-ocular reflex is the eye movement driven
by the head motion detected by inner ears. The eyeball
turns in the opposite direction of head turn so that the
image motion on the retina (retinal slip) is suppressed.
The amplitude of this reflex changes when there is a
mismatch between the head and the eye movements.
The change works to reduce the retinal slip, thus it is
regarded as adaptive.

» Retinal Slip
» Sensory Motor Learning/Memory and Cerebellum
» Vestibulo-ocular Reflexes

I Adaptation of Visual Perception

Definition

Adaptation refers to the tendency of a sensory system to
change its operating characteristics as a result of
prolonged or repeated exposure to a specific type of
stimulus. For example, a striped surface (a grating) that
appears vertical when presented in isolation (test
stimulus) can be made to look tilted if the observer

first stares at (adapts to) a tilted grating for some time
(say 60 s) and then looks at the isolated test grating
again.

» Visual Illusions

| Adaptive Behavior

Definition
The ability to adjust behavior to changes in the
environment.

» Cognitive Elements in Animal Behavior

I Adaptive Control

Arie FEUER!, GraHAM C. GOODWIN?

'Electrical Engineering, Technion, Israel

2ARC Centre for Complex Dynamic Systems and
Control, Department of Electrical and Computer
Engineering, The University of Newcastle, Callaghan,
NSW, Australia

Definition

An “adaptive controller” is a special form of control law
(see separate article on “control”). Adaptive controllers
have the distinguishing feature that they incorporate some
form of inbuilt mechanism for adjusting their character-
istics, based on perceived changes in the characteristics
of the system or the environment in which the system
operates.

One helpful way of thinking about adaptive control
is via the concept of internal models (see separate articles
on “internal model” and “control”). It can be argued
(see article on “control”) that all controllers explicitly or
implicitly contain internal models for both the system and
the environment in which the system operates. A non-
adaptive controller will typically utilize fixed internal
models, whereas an adaptive controller will have some
mechanism for changing the internal model, based on
observations made regarding how the system responds
to stimuli provided to the system through the actuators
(see separate article on “control”).

There is a helpful example given in the article on
internal models regarding lifting a box. Quoting from
that article:

When you get ready to pick up a box that you
believe to be heavy, you prepare your posture for
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generating a large lift force long before you begin
lifting. If the box turns out to be empty, it will
move unexpectedly fast. One may say that your
internal estimate of the dynamics of the object was
inaccurate, or that you had the wrong internal
model of its properties. Because you used an
incorrect internal model of the box to guide your
actions, you generated unnecessarily large forces
in trying to pick it up.

Continuing this example, if you are asked to pick up the
same box a second time, then you will almost certainly
use a different posture and apply forces that are more
appropriate. In other words, you will have adjusted
(or adapted) the internal model for the true system and
this will, in turn, have changed (or adapted) your
control law.

Based on the above heuristic description, we can
see that adaptive control is an interesting and potentially
very useful concept. Clearly, there seems to be substantial
merit in having control algorithms that are capable
of initially designing themselves based on only partial
knowledge of the process to be controlled.

Of even greater interest would be control algorithms
that were capable of redesigning themselves in the face
of significant process variations. The study of adaptive
controllers takes on different forms in different areas.
In the life sciences, researches have postulated and
studied the presence of adaptive mechanisms in bio-
logical control systems. In engineering, researchers

have endeavored to capture the essence of adaptive
control to design control laws for use in man-made
systems. In both cases, the question arises as to what
form of adaptive mechanism results in the overall
system behaving in the required fashion. Indeed, it is
a non-trivial exercise to specify the adaptive rules so
that the resulting controller has desirable properties.
Understanding the general rules that lead to stable
(or convergent) adaptive behavior has proven to be
surprisingly difficult. Indeed, this question has captured
the interest of engineers and mathematicians for the past
five decades. Many insights have been obtained but the
general question remains largely open. In the sequel, we
will attempt to give some insights into adaptive
controllers from an engineering perspective. We will
not attempt to give a precise definition of adaptive
control. However, in Fig. 1 we provide a possible co-
nceptual view of an adaptive control system. At the heart
of it is a typical feedback control (solid lines in Fig. 1
indicate signal flow in this part of the system), which
consists of the controlled physical plant and a controller
with a feedback loop. The typical starting point for
traditional feedback control design is the availability ofa
» mathematical model for the physical plant to be
controlled (see companion article on “control”). The
model typically consists of structure and parameters
and similarly, the design process is aimed at determin-
ing the controller structure and parameters. There are
many control design methodologies [1]. However,
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irrespective of how the control law is designed, in a
traditional setting, once the controller has been designed
and implemented it stays “fixed.” On the other hand, an
adaptive controller has the capacity of changing the
control law by adjusting its internal models.

Specifically, an adaptive controller is aimed at
providing:

e Capability to estimate the model of the process
applicable at the current time — the »Model
Estimator in Fig. 1

e Capability to redesign the controller (using some
underlying design methodology) — the Controller
Designer in Fig. 1

e Capability to make decisions as to when to re-initiate
the processes of model estimation and controller
redesign — the Supervisor in Fig. 1

Over the past 50 years, the idea of adaptive control has
sparked the imagination of many researchers as well as
control engineers. This resulted in thousands of papers
and tens of books on the subject (see, e.g., [2,3,4,5]
and many more). The adaptive controllers reported
in the engineering literature (both in theory and in
practice) differ in the way each capability is imple-
mented. This will be further discussed below. Ideally,
one would like to have an algorithm that was capable
of changing the model and controller structure as
well as their parameters. The reality, however, is that
most adaptive controls in common engineering use,
are limited to parameter adaptation only, while the
structures of both model and controller are predeter-
mined. As a result, the model estimation used in
most contemporary adaptive controllers consists of
parameter estimation and the redesign is limited to
determination of controller parameters. Hence, a close
connection has emerged between the area of system
identification [6,7] (which studies how one can estimate
model parameters from observations of input—output
data) and adaptive control. Basically, one could attempt
to combine any identification algorithm with any
control design methodology to get an adaptive control
scheme.

Description of the Theory
Direct and Indirect Adaptive Control
As shown in Fig. 1, estimated parameters are fed to
the controller design block, which typically treats them
as if they were true system parameters when designing
the controller. This idea is called “» Certainty Equiva-
lence” [5]. More sophisticated procedures may also try
to give a measure of local accuracy of the current model
and this can also be used in the control system design
procedure.

There are also several ways that one can utilize the
updated model information. For example, one could use
the current model until one has a high level of confidence

that on-line parameter estimation has led to a better
model. In other schemes, every time new estimates reach
the design block, the controller is redesigned. Unfortu-
nately, the resulting systems typically turn out to be highly
nonlinear and time varying, hence, very difficult to
analyze. A stumbling block is often the Controller Design
block, which introduces much of the nonlinear relation-
ships. In very special types of simple control law design,
it is possible to avoid the need for a control design block.
In those cases, the system model is manipulated into a
form where it is expressed directly in terms of the control
law parameters. Namely, the system parameters and the
controller parameters are identical. In this case, the
control law design phase becomes trivial. These cases
have been referred to in the literature as direct adaptive
control while the other cases where one needs to translate
system parameters into control law parameters have been
called indirect adaptive control. »Model reference
adaptive control [5] and the self-tuning regulator [2] are
prime examples of direct adaptive controllers.

Analysis of behavior

An adaptive controller can thus be seen as a special
form of nonlinear control law, which incorporates on-
line adjustments to a feedback law. Not surprisingly,
it is very difficult to analyze the behavior of these
algorithms. Initial attempts focused on proving closed
loop stability under idealized assumptions.

For the direct adaptive controllers, proof exists of
stability in the literature (see, e.g., [3,4]) under idealized
assumptions. It is also possible to extend these ideas to
indirect adaptive control at the expense of additional
simplifying assumptions [5].

Following these initial results, stability proofs were
generated when the system was affected by disturbances
and noise. Again, very idealized assumptions were made,
e.g., time invariant, linear dynamics, stationary stochastic
disturbances, etc.

Ideally, it would be good to have a theory that
allowed one to understand the behavior of adaptive
controllers in practical scenarios, e.g., when there is
noise, non-stationary behavior, non-linearities and
unmodeled dynamics. While some preliminary ideas
are available in the literature (see for example, [8]), a
comprehensive theory of adaptive control has proven to
be illusive.

Two Time Scale Adaptive Controllers

It is well known in the system identification literature,
for the parameter estimators to work properly one needs
to “shake up” the system to excite all its parts and
exhibit its different behavioral patterns [6,7]. On the
other hand, a controller typically tries to “calm” the
system down. These two contradicting processes are at
the core of the problem of adaptive control perfor-
mance. One idea that has been shown to lead to
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interesting properties is the use of two time scales (or,
block invariance). The idea is to use different time
scales, a fast one for the control law action and data
collection for the purposes of identifying the model
parameters, and a slow one for the controller redesign.
Specifically, a »sufficiently exciting signal [6,7] is
inserted into the system while the controller parameters
are kept constant. During this period the identifier
improves its estimated parameters. At the end of this
predetermined period, the redesign block is triggered,
generating a new, improved, controller design. This
process is repeated at predetermined fixed intervals.
It has been argued (see [9]) that this idea can be
applied to many combinations of identification algo-
rithm and control design method leading to convergent
behavior.

Supervised Adaptive Controllers: Switched Control
While, in two time scale adaptive controllers, the
controller redesign is “switched on” at predetermined
instances, one could readily imagine the incorporation
of'additional logic that gets all the available information
from the system and, based on some mechanism,
decides when to switch on the redesign. Currently avai-
lable configurations for this type of idea in the
engineering literature are relatively simple. One idea
is to utilize a finite set of fixed, distinct controllers with
a supervisor which switches on the “most appropriate”
controller at different times (see, e.g., [10]). So far the
results in the literature have been limited to establishing
stability of the resulting control system with no
performance claims.

Adaptive Controllers in Practice

A comprehensive theory of adaptive control is not
yet available. This is perhaps not surprising, given the
fact that these controllers are inherently nonlinear
and exhibit complex behavior. Nonetheless, the idea
of adaptive control is both persuasive and interesting.

Adaptive controllers have frequently been used in
practical engineering applications [2]. Indeed, the
authors of the current article have used a form of
adaptive control in thickness control in rolling mills,
where it has proven to be an effective design tool —
allowing expensive sensors to be replaced by less
expensive “virtual” sensors.

Physiological systems also frequently contain in-
stances of control loops that appear to exhibit adaptive
behavior. Indeed, it could be argued that the use of
adaptive controllers by engineers is nothing more than a
somewhat naive attempt to mimic behavior which is
intrinsic to all biological systems. In summary, adaptive
control remains an exciting concept that will undoubt-
edly continue to attract interest from many fields
including engineering and the life sciences.
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| Adaptive Controller

Definition

An Adaptive Controller consists of a controller with
changeable parameters combined with an adaptive
scheme that changes control parameters based on plant
measurements.

» Adaptive Control

|
Adaptive Inmune Responses

Definition

Also known as acquired immunity that has four
characteristic attributes: (i) antigen specificity; (ii)
diversity; (iii) immunological memory; and (iv) self/
nonself recognition. Adaptive immunity is capable of
specifically recognizing and selectively eliminating
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foreign micro-organisms and molecules via activated T
and B lymphocytes and the factors they release.

Activation of adaptive immunity is directed by the
cellular responses in the innate immune response and
can be activated faster and more effectively upon re-
encounter with the same antigen, known as a memory
response. In the central nervous system (CNS),
immunity conferred by T and B cells as a result of their
specific recognition of certain antigens assists in the
recruitment, activation, and regulation of innate im-
mune cells for the purpose of tissue maintenance, repair,
renewal, and recovery.

» Autologous Macrophages for Central Nervous Sys-
tem Repair
» Immune System and Pain

| Adaptive Multi-Layer Systems

Definition
An architecture of neural networks composed of
multiple layers of adaptive neurons. A network
normally has one input layer and one output layer.
Other layers are called hidden layers. There may be
both inter-layer connections and intra-layer connections
between neurons. The networks which have only feed-
forward inter-layer connections from input to output are
called feed-forward networks. Signals on the input layer
are transferred through inter-layer connections to the
output layer. By modifying the weight of connections
according to an adequate learning rule, desired input-
output relations can be acquired.

» Competitive Learning Theory

| Adaptor Protein

Definition

An accessory protein having a number of different
protein-binding modules that facilitate specific protein-
protein (or other molecular) interactions. It thus
promotes the formation of protein complexes, and
plays a role in regulating signal transduction pathways.

» Synaptic Proteins and Regulated Exocytosis

" Addiction

Definition
Addiction is a neuropsychiatric disorder characterized
by compulsive thoughts and actions directed toward
obtaining and consumption of pharmacological and
natural reward stimuli, with no regard for the potential
injury to health, family or society. Casual use of
substances such as heroin, cocaine, or methamphet-
amine does not constitute addictive behavior. Addiction
is also characterized as a “chronic-relapsing disorder”
which may be triggered by drug-associated cues and
environments, or stress, even after long periods of
abstinence from drug-seeking behavior. Addictive
behaviors often entail “risk-taking” and harmful acti-
vity which may constitute a danger to public health.
Repeated exposure to drugs of abuse, excessive
sexual activity, or gambling has been show to activated
specific brain systems, most notably dopaminergic and
glutamateric pathways converging on the nucleus
accumbens and prefrontal cortex. Long-term changes
in synaptic plasticity, in the form of long-term
potentiation and long-term depression in these path-
ways are hypothesized to be the neural correlate of
addictive behavior, hence the claim that addiction is a
brain disease.

» Learning and Motivation
» Long-term Depression
» Long-term Potentiation

' ADEM (Acute Demyelinating
Encephalomyelitis)

Definition
ADEM has a monophasic course, occurs more often in
children and may follow immunization or infection.

Onset is usually abrupt with rapid progression.

Pathologically, perivenous inflammation with mac-
rophage infiltration and associated demyelination in a
sleeve like distribution along the perivenous zones is
seen. Magnetic resonance imaging (MRI) shows
perivenular inflammation, extensive demyelination
and gadolinium enhancement of white matter in the
brain and spinal cord and often involve deeper layers of
cortical or subcortical structures.

Treatment may be attempted with high-dose corti-
costeroids or plasma exchange.
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I Adenohypophysis

Definition
» Diencephalon

» Anterior Lobe of the Hypophysis

I Adenosine

Definition

Adenosine is a purine nucleoside that forms adenosine
triphosphate (ATP), adenosine diphosphate (ADP) and
cylic adenosine monophosphate (cAMP), which are all
important in cell metabolism throughout tissues of the
body.

During cellular activity (and formation of ATP from
two ADP molecules), free adenosine is released and
transported out of cells, including neurons. Extracellu-
lar adenosine levels increase with increasing activity or
under pathological conditions. Adenosine acts upon
different receptors, which are associated with inhibitory
(A1l and A3) or excitatory (A2a and A2b) effects on
target cells. In the heart, adenosine acts upon Al
receptors to inhibit pacemaker cells and slow heart rate
in a manner that is thought to be protective, particularly
under conditions of ischemia or hypoxia. In the brain,
concentrations of extracellular adenosine increase
during prolonged periods of waking and associated
neural activity. Acting upon Al receptors, adenosine
can inhibit neurons of the arousal system to promote
sleep. Caffeine, well known as one of the major
stimulants, acts by blocking A1l receptors.

| Adenylate Cyclase

Definition

Enzyme that generates cyclic adenosine monopho-

sphate (cAMP) from adenosine triphosphase (ATP).
Adenylate cyclase activity is either inhibited or

stimulated by signaling through G-protein coupled

receptors. There are nine mammalian adenylate

cyclases.

I Adequate Stimulus

Definition

Adequate stimulus denotes that physico-chemical
stimulus, for whose reception a sensory receptor is
specialized and responds to at the lowest possible
intensity (energy). For example, under optimal condi-
tions, rods in the mammalian retina respond very
sensitively to low-intensity light, even single photons
(adequate stimulus), while a strong blow to the eye may
evoke flashes of light sensations (phosphemes), but at
much higher intensity (inadequate stimulus).

» Sensory Systems

I Adjuvant Analgesics

Definition

Adjuvant analgesics are drugs with analgesic properties

that were initially developed to treat other health

problems, such as anticonvulsants and antidepressants.
These drugs have become a cornerstone of pain

control for children with chronic pain, especially when

pain has a neuropathic component.

» Pain in Children

I Adolescent Pain

» Pain in Children

I Adrenal Insufficiency (Addison’s
Disease)

Definition

Addison’s disease is a condition in which patients
excrete copious amounts of dilute urine and drink
comparable volumes of water in compensation. The
patient may suffer from adrenal tumor or atrophy.
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|
Adrenaline or Epinephrine

Definition

Adrenaline is a catecholamine, which is released as a
neurotransmitter from neurons in the central nervous
system and as a hormone from chromaffine cells in the
adrenal gland. Adrenaline is required for increased
metabolic and cardiovascular demands during stress. Its
cellular actions are mediated via plasma membrane
bound G protein-coupled receptors.

| Adrenergic Fiber

Definition

An adrenergic fiber is an axon of a postganglionic
sympathetic neuron that synthesizes noradrenaline (or
adrenaline in some amphibians and fish). These fibers
are more commonly referred to as noradrenergic fibers
when noradrenaline is the neurotransmitter. Adrenergic/
noradrenergic fibers travel from sympathetic ganglia to
target tissues within bundles, usually mixed with other
autonomic and sensory nerve fibers, before they branch
extensively and become varicose. Most adrenergic/
noradrenergic fibers also contain co-transmitters like
ATP or neuropeptide Y.

» Adrenaline
» Postganglionic Neurotransmitter
» Sympathetic Pathways

[
Adrenoceptors

Definition

Adrenoceptors are receptors of the sympathetic nervous
system activated by the postganglionic transmitter
noradrenaline or by adrenaline. They occur in the main
subtypes of a;, 0, B, B> and B3 and may occur as auto-
or heteroreceptors modulating transmitter release.

» Postganglionic Neurotransmitter
» Sympathetic Nervous System
» Sympathetic Pathways

I Adroitness

» Coordination

I Adult Neurogenesis

INMAcCULADA ORTEGA-PEREZ
Laboratory of Perception and Memory, Institute
Pasteur, Paris, France

Synonyms
Neuron production in the adult brain; Secondary
neurogenesis; Ongoing neurogenesis

Definition

Neurogenesis is the process by which new neurons are
generated. It encompasses the entire series of events
from »precursor cell division to survival and functional
integration of the neural progeny into the neural
network.

Characteristics

For many years, the idea that the brains of almost all
mammals retained a constant structure throughout life
and could not generate new neurons prevailed in the
field of neuroscience. Reports contradicting this long-
standing dogma first emerged in the early 1960s, but it
was another 40 years before the notion of the adult brain
as a static organ was finally overturned. With the advent
of new methods for labeling dividing cells and
improvements in imaging techniques, investigators
have confirmed that neurogenesis takes place in discrete
areas of the central nervous system (CNS) throughout
life (reviewed in [1]). Ongoing neurogenesis is now
thought to be an important mechanism underlying
»brain plasticity, enabling organisms to adapt to
environmental changes and influencing learning and
memory in adulthood.

Adult Neurogenesis in Mammals

In mammals (including humans), new neurons are
added to two main areas of the adult brain: the
hippocampus [2] (which is involved in certain types
of learning and memory) and the olfactory bulb (OB)
[3] (which is involved in the sense of smell).

In the hippocampus, neurons are generated by neural
precursor cells located in the dentate gyrus (DG), in a
region known as the subgranular zone (SGZ). Neuro-
blasts generated in the SGZ migrate into the adjacent
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granular layer, where they mature into granular neurons.
In contrast, new olfactory neurons arise from neural
precursors located outside of the olfactory system, in a
region lining the border between the striatum and the
lateral ventricle, the subventricular zone (SVZ). In this
case, neuroblasts cover long distances as they migrate
towards the OB along a path known as the rostral
migratory stream (RMS). They migrate tangentially in
chains, through tubular structures formed by astrocytes.
After detaching from these chains and migrating radially
from the RMS to the OB, the new neurons mature into
olfactory inhibitory interneurons of two main types:
granule cells and periglomerular cells. Both cell types
make only local contacts in the bulb, directly or indirectly
modulating the processing of sensory information by the
OB’s projection neurons: the mitral and tufted neurons
(Fig. 1). Outside these two germinal regions, little or no
neurogenesis seems to occur. In both the SGZ and the
SVZ, precursor or »stem cells reside in specialized
niches, providing a local microenvironment that influ-
ences the behavior of precursors and their ability to

Proliferation

Lv
5 .
8-l H
=\
RMS
wf-ue-"
= ——

b Migration

differentiate into neurons (reviewed in [4]). The trans-
plantation of SVZ precursor cells into the hippocampus
results in the generation of hippocampal neurons,
whereas the transplantation of SGZ precursor cells into
the RMS results in the generation of olfactory interneur-
ons. Conversely, when implanted outside these neuro-
genic regions, these two types of precursor generate only
glia. These observations indicate that neurogenesis
depends on the presence of a permissive environment,
rather than on regionally different properties of precursor
cells [5].

The SVZ is the neurogenic region that generates by
far the largest number of new neurons in the adult CNS.
However, most of the cells generated in the SVZ die,
with only a subset going on to achieve maturation and
functional integration. OB neurogenesis appears to
involve both neuronal turnover (neuronal replacement)
and a net increase in the number of neurons (neuronal
addition). The cell types and architecture of the SVZ
have been characterized at the ultrastructural level, and
four main cell types have been identified: astrocyte-like

N, € Integration

Adult Neurogenesis. Figure 1 Neurogenesis in the adult olfactory bulb: (a) Schematic representation of the SVZ
showing the cell types present in this region and their organization. Multi-cilitated ependymal cells (yellow) line the
wall between the lateral ventricle and the striatum. Neuroblasts (A, purple), appear forming clusters that are
surrounded by astrocytes (B, green) and occasionally for rapidly dividing Type C cells (red). SVZ astrocytes can
eventually extend a process to contact the lateral ventricle and exhibit a short single cilium. (b) New-born neuroblasts
migrate tangentially along the rostral migratory stream to reach their final destination in the olfactory bulb. Migrating
neuroblast group together in chains that are surrounded by tubular structures formed by the process of astrocytes.
(c) After reaching the core of the olfactory bulb, neuroblasts detach from the chains and migrate radially to the
overlaying layers, where they differentiate into two local interneuron subtypes: granule cells (located in the deeper
layer of the olfactory bulb) and periglomerular neurons (located in the most superficial layer). LV: lateral ventricule;
RMS: rostral migratory stream; OB: olfactory bulb; SN: sensory neurons; GL: Glomerular layer; M: Mitral layer; Gr:

granular layer.
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cells (GFAP-positive, with an astrocytic morphology,
type B cells), intermediate amplifiers (type C cells),
neuroblasts (type A cells), and ependymal cells lining
the lateral ventricle (Fig. 1). B cells are thought to be
multipotent neural precursors. They divide to generate
the neuroblasts, via transit-amplifying C cells, which
migrate though the RMS towards the OB. This region
also contains a specialized basal lamina, which extends
from blood vessels in the SVZ and terminates in small
bulbs adjacent to the ependymal cells [4].

In contrast to neurons destined for the OB, which
migrate over long distances, DG granule neurons are
generated locally in the SGZ. Neurogenesis in the SGZ
occurs in foci associated with blood vessels and contain-
ing primary precursors (astrocyte-like, type B cells), divi-
ding immature (type D cells) cells that already express
markers of neuronal differentiation, newly generated
granule neurons and endothelial cells. D cells divide less
frequently and are more differentiated than the type C
cells of the SVZ [4].

Despite their astrocytic phenotype, not all the
astrocytes in the germinal regions of the adult brain
seem to act as stem cells. Only some of these cells
proliferate slowly, giving rise to mature neurons in the
OB or hippocampus. The other astrocytes may act as
»niche cells, possibly providing crucial signals to the
diverse stem and progenitor cells in this lineage [6].

Regulation of Adult Neurogenesis

The molecular mechanisms involved in regulating adult
neurogenesis remain unclear. It is currently thought
that the process is orchestrated by an intrincate,
complex network of signals inducing or inhibiting the
proliferation of »precursors, influencing fate choice or
favoring migration towards target areas. The trans-
cription factors E2F or Notch 1, and molecules such as
ephrins (Eph) and their tyrosine kinase receptors
(EphB1-3 and EphA4) provide just a few examples
of proteins involved in regulating the proliferative
activity of stem cells [7]. The sonic hedgehog (SHH)
pathway has also been implicated in »progenitor cell
maintenance during adulthood. A loss of hedgehog
signaling results in abnormalities in the DG and OB,
whereas stimulation of the pathway induces an increase
in the rate of proliferation of adult progenitors. Finally,
growth factors, such as brain-derived neurotrophic
factor (BDNF), basic fibroblast growth factor (bFGF),
insulin growth factor 1 (IGF1) and vascular endothelial
growth factor (VEGF) also enhance the proliferation of
progenitors in the DG or SVZ, or both [7].

Bone morphogenic protein (BMP) has been shown
to induce the differentiation of neural stem cells into
glial cells, whereas the local presence of BMP antagonists
is associated with the generation of new neurons. Epen-
dymal cells in the SVZ secrete Noggin and astrocytes
in the SGZ secrete neurogesin-1, both of which are

BMP antagonists. The Wnt signaling pathway may
also guide cells toward a neuronal fate, and it has been
shown that the WNT inhibitors sFRP2 and 3 (secreted
frizzled-related proteins 2 and 3) partially block astroglial
cell-induced neurogenesis in the DG [8]. The trans-
cription factors paired box 6 (Pax6) and oligodendro-
cyte transcription factor 2 (Olig2) are involved in the
mechanisms determining the fate of newborn cells and
the timing of this specification along the SVZ-olfactory
bulb pathway. Olig2 is produced in the SVZ, but only in
transit-amplifying cells. The overproduction of this factor
facilitates oligodendrocyte maturation, but represses
neural development. By contrast, Pax6 is produced in
only small amounts in the SVZ, but its repression is
associated with a decrease in neuroblast formation. Pax6
is also produced in large amounts in the migrating
neuroblasts along the RMS, providing further evidence of
arole for Pax6 in promoting neuronal differentiation [8].

The process of migration is also highly regulated
during neurogenesis. The tangential migration of neuro-
blasts from the SVZ to the OB is modulated by a cohort of
factors, including PSA-NCAM, netrins and integrins.
Reelin and tenascin-R play a role in radial migration,
facilitating the detachment of neuroblasts from the chains.
Neuroblasts also respond to ambient GABA levels by
modulating their speed of migration [7].

Adult Neurogenesis Under Pathological Conditions
Neurogenesis is also stimulated in the mammalian
brain in response to injury and disease. Experiments in
rodents have demonstrated that new cells are generated in
response to ischemia or brain trauma. Remarkably, newly
generated neurons can migrate to the site of the injury
in the cerebral cortex or striatum (where neurogenesis
does not normally occur) and differentiate into mature
neurons forming connections with neighboring cells [9].
Enhanced neurogenesis has also been reported in dege-
nerative diseases, such as Huntington’s chorea and
Alzheimer’s disease. Although this injury-induced neu-
rogenesis does not lead to recovery, many scientists
believe it represents the brain’s attempt at self-repair [8].
Neurogenesis also increases in response to seizure
activity, but the production of new neurons is not
beneficial because these neurons develop, migrate and
integrate inappropriately, and actually seems to contribute
to recurrent seizures [8]. The functional significance of
abnormal neurogenesis in these and other medical
conditions is not yet understood, but this area is the
focus of intensive research, which may one day yield new
treatments for these disorders.

Functions of Adult Neurogenesis

The precise function of newly generated neurons in the
adult brain remains unclear. It has been suggested that
neurogenesis in the OB system may be a plastic response
coupled to the high turnover of receptor neurons in the
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olfactory epithelium. However, another potential role
of bulbar granule neurons generated in adulthood has
emerged in recent years. An odor-enriched environment
enhances neurogenesis and improves olfactory memory,
and the genetic disruption of olfactory neurogenesis
has been shown to result in a loss of performance in odor
discrimination tasks in mice. These observations indicate
that newly generated neurons may contribute to percep-
tual and memory functions in the bulb [7,9]. The
hippocampus has been shown to be involved in learning
and memory, and it has been suggested that newly
generated neurons within the hippocampus contribute to
these processes. The conditions impairing adult neuro-
genesis, such as stress, have also been shown to impair
learning. In contrast, conditions promoting the generation
of new neurons, such as physical exercise, are often
associated with improvements in memory and the
learning of tasks dependent on the hippocampus [7,8].
Studies have also shown that learning promotes the
survival of new neurons, and better learners seem to retain
more new neurons, particularly when trained to perform
difficult tasks [9]. Hippocampal neurogenesis may also
play arole in various neurological disorders and diseases,
including epilepsy and depression, as some of the
treatments and drugs successfully used to treat indivi-
duals suffering from depression may increase the
production of new hippocampal neurons [10]. Further-
more, the beneficial effects of some antidepressants are
blocked by the inhibition of neurogenesis, suggesting that
low levels of neurogenesis may be an underlying cause of
depression.
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| Advanced Sleep Phase Syndrome
(ASPS)

Definition

Advanced sleep phase syndrome (ASPS) is most
common in the elderly. It is characterized by a difficulty
in staying awake in the evening and by early morning
awakening. Sleep maintenance insomnia is often
related to ASPS. This disorder is treated by taking
0.5 mg of melatonin at each awakening during the night
after 1 a.m. and a final dose of up to 0.5 mg at final
awakening in the morning. Bright light (2,000—10,000
lux) scheduled between 7 and 9 p.m., ending no later
than 1 h before desired bedtime is also helpful.

» Circadian Sleep Phase Syndromes

[ .
Aerotaxis

Definition

Motility in relation to a gradient of oxygen concentra-
tion such that the organism migrates to an optimal
oxygen concentration in an oxygen gradient.

| Aetiology

Definition
Causal explanation, the cause of a disease.

| A-Fibers of Dorsal Root of the
Spinal Nerve

Definition
C and A delta fibers innervate primarily nociceptors but
also thermo- and some mechanoreceptors. Conversely,
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A-beta and A-delta fibers innervate touch receptors of
the skin. All these fiber types enter the spinal cord via
the dorsal root.

»Medulla Spinalis

I Affect

» Emotion

I Affective Dimension

Definition

The way an individual feels or experiences emotion in
response to a particular setting, process, characteristic,
attitude, or sensation. A full description of a particular
item would usually include the affective dimension of
the item, along with its cognitive and behavioral
dimensions (plus sometimes the sensory dimension).

I Afferent

Definition

The term afferent (from Latin “ad” = towards and
“ferre” = carry) refers to nerves that carry information
towards the central nervous system. Somatic afferent
nerves innervate muscles, joints or skin. Visceral
afferent nerves innervate body organs and blood
vessels.

» Sensory Systems

I Afferent Innervation of the Heart

» Visceral Afferents

I Afferent Input to Rhythm Generating
Networks

» Peripheral Feedback and Rhythm Generation

I Afferent Regulation of Locomotion

» [Locomotor Reflexes

" AFP

Definition
Anterior forebrain pathway.

» Song Learning of Songbirds

I Afterdepolarization

Definition

Afterdepolarization (delayed depolarization) is the
depolarization after the fast spike repolarization phase,
either appearing as a slow phase of repolarization
or as an intermittent depolarization between a fast
afterhyperpolarization and a subsequent afterhyper-
polarization.

» Action Potential

| Aftereffect in Circadian Rhythm

Definition

A long-term change in the endogenous circadian period
as a result of entrainment to a light-dark cycle. For
example, if a mouse with an endogenous period of 23 h
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was entrained to a 24.5 h light dark cycle for a period of
six months and released into constant darkness, it might
show a new endogenous period of 24 h for several
weeks to months before eventually returning to a period
of approximately 23 h.

» Masking (Positive/Negative)

| Aftereffect Measurement

Definition

Generally, an aftereffect is measured as follows: An
observer judges a test stimulus in isolation (called a
pretest trial or baseline measure) and then judges it in
isolation again, but this time after prolonged adaptation
to an inducing stimulus (called a posttest trial). There is
no difference between the stimulus displays in the
pretest and posttest because the inducing is removed
prior to the posttest. The aftereffect, that is, the effect of
the inducing stimulus on the test stimulus, is defined as
the algebraic difference between the posttest and pretest
judgments. Because the posttest stimulus is judged after
the inducer is removed, an aftereffect is a successive
effect.

» Visual Illusions

| Afterhyperpolarization (AHP)

Definition

Afterhyperpolarization (AHP) — hyperpolarization fol-
lowing an (action potential). In the squid axon, the
afterhyperpolarization is generated by the slowly
inactivating voltage-dependent K* conductance acti-
vated during the action potential. In mammalian central
neurons, AHPs may show different phases: fast,
medium and slow, in some cases interrupted by
afterdepolarizations. Second, the contributing K"
channels include BK and SK channels and Kv7
channels mediating the M-current. BK-channel-
mediated AHPs are usually brief, while SK-channel-
mediated ones can last up to seconds.

» Action Potential

| Ageing

Definition
Ageing refers to growing old, maturing or exhibiting
the effects of the passing of time.

| Ageing of Autonomic/Enteric Function

ROBERT M. SANTER
School of Biosciences, Cardiff University, Cardiff,
United Kingdom

Synonyms
Vegetative nervous function; Visceral nervous function;
Gastrointestinal function

Definition

The »autonomic nervous system is part of the
peripheral nervous system, which is instrumental in
maintaining the internal environment of the body in a
steady state and in returning the internal environment to
a steady state following internal and external stimuli. In
order to accomplish this, the autonomic nervous system
maintains a controlling influence over the cardiovascu-
lar, digestive, thermoregulatory and urinogenital sys-
tems. This is achieved by both motor and sensory
innervation of the major organ systems together with
other structures such as sweat glands and intraocular
muscles. Autonomic function is involuntary, and we are
not usually conscious of ongoing autonomic activity
except at times of increased emotions such as anger or
fear, when autonomically induced increases in heart rate
or in sweating occur.

The »enteric nervous system is the intrinsic, local
nervous system of the digestive system which controls
the processes of digestion such as motility of the gut,
secretion of chemicals for the breakdown of food
and the absorption of the products of digestion. The
enteric nervous system also regulates the flow of blood
throughout the gastrointestinal tract. The enteric nervous
system can also act autonomously but, like the autonomic
nervous system, is under the control of the central nervous
system. In old age, there is a tendency for the ability of
autonomic and enteric function to be perturbed, such that
it is not as capable of maintaining a homeostatic state as it
is in the young adult. There is considerable variability in
the extent to which different organ systems are affected by
»aging. As advanced health care in the developed world
leads to increased longevity of the human population, the
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incidence of »autonomic and enteric dysfunction in the
elderly will undoubtedly increase.

Characteristics

Quantitative Description

By virtue of the fact that autonomic nerves travel
alongside the arteries of the body and within somatic
peripheral nerves and their branches, the »autonomic
nervous system is present in all regions of the body.
Likewise the »enteric nervous system extends through-
out the digestive system from the oral to the anal cavity.

Higher Level Structures

The autonomic nervous system is divided into para-
sympathetic and »sympathetic divisions, which usually
both innervate the same organ but have opposing func-
tions. In general, parasympathetic function is anabolic
whilst sympathetic function is catabolic in nature.

The anatomical organization of both the parasympa-
thetic and sympathetic divisions is essentially similar. The
efferent (motor) limb is a two neuron chain originating in
the central nervous system in which the two neurons
synapse in an »autonomic ganglion in the periphery. The
first of these neurons is termed the P preganglionic
neuron, and it has its cell bodies located in the brainstem
or spinal cord. The second neuron is termed the
»postganglionic neuron, having its cell body in a
ganglion sending its axon to innervate the target organ.
The position of the ganglion varies and in consequence
so does the length of the axons of preganglionic and
postganglionic neurons. In the »parasympathetic system,
the ganglia are located close to, or even within, the
innervated organ, with the consequence that the pregan-
glionic axon is relatively long and the postganglionic
axon relatively short. Sympathetic ganglia are located
closer to the central nervous system and in consequence
the preganglionic axon is relatively short and the
postganglionic axon relatively long. All preganglionic
neurons are under the control of the central nervous
system by descending supraspinal pathways or by local
interneurons. The afferent (sensory) limb of the auto-
nomic reflex consists of receptor endings in the walls of
the viscera, a peripheral process running either in an
autonomic or a somatic peripheral nerve trunk, a cell body
in a spinal or cranial ganglion and a central process
entering the dorsal horn of the spinal cord or grey matter
of the brainstem.

The enteric nervous system consists of two networks,
or plexuses, of neurons that are located in the wall of the
digastric tract. The myenteric plexus (of Auerbach) is
located between the outer longitudinal and inner
circular layers of the muscularis externa, and is
principally concerned with the control of gut motility
such that the contents are propelled in an oral to anal
direction. The submucous plexus (of Meissner) is
located within the submucosa. Its role is to regulate

gastrointestinal blood flow, control the functioning of
the epithelial cell lining of the gut and in sensing the
chemical composition of the contents of the gut lumen.
The enteric nervous system has important connections
with the sympathetic and parasympathetic divisions of
the autonomic nervous system, and can therefore come
under controlling influences of the central nervous
system.

Lower Level Components

The chemical neuroanatomy of the autonomic nervous
system is relatively simple and can be summarized as
follows:

1. Preganglionic neurons are multipolar and receive
glutamergic, glycinergic, monoaminergic, choliner-
gic and peptidergic afferents.

2. All preganglionic neurons release acetylcholine at
the ganglionic synapse.

3. All parasympathetic postganglionic neurons release
acetylcholine at their targets but this is often
accompanied by the release of vasoactive intestinal
polypeptide (VIP), particularly at secretomotor
terminals.

4. The majority of sympathetic postganglionic neurons
release noradrenaline at their targets, often accom-
panied by the release of neuropeptide Y (NPY). The
exception to this concerns sweat glands where
acetylcholine acts as the neurotransmitter.

5. The occurrence of nitric oxide is widespread in
both preganglionic and postganglionic autonomic
neurons.

In addition to their extrinsic autonomic connections,
»enteric neurons secrete a wide range of neurotrans-
mitters of which acetylcholine, nitric oxide, and many
neuropeptides (principally substance P, VIP, NPY,
galanin and somatostatin) which occur in different
functional types of enteric neuron. The combinations of
neurochemicals in enteric neurons have been used to
code them and to define their functional characteristics
[1,2]. In general terms, enteric neurons can be divided
into the following categories:

1. Motor neurons controlling gastrointestinal motility
by innervation of the muscularis and secretion from
a variety of secretory cell types within the intestine.
2. Sensory neurons receiving information from term-
inals in the mucosa sensitive to chemical, osmotic
thermal and mechanical changes and from terminals
in the smooth muscle which are sensitive to stretch.
3. Interneurons responsible for the co-ordination of
activity between individual ganglia of the plexuses
and between the myenteric and submucous plexus.
The co-ordination of descending (oral to anal)
reflexes controlling peristaltic function is of special
importance in promoting the passage of gut contents.
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Structural Regulation

Neurons of autonomic and enteric ganglia originate in
the neural crest and migrate to their final locations.
Their axons then grow into their target organs. These
neural migrations are guided by a variety of factors such
as neurotrophins and glial derived neurotrophic factor
as well as constituents of the extracellular matrix.
Failure of the ontogenetic process resulting in neurons
not migrating into their correct locations results in
serious malfunctions: for example, mice whose cardiac
neurons have failed to reach the heart die at birth [2],
and congenital dysfunctions of the gastrointestinal sys-
tem such as motility disorders, megacolon and gastric
outlet obstruction result from the failure of neuronal
migration during development.

Higher Level Processes

Cardiovascular System. Aging is associated with a
reduced capability of the autonomic nervous system to
maintain hemodynamic stability. A decline in the tonic
influence of the parasympathetic system and an increase
in sympathetic activity coupled with a change in the
structure of the heart and major blood vessels from a
supple nature to a more resistant, stiffer nature are
characteristic of the elderly. This increased systemic
vascular resistance leads to hypertension accompanied
by increased systolic pressure and left ventricular hyper-
trophy. Decreases in cardiac output and stroke volume
may be compensated for by reduced metabolic demand in
the elderly. Changes with age occur in many cardiovas-
cular reflexes including cardiopulmonary reflexes, respi-
ratory sinus arrhythmia and in the baroreceptor reflex.
Baroreceptors are stretch receptors in the carotid sinus
and aortic arch, and the increased stiffening of the walls of
these vessels with age results in a reduction in the ability
of the receptors to respond to changes in blood pressure
with a reduction in afferent input to autonomic regulatory
centres in the brainstem. This is likely to be a factor in
the increased occurrence of orthostatic hypotension in the
elderly, a problem that is nowadays also associated with
the administration of antihypertensive medication. Post-
prandial hypotension is also common in the elderly where
there is inadequate cardiovascular compensation for
the increased blood flow to the gastrointestinal system
after a meal.

Urinogenital System. In old age, dysfunctions of
urinary voiding are common and the frequency of mic-
turition and the amount of urine voided are increased.
Changes in the structure of the bladder wall and internal
urethral sphincter, changes in the nerve supply of the
bladder and changes in the central nervous system control
of the micturition are implicated in the development of
urinary incontinence. Normally, the smooth muscle of the
bladder receives a dual innervation from the parasympa-
thetic and sympathetic nervous systems. Sympathetic
activity causes a relaxation of the bladder wall and a

constriction of the base of the bladder, including the
internal urethral sphincter allowing the bladder to fill
whilst maintaining continence. The parasympathetic
effects are directly opposite, thereby inducing a voiding
of urine. The sensory innervation of the bladder is a
crucial part of the voiding reflex. It is considered that the
age-associated changes in micturition are more likely to
be due to the neural control of the bladder than to changes
in the responsiveness of bladder smooth muscle to
adrenergic and cholinergic agonists. The pelvic neurons
innervating the lower urinary tract are, in common
with those innervating the internal genital organs,
sensitive to circulating androgens such as testosterone
which also has potent effects on reproductive behaviour.
Testosterone affects the ability of these neurons to
maintain their morphology, synthesize neurotransmitters
and express receptors. The age-associated reduction of
plasma testosterone is likely to have serious conse-
quences for the maintenance of pelvic neurons resulting
in dysfunction of urinogenital function.

Enteric Function. In elderly human beings there is
an increased incidence of problems associated with
gastrointestinal motility. Dysphagia due to reduced
oesophageal peristalsis and relaxation of the oesopha-
geogastric junction, increased transit time of gut
contents with the danger of faecal stasis and also faecal
incontinence are the most common »enteric dysfunc-
tions which may be attributed to the enteric innervation.
Other age-associated dysfunctions include diminished
ability to absorb certain constituents of the diet.

Lower Level Processes

Cardiovascular System. Well documented changes occur
in the sympathetic innervation of the cardiovascular
system with age. There is a reduction in the density
of sympathetic innervation of the heart and in many,
but not all, arteries and veins, stimulus-induced nor-
adrenaline release increases, beta-adrenoceptor vaso-
constrictive responsiveness declines, the re-uptake of
noradrenaline by sympathetic nerve terminals declines
and there is an increase in the concentration of plasma
noradrenaline.

Urinogenital System. Investigations of the effects
of age on the innervation of the lower urinary tract [3]
have revealed that the sympathetic innervation is
much more susceptible than is the parasympathetic
innervation. This differential susceptibility affects both
the preganglionic and postganglionic neurons supply-
ing the bladder but also the descending supraspinal
afferents to the preganglionic sympathetic neurons.
The supraspinal pathways so far investigated contain
glutamate, GABA, substance P and monoamines. Age-
associated changes in the sensory innervation of the
bladder wall have not been detected. There is some
evidence that the neurodegeneration of postgangli-
onic sympathetic pelvic neurons in old age may be
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attributable to decreases in calcium binding proteins,
leading to raised intracellular calcium concentra-
tions [4].

Enteric Function. Neurodegeneration in the enteric
nervous system with increasing age is now a well
established phenomenon and affects both the myenteric
and submucous plexuses [5]. Moreover, thanks to the
neurochemical coding of enteric neurons [6], it is now
possible to determine which functional types of enteric
neuron are susceptible to age-associated neurodegenera-
tion. In summary, there is a significant loss of cholinergic
neurons from the myenteric plexus, which is likely to
impair the propulsion of gut contents [7] and also of
sensory neurons of the submucous plexus, possibly also
contributing to reduced gut motility [5]. The postgangli-
onic sympathetic innervation which has an inhibitory
effect on the myenteric neurons is also much reduced in
old age [8]. The mechanism for age-associated neurode-
generation in the gut may well be the excessive
production of reactive oxygen species, as this can be
almost totally prevented by caloric restriction [9,10].

Function

Autonomic and enteric functions are complex, vital
processes in the maintenance of »homeostasis of
mammals. Perturbation of these processes during aging
will be detrimental to the health of individuals and may
eventually be life-threatening, thus influencing the
longevity of an individual.

Pathology

Some of the age-associated effects of the »ageing
autonomic nervous system are similar to those seen in
multiple systems atrophy (Shy—Drager syndrome), a
progressive disease of the autonomic nervous system, in
which there is a Pselective vulnerability of certain
brainstem nuclei that control the preganglionic auto-
nomic outflow. This selective vulnerability is also a
feature of ageing in autonomic ganglia, in which certain
target-specific groups of neurons are affected in old age
whereas others are not [9]. This observation is
reinforced by neuropathological evidence of neuronal
degeneration in sympathetic ganglia of both man and
rodents.

Therapy

Two factors which certain groups of autonomic and
enteric neurons require for successful development and
maintenance in adult life have been proposed as
possible therapeutic agents in instances of autonomic
and/or enteric change in old age: neurotrophic factors
have possible wide-ranging application and androgens
whose potential beneficial effects are restricted to the
androgen-sensitive pelvic neurons.
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| Agency

Definition

The property of being an agent. That is, the property of
being an entity that acts. Typically, the term “agency” is
applied only to agents capable of acting intentionally or
purposively.

» Freedom of Will

| Agent Causation

Definition

Agent causation is a relation supposed to hold between
a substance, the agent, and its actions. The agent is
construed as a prime mover. Agent causation contrasts
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with event causation, a relation between events
(including a person’s motivational and representational
states), and is taken by some theorists to be the key for
understanding how free will is possible.

» Freedom of Will
» Information

|
Age-related Macular Degeneration

Definition

An age-related degeneration of the central retina
(macular region). It causes irreversible loss of central
vision (see Inherited Retinal Degenerations).

» Inherited Retinal Degenerations

taste field. Non-traumatic peripheral or central neuro-
logical disorders, such as Bell’s palsy or multiple
sclerosis, may also affect taste function.

Systemic disturbances may also affect the sense of
taste. Vitamin deficiency, endocrine disorders, cancer,
renal or hepatic failure and multiple drugs, are known
causes of ageusia. Aging is also typically accompanied
by loss of taste sensitivity.

» Gustation

| Aggression

Definition

Attack and threat; behavior directed to other organisms
with the aim to intimidate, hurt or drive another animal
away.

| Ageusia

Definition

Ageusia corresponds to the inability to detect and
discriminate taste qualities. Most complaints of ‘loss of
taste’ correspond in fact to hyposmia or anosmia, the
loss of olfactory capability, since olfaction is essential
for flavor perception. True aguesia is rare and
hypogeusia, which refers to a diminished, rather than
lost, sense of taste, is more common.

Direct damage of the tongue is one of the causes for
taste disturbances. It could result from head and neck
radiation therapy, inflammation of the tongue (glossitis)
or other conditions. Tobacco use and dry mouth
(xerostomia), such as that resulting from Sjogren’s
syndrome, may also have the same effects.

The chorda tympani nerve, a branch of the facial
(VIIth) cranial nerve, contains primary sensory neurons
that transmit chemosensory information from the
anterior two-thirds tongue. The glossopharyngeal
(IXth) cranial nerve contains the peripheral taste fibres
from the posterior third of the tongue. Damage to any of
these nerves, for example due to trauma or surgery (e.g.,
iatrogenic chorda tympani lesion during otologic
surgery) may cause hypogeusia. Ageusia from periph-
eral neural lesion is unlikely since multiple anatomi-
cally distinct nerves would have to be damaged. Central
lesions (e.g., trauma, tumor or ischemia of the parietal
lobe) may also cause loss of taste in discrete areas of the

| Aging of Tactile Sense

RonaLDp T. VERRILLO
Institute for Sensory Research, Syracuse University,
Syracuse, New York, NY, USA

Definition

Characteristics

None of the sensory systems is immune from the
deficits in function that occur as a consequence of the
natural process of aging. It is a slow process that
advances throughout the life span, but does not become
noticeable until the mid-40 and 50 decades of life. Most
people become aware of this decline when the visual
system makes it necessary to wear “reading” glasses in
order to bring a printed page into proper focus. The
tactile sense (touch) is not exempt from the effects
of advancing age. However these effects go largely
unnoticed by most people because interaction with the
environment is much more salient in vision and hearing
and there is no dramatic “end product” such as
blindness and deafness. For this reason there has been
a paucity of research funding and effort in tactile
research as compared to that of vision and hearing.
Although these effects have been studied for about
80 years, for the most part the early studies used poorly
controlled stimulators such as cotton swabs, hairs and
primitive electronic devices. Hardly quantifiable, the
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results of these experiments are difficult to interpret.
Controlled laboratory experiments using modern tech-
nologies for measurement have been used routinely
only in the past 35 years.

Studies of the tactile sense usually fall into two broad
categories, namely measurements made at »threshold
and at »suprathreshold levels of stimulation. Threshold
experiments are performed to determine the minimal
amount of energy that an observer is able to detect,
in this case mechanical displacements (vibration). Sup-
rathreshold experiments are performed in order to
determine the observer’s judgments and perceptions of
energy levels well above the just-detectable level.
Research on the effects of aging on the tactile sense
has focused on measuring both threshold and supra-
threshold responses.

Threshold

The onset of a loss of sensitivity in the tactile system is
measurable at a relatively early age. Between the ages
of 10-20 years youngsters show a loss of sensitivity
especially at frequencies above 80 Hz [1,2]. Later
Verrillo [3] tested a different group of subjects at the age

of 10 and the same subjects again at 23 years of age in a
longitudinal study and found the same result. This
confirmed that the results of the earlier study were
not due to a bias in cross-sectional selection of subjects.
All of the frequencies between 40 and 600 Hz
were affected; only at 25 Hz was there no change in
sensation. The span of ages was expanded further from
10 to 65 years in a series of experiments that determined
that the loss of sensitivity was progressive throughout
the life span, slow in the younger years but increasing
more rapidly after about 55 years of age [4,5] which
confirmed an earlier finding that covered approximately
the same span of ages (20—70 years) [6]. Figure 1 shows
the threshold values for vibrotaction in subjects ranging
in age from 10 to 70 years. Increasing threshold values
denote a loss of sensitivity.

The data also revealed an effect of gender; beyond
65 years of age in males suffered a greater loss of
sensitivity than did females [5]. The loss of sensitivity
in all of these studies occurred only at high frequencies
from 80 to 250 Hz. At lower frequencies (25—40 Hz)
the sensitivity to vibration remained constant through
the life span. This suggests that in the »vibrotactile
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Aging of Tactile Sense. Figure 1 Detection thresholds of vibrotaction measured at five frequencies plotted as a
function of age. The dashed line represents a composite of all frequencies combined. Decreasing sensitivity is
indicated by increasing values along the vertical axis. From Verrillo [3].
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neural channel subserved by the »Pacinian-corpuscle
receptors, which are activated optimally by high-
frequency vibration, there are anatomical and phy-
siological changes in structure and/or biochemical
composition that do not occur in non-Pacinian chan-
nels. Non-Pacinian receptors respond primarily to low-
frequency vibrations. Many explanations have been
offered to account for the loss of sensitivity with
advancing age including changes in receptor morphol-
ogy, loss of receptors, decrease of spinal-root fibers,
decreased peripheral circulation and dietary deficiency.
Throughout the life span, and especially in adulthood,
there is a progressive loss of nerve fibers that is steady
and continuous. A decrease in the number of receptor
end organs accompanies the loss of nerve fibers. The
large Pacinian corpuscles decrease in number, change in
size and become more complex in structure with
advancing years, becoming convoluted in shape, which
can affect their ability to respond to mechanical
deformations. Once fully developed in infancy, all of
the cutaneous nerves and receptor end organs undergo a
steady decrease in number and in morphological change
that continues throughout the span of life. The rate of
change is constant throughout the age span at 80 Hz, at
about 3 dB per decade of age. At higher frequencies
the loss accelerates at greater age levels. Throughout
the span of years tested below the age of 65 there was
no difference between men and women in the
sensitivity to vibration, but beyond 65 years of
age males suffered a greater loss of sensitivity than
did females [5]. The loss of sensitivity in all of these
studies occurred only at high frequencies from 80 to
250 Hz. At low frequencies (25—40 Hz) the sensitivity
to vibration remained constant through the life span. It
is likely that no single factor can explain the loss of
sensitivity but that a combination of several or many
of these is probably responsible.

Suprathreshold

Because we live in an environment in which we are
stimulated by and respond to stimuli that are, for the
most part, above the threshold of detection, it is
essential that the effects of these higher energy levels
be considered. There are a number of psychophysical
methods used to measure responses to suprathreshold
stimulation, but the method of choice for measuring
the relationship between the physical intensity of a
stimulus and an observer’s subjective impression of that
intensity is a technique called Absolute Magnitude
Estimation (AME). Subjects are asked to assign a
number (greater or less than 1.0) whose magnitude is
judged to be a match to that of the stimulation that is
perceived. No standard, modulus or range of numbers
is suggested by the investigator. The numbers assigned
by the subjects are then plotted as a function of

the physical intensities of the stimulus. The subject is
free to use any number, large or small that seems an
appropriate fit to the perceived intensity of the stimu-
lus. The resultant curve is typically a power function.
This method has been used in a number of sensory
modalities and along many dimensions of the stimulus.
The slope of the curve (exponent) is different for
each sense modality, but it is consistent within each
modality.

Figure 2 shows the results obtained when a group of
25 year olds was compared to an older group with a
mean age of 66 years [7]. They were both tested using
the AME method at a frequency of 250 Hz. The shift
in the curve of the older group to higher intensities by
16 dB indicates that for the same perceived intensity
in assigned numbers, the older group required at least a
16 dB increase in the physical intensity of the vibration.
This means that at both threshold (Fig. 1) and at above
threshold levels of stimulation there is a loss of
vibrotactile sensitivity associated with the process of
growing older. The 16 dB difference in threshold values
would predict this outcome. However, the slopes of the
two curves are identical; both slopes are about 1.0 in the
mid-to upper-levels of physical intensity. This suggests
that although there is a loss of sensation with age, there
is no difference in the rate at which suprathreshold
stimuli grow in perceived magnitude. This would imply
that in the vibrotactile system the effects of aging are
manifested more as a result of changes at central levels
of the nervous system (cortical) rather than changes at
the periphery.

Judgment of the subjective magnitude of vibration is
not the only suprathreshold performance that suffers a
deficit with advancing age. From a practical viewpoint
the sense of touch has been used as a surrogate channel
for both vision and hearing as an aid to communica-
tion for the blind and the deaf. The blind have used
» Braille for many years and more recently electrome-
chanical devices to read the printed word with their
fingertips. In a parallel effort, for many years resear-
chers have made the effort to develop a method of
substituting the tactile sense for hearing as an aid to the
profoundly deaf. As the blind and the deaf grow older
or develop pathologies such as adult-onset diabetes
mellitus, which degrades the sense of touch, their ability
to access the world becomes severely limited. The
sensory input from the fingertips is a vital link with the
world that has become reduced or disrupted. Human
speech is the most sophisticated and complex form of
communication throughout the animal kingdom. All
animals communicate with one another in various ways,
but none approaches the subtlety and richness of
expression as that of human speech. To render this into
a system of tactile stimuli has been a formidable task
indeed.
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Aging of Tactile Sense. Figure 2 Absolute magnitude estimation of vibrotaction plotted as a function of the
displacement intensity of the vibration. Comparison of a younger group (mean age 25 years) and an older group

(mean age 66 years) is shown. From Verrillo [7].

In order to develop tactile sensory aids for the deaf
(»tactile vocoders) investigators have studied a large
number of speech parameters so that these elements
might be incorporated into the design of a practical tactile
device. One of the elements essential in understanding
speech is the ability to distinguish rapidly changing
temporal sequences of stimuli. In one study a group
of subjects 22 years of age was compared to a group of
66 year olds in the ability to distinguish two short bursts
of vibration separated by M interstimulus intervals of
various durations [7]. The younger group was able to
detect two bursts separated by as little as 25 ms whereas
the older group was unable to make that distinction when
the separation of the double burst was less than 150 ms.
Older subjects would be at a severe disadvantage in
understanding the spoken word by the use of a tactile
vocoder unless the design of the device would contain a
feature to compensate for this serious limitation.

Another measurement used to assess the ability to
understand speech (in the hard-of-hearing) is the test of
gap-detection, that is, the ability to detect a silent
interval between two long bursts of sound. Similar
measurements have been made using the sense of touch
[8]. Tests made using subjects between the ages of
8 and 75 years using both bursts of sinusoids and bursts
of noise showed that the ability to detect a silent interval
was significantly worse in older than in younger
subjects. Again this limitation must be compensated
for by design features of the tactile aid.

In summary, in every comparison of young and
elderly persons tested at suprathreshold levels of
stimulation, the performance of the elderly is poorer
than that of the young. It is imperative that the designer
of a tactile aid for the communication of speech takes
these findings into consideration so that the aid can be
used successfully by young and old alike. The reader is
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referred to Verrillo [10] for a discussion in greater depth
of the topics considered here.
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I Agmatine or AGB

Definition

An organic cation that enters cells via cation channels. It
is used to label cells secondary to excitatory drive or
photoreceptors destined to degenerate.

» Inherited Retinal Degenerations

are not considered monophyletic here, since petromy-
zontids are more closely related to gnathostomes

» Evolution of the Brain: In Fishes
» Evolution of the Telencephalon: In Anamniotes
» The Phylogeny and Evolution of Amniotes

[ .
Agnosia

Definition

Inability to recognize visual objects. Agnosias come in
various specific forms, for example, color agnosia
(»achromatopsia), motion agnosia (»akinetopsia),
»agnosia for form or object, agnosia for faces
(»prosopagnosia), agnosia for depth.

» Achromatopsia
» Akinetopsia
» Visual Neuropsychology

I Agnosia of Form or Object

Definition

Characterized by the difficulty a brain-damaged patient
has in identifying an object without being blind. This
affliction is also called “psychic or mind blindness”.
There are two types of object agnosia. Apperceptive
agnosia denotes the problem of putting together pieces
of visual information into a coherent percept of objects
etc.; the world looks fragmented and chaotic. This
syndrome often follows »carbon monoxide poisoning
causing many small, disseminated brain lesions in the
» occipital lobe. Associative agnosia is the difficulty of
associating visual perceptual input with stored informa-
tion of similar objects. Patients with this disorder can
tell whether two objects are the same, but cannot
identify them because this would require reference to
memory. This syndrome is not uniform and may result
from lesions of the »temporal lobes or temporo-
occipital areas.

I Agnathan(s)

Definition
Descriptor for all jawless fishes; the two extant groups,
lampreys (petromyzontids) and hagfishes (myxinoids)

| Agonist (Pharmacological)

Definition
A ligand that binds to a specific cellular receptors and
triggers a response in the cell.
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' Agouti-related Peptide

Definition
Hypothalamic neuropeptide that regulates hair color
and bodyweight.

» Neuroendocrinology of Eating Disorders

I Agraphia

Definition
Disorder of the ability to write.

I Agrin

Definition

Agrin is a heparin proteoglycan expressed by motor
neurons and muscle. The neuronal isoform is important
for clustering acetylcholine receptors at synaptic sites.

» Neuromuscular Junction

' AIDS

Definition
» Acquired Immunodeficiency Syndrome

I Air Sickness

» Anti-Motion Sickness Drugs

' Akinesia

Definition

An extension of bradykinesia that implies nearly absent
voluntary movement (failure of willed movements to
occur). There may be two reasons for akinesia: either
the movement is too small to be seen or that the time to
generate movement is extremely long, so that the
movement never really occurs.

» Bradykinesia
» Parkinson’s Disease

I Akinetopsia

Definition
An incapacity to perceive moving visual stimuli,
resulting from damage to cortical visual area V5.

» Visual Neuropsychology
» Visual Perception

I Alar Plate

Definition

Dorsal portion of the developing neural tube separated
from the ventral, basal plate by the sulcus limitans. In
the spinal cord and rhombencephlon, it contains most of
the sensory neurons.

» Neural Tube

I Alcohol

» Central Nervous System Inflammation: Astroglia and
Ethanol

[
Airways

» Visceral Afferents

I . .
Alcoholic Brain Damage

» Effects of Alcohol on the Brain
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| Alertness Level

Hans P. A. VAN DoNGEN, GREGORY BELENKY
Sleep and Performance Research Center, Washington
State University, Spokane, WA, USA

Synonyms
Arousal; Vigilance; Sleepiness (antonym)

Definition

The ability to direct and sustain attention. It reflects
cortical activation and is modulated by sleep/wake
regulatory mechanisms.

Characteristics

Neurophysiologic Regulation of Alertness Level

The regulation of alertness is closely tied to sleep/
wake regulation, as is obvious from its antonym
»sleepiness. As such, alertness level may be expressed
on a scale ranging from wide awake to struggling not to
fall asleep. There are two primary neurophysiologic
processes of sleep/wake regulation driving dynamic
changes in the waking level of alertness across hours
and days: a homeostatic process producing a »homeo-
static sleep drive, and a circadian process (»circadian
cycle) producing an opponent circadian wake drive [1].
These two processes have been instantiated in concep-
tual and mathematical models of sleep/wake regulation
and alertness.

The homeostatic sleep drive increases progressively
from the time of awakening until the beginning of the
next sleep period, and decreases progressively during
sleep. The dissipation rate during sleep is greater
than the build-up rate during wakefulness, such that the
homeostatic sleep drive pattern is stable from day to
day for the average person given a typical schedule of
16 h of wakefulness and 8 h of sleep. If wakefulness is
extended and/or sleep duration is reduced, the dissipa-
tion of the homeostatic sleep drive is incomplete.

In contrast to the homeostatic sleep drive, the cir-
cadian wake drive waxes and wanes with time of day
regardless of sleep and wake duration, such that wake
drive is highest in the early evening and lowest in the
early morning. For a normal schedule of daytime
wakefulness and nighttime sleep, the result is a
sustained high level of alertness through most of the
waking period [2]. The reason for this is that while the
homeostatic sleep drive increases with time awake, it is
also increasingly counteracted by the growing circadian
wake drive. As such, the alertness level remains stable
from morning to evening, with only a minor mid-
afternoon dip observable in some individuals [3].

In the early evening hours, the circadian wake drive
is high, such that it would be difficult to fall asleep if

sleeping were attempted. This is known as the wake
maintenance zone [2]. Later in the evening, however,
the circadian wake drive falls and the homeostatic sleep
drive becomes the dominant factor determining the
alertness level. Thus, in late evening there is a rapid
increase in sleepiness signaling that it is time to go to
sleep. Assuming the sleep period is long enough to
dissipate the homeostatic sleep drive, this pattern
repeats itself the next day. Immediately after awakening
there is a brief interval of residual sleepiness known as
»sleep inertia, but it quickly subsides to be followed
by another daytime period of high, stable alertness.

If sleep is postponed and wakefulness continued into
the night — as may occur in »shift work settings — the
further increasing of the homeostatic sleep drive and the
further waning of the circadian wake drive produce a
considerable deterioration of the alertness level. This
continues until the next morning. At that time, the
circadian wake drive begins to rise again, providing a
partial rebound of alertness later in the afternoon and early
evening. This is illustrated in Fig. 1.

Just as extending the waking period reduces the
alertness level as modulated by the homeostatic process,
so does altering the timing of the waking period reduce
the alertness level through the action of the circadian
process. This can be observed when traveling to another
time zone, which results in a temporary misalignment of
the circadian cycle with the new local day and night. This
yields reduced daytime alertness and difficulty sleeping at
night — a phenomenon known as » jet lag. Depending on
the number of time zones crossed, it may take several
days for Pentrainment mechanisms to realign the
circadian process with the local time.

In addition to the long-term action of the homeo-
static and circadian processes, a variety of short-term
neurobiological effects on the alertness level have been
reported. For reasons not well understood, sustained
attention to perform a task results in progressive declines
of alertness while the task is ongoing [4]. This »time-on-
task effect is undone by a break from the task —see Fig. 1.
The time-on-task effect is thought to be amplified by
monotony or boredom, while it may be dampened in
tasks that are inherently novel or interesting (although it
is not clear what determines the latter). Reductions in
alertness may be overcome by motivation (e.g., through
incentives), but this effect is likely to be transient.
Alertness is also affected by P stress, where the nature of
the stress determines whether alertness is increased or
decreased. Posture plays a role as well, in that supine
positions appear to enhance sleepiness while standing up
enhances alertness.

The environment can influence the alertness level as
well. Bright light (e.g., sunlight) is known to provide a
short-lasting boost of alertness (in addition to its
» photoperiodic effect on the circadian cycle). Sound
may enhance alertness, but chronic exposure to noise
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Alertness Level. Figure 1 Pattern of alertness across 36 h of total sleep deprivation beginning at 10:00 (10 a.m.), as
measured by mean reaction time on a 10-min psychomotor vigilance task [5] administered every 2 h in a laboratory
(averages shown for ten healthy young adults). The red curve displays the combined effect of the homeostatic sleep
drive, which increases progressively across time awake, and the circadian wake drive, which waxes and wanes
across the 24 h of the day. The black lines show deterioration of performance (assessed with linear regression)
during each 10-min test bout, which is known as the time-on-task effect. The steeper the rise of the line, the greater the
time-on-task effect. The time-on-task effect is greatest when the overall alertness level is lowest, revealing an
interaction between this effect and the homeostatic and circadian processes. Note also that the breaks between the
test bouts provide recuperation from the time-on-task effect.

may have the opposite effect. The effects of tactile and
olfactory stimulation on alertness have not been well
documented. When measuring the endogenous (neuro-
physiologically driven) alertness level, it is important to
take these environmental factors into account (e.g., by
standardization in a controlled laboratory environment).

Neurobehavioral and Physiological Correlates
Changes in the alertness level can be observed in a
variety of neurobehavioral and physiological variables.
Individuals experiencing reduced alertness (e.g., due to
sleep deprivation) report elevated feelings of sleepiness
and fatigue, negative effects on mood, difficulty
concentrating, and greater effort needed to stay awake.
They show stereotypical behaviors such as yawning and
muscle stretching. They exhibit P cognitive im-
pairment, ranging from increased »reaction times and
greater numbers of performance errors to »executive
control deficits and poor decision making. Indices of
»attention appear to be particularly affected, with tasks
requiring sustained attention showing increased varia-
bility in responses. This latter effect has been
hypothesized to reflect the episodic intrusion of sleep
processes into wakefulness [5].

Indeed, reduced levels of alertness are associated
with greater propensity to fall asleep, which trans-
lates into reduced sleep latencies — i.e., falling asleep
faster — as determined through sleep physiological

recording (» polysomnogram). This phenomenon, which
is observed both when sleep is attempted and when it is to
be resisted, provides a basis for physiological tests of
sleepiness, including the »multiple sleep latency test and
the »maintenance of wakefulness test. Physiological
changes can also be seen before the occurrence of sleep,
though. »Visual evoked potentials and »auditory
evoked potentials show changes indicative of impaired
signal processing under conditions of diminished waking
alertness. The background waking »electroencephalo-
gram (EEG) also changes, reflecting enhanced synchro-
nization [6] possibly associated with sleep initiation
mechanisms in the brain (drowsiness).

Alertness changes are further reflected in ocular
measures, including the appearance of slow-rolling eye
movements, changes in blink rate, extended partial or
complete eye closures, and variations in pupil diameter.
Additionally, cardiovascular indices (heart rate, heart rate
variability) have been reported to covary with alertness.
These physiologic changes may be mediated by altera-
tions in the tone of the »autonomic nervous system.

There are considerable inter-individual differences in
the effects of alertness-reducing interventions such as
sleep deprivation on the various correlates of alertness
described above [7]. The expression of these inter-
individual differences is found to vary from one
correlate of alertness to another. It might be concluded
that there is not just a single overall level of alertness,



Allele 77

but that there are several alertness levels depending on
which specific measure is considered. However,
measures of alertness typically involve other neuro-
physiologic and neurocognitive systems as well, which
contribute to the measurement outcomes in potentially
non-trivial and/or person-specific ways. For instance, a
cognitive performance measure of alertness is also
affected by a person’s aptitude for the performance task
as well as any practice effects. Understanding such
issues is important for the interpretation of alertness
measurement data [3].

Neuroanatomical Structures and Neurotransmitters
Although the neuroanatomical and neurochemical me-
chanisms underlying the regulation of alertness have only
partially been delineated, it is known that there is a strong
modulation of the alertness level by the »ascending
neuromodulatory projections. Briefly, this system in-
volves Parousal of the »cortex by monoaminergic and
cholinergic nuclei in the »brainstem, »hypothalamus
and »basal forebrain. These nuclei and their »neuro-
transmitters include the »locus coeruleus (noradrenalin),
the »tuberomammillary nucleus (histamine), the »raphe
(»serotonin), and nuclei in the »tegmentum (»acetyl-
choline). The ascending neuromodulatory projections
can be blocked by activation of the »ventrolateral
preoptic nucleus (»>GABA, galanin), which initiates
sleep [8]. It is possible that the activity of this system
represents, in part, the homeostatic sleep drive, but
definitive evidence is lacking and other pathways, neuro-
transmitters/»> neuromodulators (»dopamine, »adeno-
sine) and mechanisms are likely involved as well [9]. The
source of the circadian wake drive is much better
understood. It is driven by the »suprachiasmatic nuclei
(»SCN) in the hypothalamus [1], the functioning of
which has been elucidated in considerable detail.

The neurotransmitter systems involved in sleep/wake
and alertness regulation are targets of a wide variety of
pharmacological substances affecting alertness. These
include hypnotics such as benzodiazepine receptor
agonists, which reduce alertness and promote sleep;
and »stimulants such as caffeine and amphetamine,
which enhance alertness. Hypnotics are particularly
useful to improve sleep quality and increase sleep
duration as part of the treatment repertoire for clinical
sleep disorders. Stimulants are administered to treat
excessive sleepiness associated with certain sleep
disorders (e.g., narcolepsy), and to maintain optimal
(baseline) alertness levels in operational settings [10]
(caffeine being the most widely used). With specific
stimulants (e.g., amphetamine), it is possible to tempo-
rarily raise alertness and enhance performance beyond the
baseline level, although this does not necessarily translate
into better cognitive/behavioral outcomes and often
involves undesirable side effects. The mechanisms of
actions of most hypnotics and stimulants have only
partially been determined.
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| Alginate

Definition

Alginate is derived from brown seaweed. Alginate is a
polysaccharide like glycosaminoglycan composed
of two monosaccharides, B-D-mannuronic acid and
a-Lguluronic acid.

' Allele

Definition
Different forms or variants of a gene that occupy a given
locus on a chromosome.
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I Allocentric Cues

Definition

Distal and local environmental cues used for navigation.
Distal cues are principally visual and provide

information about the distance to landmarks and spatial

arrangement among landmarks. Local cues, such as

odors on the ground, are also allothetic. Typically

contrasted with “idiothetic cues”.

» Spatial Learning/Memory

I .
Allocentric Reference Frame

Definition
Framework centered outside of the body of the subject
such as mountain, or individual object.

» Spatial Memory

[
Allocortex

Definition
“Other” cerebral cortex, referenced against six-layered
isocortex.

Allocortex includes cerebral cortical areas, such as
the hippocampus and olfactory cortex, which comprise
fewer than six-layers.

» Hippocampus
» [socortex
» Olfactory Cortex

' Allodynia

Definition

Pain due to a stimulus which does not normally provoke
pain (e.g., gentle static pressure, non-painful thermal
stimuli).

» Hyperalgesia and Allodynia

|
Allodynia, Hyperalgesia

Definition

Hyperalgesia denotes increased pain generated by a
stimulus which is normally painful and excites
nociceptors. It has a peripheral (sensitization of
nociceptors) and/or a central component (sensitization
of central neurons, e.g. in the dorsal horn of the spinal
cord). Allodynia is pain generated by stimuli which
activate low-threshold mechanoreceptors (mechanical
allodynia) or cold receptors (cold allodynia). The
mechanism of allodynia is central (central sensitization
generated by persistent excitation of nociceptors).
Secondary allodynia is pain elicited by stimulation of
low-threshold mechanoreceptors in an area of skin
which surrounds a territory with sensitized nociceptors
(e.g. generated by inflammation) Causalgia.

» Complex Regional Pain Syndromes: Pathophysiolog-
ical Mechanisms

' Allografting

Synonyms
Allotransplantation

Definition

Transplantation of tissues and organ pieces from one
person to another, or from one animal to another of the
same species.

I Allometric

Definition

A scaling relationship, usually exponential, between the
size of a part of the body, and the whole body. There is
an allometric relationship between brain and body size
in the primate order.

» Evolution of the Brain in Humans — Paleoneurology
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I Allometry

Definition
Measurement and correlation of biological size of
organs or organ-systems.

» Evolution and Brain-Body Allometry

[
Allophone

Definition

Phonetic variant of a phoneme; substituting one
allophone for another does not change the meaning of
a word (e.g., [bath] does not differ in meaning to [bat];
[th] is an aspirated /t/ and [t] is an unaspirated /t/).

» Phoneme

[
Allosteric Enzyme

Definition

An enzyme that alters its three-dimensional conforma-
tion as a result of the binding of a smaller molecule (at a
site different to its active site), often leading to
inhibition or activation of its activity.

I Allosteric Protein

Definition

A protein that can adopt several conformations. These
conformations can be stabilized by different molecules,
that bind at the same, or different sites.

I Allothetic Information

Definition
Stimuli providing information about the environment
like visual, olfactory, sound, tactile inputs.

I Alpha (Activity Phase) in Circadian
Cycle

Definition
Alpha is the duration of the active portion of the daily
rest-activity cycle.

» Circadian Cycle
» Rest-activity Cycle

' Alpha Rhythm

Definition
A neocortical pattern of 8-13 Hz EEG activity
characteristic of quiet wakefulness in humans.

» Brain Rhythms

I Alpha Subunit of Gustducin

» Gustducin

| Alpha-gustducin

» Gustducin

[
Alpha-internexin

Definition
A 66 kDa protein encoded on chromosome 10q24.33.
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| Alpha-motoneuron

Definition

A motoneuron that exclusively innervates the large
extrafusal striated muscle fibers that make up the bulk
of anatomical muscles and that generate output force.

» Motor Units

|
Alpha-synuclein: From Neurological
Disorders to Molecular Pathways

S. WISLET-GENDEBIEN, A. TANDON
Centre for research in neurodegenerative diseases,
Toronto, ON, Canada

Definition

a-Synuclein is a small acidic protein of 140 amino acid
residues and a member of a multi-gene synuclein family
(Fig. la). The N-terminal part has seven imperfect
repeats containing the consensus core sequence Lys-
Thr-Lys-Glu-Gly-Val, whereas the C-terminal part
(residues 96-140) has no recognized structural ele-
ments. The central portion of a-synuclein (residues
61-95) is known as the non-Af component of
»amyloid plaques in Alzheimer disease (Fig. 1b). It
comprises the highly amyloidogenic part of the
molecule that is necessary for a-synuclein (i) to undergo
a conformational change from »random coil to » Beta
Sheet structure, (ii) to form single cylindrical B-sheets,
and (iii) to form protofibrils and fibrils. These features
distinguish a-synuclein from its two close relatives
B-synuclein and y-synuclein that fail to form copoly-
mers with a-synuclein [1]. a-Synuclein displays an
extended unfolded structure and thus belongs to the
group of natively unfolded proteins also compris-
ing protein tau. a-Synuclein exists physiologically in
both soluble and membrane-bound states, with an
unstructured or alpha-helical conformation, respec-
tively. The function of a-synuclein is poorly resolved,
though it is attributed with wide-ranging roles such as
molecular chaperone, axonal transport and turnover of
synaptic vesicles [2].

Characteristics

Alpha-Synuclein and Neurological Disorders
Pathological accumulation of a-synuclein is associated
with multiple neurodegenerative diseases that are
collectively known as synucleinopathies (Fig. 2). The

most prominent of these is Parkinson’s disease (PD), a
progressive disorder that impairs movement in nearly
2% of individuals over 65 years. Other disorders
include Dementia with »Lewy bodies (DLB), the
second major cause of dementia in the elderly after
Alzheimer’s disease (AD), the Lewy body variant
of Alzheimer’s disease, multiple system atrophy,
neurodegeneration with brain iron accumulation type 1,
familial forms of AD and Down syndrome. o-
Synuclein-containing inclusions are also found in
several more disparate neurodegenerative diseases that
are not commonly referred to as synucleinopathies [3].

A causative role for o-synuclein in neurodegeneration
was fortified by the identification of three mutations
(A30P, AS3T and E46K) in the a-synuclein gene, as well
as multiplication of the normal gene that results in
increased a-synuclein protein expression, in families with
early-onset PD [4]. Affected family members present
clinical and pathological features that are similar to
sporadic PD that is clinically characterized by the three
cardinal symptoms including muscle rigidity, bradykine-
sia and resting tremor [5]. These motor impairments are
primarily due to degenerating dopaminergic neurons in
the substantia nigra and the loss of their dopaminergic
projections to the striatum and can be corrected by
dopamine-replacement therapy. Moreover, histological
analyses of PD brains reveal dense aggregations of
insoluble material including a-synuclein in intracellular
inclusions called Lewy bodies (LB).

Development of PD appears to be linked to processes
that increase the rate at which o-synuclein forms
aggregates. These processes include increased protein
concentration (via either increased expression or reduced
turnover), and altered forms of a-synuclein (such as
truncations, missense mutations, or post-translational
modifications [6]). Phosphorylated o-synuclein at
Ser-129 has been observed in post-mortem analyses
of patients with PD, multiple system atrophy, and
neurodegeneration with brain iron accumulation type 1.
Under normal physiological conditions, about 4% of
a-synuclein is phosphorylated at Ser-129, but in LB,
89% of a-synuclein is phosphorylated at this residue.
The effects of phosphorylation of Ser-129 on a-synuclein
conformation are not known, but phosphorylation
at Ser-129 caused a fourfold increase in insoluble
a-synuclein and inhibited interaction of a-synuclein with
phospholipids and phospholipase D2. Moreover, muta-
tion of Ser-129 to alanine (to prevent phosphorylation)
completely suppressed DA neuronal loss produced by
expression of human o-synuclein, and substituting
aspartate for Ser-129 (to mimic phosphorylation) signifi-
cantly enhanced a-synuclein toxicity.

Role of Alpha-Synuclein
a-Synuclein is widely expressed in mammalian CNS,
and particularly concentrated in presynaptic terminals,
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a. Synuclein sequence homologies:

B-synuclein ashlgg:v fsgagni-aa
y-synuclein anavse vssvntvatk
121 131

dneayempse egygdyepea
dppgeeygey epea
Eagsggd

o-synuclein
B-synuclein
Y-synuclein

Keys:

- Serine 129

i B 11 21 31 41 51
Repeat 1 Repeat 2 Repeat 3 Repeat 4 Repeat
o-synuclein tm k a-a ac=aa ¢ L sktkegvvh gvat t
B-synuclein miolam asa t e 1 skireguvg gvas
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glvkreefp tdlkpeevaq eaaeepliep lmepegesye
veeaeniav tsgvvrkedl rpsapggegv askekeevae

Residues - Familial PD asscciated mutations
- conserved sequence between o-,f- and y-synuclein

Residues - ktkegv imperfect repeats

b. o-synuclein Structure:

o-helicoidal domain
(Regidues 1-67)

Hydrophobic region

Acidic Rich region

(Residues 61-95) (Residues 96-140)

Alpha-synuclein: From Neurological Disorders to Molecular Pathways. Figure 1 a-Synuclein homologies
and structure. (a) The synuclein family consists of three members: a-synuclein, B-synuclein and y-synuclein that
range from 127 to 140 amino acids in length and are 55-62% identical in sequence, with a similar domain
organization. (b) a-synuclein structure is divided in three regions: (i) N-terminal domain (residues 1-67) contains
two a-helical regions separated by a short break; (ii) hydrophobic domain (residues 61-95) and (iii) C-terminal

domain acidic rich region.

where it is associated with synaptic vesicles and freely-
diffusible in the cytoplasm. While the exact functions of
normal a-synuclein remain to be fully elucidated,
several studies suggested it may play a role in synaptic
plasticity; regulate dopamine (DA) neurotransmission
via effects on vesicular DA storage and protecting
neurons from neurodegeneration induced by the loss
of »cysteine string protein (Fig. 2; [7]). More recently,
it has been suggested that a-synuclein may be involved
in the trafficking of cargo within the endoplas-
mic reticulum/Golgi network since one of the most
profound initial consequences of artificially expressing
a-synuclein in yeast appears to be a disruption of
ER-Golgi trafficking [8].

So far, the exact role of a-synuclein in healthy brain as
well as in pathological conditions still remain unclear.
However, several protein interactions with a-synuclein
suggest a function in specific molecular pathways.
Figure 3 summarizes potential functions associated with

a-synuclein. However, it is unclear if the o-synuclein
binding proteins compete for overlapping binding sites,
interact differentially depending on a-synuclein confor-
mation, or bind in a competitive/allosteric manner. Italso
remains to be determined if these interacting proteins
bind to a-synuclein in distinct subcellular compartments.
Conformational changes in a-synuclein due to tempera-
ture, pH and/or posttranslational modification could alter
the protein and ligand binding properties of a-synuclein
as well as its aggregation properties. In addition to lipids,
various reports suggest that a-synuclein is capable of
interacting with a variety of proteins including PLD2,
UCH-L1, parkin, synphilin, 14-3-3, different PKC iso-
zymes, BAD, Rab3A, Rab5A, Rabphillin, the ELK-1/
ERK-2 complex, ERK-1/2, p38MAPK, and SAPK/INK
mitogen activated kinases, A, MAP1B, heterodimeric
but not microtubule Tubulin, tau, TBP-1, the DAT, the
mitochondrial complex IV enzyme cytochrome oxidase,
and TH, and calmodulin [1] (Reviewed by Dalfo et al.,
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Group B

Synaptic transmission

o-synuclein
functions

Synaptic plasticity

Group C
Nerve terminal
protection
Interacting protein Role References
Calmodulin M Major calcium-binding protein in the brain. Martinez et al., 2003
TBP-1 Recognized as a component of a 195 regulatory subunit of the 26S proteasome MNakamura et al., 1998
which degrades ubiquitinated proteins
Rab Small GTPases of the Rab family control timing of vesicle fusion. Jordens et al. 2005
TH Enzyme responsible for catalyzing the conversion of the amino acid L-tyrosine to Sung et al., 2001
dihydroxyphenylalanine (DOPA)
HSPa0 Important roles in cellular regulation, primar ily as a chaperone for a number of key Sidera et al,, 2004

intracellular proteins. Also involve in cell migration.
Parkin E3 ubiquitin ligase and, which ubiquitinates proteins such as CDC rel-1, synphilin-1, the

O-glycosylated form of a-synuclein, and parkin-associated endothelin receptor-like receptor to
facilitate their proteasomal degradation.

14-3-3 proteins modulate the action of proteins that are involved in cell cycle and transcriptional

30 control, signal transduction, intracellular trafficking and regulation of ion channels.
MAP1B Major component of the neuronal cytoskeleton which play a crucial role in
neuronal morphogenesis and neurite extension
The physiclogical function of the protein is currently unknown, although several protein domains
Synphilin have been defined and are known to be present in a variety of proteins mediating protein—protein
interactions
ERK, MAPk, JNK A large kinase network in which upstream kinases activate downstream kinases that, in

response to phosphorylation, translocate to the nucleus and activate transcription factors.

PKC C kinases (PKCs) are a family of enzymes essential for the transduction of signals

BAD Bad represents a bridging molecule which interconnects signal transduction pathways from
extracellular survival factors with the Bel-2 intracellular checkpoint upon cell death.

TAU Tau has a variety of functions, most prominently in microtubule stabilization

or neurite outgrowth

Mukhida et al., 2004

Berg et al., 2003

Takei et al., 1997

Kruger, 2004

Adams et al., 2000

Kuo et al., 1997
Hong et Wu, 2002

Garcia et Cleveland, 2001

Alpha-synuclein: From Neurological Disorders to Molecular Pathways. Figure 2 Summary of the potential
role of a-synuclein. The exact role of a-synuclein still needs to be defined, however, it seems that this protein
is involved in synaptic transmission as well as protection and plasticity and is reported to interact with

different proteins.
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Alpha-synuclein: From Neurological Disorders to Molecular Pathways. Figure 3 Hypothetical routes for
a-synuclein to induce neurodegeneration. a-synuclein gene mutations as well as environmental factors may induce
the a-synuclein fibrilization which may lead to changes in cell activity, dysfunction, and cell death. However, it is
still unclear if those factors act first on the fibril formation which then induces dysfunction or if the

fibrilization is a consequence of the functional dysregulation.

2005). Interaction has been shown also with divalent 6. Shults CW, Barrett JM, Fontaine D (2006) Neurosci Lett

cations include Fe*™ AI’", Zn**, Cu®*, and Ca®" [1]. For 405:223-225
most of these interactions, their relevance to cell /- Chandra S, Gallardo G, Fernandez-Chacon R, Schiuter

. . . . OM, Sudhof TC (2005) Cell 123:383-396
phys1ology.a1.1d pathophysmlogy remains to be clarified. Lee VM, Trojanowski JQ (2006) Neuron 52:33-38
Moreover, it is interesting to note that only some of the 9 paifo E, Ferrer I (2005) Neuroscience Letter 380:170-175
a-synuclein interacting proteins are found in LB.

®
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Definition

Alternative splicing refers to the post-transcriptional
modification process in which coding regions (exons)
of a primary transcript are joined in different combina-
tions through the removal or retention of non-coding
intervening sequences (introns) to produce distinct
mature messenger RNA (mRNA) transcripts.

Characteristics

Mechanisms of Alternative Splicing

One surprising finding stemming from genome ana-
lyses is that proteomic diversity of an organism does not
correlate with the number of protein-coding genes
observed. It was later revealed that alternative splicing
provides the major mechanism for increasing transcrip-
tome and proteome complexity. An analogy to explain
this idea would be to liken alternative splicing to a glass
prism which can disperse white light into a spectrum of
colors (Fig. 1).

Through alternative splicing, a single pre-mRNA can
generate a diverse array of mRNA splice variants which
will be translated into protein isoforms with varying
structure and/or function.

Recent genome analyses have estimated that
60-80% of human genes are subjected to alternative
splicing and this biological phenomenon is emerging
to be of central importance in the nervous system
[1,2]. Furthermore, sequence- and microarray-based

Alternative splicing

Single _—

"—;1“‘:::_-—___ Multiple mature
pre-mRNA

mRNA isoforms

Alternative Splicing. Figure 1 Analogous to the
dispersion of white light into the color spectrum by a
glass prism, a single pre-mRNA can generate a diverse
array of mature mRNA transcripts through alternative
splicing.

analyses have suggested that transcripts from genes
expressed in functionally complex tissues, such as
that of the brain, undergo alternative splicing at a higher
frequency [1].

There are several types of alternative splicing events
leading to the generation of distinct transcripts: cassette
exon, alternative 5' splice site, alternative 3’ splice site,
mutually exclusive exons, intron retention, alternative
promoter, and alternative polyadenylation site (Fig. 2).

In general, these events occur in a combinatorial
manner to produce multiple alternatively spliced isoforms
or splice variants. The Drosophila melanogaster Down
syndrome cell adhesion molecule (Dscam) g